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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by A. Ant Ozok and Panayiotis Zaphiris, contains papers
focusing on the thematic area of Online Communities and Social Computing, and
addressing the following major topics:

• User Behavior and Experience in Online Social Communities
• Learning and Gaming Communities
• Society, Business and Health
• Designing and Developing Novel Online Social Experiences



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker



Foreword VII

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker

• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013



Organization

Human–Computer Interaction

Program Chair: Masaaki Kurosu, Japan

Jose Abdelnour-Nocera, UK
Sebastiano Bagnara, Italy
Simone Barbosa, Brazil
Tomas Berns, Sweden
Nigel Bevan, UK
Simone Borsci, UK
Apala Lahiri Chavan, India
Sherry Chen, Taiwan
Kevin Clark, USA
Torkil Clemmensen, Denmark
Xiaowen Fang, USA
Shin’ichi Fukuzumi, Japan
Vicki Hanson, UK
Ayako Hashizume, Japan
Anzai Hiroyuki, Italy
Sheue-Ling Hwang, Taiwan
Wonil Hwang, South Korea
Minna Isomursu, Finland
Yong Gu Ji, South Korea
Esther Jun, USA
Mitsuhiko Karashima, Japan

Kyungdoh Kim, South Korea
Heidi Krömker, Germany
Chen Ling, USA
Yan Liu, USA
Zhengjie Liu, P.R. China
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Carsten Röcker, Germany
Reiner Wichert, Germany
Woontack Woo, South Korea
Xenophon Zabulis, Greece

Human Aspects of Information Security, Privacy and Trust

Program Chairs: Louis Marinos, ENISA EU,
and Ioannis Askoxylakis, Greece

Claudio Agostino Ardagna, Italy
Zinaida Benenson, Germany
Daniele Catteddu, Italy
Raoul Chiesa, Italy
Bryan Cline, USA
Sadie Creese, UK
Jorge Cuellar, Germany
Marc Dacier, USA
Dieter Gollmann, Germany
Kirstie Hawkey, Canada
Jaap-Henk Hoepman, The Netherlands
Cagatay Karabat, Turkey
Angelos Keromytis, USA
Ayako Komatsu, Japan

Ronald Leenes, The Netherlands
Javier Lopez, Spain
Steve Marsh, Canada
Gregorio Martinez, Spain
Emilio Mordini, Italy
Yuko Murayama, Japan
Masakatsu Nishigaki, Japan
Aljosa Pasic, Spain
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Abstract. With the emergence of smarthphones and social networks, a very 
large proportion of communication takes place on short texts. This type of 
communication, often anonymous, has allowed a new public participation in 
political issues. In particular, electoral phenomena all over the world have been 
greatly influenced by these networks. In the recent elections in Mexico, Twitter 
became a virtual place to bring together scientists, artists, politicians, adults, 
youth and students trying to persuade people about the candidate: Andrés Ma-
nuel López Obrador (AMLO). Our research is based on the collection of all 
tweets sent before, during and after the presidential elections of July 1, 2012 in 
Mexico containing the hashtag #AMLO. The aim of this study is to analyze the 
behavior of users on three different times. We apply SentiWordNet 3.0 in order 
to know how user behavior changes depending of the political situation and 
whether this is reflected on the tweets.  

Keywords: user behavior, sentiment analysis, social web, Twitter, public par-
ticipation, web 2.0, user generated content. 

1 Introduction 

The increasing participation in social media and networks has resulted in an explosion 
called user-generated content. Researchers use this information in order to answer 
interesting questions that were impossible to solve before as: how does an idea 
spreads across users? What topics attract more? What is the user behavior face to a 
certain event? Some studies have established that it exist a certain correlation between 
the analysis of sentiments and the public opinion polls for job approval ratings [1]. In 
this way, we find that the analysis of sentiments is fundamental to give some clues 
about how users can influence or persuade others, by using a kind of humor, in  
Twitter. 

The aim of this article is to analyze, from the hashtag #AMLO or containing 
among its 140-character the word “AMLO” (acronym for “Andrés Manuel López 
Obrador” that was one of the four candidates with longer follow-up by young people 
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in social networks), the interaction of the users during a political event. Our corpus is 
composed by the tweets coming from one day before the election (June 30, 2012), the 
day of the election (July 1, 2012), and one day after the election (July 2, 2012). This 
dataset should, therefore, provide a broad coverage of the discussions between users 
that were for or against the candidate. In our approach we created a computer program 
in order to extract, from Twitter, the 140-character tagged with the hashtag #AMLO. 
Our program extracts all the contributions done in one day and it makes a copy of the 
information into a text document that we used later in two different computer pro-
grams to analyze discursive elements. These elements are full of humor, most of the 
time, of the political interaction in Twitter. The first one is Tropes Semantic Know-
ledge (see: http://www.semantic-knowledge.com/tropes.htm) which is used to make a 
textual analysis. The second one used was SentiWordNet 3.0 (see: 
http://sentiwordnet.isti.cnr.it/), to analyze the extracted adjectives after making the 
proper English translation. It presents numerical indices that allow researchers to 
subjectively assess the opinions, feelings and sensitivities discharges in the tweets that 
refer to the candidate Andres Manuel Lopez Obrador. Our objective is to gain some 
insight of the Mexican election in order to make an interpretation of the attitude or 
mood expressed in the tweets.  

In this paper, Section 2 describes some state of the art around the use of analysis of 
sentiments in political cyber participation. Section 3 explains a tweet and how our 
corpus was created. Section 4 presents details of the use of SentiWordNet 3.0 in order 
to analyze sentiments covered in the tweets and we illustrate our experiment results 
performed to examine user behavior patterns. In Section 5, we conclude this paper 
with suggestions for further work. 

2 State of the Art 

Social networks have become in recent years, an excellent media that works in paral-
lel to the traditional ones. In many countries, social media like Twitter, blogs and 
Facebook, are playing important roles in politics. Specially, Twitter prompts the user 
to express their thoughts and feelings and share them instantly and globally by trying 
to condense information. This has been very attractive to many users in the way they 
can read rapidly and have an idea of what is happening by not spending many time. 
Twitter is increasingly attracting a lot of users all over the world and it has expe-
rienced an extraordinary growth over the past years becoming the number one micro-
blogging tool.  

We find that Twitter has been, also, used as an important social medium in some 
critical social actions such as the Mumbai terror and the post-election protests in Iran. 
In another example, in the absence of democratic elections, an estimated of 70 million 
bloggers in China have become the voice of the people [2]. Also, a growing number 
of Pakistanis turned to YouTube, Flickr, Facebook and short message service (SMS) 
text messages as alternative media during the “Pakistan Emergency” from 2007 to 
2008. This began after Pakistani President General Pervez Musharraf suspended the  
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chief justice of the Supreme Court and the government canceled cell phone networks 
and some news channels were blocked [3]. Similarly, in Arab countries like Iran 
large-scale protests were coordinated from Twitter. In the same way the Arab coun-
tries did the “Arab Spring”, Mexico had its “Mexican Spring” in 2012 during elec-
tion campaigns for President of the Republic. In this way, the use of social digital 
media presents a new opportunity to study how the user interacts with others knowing 
that the anonymity has a great importance in free expression. It is important to say 
that, in one year, the social network Twitter, in Mexico, grew from 4.1 million users 
to 10.7 million, thus Mexico is among the 10 countries “most twiteros” such as the 
U.S., England, Japan and Brazil.1.   

In Mexico, as in many other countries, most politicians and opinion leaders have 
an Internet presence and make use of social networks, especially Facebook and Twit-
ter. However, this has not led into a closer relationship between government and  
citizens, a better democracy or reliable information. The marginal social groups, mi-
norities, and civic organizations have been the most benefited from the advantages 
that digital media offers. The youth organization “yosoy132” was born during the 
elections in Mexico in 2012, using social networks and bringing together youth uni-
versities groups from all the country regardless of their social conditions. Digital me-
dia helped these groups to have greater presence in public space because traditional 
media generally didn’t pay much attention to them. They have learned to create colla-
boration networks, and to share information and knowledge. 

Bollen presents the first work around the analysis of the use of humor in Twitter 
data [4]. In this research Bollen uses POMS (Profile of Mood States) to distill, from 
Twitter messages, 6 time series corresponding to different emotional attributes (for 
example, tension, depression, anger, vigor, fatigue and confusion). POMS is a psy-
chometric instrument that provides a list of adjectives for which the patient has to 
indicate the level of approval. Each adjective is related to a state of mind and, there-
fore, the list can be exploited as the basis for a mood analyzer from textual data. It is 
important to mention that although the authors argue that the data from Twitter could 
be used to predict the future of an election campaign, they do not present any predic-
tive method. Although this article used the 2008 presidential campaign and the  
election of Obama as a stage, we don’t find inferred conclusions regarding the predic-
tability of elections. On the other hand, O'Connor employs a subjective lexicon com-
ing from the Opinion Finder in order to determine a positive and negative score from 
every tweet corresponding to each data set [1]. In this case, the relation between the 
number of positive and negative tweets about a given topic are used to calculate a 
confidence score. O'Connor et al., clearly indicates that for the simple manual inspec-
tion we can find many examples that have been incorrectly classified according to a 
feeling. This method is used, by the authors, to measure issues such as consumer  
 

                                                           
1 El Economista, March 21, 2012. http://eleconomista.com.mx/tecnociencia/ 

2012/03/21/twitter-alcanza-mexico-107-millones-usuarios 
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confidence, presidential approval and the 2008 presidential election in the United 
States. According to O'Connor et al., the consumer confidence and the approval of 
presidential elections exposed some correlation between the feelings analyzed from 
the data coming from Twitter. However, they didn’t find a correlation between the 
polls and the sentiments contained in the data from Twitter. In this case, there was no 
evidence to say that it is possible to make a prediction about the presidential candi-
dates by analyzing the preferences expressed in Twitter. 

Tumasjan et al., presented at 2010 a work that consists of two distinct parts: the 
first one used LIWC (Linguistic Inquiry and Word Count) to make a superficial anal-
ysis of the tweets that are related with the different political parties that were compet-
ing for the German Federal election of 2009 [5]. Is in the second part, however, in 
which the authors claim that the count of tweets that mention one of the parties or any 
candidate, accurately reflects the election results. On the other hand, they contend that 
the MAE (Mean Absolute Error) of the “prediction” based on Twitter data was very 
close to the real surveys. The study of Twitter combined with politics is a field of 
research that is just beginning and that allows not only the envision of situations that 
were not very frequent before, like the participation of youth in politics, but it also 
provides a sea of information, from technology, that can be of great interest to the 
society. 

In the next section we are going to explain the constitution of our corpus and the 
process done to analyze the data. 

3 Extraction of Tweets in Order to Constitute the Corpus 

The role of social media during the presidential campaign of 2012 in Mexico gained 
great importance because Twitter became the principal media for the youngest people. 
Our analysis is based on all the tweets collected before, during and after the 2012 
presidential elections in Mexico.  

3.1 What Is a Tweet and How It Is Composed? 

In our approach we used tweets extracted from Twitter. A tweet is a little message of 
no more than 140 characters that users creates in order to communicate thoughts, 
feelings, or even participate in conversations. The tweet allows the communication of 
texts, videos or pictures by providing a link to it. Some words of the tweet are pre-
ceded by the pound sing # (hashtag). By using the hashtag, users can recover, reply 
(known as retweet) or follow conversations about a certain subject because this hash-
tag becomes automatically a hyperlink on Twitter. Everyone who clicks on a hashtag 
has the possibility to view the sear results of all other tweets that contains the same 
hashtag. In our case, we used the hashtag AMLO, #AMLO, to recover all the conver-
sations, ideas, phrases that were produced during the Mexican elections of 2012. 

The tweets that we recovered have different structures. For example: 
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• A simple phrase like: “2012 AMLO even though the others” (in Spanish 
“¡AMLO 2012 le peje a quien le peje!”) 

• A phrase containing name(s) of the user(s). For example: “The document of 
AMLO seems very real. What’s your opinion @XochitlGalvez?” (In Spanish: 
“El documento de AMLO parece muy real. ¿Tú cómo ves? @XochitlGalvez”) 

• A phrase with links, for example: “They disobey the IFE, the promotional 
against AMLO is still in the air http://t.co/kEEhosEA.” (In Spanish: “Desobede-
cen al IFE, promocional contra AMLO sigue al aire http://t.co/kEEhosEA”) 

• A phrase with retweet RT and the name of the user who originally sent the 
phrase. For example: “RT @epigmenioibarra: @ IFEMexico has enabled that 
the lies of PAN against AMLO, that were reported and verified in the media, are 
still present on radio and TV. That is outrageous.” (In Spanish: “RT 
@epigmenioibarra: Ha permitido @IFEMexico que mentiras del PAN vs 
AMLO, denunciadas y comprobadas en los medios, salgan al aire en radio y TV. 
Que indignante”) 

• A phrase with hashtag(s), like #elpejehaceturismoelectoral, #elecciones2012, 
#NiUnVotoAlPRI.”  

3.2 Extraction of Tweets and Constitution of the Corpus 

Our corpus was composed with tweets recovered before, during and after the elections 
of 2012. In order to recover the tweets we have done a program using Processing (see: 
http://processing.org) which is an open source programming language and integrated 
development environment (IDE) built to teach the fundamentals of computer pro-
gramming in a visual context. Our program recovers all the tweets containing a 
#AMLO, and produces a text were the tweets are listed. Part of the pseudocode is 
listed below: 

1. Use of Twitter API to communicate with Processing by a 
statement indicating that the search is done by #AMLO and 

that we are going to get a maximum of 100 responses each 

time.  

2. Generate the file in which the information is going to be 
saved by declaring a variable of type PrintWriter. 

3. The information that is retrieved from Twitter is in XML 
format. 

4. Assign a new element XMLElement to explore structures in 
XML and to save tweets in order to recover the xml struc-

ture. 

5. Start a loop to read the file and retrieve the contents 
of all output lines. 

For this analysis, we used Tropes (see http://www.semantic-knowledge.com/tropes.htm) 
to extract the main concepts around one of the four candidates for President named 
Andrés Manuel López Obrador (AMLO). We have also made an English translation 
of tweets in order to apply a sentiment analysis using SentiWordNet 3.0. [6].  
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Fig. 1. Cloud of concepts for the corpus BEFORE the elections 

 

 

Fig. 2. Cloud of concepts for the corpus AFTER the elections 

This analyzer is a lexical resource in which each synset of WordNet [7] is associated 
with three numerical scores: O (how neutral the word is), P (how positive the word 
is), and N (how negative the word is). In the next section we are going to present 
some of the adjectives that were recovered by using Tropes and we are going to ex-
plain the process made in the use of SentiWordNet 3.0. 

4 Analysis of Tweets by Using SentiWordNet 3.0 

To analyze the tweets, our approach was based in the use of adjectives that were used 
in the tweets. In this case, first of all we extracted the adjectives by using Tropes 
which is a software that has been useful in the educational field, the discourse analy-
sis, the anthropological and some others sciences. It is used to easily analyze written  
and oral texts from the semantics, grammar - especially the categories of words - and 
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mainly the acts of speech. After the extraction made by Tropes we used Wordle  
(see: http://www.wordle.net) that exhibites by chromatic clouds of words, the most 
frequent words used in the discourse. They are differentiated by the size of the source. 
We selected the adjectives that appear in Tropes as well in Wordle. Examples of the 
clouds of concepts generated by Wordle are shown in Figure 1 (before elections) and 
Figure 2 (after elections). From the use of Wordle and Tropes we selected some of the 
adjectives that are more representative to our work. In table 1, we present the adjec-
tives used for our analysis. 

Table 1. Adjectives used to analyze each of the stages of the election process: before, during 
and after the elections 

Before the elections During the elections After the elections 
better arrogant absurd 
crazy awesome perfect 
honest coherent remarkable 

intolerant damn sad 
temperamental disrespectful true 

tourist gay urgent 
true genius visceral 

worthy liar  
 lost 

militant 
secret 

serious 
stupid 

 
Each of the adjectives presented above was analyzed by using SentiWordNet 3.0. 

This resource adds three numerical grades for each word: neutrality (how neutral is 
the word), positivity (how positive is the word) and negativity (how negative is the 
word). Each score is between 0 and 1 where the sum of the three should give 1. How-
ever, it is not as obvious to use SentiWordNet because the user has to carry out a dis-
ambiguation in order to know which of the interpretations or meanings of the words, 
shown in SentiWordNet, correspond with the sense that the user wants to give to the 
word found in the corpus. For example, if we search the adjective sad2, in Senti-
WordNet, it has three senses. Between each of the senses there is a triangle showing a 
position with respect to the three scores. Below the triangle are the letters P (positive), 
O (neutral), N (negative) with their respective scores. For the sad example we have 
selected: “sad#1 experiencing or showing sorrow or unhappiness; “feeling sad be-
cause his dog had died”; “Better by far that you should forget and smile / Than that 
you should remember and be sad”- Christina Rossetti.” The most important thing in 
our analysis is the numerical grades given by SentiWordNet 3.0 which we have used 
to compare the three corpus. In this case, for sad we have selected: P: 0.125 O:  
0.125 N: 0.75. 

                                                           
2 http://sentiwordnet.isti.cnr.it/search.php?q=sad 
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Table 2. Adjectives and numerical grade for the corpus before the elections 

Before the elections Numerical grade extracted from Senti-

WordNet 3.0 

better P: 0.875 O:0.125 N: 0 
crazy P: 0 O: 0.5 N: 0.5 
honest P: 0.375 O: 0.625 N: 0 

intolerant P: 0.125 O: 0.125 N: 0.75 
temperamental P: 0 O: 0.75 N: 0.25 

tourist P: 0 O: 0.75 N: 0.25 
true P: 0.5 O:0.5 N:0 

worthy P: 0.875 O: 0.125 N: 0 
 
 

AVERAGE 

Positivity (P): 0.344 
Neutrality (O):0.437 
Negativity (N):0.219 

Table 3. Adjectives and numerical grade for the corpus during the elections 

During the elections Numerical grade extracted from Sen-

tiWordNet 3.0 

arrogant P: 0.5 O: 0.125 N: 0.375 
awesome P: 0.875 O: 0 N: 0.125 
coherent P: 0.75 O: 0.25 N: 0 

damn P: 0.375 O: 0.25 N: 0.375 
disrespectful P: 0.5 O: 0.125 N: 0.375 

gay P: 0.375 O: 0.5 N: 0.125 
genius P: 0.75 O: 0.25 N: 0 

liar P: 0 O: 0.375 N: 0.625 
lost P: 0.125 O: 0.25 N: 0.625 

militant P: 0.5 O: 0.375 N: 0.125 
secret P: 0.25 O: 0.625 N: 0.125 

serious P: 0.25 O: 0.375 N: 0.375 
stupid P: 0 O: 0.25 N: 0.75 

 
 

AVERAGE 

Positivity (P): 0.404 
Neutrality (O):0.288 
Negativity (N):0.308 



 User Generated Content: An Analysis of User Behavior by Mining Political Tweets 11 

Table 4. Adjectives and numerical grade for the corpus after the elections 

After the elections Numerical grade extracted from 

SentiWordNet 3.0 

absurd P: 0.625 O: 0.375 N: 0 
perfect P: 0.625 O: 0.375 N: 0 

remarkable P: 0.375 O: 0.625 N: 0 
sad P: 0.125 O: 0.125 N: 0.75 
true P: 0.5 O: 0.125 N: 0.375 

urgent P: 0 O: 1 N: 0 
visceral P: 0.25 O: 0.75 N: 0 

AVERAGE

Positivity (P): 0.357 
Neutrality (O):0.482 
Negativity (N):0.161 

 
As we can see in the above tables, the average for each of the corpus reflects the 

tendency of the users in a political process. In this case, during the elections we have 
the adjectives that are more negative. The average of negativity during the election is 
0.307 against 0.219 for before and 0.161 for after. Some of the adjectives that charac-
terized the corpus during are: arrogant, damn, disrespectful, liar and stupid. All of 
these adjectives are supposed characteristics of the candidates. In this article we don’t 
show examples of the tweets but they are, almost all of them, telling a story. In many 
cases, they tell the story of the user and his opinion. We can notice, also, that users are 
likely to attack and use strong words when the election is taking place in order to 
persuade electors.  

After the elections, neutrality is the strongest attitude toward the result of the elec-
tion and even if we find users that are not satisfied by the result they don’t participate 
very much after they know the result of the election. Users who are satisfied are the 
ones that are making tweets in order to show their feeling. As we can notice one of 
the adjectives presented in the corpus after is: sad. Is in this last corpus that we find 
an adjective for a feeling. In the others two corpus, before and during, we don’t find 
demonstrations about what the users are feeling and even more we find adjectives to 
emphasize characteristics of the candidates.  

In all the tweets extracted we find the humor in order to persuade others users. 
When the users want to offend they do it by using the criticism showing cartoony 
defects. The user behavior is very particular in each of the stages of the election. 

5 Conclusions and Further Work 

Our paper presents a first interdisciplinary study which analyzes the political partici-
pation of young Mexicans during elections for President of the Republic through the 
tweets sent before, during and after the election of July 1, 2012. In this case, we vi-
sualize Mexican youth as social individuals who need others to make decisions, based 
on the presence of tweets, and instrument that empowers the users and affects the 
collective. 
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In our corpus we are able to find sequences than convey, in a remarkable way, 
mood traits like ethnographic, semantic and psychological elements that are constant 
throughout the corpus. Ingenuity and inventiveness emerge with particular commu-
nicative liberty. The users want to caricature and make ridiculous all the candidates. 
The criticism is open to everyone, and they do it. They write confidently, cheerfully 
most of the times, without fear of reprimand.  

As in other countries, in Mexico the use of Twitter to create phrases and messages 
of 140 characters has encouraged the participation of young people creating move-
ments like “#yosoy132” or “#movimientoMx”. These movements are a manifestation 
of young people belonging to groups with common interests. In this way, the increas-
ing use of social networking has allowed to dilute geographical boundaries making 
closer the citizen to a greater democratic participation. Our interpretation through the 
application of Tropes, and SentiWordNet 3.0 confirms “moments” during the election 
period in which the representation and visualization of tweets reveals a reality of our 
Mexico: humor present in the political arena. 

Further work, should include a comparison between political subjects and events 
that are produced everyday. Are the users writing tweets to persuade others? Can we 
compare the same situation (before, during and after elections) in other countries? 
One of our future works is also dedicated to the incorporation of geographic situation 
in order to know how this is reflected in the behavior of the users. 
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Abstract. Well-being is a multifaceted concept, having intellectual origins in 
philosophy, psychology, economics, political science, and other disciplines. Its 
presence is correlated with a variety of institutional and business critical 
indicators. To date, methods to assess well-being are performed infrequently 
and superficially; resulting in highly aggregated observations. In this paper, we 
present well-being as a predictive entity for the management of a smart 
community. Our vision is a low latency method for the observation and 
measurement of well-being within a community or institution that enables 
different resolutions of data, e.g. at the level of an individual, a social or 
demographic group, or an institution. Using well-being in this manner enables 
realistic, faster and less expensive data collection in a smart system. However, 
as the data needed for assessing well-being is highly sensitive personal 
information, constituents require incentives and familiar settings to reveal this 
information, which we establish with Facebook and gamification. To evaluate 
the predictive value of well-being, we conducted a series of surveys to observe 
different self-reported psychological aspects of participants. Our key findings 
were that neuroticism and extroversion seem to have the highest predictive 
value of self-reported well-being levels. This information can be used to create 
expected trends of well-being for smart community management.  

Keywords: Smart community management, well-being, social computing, 
gamification, human flourishing. 

1 Introduction  

Individual well-being is evaluated in a variety of ways: as subjective well-being, 
psychological well-being, or via economic calculation [1-5]. While each domain has 
different strengths, when used as complimentary systems they create a fitting proxy of 
personal and institutional well-being [1]. The relationship between personal and 
communal well-being is the fundamental base for using well-being data in smart 
community management. At the basest level, communities are made by personal 
interactions with other individuals, groups, institutions and events. Perceptions of 
these interactions drive personal perceptions of well-being, which among other 
indicators is a predictor of social cohesion [6], a necessary condition for progressive 
smart communities. According to former European Commission Directorate-General 
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for Information Society and Media Erastos Filos, smart communities are “understood 
to be both, internetworked and knowledge-driven, therefore able to adapt to new 
organizational challenges rapidly, and sufficiently agile to create and exploit 
knowledge in response to opportunities of the digital age” [7, p1]. One information 
development for exploitation in digital societies is general institutional wellness. 
Forward-looking smart communities find it in their best interest to both satisfy and 
maintain their constituent base, which in turn helps the community develop 
sustainably.  

We argue that constituents, decision makers, stakeholders as well as human 
resource divisions lack adequate measures to determine the state of psychological or 
social health in their institution. Without access to such information, it can be 
challenging to make decisions that affect members of their institution. It is also not 
possible to inspect the after effect(s) of such decisions. This knowledge gap hinders 
key actors in decision making scenarios. To circumvent potentially significant gaps in 
knowledge, digital well-being measurement is needed as a “best practice” mechanism 
for thriving smart communities. 

Our research goal is to establish a low latency method for the observation and 
measurement of well-being within a community or institution. However, as the data 
needed to measure well-being is often private and highly sensitive, we proposed a 
gamified approach to incentivize participants to reveal this information in [7]. In this 
paper, we build upon this vision and make the first steps to validate its feasibility by 
investigating the predictive value of different measures and indicators for the 
assessment of individual well-being. Our study is based upon a series of weekly 
surveys in which we inspect different self-reported psychological aspects of 
participants to determine if they can predict or indicate specific aspects of well-being. 
As a baseline, we use the ten Human Flourishing constructs proposed in [8]. This is 
an important first step, as without such insights we cannot appropriately structure an 
application for the individualized measurement of institutional well-being.  

2 Related Work 

Multiple studies indicate that well-being is closely linked to health, longevity, and 
community belonging [10-13]. Well-being also has applications in organizational 
spheres, where organizational design and human resources are two examples. 
Healthier, happier employees have both lower incidences of absenteeism, are more 
productive, and have lower organizational health care related costs [10,14]. 
Dissatisfied employees have higher turnover levels – especially significant when 
considering that the cost of losing an employee can range between 1.5 and 2.5 times 
the departing employee’s annual salary [15]. These studies show that well-being data 
is powerful: just as manifestations of increases in well-being act as a proxy for 
increased livability, systematic decreases in self-reported well-being signify deep-
seated institutional issues. As such, personal well-being measurement can function as 
a strategic progress indicator for assisting institutional managers in resource 
allocation [14]. 
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In gamifying well-being, leaders take proactive steps towards smart community 
management. Acting as a thermometer by which to gauge institutional health, well-
being data serves not only as a feedback mechanism between various actors and 
policy makers, but as a forward-looking decision making tool [16,17]. Thus there is 
widespread interest in tracking mechanisms with high popular acceptance. Until 
recently, attempts to collect well-being data as an institutional feedback mechanism 
have been scarce. The most frequent method of collecting well-being information, the 
Daily Reconstruction Method, is formulated to reconstruct the events and affective 
state of individuals [18-20]. This important work establishes well-being data 
collection in a more frequent interval, although it is not in a near to real time 
environment. 

Even though having been used earlier, the term “gamification” did not see 
widespread adoption before the second half of 2010 [21]. Since then it has been used 
with quite different scope and connotation. Antin and Churchill state that context 
sensitivity is often neglected with current, schematically imposed reward mechanisms 
[22]. Vessileva indicates that for gamification to work, it needs to take into account 
the users’ different personalities [23]. However, this larger group of authors does not 
generally object gamification, but assumes that a reservoir of not yet used 
improvements does exist. Deterding subsumed “Gamification is the use of game 
design elements in non-game contexts [21].” Being generally more positive about its 
possible application, McGonigal proposes to construct games in the spirit of 
gamification that unlock the engagement and determination inherent in gaming to 
solve real-world problems [24]. She identifies gamers, while playing to be “super-
empowered hopeful individuals” supported by an environment that provides superior 
abilities for blissful productivity, social fabric, urgent optimism, and epic meaning. 

This too in turn is questioned by Huotari and Hamari who bring up that its 
perspective is too systemic [25]. They state that it depends on the individual 
perception of a user if a service is gameful, making it impossible for a service 
designer to identify the non-game context that is necessary for the above definition. 
Based on their background in service marketing, their suggestion to define 
gamification is as “a process of enhancing a service with affordances for gameful 
experiences in order to support user's overall value creation” – therefore setting 
priority on the goal of creating better experiences instead of the methods applied for 
achieving it.  

2.1 Davies J-Curve and Social Disruption  

In his book “Conditions of Happiness”, Veenhoven wrote “The more healthy and 
active the citizens and the smoother their contacts, the greater the chance that society 
flourishes. Moreover, widespread dissatisfaction with life tends to act as a bomb 
under the social system [6, p 404].” We likewise hypothesize that significant issues of 
well-being manifest in (sub)groups of the population, and negative well-being will 
follow a Davies J-curve distribution [26]. This model indicates when social 
expectations have a large deviation from the actual outcomes of human well-being 
(relative deprivation), some form of social schism should be expected (Figure 1). 
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Fig. 1.  The Davies J-Curve  

In other words, social unrest is a subjective response to a sudden reversal in 
fortunes after a long period of growth [26]. The strength of relative deprivation is 
evaluated by charting and changing the expected change of actual well-being levels 
against expected well-being figures. For a given attribute type, a lack of statistically 
significant differences between expected and actual well-being levels implies no 
discrepancy and no social unrest; significant differences implies the opposite.  

2.2 Beyond the Vision: BeWell  

In an endeavor to achieve near real time measurement of well-being with high user 
acceptance, a gamified survey collection method was proposed in Hall et al. [8]. Fully 
interactive, BeWell: a game of you, utilizes novel near real time data collection 
methods by using both the push method found in [18-20], and a gamified portal to 
entertain users [8] via smart devices. BeWell records personal well-being data over 
time as elicited in a series of responses based on gamified text and pictographs. 
Registration is completed with a series of short tests to assess users’ personalities. 
This not only allows the program to assess the way the well-being levels are likely to 
change due to any given users baseline personality factors, but gives participants an 
additional facet with which to see their daily personal levels of flourishing holistically 
[8,9]. 

Badges and points gained through successful task completion can be used to level 
up, allow crowd-sourced (i.e. new) task suggestion, and permit community historical 
well-being badge achievement viewing rights [8]. Badging occurs in three states to 
incentivize further participation: low, moderate and exceptional mission completion. 
Anonymous data aggregation in turn allows smart community managers to use 
regionalized “well-being maps” in order to assist in decision-making when allocating 
resources, upgrading infrastructure, and/or engaging public political discourse. 

3 Attributive Prediction and the J-Curve: A Use Case 

To find expected and actual well-being, we propose that the historical characteristics 
of well-being create trends. From a combination of these trends and psychometric 
profiling, prediction of the aspects and existence of wellness can be completed. A 
proof of concept survey was propagated through the main authors’ online social 
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networks1 in order to validate if attribute-based prediction can be used in conjunction 
with the measurement of well-being. Surveys were administered once per week for 
four weeks on Wednesdays, in order to control for variance in weekly activities, such 
as subjective preferences for weekends. All surveys were conducted in English. Ten 
identical questions covering varying aspects of human flourishing were posed to 
facilitate prediction of said dimension [9]. Demographic questions, the 44-item scale 
Big Five Inventory personality test, the Maximizer/Satisficer scale test, and a fairness 
scale [27-29] were also added as additional attributes. Each was administered for one 
week only to test prediction abilities of well-being based on pre-existing personality 
traits. These psychometric tests have low variance, and thus can be tested once and 
still are considered valid for the length of this one month survey. Respondents were 
given the option to review their results at the end of the four weeks. 

3.1 Establishment of a Baseline 

After four weeks, 65 of 85 participants completed all four iterations of the survey, 
with an overall loss of 14% of the participants across four weeks. Self-reported 
gender revealed a 50-50% female-male split, with one non-response. Three 
participants who completed the surveys self-reported being located in Asia; 22 from 
the United States; and 34 self-reported locations within Europe, with four declining to 
respond. 78% self-report being age 35 or under. 85% of respondents reported being 
currently employed. 81% of the respondents self-reported completing at least a 
master’s degree. 86% of respondents refer to themselves as “moderately healthy” or 
“very healthy.”  

The self-defined subpopulations have telling normalized means which help to 
confirm the viability of this feasibility study. Perhaps unsurprisingly, there are not 
significant deviations between gender profiles and the normalized population mean 
across all human flourishing constructs. Overall, the regions of the United States and 
Europe are also quite similar, with the exception of the construct Resilience. In this 
area, Americans report higher average resiliency of 0.68, compared to the European 
mean of 0.62. Quite counter-intuitively, those whom report being unemployed score 
themselves significantly higher than the mean on the constructs Positive Emotion and 
Engagement, whereas those who reporting being employed are significantly higher 
for the constructs Positive Relationships and Vitality. Across the Health subcategory, 
those who rate themselves as “Very Healthy” are higher in almost all constructs than 
those who rate themselves in higher and lower health categories. Across age groups, 
there is an overall tendency towards growing less content through the middle-aged 
group, which is consistent with existing literature. We can expect that if the over 56 
population engages the game, overall human flourishing trends for this group will rise 
again through the end of life. The effect is however unnoticeable for the construct 
Emotional Stability. A full listing of results can be seen in Table 1. 

                                                           
1  Primarily the propagation was done with direct emails and Facebook, but also a smaller effort 

was place on LinkedIn and Google+. 
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overall levels of neuroticism. However, women also rate themselves to be more 
extroverted as a subpopulation than men. While this confounds the information above, 
this result also proves that a multi-faceted approach to defining and tracking well-
being as an indicator is necessary, as the approach cannot be watered down into a pair 
of psychometric properties from which all attributes can be predicted. 

3.3 Towards Validating the J-Curve 

Our feasibility study has confirmed the ability of psychometric properties to predict 
levels of wellness. These results support the creation of attribute based tracking for 
the establishment of baseline well-being expectations. Using these attributes, we can 
create well-being profiles across subpopulations and use them to predict future well-
being values; the expected trend line of the Davies J-Curve. By then considering 
current well-being information, we can inspect the deviation of reality from 
expectation. This can be performed either on an individual basis, institutional basis or 
somewhere in between, for example a social or demographic group. Per attribute 
group, these two lines are the measurement of policy impact, public debate, and 
institutional wellness. Manifestations of the absence of well-being or a change from 
its expected level are predictable when plotted, thus facilitating evaluation and 
stakeholder discussions. Our vision revolves around the use of smart devices, in the 
context of a familiar setting (Facebook), which should facilitate the construction of a 
smart community portfolio: a stakeholder feedback loop of community wellness and 
overall satisfaction. However, further research is needed to confirm if Facebook is a 
viable platform. 

4 Conclusions and Future Work 

This paper presents a methodology that utilizes attributive predications in order to 
analyze and evaluate data obtained in gamified human computer interaction systems 
for smart community management. We observed from our study, that two factors of 
the Big Five Inventory, namely neuroticism and extroversion, seem to have the 
highest predictive value. The outcomes from our analysis illustrate the ability to 
predict communal vigor for progressive and active management. These results aid in 
the realization of BeWell in that they provide a guideline for the development of 
future predictive models. This responsively tracks trends in noisy data of personal 
well-being, continually updates given new data points, and highlights otherwise 
hidden attribute-based well-being forecasting.  

With respect to the calculation and measurement thereof, in the next instantiation 
machine-learning methodologies will be utilized to both calculate the current data 
input, and create a forecast of expected future input [30]. The real time community of 
BeWell could be further leveraged if combined with a data-mining approach that 
investigates the existence of positive or negative affect in data such as Facebook 
status updates, or Tweets. From the additional data points gained, more sensitive 
trending can be made in connecting the levels of well-being.  
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This aspect of popularly sourced well-being information is ripe for adaptation into 
the smart community spectrum. By utilizing this multi-faceted picture of the 
individual, BeWell encourages communities to proactively manage the components 
causing agency loss (e.g. cheating, lack of transparency, ill-health) as a form of 
adaptive people management. Such an elastic measure can be repurposed as both a 
diagnostic and predicative model for diverse participation-based movements and 
institutions when populated with well-being data. Well-being can be “mapped” to 
communities, regions, and institutions to illustrate policy effectiveness and enhance 
participative debates. Through the observation of a decrease in well-being, 
participatory approaches could be a reactive measure as a means to reengage 
previously content constituent-users, and engage new constituent-users throughout the 
community. Gamified well-being measurement is a progressive step in smart 
community management. 

References 

1. Diener, E., Suh, E.: Measuring quality of life: Economic, social, and subjective indicators. 
Social Indicators Research 40, 189–216 (1997) 

2. Waterman, A.S.: Two conceptions of happiness: Contrasts of personal expressiveness 
(eudemonia) and hedonic enjoyment. Journal of Personality and Social Psychology 64(4), 
678–691 (1993) 

3. Ryan, R.M., Deci, E.L.: On happiness and human potentials: A review of research on 
hedonic and eudemonic well-being. Annual Review of Psychology 52, 141–166 (2001) 

4. Samman, E.: Psychological and Subjective Well-being: A Proposal for Internationally 
Comparable Indicators. Oxford Development Studies 35(4), 459–486 (2007) 

5. Frey, B., Stutzer, A.: Happiness and Economics: How the Economy and Institutions Affect 
Human Well-Being. Princeton UP, New Jersey (2001) 

6. Veenhoven, R., Jonkers, T.: Conditions of happiness, vol. 2. D. Reidel, Dordrecht (1984) 
7. Filos, E.: Smart Organizations in the Digital Age. In: Mezgar, I. (ed.) Integration of ICT in 

Smart Organizations, pp. 187–256. Idea Group Publishing, Hershey (2006),  
doi:10.4018/978-1-59140-390-6.ch007 

8. Hall, M., Kimbrough, S.O., Haas, C., Weinhardt, C., Caton, S.: Towards the gamification 
of well-being measures. In: 2012 IEEE 8th International Conference on E-Science (e-
Science), pp. 1–8 (2012) 

9. Huppert, F., So, T.: Flourishing Across Europe: Application of a New Conceptual 
Framework for Defining Well-Being. Social Indicators Research, 1–25 (2012),  
http://dx.doi.org/10.1007/s11205-011-9966-7  

10. Diener, E., Chan, M.: Happy People Live Longer: Subjective Well-Being Contributes to 
Health and Longevity. Applied Psychology: Health and Well-Being 3(1), 1–43 (2010) 

11. Danner, D.D., Snowdon, D.A., Friesen, W.V.: Positive emotions in early life and 
longevity: findings from the nun study. Journal of Personality and Social Psychology 80, 
804–813 (2001) 

12. Chida, Y., Steptoe, A.: Positive psychological well-being and mortality: a quantitative 
review of prospective observational studies. Psychosomatic Medicine 70, 741–756 (2008) 

13. Bray, I., Gunnell, D.: Suicide rates, life satisfaction and happiness as markers for 
population mental health. Social Psychiatry and Psychiatric Epidemiology 41, 333–337 
(2006) 



22 M. Hall, S. Caton, and C. Weinhardt 

14. Harter, J.K., Schmidt, F.L., Keyes, C.L.: Well-being in the workplace and its relationship 
to business outcomes: a review of the Gallup studies. In: Flourishing: The Positive Person 
and the Good Life, pp. 205–224. American Psychological Association Press, Washington, 
D.C (2003) 

15. Cascio, W.F.: Managing human resources: Productivity, quality of work life, profits, 6th 
edn. McGrawHill/Irwin, Burr Ridge (2003) 

16. Frey, B., Stutzer, A.: Should National Happiness be Maximized? Working Paper No. 306 
IEER, Zurich (2007) 

17. Ahn, S.H., Choi, Y.J., Kim, Y.: Static Numbers to Dynamic Statistics: Designing a Policy-
friendly Social Policy Indicator Network. Social Indicators Research 108(3), 387–400 
(2011), doi:10.1007/s11205-011-9875 

18. Kahneman, D., Krueger, A.B., Schkade, D.A., Schwartz, N., Stone, A.S.: A Survey 
Method for Characterizing Daily Life Experience: The Daily Reconstruction Method, vol. 
306, pp. 1776–1780 (2004) 

19. Killingsworth, M.: Track Your Happiness (2013),  
http://www.trackyourhappiness.org  

20. Kroll, C., Pokutta, S.: Just a perfect day: Developing a happiness optimised day schedule. 
Journal of Economic Psychology (2012), doi:  
http://dx.doi.org/10.1016/j.joep.2012.09.015 

21. Deterding, S., Khaled, R., Nacke, L.E., Dixon, D.: Gamification: Toward a Definition. 
Paper presented at CHI 2011, Vancouver, BC, Canada (2011) 

22. Antin, J., Churchill, E.F.: Badges in Social Media: A Social Psychological Perspective. 
Paper presented at CHI 2011, Vancouver, BC, Canada (2011) 

23. Vassileva, J.: Motivating participation in social computing applications: a user modeling 
perspective. User Modeling and User-Adapted Interaction 22, 177–201 (2012), 
doi:10.1007/s11257-011-9109-5 

24. McGonigal, J., Gaming can make a better world (2010), TED Talk:  
http://www.ted.com/talks/jane_mcgonigal_gaming_can_ 
make_a_better_world.html  

25. Huotari, K., Hamari, J.: Defining Gamification - A Service Marketing Perspective. In: 
Proceedings of the 16th International Academic MindTrek Conference, Tampere, Finland 
(2012) 

26. Davies, J.: Towards a Theory of Revolution. American Sociological Review 27(1), 5–19 
(1962) 

27. John, O.P., Donahue, E.M., Kentle, R.L.: The Big Five Inventory–Versions 4a and 54. 
University of California, Institute of Personality and Social Research, Berkeley, CA (1991) 

28. Schwartz, B., Ward, A., Monterosso, J., Lyubomirsky, S., White, K., Lehman, D.R.: 
Maximizing versus satisficing: Happiness is a matter of choice. Journal of Personality and 
Social Psychology 83, 1178–1197 (2002) 

29. Schmitt, M., Dörfel, M.: Procedural injustice at work, justice sensitivity, job satisfaction 
and psychosomatic well-being. European Journal of Social Psychology 29, 443–453 
(1999) 

30. Borgelt, C., Kruse, R.: Speeding up fuzzy clustering with neural network techniques. In: 
The 12th IEEE International Conference on Fuzzy Systems, vol. 2, pp. 852–856. IEEE 
Press, New York (2003) 



 

A.A. Ozok and P. Zaphiris (Eds.): OCSC/HCII 2013, LNCS 8029, pp. 23–32, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

You Are Not Alone Online: A Case Study of a Long 
Distance Romantic Relationship Online Community 

Yurong He, Kari Kraus, and Jennifer Preece 

School of Information Studies, University of Maryland, College Park 
Human-Computer Interaction Lab, University of Maryland, College Park 

{yrhe,kkraus,preece}@umd.edu 

Abstract. Previous research on long distance romantic relationships (LDRRs) 
has tended to focus on the two people that make up the couple. With the advent 
of LDRR online communities, however, there is a need to expand the analysis 
to include larger social structures. Currently little is known about how and why 
individuals who are in LDRRs use LDRR online communities and what effect 
participating in this kind of public online space has on maintaining LDRRs. In 
this paper, we introduce a popular Chinese LDRR online community, the 
LDRR public page on Chinese Facebook, Renren, and report exploratory 
interviews conducted with users of this community to understand their 
behaviors and motivations for using it. We found that: 1) users lurk most of the 
time unless their strong empathy is aroused; 2) users’ four major motivations 
are belonging, empathy, social support, and learning; 3) initial and continued 
motivations have different patterns; 4) perceived social support is the main 
benefit of participating in the LDRR public page.  

Keywords: Long-distance romantic relationships, Online community, Renren, 
Public page, Motivation. 

1 Introduction 

“Another day has gone. I’m still all alone. How could this be? You’re not here with 
me…Did you have to go? And leave my world so cold…” As Michael Jackson sang, 
long-distance romantic relationship (LDRR) couples have to face the harsh reality that 
they are separated from each other by physical distance most of the time in their daily 
life [1]. Today more and more couples worldwide are coping with LDRRs. By 2012, 
more than 14 million couples worldwide claimed they were in a LDRR [25]. Among 
all the people who are in LDRRs, college students predominate [22].  

Because of lack of opportunities for face-to-face interaction, LDRR couples have 
to rely on various mediated forms of communication (e.g. cell phones, email, instant 
messaging tools, and social network sites) to maintain their relationships. Previous 
researchers have investigated the behaviors that contribute to maintaining LDRRs via 
mediated means (e.g. [13, 17, 18, 29, 33, 34]), and developed new technologies (e.g. 
[2, 8, 9, 14]) specifically for supporting LDRRs. These studies focus almost 
exclusively on the two members of a couple. This focus makes intuitive sense because 
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romantic relationships are a special type of intimate interpersonal relationship, and the 
communication and interaction behaviors are often private and personal. However, 
public expression is also important in maintaining intimate relationships [7, 30]. We 
contend that the way people behave in maintaining their LDRRs via mediated forms 
of communication extends to larger groups of people in a public environment.  

With the growing acceptance of online communities over the past thirty years, 
LDRR online communities have appeared in many countries to support LDRR 
couples. A large number of studies have investigated online social support 
communities covering many different kinds of topics (e.g. illness, social problems) 
[19], but LDRRs have not yet benefitted from such research. We know little about 
these kinds of online communities and their users. This is a new focus in studies of 
both LDRR maintenance and online support communities. This paper is an initial 
attempt to explore one LDRR online community and its users by taking advantage of 
grounded theory.  

Our goal is to explore how and why users use a LDRR online community, and the 
benefits they derive from it. We conducted a semi-structured interview study in which 
we investigated one popular Chinese LDRR online community: the LDRR public 
page on Renren, the Chinese equivalent of Facebook.  

Ultimately, our aim is to help researchers and designers better understand LDRR 
couples’ needs and what will help them sustain their LDRRs. This paper makes three 
important contributions. First, we explore a case of an under-researched type of online 
social support community: an LDRR community. Second, we depart from the 
predominant approach of focusing on couple-oriented interaction, choosing instead to 
investigate the needs of individuals who are in LDRRs from a community-oriented 
perspective. Third, this exploratory study indicates the importance of the online 
community owner’s role in sustaining and empowering the community. 

2 Related Work  

LDRR couples have fewer opportunities to interact with each other face-to-face and 
limited mediated interaction opportunities [24]. Furthermore, LDRR couples have 
other concerns that Geographically Close Romantic Relationship (GCRR) couples do 
not have, such as economic problems arising from telephone and travel expenses, 
coping with roller-coaster like emotions every time they meet and separate,  
and assessing the future of their relationships ([23], p.29; [31]). Consequently,  
LDRR couples are more likely to feel depressed, stressful and lonely than GCRR 
couples [10]. 

Among the technologies which have been widely adopted by the public, phones 
[e.g. 4] and video camera chatting [e.g. 33] are the most important and popular 
mediated means of communication for LDRR couples. However, they are insufficient 
for helping LDRR couples feel as emotionally close to each other as their GCRR 
counterparts. In the HCI field, researchers have developed innovative technologies for 
supporting LDRR couples’ interaction (e.g. [14, 2]). These technologies often involve 
one half of a LDRR couple being made aware of the other half’s presence by 
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mimicking intimate forms of communication, such as Sensing Beds [9], which can 
sense the body position of one member of a LDRR couple in his or her bed, and then 
make the corresponding parts of the other half’s bed warm, thus simulating co-
presence.  

Although a couple’s private interaction has a direct bearing on the outcome of a 
relationship, the broader social environment is also important and can affect the 
nature of the couple’s interaction [27]. In offline studies, researchers usually consider 
the influences of social networks on intimate relationships [27]. Furthermore, the 
effective provision of support probably springs from people who share similar social 
conditions and stressful experiences with the support recipients [28]. Having similar 
experiences increases a support provider’s empathic understanding [11]. We believe 
the results of these offline studies are relevant to LDRR couples’ online social 
networks.  

The previous research summarized here provides us with important insights and 
background information. We are interested in a new type of public online support 
group. We want to explore why people join it, how they use it, and what they get from 
it. We have therefore chosen a popular LDRR online community that was built on the 
largest SNS in China. We opted for an open-ended and bottom-up approach in this 
exploratory study using Grounded Theory to help answer these questions.  

3 Studying LDRR Online Community Practice  

3.1 Research Site: LDRR Public Page on Renren 

Chinese Facebook, Renren (Renren.com), was launched in 2005. It has now become 
the largest SNS in China with more than 200 million users to date. The public page, 
known simply as “Page,” is one of the basic features on Renren. It allows individuals 
and organizations to build their public pages to establish closer relationships with 
their audience. Public pages have no privacy settings. Every Renren user can 
voluntarily follow any public page they are interested in, receive the latest updates 
from these pages, and communicate with the owners and the users of these pages.  

The LDRR public page (异地恋, yidilian, a Chinese phrase that can be literally 
translated as “LDRRs”), is one of the most popular public pages on Renren 
(http://page.renren.com/600003160?checked=true). By February 2013, it already had 
more than 350,000 followers, and has become the fastest growing and largest LDRR 
online community in China. This number is increasing every day. The LDRR public 
page has basic features similar to those of Facebook including a Home Page, Wall, 
Comments, Information, Status, Photos, Diaries, Share, Message, Friends, etc. It also 
has exclusive and customizable features that include Video, Vote, Forum, Evaluation, 
Public Photos, Like, and Background Image. All followers have to have a Renren 
account before joining the public page.  

Unlike many other online communities whose owners have less authority and 
control over their users, the owners of the LDRR public page have considerable 
authority and from their official position can control many of their followers’ 
behaviors, in effect functioning as a super “guru” in this group. Only the owners can 
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update the status; post diaries, photos, videos, and links; initiate voting and 
evaluation; and manage the forum on the Renren LDRR public page. The followers 
are only allowed to leave short comments, send private messages, and @ other 
Renren users (share content with specific users by using the “@” symbol to mention 
their names) and so forth. The content posted by the owners is more heavily 
emphasized on the public page than that contributed by the followers. 

3.2 Data Collection  

We conducted online semi-structured interviews in textual form in April and May of 
2012. The interview questions included three sections: (1) demographic information; 
(2) LDRR status and conditions; and (3) users’ behavior, motivation, and benefits. We 
used a Chinese online chatting tool, QQ, to conduct the interviews. Each interview 
lasted for 30 to 45 minutes. We recruited interviewees by using purposive sampling 
([35]. p.145). We sent recruitment messages to 314 of the most recently active 
followers. The response rate was 6.69%. Twenty-one followers participated in the 
interview (Female=12, Male =9). They were all strangers to one another. Most 
interviewees’ (15/21) partners are also LDRR public page followers, the rest of the 
interviewees’ (6/21) partners are not. The interviewees’ age range was from 18 to 28 
(AVG=21.14, SD=2.17). Most of them (17/21) are undergraduate students and the 
rest (4/21) have jobs and bachelor degrees. All the interviewees were unmarried, and 
in stable heterosexual LDRRs. The duration of their romantic relationship ranges 
from 2 to 66 months (the median is 23 months), while the duration of their LDRR is 
from 2 to 36 months (the median is 10 months).  

3.3 Data Analysis 

We used grounded theory [5] and consensual qualitative research methods [12] to 
analyze interviewees’ answers in the third interview section (e.g. [16]). Grounded 
theory allows researchers to find the concepts and themes that naturally arise from the 
data itself [5]. Consensual qualitative research methods emphasize that the decisions 
are made by multiple researchers’ consensus [12]. One researcher first used 
microanalysis or “detailed line-by-line analysis” ([26], p. 57; e.g. [32]) to identify 
initial concepts and categories by conducting open coding to divide interviewees’ 
answers into units of meaning. Then two researchers adjusted initial categories 
together and reached consensus on a coding scheme. The overall Cohen’s Kappa was 
high (.75). In the end, we conducted axial coding based on the initial concepts and 
categories, which revealed the potential relationships between categories.   

4 Findings 

We first describe interviewees’ LDRR public page use behavior, and then specify the 
key concepts and categories of motivation and benefits emerging from the interviews. 
An analysis of different patterns of initial and continued motivations is presented. 



 You Are Not Alone Online: A Case Study of a LDRR Online Community 27 

 

Finally we examine the interviewees’ motivations and the benefits they gained from 
using the LDRR public page. Interviewees’ numbers are noted after each quote (‘I’: 
individual followers, whose partners are not the LDRR public page followers; ‘P’: 
pair followers, they and their partners are both followers; ‘F’=female; ‘M’=male). 

4.1 Use of the LDRR Public Page  

Interviewees’ time range for using the LDRR public page is from one month to 27 
months. The median is four months. The frequency of use depends on the frequency 
of how often the owners of the public page update the contents. Interviewees read the 
update (i.e., status, photos, diaries, etc.) posted by the owners of the public page, but 
contribute to the content on the LDRR public page very infrequently. Previous 
research has defined this kind of behavior as “lurking” (e.g. [20]). All interviewees 
said they only left comments when they felt a specific status, story, picture, or 
comment aroused their strong empathy [15]. They left comments without necessarily 
intending to communicate with others. They did not expect a reply to their comments 
most of the time, but instead just wanted to reinforce and validate their own feelings.  

4.2 Motivations for Participating in the LDRR Public Page 

We asked interviewees about their initial motivations for following the LDRR public 
page, and then asked them a separate question about their continued reasons for 
participating once they had joined the community in order to see whether new 
motivations emerged. We first combined interviewees’ initial and continued 
motivations together and identified four major categories of concepts: (1) Belonging; 
(2) Empathy; (3) Social Support; and (4) Learning. These major motivations are 
related to each other rather than mutually exclusive.  

Belonging. The need to belong is a fundamental, powerful, and extremely pervasive 
motivation [3]. For the followers on the LDRR public page, the need to belong could 
be met to some degree from joining a group whose members are in a similar situation. 
Most interviewees (19/21) mentioned that either they were in a LDRR, or they 
thought the other followers on this public page are engaged in LDRRs like them and 
this motivated them to follow the public page.  

“The followers on the LDRR public page are all LDRR couples, I felt a strong 
sense of belonging because we cherish the same ideals and follow the same path.” [I-
12-F] 

Their answers indicated that belonging is the primary motivation for participating 
in the LDRR public page. Sharing the same characteristics with other LDRR 
followers on this public page allowed them to form a social group together.  

Empathy. Social groups foster heightened empathy [15] between group members by 
leading to social interactions or social ties (see review in [6]). Empathy in turn could 
be a motivation for participating in an online social group. More than half of 
interviewees (13/21) expressed a shared understanding with other Renren followers 
engaged in LDRRs and viewed their own feelings as identical to theirs.  
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 “Many status updates written by the owners of the public page expressed exactly 
what I was feeling, making me feel they are so close to my heart.” [I-15-M] 

 “Other followers’ comments made me feel that I have the same feelings as them. 
Their LDRR stories also happened to me.” [I-1-F] 

Empathic understanding is particularly relevant to the exchange of emotional 
support and instrumental and informational support [11]. In other words, feeling 
empathy is also related to the following third and fourth major motivations: social 
support and learning.  

Social Support. Interviewees perceived the positive effects of emotional support 
from the LDRR public page on themselves and their LDRRs, providing a strong 
motivation to use it. These positive effects make interviewees (5/21) “feel 
empowered” [P-2-M], and provides them “with more confidence”[I-21-F] to 
preserve their LDRRs; or allow interviewees (2/21) to adopt an optimistic outlook 
with respect to their LDRRs instead of focusing on the hardship of LDRRs. Other 
Interviewees also mentioned comfort (“When I feel sad and helpless, I visit the public 
page and find comfort in it” [P-5-F]); a reduced sense of loneliness (“the owners’ 
status and other followers’ comments make me feel not that lonely” [I-6-F]); and 
increased happiness (“I want to see the positive aspects of LDRR from this public 
page, to make me feel that the LDRR is as sweet as a GCRR, and I am happy in the 
LDRR” [P-9-M]). These and other comments all reflect the positive effects of social 
support on well-being.  

Learning. Our interviewees expressed and confirmed the hardship of maintaining 
LDRRs. Half of the interviewees (11/21) mentioned that when they discovered the 
LDRR public page for the first time, they thought that it might be a place where they 
could learn from others how to maintain their LDRRs better. 

“I use the public page because I want to learn how to build a better LDRR by 
understanding the LDRR-related information from the many perspectives provided on 
the public page.” [I-7-M] 

4.3 Different Patterns of Initial and Continued Motivations 

After we identified four major motivations, we then analyzed initial and continued 
motivations separately and categorized them into the four major categories discussed 
above. We analyzed the number of the units of initial and continued motivations in 
each category (Fig. 1) and found that belonging was the dominant motivation when  
 

 

Fig. 1. Different patterns between initial and continued motivation 
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interviewees began to use the LDRR public page for the first time, while social 
support was the dominant motivation for continuing to use the public page. Empathy 
and learning played relatively equal roles in motivating interviewees to start 
participating in the public page for the first time, and for continuing to use it.  

4.4 A Comparison of Motivations and Benefits 

The motivations reflect interviewees’ needs and reasons for participating in the LDRR 
public page. We applied the same codes to identify motivations and benefits. We also 
analyzed the units of total motivations (including initial and continued motivations) 
and benefits (Fig. 2) and found that the benefits are mostly reflected in the form of 
perceived social support for using the public page. The different patterns between 
motivations and benefits do not mean followers did not get what they wanted. Instead, 
it conveys a meaning that satisfying the need to belong and feel empathy transformed 
to receiving effective social support from the public page.   
 

 

Fig. 2. Comparison of the total motivations and benefits 

5 Discussion 

One major characteristic of the LDRR public page on Renren is that it is a 
hierarchically organized online support community rooted in the culture of China. 
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concern for privacy, especially given that the topic under consideration on the LDRR 
page is one of personal intimate relationships. Another reason for lurking may be 
related to the design of the LDRR public page. One major design feature that fosters 
lurking: followers’ limited ability to post and contribute to the content. 

Although we chose an online community rooted in Chinese culture as our research 
site, many other culturally distinct and varied LDRR online communities exist. For 
example, there are popular LDRR online communities in the US, such as the LDRR 
public pages on Facebook. These show clear similarities to the LDRR public page on 
Renren in terms of purpose and content. The page designs and followers’ behavior, 
however, are different in numerous respects. Their followers have greater authority 
than those on Renren. And the followers of the LDRR public page on Facebook are 
not exclusively from the US and are culturally more diverse than those on Renren. It 
may well be the case, then, that cultural differences play a role in helping explain the 
motivational and behavioral differences between users of the LDRR public page on 
RenRen and those on Facebook. This is an area that warrants further study. 

People who are engaged in LDRRs need to know and feel they are not alone. The 
existence of LDRR public pages on SNS such as RenRen and Facebook allows them 
to satisfy these needs.  We therefore suggest that designers have a critical role to play 
in creating systems, platforms, and devices that serve not only private communication 
between the two members of a couple, but also public communication among the 
individuals participating in these larger LDRR communities. Furthermore, the 
example of the LDRR public page on RenRen points to the need for design solutions 
that enhance the more expert- or owner-driven SNS model, for example by supplying 
better tools for owners to provide information, tell their stories, and curate content 
provided by followers. These features should be implemented with an eye to 
supporting the learning, sense of belonging, and empathic responses of users. 

There are two major limitations to our study. First, we did not recruit both 
members of a couple. While we believe our interviewees’ responses provide 
important insights, given our individual- and community-oriented (rather than couple-
oriented) perspective, we would nonetheless like to recruit couples in the future, both 
members of whom follow the RenRen LDRR public page. Second, there are 
limitations to the sampling method that we used. In future studies we hope to conduct 
quantitative research and analysis based on random and large group members’ data to 
extend and augment the results of our qualitative study that will provide more 
representative results.  

6 Conclusions 

Our study is an initial attempt to explore an influential LDRR online community in a 
Chinese SNS. In order to understand users’ behaviors and motivations, we conducted 
an exploratory interview study. We found that: 1) users lurk most of the time unless 
their empathy is strongly aroused; 2) users’ four major motivations for using the 
LDRR public page are belonging, empathy, social support, and learning; 3) initial and 
continued motivations have different patterns; 4) perceived social support is the main 



 You Are Not Alone Online: A Case Study of a LDRR Online Community 31 

 

benefit of participating in the LDRR public page. The need to belong to a group of 
“similar others” held together largely by empathy and the desire for social support 
was particularly strong in this community. 
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Abstract. This study used an Internet-based survey to understand what moti-
vates Facebook users to like, share, or comment on the posts on a community 
page. This study investigates the classification of post content on a community 
page, the consumer–brand relationship, and motivations of users to identify 
how they influence user engagement with SNSs. This study used a Web-based 
survey to collect data on users’ personal preferences, self-perceived relation-
ships with brands, and motivation for responding to different forms of content. 
This empirical study explored the impact of consumer–brand relationships, post 
contents, gender, and motivation on users’ response behavior to posts. 

Keywords: User’s motivation, Social networking sites, User-Web interaction, 
Virtual brand communities. 

1 Introduction 

The Internet has become a powerful tool and one of the most important communica-
tion channels worldwide. An increasing number of companies and organizations  
manage their brand communities by using free-of-charge social media platforms to 
establish relationships with consumers. Social media, especially social networking 
sites (SNSs), provide a new method of communicating to accelerate and escalate 
group formation, scope, and influence (Lin & Lu, 2011). The SNSs such as Facebook, 
MySpace, and Twitter are tremendously popular, with more and more people spend-
ing increasing amounts of time on SNS (Kaplan & Haenlein, 2010). Facebook, for 
example, has more than 800 million active users, and more than 50% of them log on 
to it on any given day. Facebook offers users with more than 900 million objects to 
interact with, and an average user is connected to 80 objects, including community 
pages, events, or groups (Facebook, 2010). This has led to users spending 700 billion 
minutes per month on Facebook (Facebook, 2010). Facebook tends to be characte-
rized by greater social support and more trusting and closer relationships than do oth-
er SNSs (Keith et al., 2011). Marketers have also embraced Facebook, with a wide 
range of companies and organizations using this platform to share information about 
their brand through newsfeeds and posts. The key to a successful brand community on 
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SNS needs the users' interaction and involvement. The three objects Facebook of-
fers—liking, sharing, and commenting—are examined in this study to investigate the 
interaction between a brand and its consumers and to understand users’ motives for 
engaging with community pages. A greater number of users liking, sharing, or com-
menting on a post is likely to result in the success of the marketing. The more the 
users are willing to interact with posts on the fan pages, the more they are exposed to 
the information in the posts, leading to greater success for the brand in marketing 
terms. This study primarily investigates the classification of post content on a com-
munity page, the consumer–brand relationship, and motivations of users to identify 
how they influence user engagement with SNSs. 

1.1 Consumer–Brand Relationships and Post Content 

Companies are increasingly focusing on nurturing brand communities on SNSs as a 
vital part of their marketing and brand-building activities (Algesheimer, Dholakia & 
Herrmann, 2005). Marketers aim to form close relationships with their customers in 
an attempt to disseminate information, interact with highly loyal customers, bring 
consumers together, and thus increase their brand loyalty (Arnone, Colot & Croquet, 
2010). The loyalty and trust in particular products, brands, or organizations may be 
reflected in participation in the virtual community (Casal et al., 2007; Koh & Kim, 
2004). Also, consumers who experience a strong relationship with the brand are will-
ing to recommend it to others, feel emotionally inclined toward it, and perceive them-
selves as part of it. Hence, consumer–brand relationships and post content may be 
important factors in motivating users to participate in and contribute to community 
pages. 

1.2 Motivation in User Behavior 

Identifying the factor that motivates the users’ liking behavior is also an important 
issue for marketers. However, motivation is not a unitary concept. According to the 
self-determination theory (SDT), motivational drivers are generally subdivided into 
extrinsic and intrinsic motivation (Deci, & Ryan, 1985). Extrinsic motivation (e.g., to 
interact with Facebook friends or other fans on the community page and to gain re-
wards) and intrinsic motivation (i.e., to satisfy self-needs) are used in this study to 
find out what motivates user’s response on the posts. Furthermore, several factors that 
drive user extrinsic motivation have been identified in previous studies. For instance, 
Yang et al. (2010) have noted the roles of entertainment value, perceived network 
externalities, interpersonal norms, and social norms in influencing YouTube users’ 
intentions to share videos. Dholakia et al. (2004) identified four types of value—
purposive, interpersonal, social enhancement, and entertainment—implicit in the mo-
tives of virtual community participants. These factors are also adapted in this study 
for eliciting specific user extrinsic motivation in responding to different category of 
post content. In addition, gender is one of the most common types of segmentation  
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used in marketing practice. There are gender differences in motivations for Internet 
use. In this study, the effect of gender on Facebook users is also explored. 

2 Methods 

The study used a Web-based survey that comprised of (1) five questions to measure 
customer–brand relationships, (2) seven questions exploring user’s motivation in 
his/her response to the brand posts, and (3) two questions on user demographics. Six 
Facebook pages (Traditional Chinese) for international brands were selected for the 
survey: Starbucks, MacDonald’s, Apple, HTC, 7-Eleven, and Nike. The survey par-
ticipants were 225 Facebook users who were familiar with Traditional Chinese. 
Among them, 123 (54.7%) were men and 102 (45.3%) women. 

To explore the effect of post content on user responses, the study applied card-
sorting techniques to identify the categories of the posts. Two social media managers, 
who have served in media and Internet companies and have more than two years’ 
experience in curating Facebook fan pages, were asked to help in naming and classi-
fying the posts. Through a bottom–up approach to naming, classifying, and grouping, 
the study categorized the posts into seven categories: (1) product and service news, 
(2) prizes and sale information, (3) charity and social services, (4) product- or service-
related knowledge, (5) greetings and chat, (6) questions and voting, and (7) brand 
stories. A total of 42 posts (7 posts × 6 brands) were selected and displayed as snap-
shots in each questionnaire. The actual numbers of shares, likes, and comments on all 
posts were obscured to avoid influencing user response output. Furthermore, not 
every category of content could be found on the six brand pages, and therefore, the 
seven categories of posts were not counterbalanced in all selected pages. The study, 
hence, focuses only on discussing how the content categories, motivation, and cus-
tomer–brand relationship affect users’ output; it is unable to draw comparisons be-
tween different brands. 

Customer–brand relationships were measured using a five-point Likert scale for 
five items adapted from the customer-brand relationship questions (Park et al., 2010). 
The response options were as follows: (1) I think the brand is part of me, (2) I think 
the brand can represent me, (3) I feel personally connected to the brand, (4) I feel 
emotionally bonded to the brand, and (5) I think the brand can tell people something 
about me. In addition, the survey included questions to identify factors that motivated 
user responses to the posts (liking, sharing, commenting, or doing nothing). The scale 
was adapted from questions developed by Dholakia et al. (2004). The participants 
were asked to select one option from the seven items or to select others and fill in the 
reason. 

Finally, data analysis focused on examining the effects of customer–brand relation-
ships, user motivation, and content categories on the responses to Facebook page 
posts. A multinomial logistic regression was conducted to model the level of user-
brand relationships among the four types of user responses to the posts. A chi-square 
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test was conducted to examine whether the type of motivations and content categories 
lead users to respond differently to the posts. 

3 Results 

3.1 Effects of Customer–Brand Relationship on User Responses to the Posts 

Multinomial regression results indicated a significant relationship between customer-
brand relationships and the four types of user response to the posts (χ2(12) = 79.45, p 
< .01) with pseudo R-square values 0.049 (Cox and Shell) and 0.022 (Mc Fadden). 
The regression model shows 52.3% overall correct predicting percentage from 1,575 
observed samples (225 participants x 7 responses). However, by looking into the ob-
served frequencies, it revealed that the participants having low customer-brand rela-
tionships preferred to “do nothing” as their response to the posts. Other three types of 
responses cannot find a specific pattern. 

3.2 Effects of User Motivation on User Responses to the Posts 

A chi-square test indicated that there is a significant relationship between user moti-
vation and their responses to posts (χ2(21) = 1089.69, p < .01). A post-hoc Bonferroni 
corrected pairwise comparison revealed a significant difference in the effects of user 
motivation on their response. Overall, users who had one of the following three moti-
vations were significantly more likely to make a response (“like”, “share”, or “com-
ment”) (p < .01), than “do nothing”. These motivations are: “to share information or 
idea with friends;” “to disclose opinions, tastes, preferences, or interests;” or “to en-
dorse and help promote the post.” 

More specifically, users who tended “to share information or ideas with friends” 
were found significantly more likely to “share” (52.5%, p < .01), compared to the 
other three response types (like, comment, and do nothing). Further, users who pre-
ferred “to interact with other fans on the page” were significantly more likely to 
comment (19.0%, p < .01) on the post. Furthermore, those who selected the “no spe-
cial reason, just want to like, share or comment” option were significantly more likely 
to “like” (29.1%, p < .01) or “do nothing” (36.1%, p < .01). Users who reported hav-
ing “other” motivations for responding to posts tended to “do nothing” (59.5%, p < 
.01) or “comment” (8.6%, p < .01). The following self-reported explanations were 
provided by those who noted “other” motivations: “I’m not interested in the topic”; “I 
don’t like the post, the post doesn’t touch my heart”; “I got the information but that’s 
all; no idea in my mind.” 

3.3 Effects of Content Categories on User Responses 

The chi-square test indicated a significant relationship between content categories and 
user responses (χ2(18) = 45.92, p < .01). Post-hoc results showed that users tend to 
“like” both “product and service news” (17.8% > 10.4%, p < .01) and “brand stories” 
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(14.0% > 8.0%, p < .01), compare to “share” those two categories of posts. However, 
14.6% users selected the “do nothing” option for the “brand stories” content, which  
is significantly higher proportion than that of users selecting the “share” option  
(14.6 > 8%, p < .01). The “question and voting” category was significantly likely to 
lead users to comment on the post, which was higher than the proportion of “likes” 
(29.3% > 15.1%, p < .01). This analysis did not find any significant content categories 
that were likely to drive users to “share” the posts. 

3.4 Gender Difference 

The surveyed responses to the posts showed that gender significantly affected user 
interaction with different posts (χ2(3) = 14.554, p < .01). In general, compared to 
female users, males are significantly more likely to share (59.7% > 40.3%, p < .05) 
and comment on posts (67.2% > 32.8%, p < .05). On the other hand, more female 
than male users do not respond to posts (52.6% > 47.4%, p < .05). However, no sig-
nificant gender difference was found for “Liking” posts (54.3 % and 45.7%, p >.05). 
Furthermore, a significant difference between genders (χ2(7) = 37.864, p < .01) was 
found regarding the gender effects on user motivations. More specifically, more male 
users wanted to “share information or ideas with friends” (60.2% > 39.8%, p < .05) 
and “to interact with other fans on the page” (76.2% > 23.8%, p < .05) than did fe-
males. More female than male users, however, wanted to “collect or subscribe to the 
posts” (78.6% > 21.4%, p < .05) and responded to the post for “no special reason, just 
want to like, share, or comment” (55.0% > 45.0%, p < .05). Other motivations were 
not found to differ according to gender. Otherwise, no significant gender difference 
was found between content categories (χ2(6) = 37.864, p > .5) and customer–brand 
relationship (t(223) = 1.207, p > .05). 

4 Discussion and Conclusion 

This empirical, survey-based study considered six different Facebook brand pages and 
asked participants to complete a questionnaire on their favorite page among the six. 
The study explored the impact of consumer–brand relationships, post content, and 
motivation on users’ response behavior to posts. 

The results revealed that the most popular response of Facebook users is “liking” 
the post (52.1%), followed by sharing (23.8%), doing nothing (20.4%), and comment-
ing (3.7%). Furthermore, “liking” is a popular activity4 for both male and female 
Facebook users; however, gender differences were found in respect to other activities: 
Male users tended to share or comment on posts, while female users tended to do 
nothing. In addition, the consumer–brand relationship was found to explain a small 
part of user’s response on posts. 

The content and user motivation were found to be important factors affecting user 
responses. Most users simply like or share in response to the “product- or service-
related knowledge” posts and like or to do nothing in response to the “brand stories” 
posts; however, many users are willing to follow and comment on “question and  
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voting” content. Other types of post content including prizes and sale information, 
charity and social services, and greeting and chatting do not have significant different 
in terms of user responses. Furthermore, gender difference can be seen in responses to 
different types of posts. After reading “product and services news” or “question and 
voting” on the fan page, most male users clicked the like button while most female 
users chose not to respond. 

The most important motivational factor that drives users to like or share posts is the 
desire to “share information/idea with friends” (maintaining interpersonal connectivi-
ty), followed by “endorsing and promoting the post” (social enhancement value). 
Another major motivational factors driving users to comment on posts are to “interact 
with other fans” (Social benefits) and “disclose opinions, tastes, preferences, or inter-
ests” (Self-presentation benefits). Users’ liking or sharing activity is driven by the 
general need to maintain relationships, while the commenting activity is based on the 
specific need to express oneself or to make new contacts. Compared to female users, 
male users have a higher motivation to share information and interact with others. 
Thus, the major reason users, especially males, interact with brand posts through lik-
ing, sharing, or commenting activity is drove by extrinsic motivation for maintaining 
relationship and gaining social benefits, which accrue to Facebook friends or other 
brand page members. Finally, motivation characterized by “no special reason” can 
drive the users’ liking activity or no responses, and “other” motivational factors drive 
users to do nothing because they are not interested in the post or they think that read-
ing posts is enough. This study also found that the reasons female users interact with 
posts are for “collecting or subscribing to the posts” or “no special reason” (Intrinsic 
motivation). Compared to male users, female users have lower motivation to respond 
to posts. Many female users choose to do nothing with brand posts. 

Many users liking or sharing the brand posts is to receive social support, and some 
of users commenting on the brand posts is to press self or interact with other users. 
The several previous study have showed that the users can through their friends and 
relatives to meet new friends and expand their social network on SNS (Powell, 2009; 
ledgianowski & Kulviwat, 2009) and join the brand communities to dispel their lone-
liness, meet like-minded others and receive companionship and social support 
(McKenna & Bargh, 1999; Wellman & Gulia, 1999). This shows that expanding so-
cial life, satisfying interpersonal needs, receiving social support, and maintaining 
friendship are the major reasons people spending time in and interacting with brand 
communities. Providing the posts with specific content and clear requirements is more 
important than strengthening consumer-brand relationships for enhancing user's inten-
tion of responding to the posts. 
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Abstract. Understanding human behavior on the Internet is a complex problem. 
One important part of the problem is measuring cultural attributes and their ef-
fect on human behavior. A clear understanding and comprehensive description 
of the link between human behavior and cultural attributes is essential for quan-
tifying behavioral change. The objective of this paper is to introduce the result 
of a survey in which (n = 152) university participants participated in quantify-
ing cultural attributes. The study results suggest that human behavior on the  
Internet can be linked to various cultural attributes. Notably the qualitative 
feedback and quantitative statistical results found following the cultural 
attributes to be important: safety, privacy, self, intuition and networking. 

Keywords: Internet, human behavior, Internet anxiety, cultural attributes, HCI. 

1 Introduction  

“The only problem with Microsoft is they just have no taste. They have abso-
lutely no taste. And I don't mean that in a small way, I mean that in a big way, 
in the sense that they don't think of original ideas, and they don't bring much 
culture into their products.” - Steve Jobs (Triumph of the Nerds, 1996) 

As boldly and beautifully stated by the late Steve Jobs, introducing culture into prod-
ucts, systems and design is vital for a product’s success. Culture is presumed to be 
based on indicators such as race or ethnicity or sex. However, culture is a complex 
weave, a collection of not one cultural factor/attribute but a combination of various 
factors interwoven to set and affect our beliefs, values and behaviors. Academic re-
search in computer science (CS) that investigates culture or its attributes is thus far 
limited in scope (Kamppuri, 2011). Therefore, the research question that we investi-
gate in this paper is: How can we quantify cultural attributes for understanding hu-
man behavior on the Internet?  

There is a vast amount of literature study on cultural theory, and this paper is nar-
rowly focused on the issue of quantifying cultural attributes for understanding human 
behavior on the Internet. From measuring and developing cultural characteristics at 
individual level (Lee et al., 2010) to reconciling differences, improving physical  
environment and infrastructure, culture and its attributes plays an important role in 
society. Furthermore, there is a difference in how culture is perceived on the Internet 
(Marcus, A. & Gould, E., 2000).  
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2 Literature Study 

In software and application development, as well as an understanding of system re-
quirements, data collection and effective implementation and testing, the cultural aspect 
is an important factor to study (Evers, 2001). In cultural psychology, culture comprises 
many variables such as age, ethnicity, occupation, and gender. The contributions of 
cultural psychology (Cole, 1998; McCrae, 2005) and cognitive sciences (Hutchins, 
1995) to conceptualizing culture and cultural attributes are important as much experi-
mental HCI research is based on the tradition of cultural psychological research. Ac-
cording to (Vatrapu, 2011), there are two types of cultural models; one that mainly deals 
with typologies and one that mainly deals with dimensions. The one that deals with 
typologies is easy to conceptualize. However, dealing with dimensions requires empiri-
cal validation. In their work a summary of empirical evidence regarding differences 
between East Asian and Western learner culture has been presented (Vatrapu, 2011; 
Nisbett, 2002). Thus, based on these existing literature sources we can derive cultural 
differences between East Asians and Western learners as shown in Table 1.  

Table 1. Cultural differences between East Asians and Western learner 

Westerns East-Asians Empirical evidence 
Analytical in reasoning Holistic in reasoning (Vatrapu, 2011; 

Nisbett, 2002) 
Individualism Collectivism (Hofstede, G. 1980; 

1997) 
 

Lower power distance 
index 

Higher power distance index (Hofstede, G. 1980; 
1997) 

Lesser difficulty in sepa-
rating objects 
(more object-oriented) 

Encountered difficulty in 
separating objects from 
surroundings 
(relation-oriented) 
 

(Nisbett, 2002) 

Application focused and 
analytical in logical 
grounds 

Conceptual focused and 
willing on holistic grounds 

(Vatrapu, 2011; 
Nisbett, 2002) 
(Hofstede, G. 1997) 

 
Literature studies, e.g., (Hofstede, G., 1980; McCrae, R. R., 1992; Ebon, B., 1998), 

and (Terry Sullivan and Rebecca Matson. 2000; Kalwar, 2011) suggest that it is diffi-
cult to determine the self-reinforcing relationship between human behavior and cul-
tural attributes. However, understanding culture and its attributes is important a) to 
overcome differences in understanding experiences of systems and products, especial-
ly in HCI, where the aim is mapping between human needs and technologies, and b) 
to overcome lack of consensus in understanding of cultural constructs. An interesting 
research paper (Tedre et al., 2006) highlights the importance of culture and its 
attributes for interface designs and describes CS and engineering majors’ perception 
of culture as a neutral approach. Additionally, culture is important in the computing 
field not only because of globalization. Many studies (Vatrapu, 2011) (Kamppuri et 
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al., 2006) show a growing interest for race and ethnicity factors as they pertain to digi-
tal life. In a doctoral thesis entitled, “Cultural Models in HCI: Hofstede, Affordance 
and Technology Acceptance,” Lidia Oshlyansky points out cultural differences “do 
exist,” and the Unified Theory of Acceptance and Use of Technology (UTAUT) model 
(Venkatesh et al., 2003) works cross-culturally (Oshlyansky 2007). On a similar note, 
user anxiety and phobia has been studied by (King and McNeese, 1998), whose paper 
outlines cognitive and clinical pitfalls by providing examples of affective computing 
for complex systems. Contributions from HCI (Cockton, 2006; Hvannberg and Cock-
ton, 2008) especially in User experiences (McCarthy et al., 2006) have added impor-
tance to the value of cultural theory. In the study of culture and its attributes (Kalwar 
2011; Alaoutinen, et al., 2012) the following cultural attributes in the given context 
require further investigation; intuition, privacy, security, networking and safety.  

From the culture literature, we can conclude that there are wide-ranging views on 
cultural models, dimensions, factors/attributes, definitions, and usability issues that all 
should be considered in regard to a user’s culture. This work aims to quantify these 
cultural attributes within the context of digital life, i.e., the Internet, for improved 
understanding of online human behavior. Based on the literature findings, the cultural 
attributes/dimensions of intuition, privacy, networking, safety and self are defined in 
Table 2. 

Table 2. Cultural attributes within the context of digital life  

Cultural 
attributes 

Definitions Empirical 
evidence 

Initial  
assump-
tions with 
Hofstede's 
dimensions 

Initial  
assump-
tions with 
McCrae’s 
“Big Five” 
dimensions  

Intuition An act of knowing or sens-
ing something based on 
personal, social and cultural 
experiences 

(Brown, et 
al., 1989). 

Long term 
vs. short 
term orien-
tation 

Openness 
to expe-
rience 

Privacy General concern on the 
Internet, where personal 
freedom should be cared, 
respected and taken seri-
ously. 

(Moore, 
1984) 

Power  
distance 
(PDI) 

Neurotic-
ism 

Networking An act by which users 
want/desire to collaborate 
with others on the Internet 

(Castells, 
2011) 

Individual-
ism vs. col-
lectivism 

Agreeable-
ness 

Safety The method or technique  
to avoid uncertainties,  
security of data, and other 
cyber concerns 

(Reason, 
1990) 

Uncertainty 
avoidance 
index (UAI)

Extraver-
sion 

Self A self-less desires to per-
form better, learn and live 

(Maslow, 
1943) 

Masculini-
ty vs. Femi-
ninity 

Conscien-
tiousness 
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3 Methodology and Observations 

The research methodology employed was to conduct a survey in which (n = 152) 
university participants participated in linking cultural attributes and human behavior 
on the Internet. Pre-testing with a small number (i.e. twelve users) was first carried 
out. Testing was carried out with 140 university participants. The testing was carried 
out in two phases because it was considered important that the respondents should 
understand the questions in a similar way as the researcher posited. In the test, the 
participants were asked to verify the importance of identified cultural attributes. Un-
derstanding cultural attributes has been carried out by classification of behavioral 
observations and by use of mixed research methodologies (i.e. both qualitative and 
quantitative) to enhance empirical results. Figure 1 below shows how the questions 
were organized. Open-ended questions were: 1) in your opinion, what is culture? 2) In 
your opinion, what is culture on the Internet? , and 3) what cultural issues affect your 
feelings on the Internet? Five-point Likert scale (5= of utmost importance, 1= very 
little or no importance) measures were used. 

 
Fig. 1. Diagram illustrating measurement sheet/questions 

4 Quantitative Results  

The comparison data of the responses of the participants of Asian and Western ethnic-
ity showed the results given in Figure 2 for the five cultural attributes considered. The 
survey gave quite surprising results in that Westerners ascribed “utmost importance” 
to “safety,” and “privacy” (on the Internet). The results made us pause for reflection 
for two reasons. Firstly, on the present Internet, the safety cultural attribute is a criti-
cal issue and presents a key challenging requirement for building the future Internet. 
Secondly, the privacy cultural attribute is often assumed to be part of law or legal 
rights but here the study participants had a different opinion, conceiving it as a per-
sonal freedom, or cultural rights. Interestingly, Asians and others ethnicity gave ut-
most importance to “self” and “intuitions”. For Africans and Asians, “networking” 
was of very greater importance than for other participants.  
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8. “Internet represents only a part of the human culture; What is NOT on 
the Internet may be even more important than what is there.” 

Similarly, other users (9-11) defined culture on the Internet as  

9. “Culture is something affecting how you use the Internet, how your idea 
about it, how you communicate with others through Internet.” 

10. “Culture on the Internet: don't touch and don't break down that not 
yours” 

11. “ It can be its contents; i.e., music, videos and pictures or on a larger 
perspective it's the defining characters of the internet that separates it 
from other medias, like you can't trust the contents of the internet on the 
same way you trust printed media or that anyone” 

However, other users also reported that culture on the Internet is “way one behaves,” 
“how person uses, and act in internet,” or even “same as normal culture,” and “con-
nections and reaction in online environment”.   

The questions were designed with the level of difficulty (i.e. easier, difficult, and 
very difficult) format. It was found that most users had experienced difficulty with the 
final question, “what cultural issues affect your feelings on the Internet?” In response, 
the users (12–14) responded: 

12. “Haven't thought about this.” 
13. “Good skills and attitude towards technology” 
14. “I interact on internet only on very common level. 

The most frequent responses referred to “privacy”, “security,” and personal usage. 
For example, users (15-17) responded:  

15. “I am very careful with privacy on internet so, I do not reveal any private 
issues of my own or of my family on internet (in Facebook etc.).”  

16. “Privacy, religion, language barriers, visual aspects of international 
sites.” 

17. “I think safety is really important to me and it comes from the culture that 
I live in, in our culture privacy is appreciated. Also, something that is al-
ways to be remembered is that in our culture people and things in general 
can be trusted, and in Internet that can't be done.” 

For another user, the “excessive use of social networking sites” was among the cul-
tural issue affecting her feelings on the Internet. For users (18, 19), personal feelings 
and symptoms (emphasis on “my,” “impatient” in their responses) were important on 
the Internet.  

18. “My age and gender, definitely, which shape my attitudes and cultural in-
terests; My education, job, and background; My family status (own kids 
and the Internet), my nationality, my hobbies; My beliefs and values...” 

19. “ Impatient (that is more personal than cultural issue), western indivi-
duality” 
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Another user (20) indubitably believes that the Internet is “spoiled” by the accumula-
tion of the number of users. 

20. “Internet has already been spoiled by the great mass of dumb and non-
technical users. Self-aggrandizement and self-importance have flooded 
the internet making everything subjective, postmodern, and deconstructi-
ble. That is why I carefully choose what I view on the internet and choose 
not to comment anything...” 

As the observations from the data showed, most users felt on very little cultural issues 
and reported on more general level simply stating, “same as in real world. Internet is 
just a tool,” “ways of communication… things I am ready to reveal about myself e.g. 
in Facebook etc.” In short, both quantitative and qualitative data suggested users be-
ing concerned on various cultural attributes as shown in Table 3. 

Table 3. Some common observations based on qualitative and quantitative data 

Westerns East-Asians 

The qualitative data supports empir-
ical evidence that Westerns learners 
are individualistic, analytical and 
application focused. 

The qualitative data supports empirical 
evidence that East-Asians learners are 
holistic, collectivist and conceptual 
focused. 

According to Hofstede’s dimensions 
and with regards to digital life,  
higher power distance, uncertainty 
avoidance index and lower long-term 
orientation vs. short-term and  
masculinity vs.  femininity was visible. 

According to Hofstede’s dimensions 
and with regards to digital life, lower 
power distance, uncertainty avoidance 
index and higher long-term vs. short-
term orientation and masculinity vs.  
femininity was visible.  

According to McCrae’s “Big Five” 
dimensions and with regards to  
digital life, lower conscientiousness 
and openness to experience was  
observed. 

According to McCrae’s “Big Five” 
dimensions and with regards to digital 
life, higher conscientiousness, and 
openness to experience was observed. 

Safety and Privacy is utmost  
important 

Self and Intuition is utmost important 

Networking lesser important Networking very important 

Dreadful and anxious digital life Interesting digital life 

Symptoms of “self-aggrandizement,” 
“narcissism,” impatience,” and  
“frustration,” seems more likely. 

Symptoms of “self-aggrandizement,” 
“narcissism,” impatience,” and “fru-
stration,” seems less likely. 

6 Discussion and Limitations 

Previous study has shown that the significance of cultural attributes is important in 
understanding human behavior on the Internet (Clarke, R. 1999; Castells, 2011).  
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A recent paper (Proctor et al., 2011) discusses the effects of culture on user uptake of 
digital media and technology by building understanding of cultural differences that 
shape decision-making in the use and design of digital media (Apple-Computer, 
1992). In addition, studies of (e.g., Davis, F., 1993; Evers, 2001; Shi, Q., 2010), show 
a close link between human behavior and cultural attributes. There was a difference 
between the initial assumption of Hofstede’s and McCrae’s dimensions and final out-
come among various ethnicity and cultural attributes.  Hofstede’s dimensions are not 
useful in terms of quantifying cultural attributes with regards to digital life. Studies 
(Vatrapu, 2011; Shi, Q., 2010) indicate that cultural attributes are of utmost impor-
tance also for understanding human behavior (King and McNeese, 1998; Proctor et 
al., 2011); an insight which is confirmed here with quantifiable cultural attributes. The 
cultural models can be used to bridge the gaps between various cultures that affect not 
only user experience but also computer supportive collaborative work (CSCW) in 
learning environment. The result based on the literature, qualitative and quantitative 
statistics quantified importance to following cultural attributes: Safety-Privacy-Self-
Intuition-Networking.  

Overall, the study results suggest that understanding of human behavior on the In-
ternet can be linked with various cultural attributes. The western ethnicity was rela-
tively larger in the sample than other ethnicities, which means that no reliable forecast 
can be drawn from this result. Although the university participants consisted of stu-
dents, researchers, teachers and other staff, the sample considered in this pool might 
have biased the findings of the study. Consequently, a limitation is that the present 
study does not consider a much larger and diverse sample representation. In addition, 
the imbalance in the number of participants from different ethnic backgrounds might 
have also affected on the validity of the results.  

7 Conclusions and Lesson Learned 

The present study suggests that analyzing and conceptualizing human behavior and 
cultural attributes may need some contextual linking. A possible alternative is to link 
cultural attributes with behavior on the Internet. In short, using this mixed research 
methodologies, we can claim that cultural attributes are significant in enhancing our 
understanding of human behavior on the Internet.  

The beauty of the present inquiry is that by asking simple questions like: 1) In your 
opinion, what is culture? 2) In your opinion, what is culture on the Internet? , and 3) 
What cultural issues affect your feelings on the Internet? We can conclude that these 
cultural attributes can be measured. Interestingly, the quantitative findings stressed on 
the five-point Likert scale (5= of utmost importance, 1= very little or no importance) 
the following cultural attributes: Safety-Privacy-Self-Intuition-Networking. By plac-
ing emphasis on cultural attributes and self-assessing user behavior online, we can 
quantify cultural attributes effectively for understanding human behavior on the Inter-
net. The lessons learned about studying user cultural attributes and human behavior 
on the Internet are as follows: 
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1. From the five cultural attributes given, most users highlight the importance of 
“safety” and “privacy” as the utmost important cultural attributes. 

2. Although most of the participants’ belonged to a western ethnic background, the 
cultural attribute, “intuition” is very important among the study participants.  

3. Feelings and symptoms on the Internet are difficult to determine. However, some 
users did report general symptoms like “impatient,” and personal symptoms like 
“self-aggrandizement” and “narcissism”. 

4. We can conceptualize human behavior on the Internet if we can link various cul-
tural attributes and fulfill the user requirements by improving safety, privacy, and 
self.  

5. The take-away message is that one should have an intuitive feeling to read, write, 
and learn stuff on the Internet for gaining broader cultural experiences.  
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Abstract. A social e-book provides not only the original text but also other 
readers‘ comments, and it enables social interactions inside the book. We 
posited that a social e-book could be a useful tool for collaborative learning, 
and it could provide new opportunities for classic humanities texts. The 
research objective is to find the tendencies of reader generated annotations 
during two social reading projects. For theoretical background, "the 
significance of the text - social interaction model" was used for the analysis 
conducted in this study, and we classified user generated annotations into three 
different types. As a result, participants had a tendency to make more 
annotations about their understanding and appreciation than regarding text 
interpretation. In addition, the result shows that the social e-book can promote 
fine-grained interactions. Regarding the comparison of the genres of the 
contents, the group of people who read the classic and humanities genre is more 
active than those who read the popular literature genre. For future study, more 
specific ways to improve interest and understanding will be examined for 
effective collaborative reading experiences through the social e-book. 

Keywords: social reading, social media, e-book, collaborative learning, CMC. 

1 Introduction 

Social media such as Facebook and Twitter have permeated everyday life, and a 
combination of e-books and social media can provide new opportunities for social 
reading. Social reading involves sharing reader’s thoughts and ideas with others 
during the reading process. A “social e-book” provides not only the original text but 
also other readers’ comments, and it enables social interactions inside the book. 
Before we create this service, there are some questions we should resolve. Is a “social 
e-book” really helpful to promote reader’s level of interest and understanding? What 
kind of content is proper for a social e-book? Which purpose is better for a social e-
book – entertainment or education?  

We posited that a “social e-book” could be a useful tool for collaborative learning, 
and it could provide new opportunities for books that ordinary people have turned 
away from because they consider them difficult and boring, such as classic humanities 
texts. We suggested that using a social e-book, readers who have different levels of 
knowledge can help each other to interpret difficult texts. We also assumed that if a 
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group of people set a common goal, members can be motivated to finish reading more 
than if they were reading individually.  

There have been many attempts to combine e-books and SNS in both academic and 
industrial fields [1] [2] [3]; however, most efforts have on focused new service ideas 
from a technical approach without considering readers’ text understanding process. 
Because most people consider reading as a personal activity, we need to observe 
readers’ behavior very carefully before adding new social services to e-books. This 
paper focuses on the reader’s experience and investigates the possibility of a social e-
book as a useful reading tool, especially for learning difficult texts. 

2 Research Objective 

The research objective is to find the tendencies of reader generated annotations while 
reading books in the classic humanity genre using a social e-book. Through an 
analysis of two social reading projects, this research will prove how reader generated 
annotation can show the level of understanding and degree of fine-grained interaction. 
In addition, we will compare user-generated annotations during the social reading of 
the classic and humanities genre and the popular literature genre. 

3 Research Method and Process 

3.1 Social Reading Project 1 - “The Analects of Confucius” 

We conducted two social reading projects. The reading material of the first project 
was the “Analects of Confucius.” After the project, we analyzed reader generated 
annotations created during a social reading. Thirty people who were interested in 
Confucius participated voluntarily, and they read “the Analects of Confucius” 
together for 27 days. We used a web-based e-book “Readbuild” [4]. Using this tool, 
readers could make comments under each paragraph, highlight on sentences and make 
comments, and mark on the interesting paragraph (similar to ‘like’ button in 
Facebook). The number of people who wrote annotations was 22, and the total 
number of annotations was 298. After the project period, 16 people were interviewed 
to share their experience. 

 

Fig. 1. A screen shot of the project main page (The web-based e-book service “Readbuild”) 
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Fig. 2. A screen shot of the reading page & Composition of a social e-book service 

3.2 Social Reading Project 2 – “Classic and Humanities vs. Popular Literature” 

From the second project, we would like to determine if there is a difference in the 
reading activities depending on the genre of the reading materials. Thirty university 
students who were taking the same class participated in this project. We divided them 
into two groups, and each group read different reading materials for seven days. They 
used the same web-based e-book “Readbuild” used in the Project 1. One group read the 
classic and humanities genre, and the other group read popular literature genres such as 
SF and fantasy books. The participants were encouraged to read the given texts for 30 
minutes per day during the seven days. Considering the period of the project, we chose 
short stories or an extracted chapter from a book. We started with 15 people in each 
group; however, two people in each group dropped out, leaving 13 people in each 
group. We collected 154 annotations from the project and analyzed them. 

Table 1. Social Reading Project – “Classic & Humanities vs. Popular Literature” 

Subject Group A - Classic & Humanities Group B – Popular Literature 

Reading Materials 
(Author) 

- Chapter 1 of “Confucius” 
- “Kriton” (Platon) 
- Chapter 1 of “Death” (Shelly Kagan) 

- My father’s Space Trip (Mi-hyun 
Yang) 
- Golem (Young-do Lee) 
- Murderers’ Room (Ra-hyun Hwang) 

Reading Quantity 11,688 words 15,538 words 
Total Participants 13 13
Total Annotations 89 65

Total Like 146 106

3.3 The Significance of the Text – Social Interaction Model 

For theoretical background, “the significance of the text – social interaction model” 
was used for the analysis conducted in this study. [5] In this model, there are three 
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Fig. 4. Three-pronged Analysis for project 1 – “the Analects of Confucius” 

It is assumed that readers tended to make more annotations about their 
understanding and appreciation than regarding text interpretation. However, we found 
that readers tried to find the correct interpretation and shared the information, 
especially when they did not know the meaning of a word or when they could not 
interpret the meaning because they did not have sufficient background information, 
such as knowledge about the characters, history, or region. They asked questions, and 
some of them copied the results that they found from online search engines.  

When we compared the three-pronged analysis of “Classic & Humanities” and 
“Popular Literature” in project 2 regarding the annotations of the “interpretation 
level,” we found seven annotations in the classic & humanities genre and no 
annotations in the popular literature genre. We assume that this transpired because 
when readers read popular literature, they can easily move to the understanding level 
and therefore did not need to make annotations regarding their interpretation.  

Table 2. Three-pronged Analysis for project 2 – “Classic & Humanities vs. Popular Literature” 

Subject Group A - Classic & Humanities Group B – Popular Literature 
Interpretation Level 7 0 

Understanding Level 56 50 
etc. 26 15 
total 89 65 

4.2 Length of Annotation and Profundity of Thought 

When we compared the average number of letters in the annotations, we found that 
group A (classic & humanities) made longer annotations than group B (popular 
literature). In order to determine the tendency of the annotations concretely, we 
extracted short annotations that only combined a subject and a verb and included the 
reader’s simple expressions. Examples of annotations such as “That’s so funny” 
“Interesting!” and “It’s like a cautionary tale” belong to this category. As we supposed, 
the percentage of “short expressions” in group B (popular literature) was higher.  
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Table 3. Length of average length of annotation in each project & Number of annotation in 
category of “Short Expression” 

Subject Project 1 
Project 2 

Group A Group B 
Average number of letters  

in each Annotation 114.6 69.9 39.4 

Number of “Short Expression” 27 6 17 

Total Number of Annotations 298 89 65 

Percentage of “Short Expression” 9% 7% 26% 

 
In the interviews after the project, one participant reported that he read the popular 

literature genre for entertainment purposes and he did not have a reason to muse about 
the text and make long annotations. Another participant in the popular literature group 
said that he was anxious to find a spoiler from others’ comments.  

4.3 Degree of Fine-Grained Interactions 

Regarding the degree of fine-grained interactions, almost 90% of annotations were 
based on a specific paragraph in the project 1. This result shows that the social e-book 
can promote fine-grained interactions. Realizing fine-grained interactions is difficult in 
previous methods of discussion such as book community websites and offline book 
clubs. 

 

Fig. 5. Rates of Paragraph based annotation & Full text based annotation 

When we compared group A (classic & humanities) and group B (popular 
literature) regarding the degree of fine-grained interactions, the rate of annotations 
that refer to the text overall was higher in group B. We found that readers have a 
tendency to make annotations after finishing reading and refer to their appreciation of 
the whole story when they read the popular literature genre.    
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5 Discussion 

Among the 42 participants who were interviewed after the projects, 85% reported that 
they were willing to use the social e-book again and that they had positive responses 
regarding the use of the social e-books. However, six participants said that they did 
not want to use it anymore, and their reasons were various. One participant stated that 
because it is a web-based e-book, there were too many temptations to use other 
websites, also stating that it was difficult to concentrate on the book for this reason. 
Another participant reported eyestrain from electromagnetic waves. These are 
problems that all e-book services have to overcome. Another participant reported that 
social e-books had lower legibility than other types.  

In addition, most participants indicated that the social reading experience raised 
their interest in the book. Participants said that they could learn about other people’s 
thoughts from the social reading activity, but some were not sure if it was helpful to 
better understand the original text. When we started these two projects, we did not 
designate a group leader or ‘information intellectual’. In order to promote more active 
participation, it may be helpful to have a group leader who can set up a reading 
schedule and encourage other members. Moreover, it may be even better if the group 
has an intellectual who has plenty of knowledge about a chosen book and who can 
therefore help other members to understand the book. During our projects, there were 
many questions and assumptions among the annotations, but it was unfortunate that 
there were not many people who gave correct answers.  

Many participants had a tendency to write many subjective perspective 
annotations, and some participants stated that they were interested in their 
acquaintances’ comments but not interested in stranger’s comments. If annotations 
include subjectivity, knowing who wrote the given annotation could be important for 
other readers, as the readers might be more interested if they know the other reader 
personally. Therefore, we could assume that a group with a strong-tie relation would 
be more suitable for this type of social reading, and this aspect could be applied in 
school classes.  

From this study, we found the possibility of a social e-book as an effective tool for 
collaborative learning and competitiveness in the classic & humanities genre, which 
has been thus far ignored as successful e-book content. However, limitations of this 
study are that we conducted too few projects of social reading and that the number of 
participants was not high enough to make conclusion. In order to develop a successful 
service, we need more studies using finer designs. 

For future study, more specific ways to improve interest and understanding will be 
examined for effective collaborative reading experiences through the social e-book. 
Many experts feel that the end of printed books is not at hand, but we hold that 
various types of books will appear in the digital era. We expect that a social e-book 
can promote a reading culture and suggest new directions for future book clubs. 
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Abstract. This research seeks to adopt and implement SASANG Constitution to 
categorize usage of OSNs by a user’s physiological type. An online survey 
(N=102) was conducted on a Facebook page and to identify Facebook users’ 
SASANG Constitution, QSCC II was distributed. All results were collected 
through email. From the critical literature review, three hypotheses were estab-
lished, and after a survey the following conclusions were drawn. So-Eum (SE), 
in comparison to its counterpart So-Yang (SY) who possesses more emotional 
stability, had less of Facebook usage time and frequency. The introverted So-
Eum (SE) with high neuroticism placed more meaning on expression of oneself 
in their usage of the Facebook. The introverted So-Eum with high neuroticism 
documented their personal information with higher accuracy. This research  
focused on analyzing OSN usage patterns as seen through user’s personality 
factors. This research was the first attempt in Korea to explore SASANG Consti-
tution and OSN users’ Constitution, thus had its innate research limits. Yet, 
nonetheless, it sheds light into the untapped area of researching a design as seen 
through OSN user’s Constitution. 

Keywords: SASANG Constitutional Theory, Five Factor Model, Personality, 
Online Social Networks. 

1 Introduction 

From broadcasting to interpersonal conversations, the modern internet has been pre-
sented as a combination of all previous technologies [4]. With these capabilities, the 
internet has created shift in paradigm of communication practices. One of conse-
quences of the changes is various forms of computer mediated communication (CMC) 
has become one of major source of social interaction. Because online interactions 
generate more self-disclosure and fostered deeper personal questions than did face to 
face (FtF) conversations, CMC may results in a stronger relationship than might be 
possible through FtF methods [11].   
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One of most famous OSNs in Korea, Facebook have users which account for about 
18% of the entire Korean population. This growing new trend has prompted research-
ers to become interested in what types of people rely on online social media tools in 
their interactions with others [10, 18]. OSN, like Facebook, provides users with a 
unique CMC environment where individuals can disclose their thoughts, feelings, and 
experiences within their circle of personal-ties. Having access to the OSNs, however, 
is different from having access to the content that resides on it [23]. If people lack of 
motivation, appropriate skills, cognitive ability, and self-confidence assertively use 
the OSNs, a large portion of them may get left behind socially, economically and 
politically [19]. The arrival of OSNs population has shown the emergence of a new 
paradigm of digital divide. 

In the beginning, the digital divide was conceptualized as a gap between those who 
do and those who do not have access to digital technologies. Since growth of social 
media usage, research on the digital divide is moving beyond physical access to a 
multifaceted concept of access that involves cognitive access, social access, and diffe-
rentiated uses of the web. Although this new area has also focused on socio-
demographic predictors, it has incorporated other factors that affect the usage, such as 
social and personality predictors [5].  

The Five Factor Model, one of personality traits, which had been used in the man-
agement and psychology fields to predict user’s attitudes and behavior, begun to ex-
amine the of psychological factors individual’s use of technology, such as OSNs. The 
reason for personality predictor is growing dominant factor in OSNs research is 
OSNs’ inherent interpersonal nature and self-disclosure aspects. But [1, 2] argues that 
many web designers perceive users as a homogeneous group and take no account of 
personality differences and this results rack of fulfilling individual needs and drives 
“second-level digital divide”. 

This research seeks to adopt and implement SASANG Constitution, which is proven 
to have high reproducibility that brings together physiological and pathological as-
pects. The purpose of this study is to examine the role of SASANG Constitution in 
Facebook usage.  

2 Literature Review 

2.1 Personality Traits and OSNs Uses 

The personality theory considered by many to have the most relevance to the social 
aspects of the Internet is Five Factor Model [10]. This Big Five framework is model 
of personality that contains five factor representing personality traits as broad level: 
extraversion, neuroticism, openness to experiences, agreeableness, and conscientious-
ness. Each factor is bi-polar (e.g., extraversion vs introversion) and brief description 
of these traits is [10]:  

─ Neuroticism reflects a person’s tendency to experience psychological distress and 
high levels of the trait are associated with sensitivity to threat. 
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─ Extraversion reflects a person’s tendency to be sociable and able to experience 
positive emotions.  

─ Openness to Experience represents an individual’s willingness to consider alterna-
tive approaches, be intellectually curious and enjoy artistic pursuits.  

─ Agreeableness represents aspect of interpersonal behavior, reflecting a tendency to 
be trusting, sympathetic and cooperative.  

─ Conscientiousness reflects the degree to which an individual is organized, diligent 
and scrupulous 

Early researches [1, 2] of examining personality and internet uses determined intro-
version and neuroticism were significantly related online activities. [4] concluded that 
people who are introverts or neurotic because of their difficulties in social interactions 
will locate “real me” through the internet; and extroverts and low non-neurotic people 
will locate their “real me” through traditional social interactions.  Because it’s ano-
nymity of the internet environment at that time would made hypotheses more related 
to introvert and neurotic. 

However after restriction on anonymity in many OSNs, researches have reflected a 
reversal association between personality and internet uses. Most people use OSNs to 
interact with people they already know [16]. As such OSNs may be more likely to 
interact in extravert way.  

The meaningful personality traits of FFM that exert influence on OSNs can be 
sorted into three main traits-, neuroticism, extroversion and openness to experience 
[1, 2, 4]. In this research, we will only look into neuroticism and extroversion that 
have a positive correlation with SASANG Constitution.  

Neuroticism explains emotional stability and anxiety and predicts a person’s de-
gree of sensitivity, it is stated that high neuroticism makes use of Internet out of lone-
liness and emotional instability [1, 2] and that individual depends on the Internet for 
communication purposes. People who exhibit high on neuroticism tend to spend more 
time on OSNs than extraverts [1, 21] or low level of Neuroticism [3], because they 
use OSNs to make themselves as attractive as possible [18] on online. Also people 
who exhibit neurotic tendencies like to use chat rooms [1] and instant messaging [11]. 
[3] found that highly neurotic people were more likely to post private information on 
their Facebook profile than those in the less neurotic group because more neurotic 
people for control over information[6].  

Extraversion refers to the extent to which individuals are social, cheerful, optimis-
tic, active and talkative. Individuals high in extraversion are expected to engage in 
high amounts of social interaction and approach others more easily [18]. [3] reported 
extraverts engaging in less divulgence of personal information on their Facebook 
profiles. These findings suggest that extraversion is more closely related to personal 
disclosure of one’s current activities and thoughts as opposed to established interests, 
favorites and relationship status. A person with a strong tendency toward introversion 
possesses weaker self-regard and prefers to express individual true identity on line, 
whereas extroverts would prefer to express individual true identity in an off-line envi-
ronment [1, 11]. [3] suggested that extraverts would see social networks as places to 
share information and opinions rather than as a substitute for real interaction. Studies 
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also claim that introverted people with high levels of neuroticism document personal 
information more accurately [1, 13]. 

2.2 SASANG Constitution 

According to SASANG Constitutional Theory, the individual differences in behavior-
al patterns, nature, physical characteristics, and susceptibility to certain diseases are 
based on people's bio-psychological traits. Despite its potential value in constructing 
personalized and integrative medicine, traits of SASANG types have not been studied 
in a quantitative and scientific manner, barring their development and propagation to 
other countries and cultures [8]. 

SASANG Constitution was systematically theorized in the book Dong-Yi-Soo-Bo-
Won (The Principle of Life Preservation in Oriental Medicine) [17] by Jae Ma Lee in 
the field of traditional Korean Medicine. In SASANG Constitution, humans are classi-
fied into four SASANG types; Tae-Yang (TY), So-Yang (SY), Tae-Eum (TE), and So-
Eum (SE). Each type has unique characteristics, as explained below [24]. 

 

 

Fig. 1. SASANG Constitution 

─ T'ae-Yang (TY) types have large lungs and a small liver. They are usually creative, 
genuine, and visionary people who have good judgment, strong ambition, and cha-
rismatic leadership. Statistically, this type is quite rare (about 0.05% in popula-
tion). 

─ T'ae-Eum (TE) types have large livers and small lungs. The personality is conserv-
ative and cautious, not outgoing, but reticent, quiet, in general. This type exhibits 
perseverant and outstanding leadership, and it has the largest portion among four 
types (about 50%). 
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─ So-Yang (SY) types have large spleens and small kidneys. They tend to be extro-
verts and progressive. This type is also passionate and inquisitive (about 30%).  

─ So-Eum (SE) types are generally short and small, and they usually have large kid-
neys and a small spleen. Their personality is generally adorable, obedient, kind, 
prudent, and inactive (about 20%). 

For the purpose of categorizing SASANG Constitution with Facebook users, the corre-
lation between SASANG Constitution, neuroticism and extroversion are summarized 
through the literature review as below [8, 9]. 

Table 1. SASANG Constitution and Personlaity Traits(FFM) 

Extroversion Introversion 

High Neuroticism Tea-Yang (TY) So-Eum (SE) 

Low Neuroticism So-Yang (SY) Tea-Yin (TE) 

2.3 Research Hypothesis 

Based on the literature review, the following research hypothesis can be posited. 

H1. The frequency of Facebook usage time for So-Eum (SE) and So-Yang (SY) 
will differ as they are opposite to each other. 
H2. So-Eum (SE), unlike other physiological types, will utilize Facebook to 
express his/her emotions and identity. 
H3. So-Eum (SE), compared to other physiological types, will document per-
sonal information accurately and in large quantities. 

3 Experiment 

3.1 Subjects 

Surveys were conducted on 102 personnel who were a researcher’s Facebook friends, 
which allows for the subjects and the contents of their profiles to be inspected.  The 
sample was comprised of 60 men and 42 women, having an average age of 29.12 
years (SD=5.81). An online survey was conducted on a Facebook page for the dura-
tion of 20 days (Aug, 1 – 20, 2012). To identify Facebook users’ SASANG Constitu-
tion, QSCC II was distributed and results were collected through email. 

3.2 Measures 

QSCCII (Questionnaire for SASANG Constitution Classification II) is a SASANG 
Constitution-based inventory, which was developed by the Department of SASANG 
Medicine at Kyung Hee Medical Center (Seoul, Korea) in 1993.  It has been also 
validated using 265 subjects from the Department of SASANG Constitutional  
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Medicine or Oriental Medicine & Western Medicine Cooperative Health Examination 
Center, Kyung Hee University Medical Center. The QSCC is composed of 121 
forced-choice items. The internal consistency (Cronbach's alpha) of this inventory 
was 0.57, 0.59 and 0.63 for the SY, TE and SE types, respectively [4]. The SASANG 
Constitution of an individual was determined following two procedures. SASANG 
type was determined using PC-based software. 

3.3 Facebook Questionnaire 

The online Facebook Questionnaire was a 10-item questionnaire which was designed 
to measure basic Facebook use, motives of use and personal information posting on 
Facebook profile. Basic use items were designed to collect information about the use 
of common functions on Facebook, such as time spent using Facebook, frequency of 
visit, time spent on site and number of Facebook friends. From the previous research 
6 items (social and contents investigation, communication, social connection, content 
gratification, self-expression or self-disclosure and social surfing) were used to assess 
the different motives towards Facebook. Participants were also asked to indicate what 
categories of personal information they had posted on their profiles. Response formats 
on this tool ranged from dichotomous item to five-point rating scales with a number 
of items requiring a numeric response.  

4 Results 

To determine whether Facebook usage time differs by physiological type, cross-
tabulation was used. Table 2 below demonstrates that 41.7 % of So-Eum (SE) users 
were into the Facebook for more than an hour per day, scoring the highest. 

Table 2. Facebook Time Spend 

Time Spend TE(%) SY(%) SE(%) 

Less than 30 min 29.4 36.4 33.3 

30min to 1hour 47.1 36.4 25.0 

1hour to 2hours 17.6 9.1 16.7 

2hours to 3hours 5.9 9.1 8.3 

More than 3hours 0.0 9.1 16.7 

 
As the Table 3 indicates, when looking at the frequency of site access, So-Eum 

(SE) scored the least in the category of ‘less than five times’, while scoring the high-
est in the category of ‘almost continuously’. From this, we can interpret that,  
compared with So-Eum (SE), So-Yang (SY) spares less time for Facebook, hence 
validating Hypothesis 1. 
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Table 3. Frequecy of Facebook access 

Frequency TE(%) SY(%) SE(%) 

Less than 5 times 35.3 36.4 25.0 

5 to 10 times 35.3 22.7 33.3 

10 to 15 times 5.9 22.7 8.3 

15 to 20 times 17.6 18.2 8.3 

Almost continuously 5.9 0.0 25.0 

 
The second hypothesis aims to identify the differing purposes for using Facebook 

by physiological type. For analysis, we used ANOVA with 0.05 measure point. As 
Table 4 below suggests, Tae-Eum (TE) and So-Eum (SE) stated that they use Face-
book to express themselves, but So-Yang (SY) scored less in that category (p = 
0.009). This validates the claim that Tae-Eum (TE) and So-Eum (SE) with higher 
neuroticism make use of Facebook to express their emotional states and situations. 

Table 4. Motivation of Facebook use 

Time Spend 
TE 

(average value) 
SY 

(average value) 
SE 

(average value) 

Social Investigation 1.76 1.95 1.5 
Communication* 4.11 3.59 4.25 

Social Connection 3.94 3.81 4.0 
Contents Gratification 2.47 2.36 2.33 

Self-Expression/Disclosure*** 3.29 2.22 3.41 
To hang out* 3.29 2.68 3,33 

*p<0.05, **p<0.01, ***<0.001  

The Third Hypothesis aimed to determine whether there are differences in terms of 
filling in Facebook profile categories according to SASANG Constitution. Except for 
the ‘living in’ category, So-Eum (SE) scored the highest for filling in and writing 
most of the profile categories. 

Table 5. Facebook Profile List 

Profile List TE(%) SY(%) SE(%) 

About you 61.1 52.6 75.0 

Basic Info 94.4 84.2 100.0 

Contact Info 44.4 42.1 66.7 

Living 66.7 31.6 58.3 

Work & Education 33.3 52.6 75.0 

Favorite Quotation 22.2 21.1 25.0 

ETC 0.0 10.5 0.0 
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5 Conclusion 

This research focused on analyzing OSN usage patterns as seen through user’s perso-
nality factors. It sought to verify the hypotheses that were proposed to assess the cor-
relation between SASANG Constitution and personality factors. From the critical lite-
rature review, three hypotheses were established, and after a survey the following 
conclusions were drawn. 

1. So-Eum (SE), in comparison to its counterpart So-Yang (SY) who possesses more 
emotional stability, had less of Facebook usage time and frequency. 

2. The introverted So-Eum (SE) with high neuroticism placed more meaning on ex-
pression of oneself in their usage of the Facebook. 

3. The introverted So-Eum with high neuroticism documented their personal informa-
tion with higher accuracy. 

Realizing the limitations of this research, future research will take the following 
forms. First, the difference in usage of Facebook by SASANG type will spill over into 
looking not just at the Facebook but OSNs’ other functions as well. For instance, 
interface design factors will be arranged in detail to suggest a design guideline and 
experiments for different physiological types. 

This research was the first attempt in Korea to explore SASANG Constitution and 
OSN users’ Constitution, thus had its innate research limits. Yet, nonetheless, it sheds 
light into the untapped area of researching a design as seen through OSN user’s Con-
stitution. 
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Abstract. Many internet users today are members of social network sites, build-
ing personal profiles and interacting with millions of users worldwide. These 
virtual environments are based on Web 2.0 technology and offer rich user inte-
raction, personalized use of the environment, and the option for sophisticated 
user-created content. Some of these environments have developed into large 
communities with complex relationships within the community, which are cov-
ered by policies and procedures. Users accept these when they sign up with the 
site, and many find that these policies and procedures can be quite complex and 
difficult to read. A large number of participants in these environments are child-
ren or teenagers, making it even more important to ensure that all users fully 
understand what these policies and procedures entail.  Even adult users often 
have trouble understanding and applying the policies and procedures, and in 
many cases users just accept the default when registering with the site. This pa-
per addresses the readability of such statements and evaluates the comprehen-
sion difficulty of standard policies and procedures of selected social network 
sites. It concludes with a summary and suggestions for future research.  

Keywords: Readability, Comprehension Difficulty, Policies, Procedures, So-
cial Networking Sites. 

1 Introduction 

Social networking sites are very popular with teenagers and adults, and many internet 
users participate in more than one social network. The growth of social network users 
is part of a technological movement referred to as Web 2.0, which involves user par-
ticipation, where users are actively producing and sharing information [9,11].  Ex-
panding on the social connection in Web 2.0, the semantic web (sometimes referred to 
as Web 3.0) promotes structuring data on the web to enable better organization of web 
content and facilitate better information sharing and collaboration [11]. These trends 
of sharing personal and other information and organizing this information make it 
necessary to define relationships within and between online social communities, and 
most communities cover these in their online policies and procedures. 
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The majority of teens (82%) who are online participate in social networks, and 
over 50% of adults have accounts on social networks, with many internet users having 
more than one account or profile and/or participating in several social networks [8]. 
Currently, most social networking sites have default policies that users agree to when 
signing up for participation in such sites. Although most sites offer changing of cer-
tain elements in their default policies and procedures, users tend not to change the 
default settings, experiencing changing of the defaults as a burden, and even perceiv-
ing them as authoritative recommendations [12]. In addition, many users experience 
difficulty when reading these policies; they find them overly complex, difficult to 
understand, and have little knowledge about how and when sites may change their 
policies and  how these changes will be communicated to the user [5,6,10]. Users 
frequently decide not to read policies because it takes considerable time and efforts to 
locate, read, and analyze them. Studies have shown that it took users an average of 35 
minutes to locate and analyze privacy policies of e-commerce sites, and that it can 
take analysts up to several hours to examine each policy [10]. 

In higher education, many instructors already are using Facebook groups, wikis, or 
blogs; and current Learning Management Systems like Blackboard offer synchroniza-
tion with student Facebook accounts. New learning paradigms such as connectivism, 
distributed cognition, and communal constructivism address a shift to community 
knowledge and learning, making it a necessary for educators to consider social net-
working integration into their instruction and in support of departmental and faculty 
collaboration [9].  

This project evaluates terms of service policies of twenty social networking sites 
with possible application in higher education. Policy accessibility is assessed by eva-
luating how users can locate the policy (e,g, is there a link easily accessible) and how 
the policy is presented to the user (e.g. one or several pages, downloadable as pdf). 
Readability is assessed by using several instruments to compute grade level readabili-
ty scores.   

2 Research Method 

Twenty social networking sites are evaluated regarding the accessibility and readabili-
ty of their site specific published policies and procedures. Accessibility of a site’s 
policy for this study is defined as the ease of accessing the policy. Users must be able 
to find and access the site easily to enable them to read the policy. Frequently, the 
policy is presented at the time a user creates an account at the site. However, many 
users elect not to read the policy at all at this time, read only parts of it, or give the 
text a brief scan, ready to continue with the process of account creation [10]. Moreo-
ver, it is preferable to not tie the policy to the sign up process and give users the  
option to read the policy before they decide to sign up for an account. Therefore, ac-
cessibility of the policy was evaluated by assessing the location and presentation of 
the policy. For example, is the policy easily available on the homepage, does the user 
have to go through several clicks to access the policy, what is the length of the policy, 
and what is the file format of the policy (html, pdf, or other). 

Readability of the policy assesses the degree to which a user understands and com-
prehends the content of policy. Several standardized tests are available to assess the 
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readability of text; the most often used is the Flesch Reading Ease Score (FRES) [3]. 
The FRES computes a final reading score considering average sentence length and 
average number of syllables per word. Longer words and sentences are more difficult 
to read and produce a lower reading score. A higher score means an easier reading 
level [3]. FRES has been used for decades ubiquitously and now is often bundled into 
word processing software; it is used by the Department of Defense, educational insti-
tutions, and several states require that some of their legal documents are written at a 
particular reading level according to FRES [3,5]. The final score as computed with the 
FRES can then be translated into a Flesch Grade Level which maps the FRES score to 
a U.S. grade school level, making it easier to associate the readability level of a cer-
tain text with a grade school education level [3,5]. 

Although the Flesch Reading Ease Score is the most widely used method, other 
tests are available to assess the reading level. The Gunning-Fog and SMOG indices 
use a similar method as the FRES, and also compute a final score of grade level. 
FRES uses total syllables; FOG and SMOG are based on the use of complex words 
(words with three or more syllables). The Coleman-Liau (CL) index also produces a 
final score of grade level, however, it relies on numbers of characters rather than the 
syllable/word approach [3].  

For the purpose of this study, multiple methods are used to evaluate the policies of 
social networking sites. Text will be evaluated using the Flesch grade level, Gunning-
Fog, SMOG, and Coleman-Liau assessment to compute an average of the reading level. 

One may want to assume that the majority of high school students entering college 
reads at a 12-th grade reading level, however, research indicates a different trend. The 
average reading level of adults in the U.S. is at a 7th grade reading level, and research 
shows that the average reading performance of 12th- grade high school students has 
been steadily declining [4]. Although female students outperform male students and 
the percentage of students with parents who graduated from college increased, read-
ing levels have fallen since 1992 (actually since 1985) across all groups [4, 13]. Stu-
dies also show that textbooks used by college freshmen are often several grade levels 
above their reading ability; sometimes over 50% of students have a reading level of 
several grades below that of the text they are using [2, 7]. 

Sites for this project were selected using the Wikipedia/Alexa Top 500 social net-
work compilation [14]. The following selection criteria have been applied: sites have 
to focus mainly on the U.S., must have applicability in higher education, and sites 
with a higher number of registered users were selected over sites with a lower number 
of registered users.  

The program used to calculate the readability scores of social network site policies 
in this project is Text-Statistics, a public domain program providing several methods 
to compute readability scores. The tool was selected because it is available free of 
charge, calculates several scores, and is able to process HTML files (it will strip all 
html code from the text file) [1].  

3 Results 

Results include the evaluation of twenty sites, and evaluate the terms of service policies 
of the site. Results are discussed by a) evaluating the Flesch Reading Ease Score (FRES) 
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and the Flesch Grade Level (FGL), b) evaluating the average of FGL, FOG, SMOG, and 
CL and c) comparing results achieved with FGL and FOG, SMOG, and CL.  

3.1 Flesch Reading Ease Score and Flesch Grade Level 

Table 1 displays the sample of social networking sites including URL, the total num-
ber of words, total number of pages, Flesch Reading Ease Score, and Flesch Grade 
Level. Since all documents were online in HTML format, the number of pages was 
calculated by allocating 500 words per single spaced page. The total numbers of pag-
es reanges from 3-27, with an average of 9.5 pages per policy. 

Table 1. Overview of Sites including URL and FRES and FGL 

Site URL Words Pages 
/500wds 

FRES FGL  

Facebook  www.facebook.com 4583 9.17 55.9 8.7 

Twitter  www.twitter.com 3504 7.01 42 13.9 

Google+  plus.google.com  1699 3.40 53.7 10.5 

Pinterest  www.pinterest.com 2290 4.58 49.3 10.6 

Mylife www.mylife.com 6643 13.29 49.4 10.1 

Friendster www.friendster.com 2969 5.94 31.5 16.4 

Secondlife www.secondlife.com 11600 23.20 39.3 14.5 

Flickr www.flickr.com 5656 11.31 47.1 10.2 

Youtube www.youtube.com 3828 7.66 43.7 12.9 

Tumblr www.tumblr.com 5202 10.40 41.4 13.7 

Wikipedia www.wikipedia.org 5817 11.63 38.5 13.9 

Xanga (Blog) www.xanga.com 2733 5.47 31.3 15.7 

Blogger www.blogger.com 1699 3.40 53.7 10.5 

Livejournal www.livejournal.com 5489 10.98 35.2 13.7 

Blogspot www.blogspot.com 1699 3.40 53.7 10.5 

Edublogs www.edublogs.org 2463 4.93 39.8 12.8 

LinkedIn www.linkedin.com 6424 12.85 35.1 13.5 

Xing www.xing.com 3728 7.46 48.7 10.6 

Ziggs www.ziggs.com 3273 6.55 35.9 15.9 

Ning  www.ning.com 13654 27.31 37.4 15 

Average  4747.65 9.50 43.13 12.68 

Standard Devia-
tion 

 3140.60 6.28 7.82 2.29 
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For the social networking sites evaluated, the average FGL was 12.68 (SD=2.29). 
The most difficult Terms of Service had a FGL of 15.9, roughly equivalent to some-
one with an undergraduate college degree. The most readable policy required a read-
ing grade level of 8.7, comparable to the reading level of a high school freshman.  

All sites have their policies available on the main page, and have direct links to 
“Terms of Service” and “Privacy”. Facebook, however, has a sophisticated structure 
for policies with several links to the main policy page, and some policies are linked to 
other policy pages. In addition, Facebook also uses a different naming convention 
than the other evaluated 19 sites; on the Facebook Site, Terms of Service are referred 
to as “Terms and Rights and Responsibilities”, and Privacy policies are referred to as 
“Data Use Policy”, and include several sections and links.   

3.2 Reading Grade Level Using Average of Several Instruments 

Table 2 summarized the grade level scores using FGL, FOG, SMOG, and CL. Using 
several instruments, the average of all surveyed sites is 13.02, representing the read-
ing ability of a second year college student. The site with the highest average reading 
grade level is Friendster, with an average reading grade level of 15.20, the site with 
the most readable policy again is Facebook with a reading grade level of 10.23, 
representing the reading level of a college sophomore. Gunning-Fog produces the 
highest scores, with some scores ranging up to 18, which is comparable to a post 
graduate college education. This may possibly be due to the fact that the Gunning-Fog 
index does not take into account that not all multi-syllabic words are difficult, and 
thus may result in a higher score of difficulty.  

Table 2. Average of Sites using FGL, FOG, SMOG, and Coleman-Liau 

Site FGL FOG SMOG Coleman-Liau AVG FGL/ 
FOG/SMOG/CL 

Facebook 8.7 10.1 8.9 11.7 9.85 

Twitter  13.9 16 12 13 13.73 

Google+  10.5 12.7 10.1 13 11.58 

Pinterest  10.6 11.7 10.3 13 11.40 

Mylife 10.1 11.9 9.7 13.5 11.30 

Friendster 16.4 18.4 13.6 13.6 15.50 

Secondlife 14.5 16.1 12.3 12.9 13.95 

Flickr 10.2 11.8 9.5 14 11.38 

Youtube 12.9 14.3 11.4 13.2 12.95 

Tumblr 13.7 16 12.5 13.8 14.00 

Wikipedia 13.9 16.4 12.5 13.2 14.00 

Xanga (Blog) 15.7 17.2 13.1 13.8 14.95 

Blogger 10.5 12.7 10.1 13 11.58 
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Table 2. (Continued) 

Livejournal 13.7 15.1 12.3 14.9 14.00 

Blogspot 10.5 12.7 10.1 13 11.58 

Edublogs 12.8 15.2 12.2 14.2 13.60 

LinkedIn 13.5 14.7 12.7 14.5 13.85 

Xing 10.6 12.9 10.1 12.5 11.53 

Ziggs 15.9 18 13.6 13 15.13 

Ning 15 16.8 12.6 13.9 14.58 

Average 12.68 14.54 11.48 13.39 13.02 

Standard 
Deviation 

2.29 2.35 1.47 0.73 1.60 

3.3 Categories 

Figure 1 summarizes the readability status of the terms of service policies of all eva-
luated social networking sites. The figure illustrates the distribution of site readability 
across grade levels. Evaluation shows that most policies (55%) require users to read 
on a college level, 40% of evaluated sites require users to read on a high school 
11th/12th grade reading level. Only one of the sites has a 9th/10th grade reading level, 
and no sites have a reading level below high school. It should also be considered that 
this assumes the best case that a graduating high school senior entering college actual-
ly reads on a 12th grade reading level. Unfortunately, this only applies to some  
students.  

 

Fig. 1. Categories using FGL, FOG, SMOG, and CL Average 
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Fig. 2. Categories comparing  FGL, FOG, SMOG, and CL  

Figure 2 compares all of the used evaluation instruments, the Flesch grade level 
(FGL), Gunning-Fog (FOG), SMOG, and Coleman-Liau (CL). Comparing all four 
instruments shows that the majority of sites require an 11th/12th high school grade and 
college freshman/sophomore reading level. In contrast to FGL, FOG, and SMOG, 
who all show a somewhat even distribution across high school and college reading 
levels, the Coleman-Liau index shows a spike at the college freshman/sophomore 
level, in fact, 85% of all evaluated sites are in this category. Coleman-Liau relies on 
the total number of characters rather than the syllable/word approach, which may 
cause this different distribution.  

4 Conclusion 

This project evaluated the readability of policies of social networking sites. Twenty 
social networking sites were evaluated, and the evaluation points out that most social 
networking sites assume a reading grade level beyond a high school reading level. 
Over half of all sites (51% of the average scores) require a college level reading abili-
ty. The average reading level of an adult in the U.S. is a 7th grade reading level, and 
although the college student population can be assumed to read at a higher level than 
7th grade, reading levels of 12th grade high school students have steadily declined over 
the past years, and many high school seniors entering college read at a level below 
12th grade. In addition, considering how many students sign up for social networks 
before they get to college, the grade level score is clearly beyond the reading abilities 
of many students at the time they sign up for a user account. 

The evaluation concentrated on the main Policy page, the Terms of Services page. 
Unfortunately, if the main page is requiring a college reading level, it may be  
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suspected that other sites such as privacy policies or copyright policies are at a similar 
reading level. If a user encounters a high reading level on the main policy page and is 
unable to fully process the contents, he/she may get discouraged and not even pursue 
reading other policies or procedures pages. It should also be considered that some 
policies are of substantial length, page length assumed 500 words per page (appr. one 
page single spaced), and ranges between 3 and 27 pages, with an average of 9.5 pages 
per policy, and reading and processing this amount of material may be quite a task for 
users to tackle.  

Considering that all policies of social networking sites are online and in HTML 
format, the computer science HCI community could significantly contribute to im-
prove the situation of lengthy policies with high reading grade level requirements. 
The user interface could possibly consider implementations allowing users to confi-
gure the presentation form, such as audio or visual image support on demand; or al-
low users to decide if they want to see the complete policy or view smaller parts of 
the policy at a time.  

Policy creators may also consider software assisting policy makers in developing, 
writing, and posting policies for the World Wide Web. Online generators could be 
made available to assist inexperienced site owners in creating meaningful, readable 
policies. This project was a pilot study to assess readability of social networking site 
policies, it is planned to continue research on this project by evaluating additional 
policies on the site, as well as increasing the number of sites evaluated. It is also 
planned to conduct a more detailed statistical analysis to evaluate the difference be-
tween instruments.  
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Abstract. Current literature about idea contests has emphasized individuals’ 
motives for joining volunteer idea contests. However, explanation of why 
people stay or leave in the long run is rare. We identify factors that motivate us-
ers to participate repeatedly to sequential online idea contests. The research  
setting consists of three idea contests carried out by Swarovski, Austria. We  
accompanied Swarovski during the conceptualization of the idea contests, im-
plementation and post processing activities. We distributed a questionnaire to 
participants (N= 117) to get insights about their motivation to participate, their 
experiences in the contest and willingness to participate again. Results not only 
highlight the importance of pre-contest expectations, but also the importance of 
the experiences made in previous contests such as the user’s perceived fairness.  

Keywords: Multiple Idea Contests, User Retention, Motivation, Open  
Innovation. 

1 Introduction 

“Given the necessity of generating creative ideas repeatedly, firms have traditionally 
relied on an internal staff of professional inventors” (Bayus 2010: 1). However, more 
firms are using the “wisdom of the crowd” to get fresh ideas. Recent examples in-
clude: Sony Ericsson Content Award 2008, A1 Innovation Days,  Siemens Smart 
Grid Contest, Lufthansa Air Cargo Innovation Challenge, Swarosvki Lifestyle Elec-
tronics Design Competition, etc. (cf. Bullinger and Moeslein 2010: 4). As a result 
firms get access to new ideas within a very short timeframe. Due to the positive re-
sults of previous idea contests (Poetz and Schreier 2012) it can be observed that firms 
(e.g. Siemens, Swarovski, Spar) begin to repeat such contests and consider imple-
menting idea contests as a fixed instrument in their innovation management portfolio. 
Besides continuous access to innovative ideas repeating idea contests entail further 
benefits such as building up an innovation community potentially leading to signifi-
cant cost-saving synergies and expanding the “crowd” which is per se limited to a 
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number of individuals (Bullinger et al., 2009). However, establishing a self-sustaining 
community of innovators seems rather challenging. “Participants  of  an  innovation  
contest  are  initially unrelated,  come  (seemingly) out of  the void,  are  tempo-
rarily very  active  and  communicative  and  then stop their activities and disap-
pear again” (Bullinger et al. 2009: 4). In recent years valuable research was done to 
gain an understanding why users participate for a first time in such idea contests (e.g. 
see Bretschneider et al. 2012; Franke and Klausberger 2012). However, explanation 
of why people stay or leave in the long run is rare (Fang and Neufeld 2009). First 
insights have been gathered by Fueller (2006) but there is still a lack of understanding 
about why an individual would contribute repeatedly to virtual co-creation projects 
initiated by a firm leading us to the following research question: What are the factors 
that lead to repeated participation in sequential online idea contests hosted by the 
same firm? 

2 Theoretical Background 

Idea contests are a form of crowdsourcing, where “… a firm (seeker) … faced with an 
innovation problem sets up a solution contest involving a number of potential solution 
providers (solvers) …, in which a pre-announced reward is paid to the solver with the 
best solution” (Terwiesch and Xu 2008). It follows the same concept that “large 
groups of people are smarter than an elite few, no matter how brilliant they may be” 
(Surowiecki 2005: 1). Compared to traditional online market research, individuals are 
asked not only about their opinions, wants and needs, but also to come up with their 
own creative solutions, and thus eliminating the sticky information problem (Lilien et 
al. 2002). There are several studies that analyzed the motivational factors for one-time 
participation (e.g. Jeppesen and Frederiksen 2006, Fueller et al. 2008). A shared in-
sight is that self-interest is a main driver of user participation (e.g. Franke and Klaus-
berger 2012; Leimeister 2009). Regarding repeated participation, Fueller (2006) states 
that “initially, one may engage due to the expected value from one’s own use of the 
developed solution; in the long run, enjoyment and fun may drive one’s engagement” 
(Fueller 2010: 103). There are further studies showing that motivations are not stable 
but rather change over time (Fang and Neufeld, 2009; Shah 2006). For firms which 
want to retain users over several contests, changes in motivation are relevant to con-
sider. It can be assumed that the majority of the motivational factors explaining one-
time-contribution do also play a role for repeated participation. However, motives that 
attract new users might also be different from those that retain users. To come up with 
a good, holistic selection of relevant motivational factors, we follow the classification 
of Fueller (2010) of intrinsic, internalized extrinsic, and extrinsic factors. Two intrin-
sic motives that have repeatedly shown to influence user participation is the curiosity 
about such contests (Berlyne 1960; Fueller 2006) and having fun in developing new 
ideas (Organisciak 2008). Most relevant internalized factors have shown to be the 
opportunity to develop their skills and to gain new expertise (Amabile 1996; Brabham 
2008b), to get recognized by the firm and other via promoting own ideas (Brabham 
2010; Leimeister 2009) and the chance to get in contact with interesting people that 
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have the same interest and are willing to share and discuss ideas (Kozinets 2002a). 
Additionally altruism has been identified as one important driver of user engagement 
in innovation contests (Bretschneider et al. 2012). Among the extrinsic motives per-
sonal need (Franke and Shah 2003; Bretschneider et al. 2012) and receiving monetary 
incentives (Lerner and Tirole 2000) seem to be important explanatory factors for user 
participation. However, it seems likely that users following these motives will not 
participate again as the probability that the firm realizes the idea or that the participant 
gets the monetary price is pretty low. This could potentially lead to dissatisfaction and 
with that refusing a repeated participation. These lead to the following hypotheses: 

H1a:  Users who are motivated by curiosity are more likely to participate again.  
H1b:  Users who are motivated by fun are more likely to participate again. 
H2a:  Users who are motivated to develop their skills are more likely to participate again. 
H2b:  Users who are motivated to promote their ideas are more likely to participate again. 
H2c:  Users who are motivated by altruism are more likely to participate again. 
H2d:  Users who are motivated to make friends are more likely to participate again.  
H3a:  Users who are motivated by their personal need are less likely to participate again. 
H3b:  Users who are motivated to win the prize money are less likely to participate again. 

Following the expectation-confirmation theory it can be assumed that besides us-
er’s expectations or self-interest motives, experience with the contest of the particular 
firm significantly influence whether someone does something again or not (Bhatta-
cherjee 2001). It has been shown that community functionalities such as social inte-
ractions can significantly influence the satisfaction of a user (Chen 2007). Individuals 
not only participate in idea contests because they are interested in the topic, but also 
to get in contact with like-minded others (Kozinets 2002b). Experiencing the commu-
nity itself and social interactions within the community can have a lasting effect on 
the intention to be part of that community again in the future. Franke et. al (2012: 1) 
noted that besides self-interest also “fairness perceptions with regard to the distribu-
tion of outcomes between the firm and contributors (distributive fairness) and the 
fairness of the procedures leading to this distribution (procedural fairness) (…)” play 
an important role in defining user participation. It logically follows that the fairness 
perceptions through the experience of a user during the idea contest influences his or 
her decision to participate in future contests.  

H4a:  Users who feel to be part of the community are more likely to participate again. 
H4b:  Users who have meaningful social interactions are more likely to participate again. 
H5a:  Users who perceive the contest jury and its decisions as fair are more likely to partici-

pate again. 
H5b:  Users who are satisfied with the distribution of the benefits between the company and 

the participants are more likely to participate again. 

3 Methodology 

The hypotheses are tested with data generated by the latest two of the three idea  
contests that were initiated by the jewelry producer Swarovski to date. The second 
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contest was about the creation of jewelry designs, while the third contest was about 
the creation of creative and innovative lifestyle electronics. Empirical data for this 
study was collected via an online questionnaire that was distributed to participants of 
the third design contest initiated by the jewelry producer. The item “I intend to active-
ly participate in future contests by the firm” was included to measure the participant’s 
intention to participate again. Even though the use of an intention item has certain 
limitations, a high correlation between intention and action can been observed in sev-
eral studies (Chandon et al. 2005). The final sample consisted of 117 observations. 
69% of respondents participated for the first time in one of the firm’s contests, 21% 
participated in one previous contest of the firm and 10% participated in both previous 
contests. Measurement items for the 12 hypotheses were identified through an exten-
sive literature review (Butler et al. 2002; Constant et al. 1996) and the convergent 
validity has been assessed following Fornell and Larcker (1981). All three conditions 
for convergent validity were met. Group differences were identified through T-Tests 
and one-way factorial ANOVA analyses. To investigate repeated participation a more 
in-depth regression analysis was conducted. We included gender and professional 
background as control variables. To validate the quality of our empirical model, we 
analyzed the goodness-of-fit by using the chi-square normalized divided by degrees of 
freedom (ʎ²/df), which should not exceed 5 (Bentler 1989), and the R². ʎ²/df was 2.45 
(ʎ² = 51.402; df = 21; p < 0.01), suggesting adequate model fit. R² was very high as 
well: 65% of the variance in y is explained by the explanatory variables. In addition to 
contest three data, we used survey data from the firm’s second idea contest, too. This 
data contained the same motivational constructs as the data from contest three. Thus, 
by identifying those users who participated in contest two and contest three, we could 
explore potential differences among users’ motivation over time by applying the 
Mann-Whitney U-Test and the Kolmogorov-Smirnov-Test.  

4 Findings 

The descriptive results show that while the means are rather low for the extrinsic mo-
tives and the community items (including the item make friends), they are overly high 
for all other factors (> 4 on a Likert scale of 1 to 5, with 5 being the highest). First-time 
participants initially join the contest out of curiosity (mean = 4.64), for fun (mean = 
4.70), to develop skills (mean = 4.52), to promote their ideas (mean = 4.60), or due to 
altruistic reasons (mean = 4.53). In addition to the descriptive results and T-Tests, we 
established an empirical model that reflects the theoretical model we developed earlier, 
with factors that allow for testing all established hypotheses (see Table 1).  

As can be seen in Table 1 the main motivational factors influencing the intention of 
first-time participants to participate again in online idea contests of the same firm are 
altruism and skill development. In terms of experiences distributional and procedural 
fairness significantly influence the intention to participate again. These findings show 
that community factors (i.e. sense of community and interaction feedback) do not play 
a significant role on the intention to participate again for first-time participants. Addi-
tionally data shows that taking part in an idea contest strongly shapes the motives of 
future participation. Repeaters that are taking part to promote their ideas and to make 
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friends have a higher intention to participate again. In contrast those who are taking 
part to develop their skills or which are driven by altruism are significantly less likely 
to participate again. Interestingly the data indicates that participants who are driven by 
distributive fairness are also less likely to participate again.  

Table 1. Linear regression results1 

Independent variable Beta / Sig. 

Motivation Curiosity .077  

Motivation Fun (removed due to multicollinearity issues)    

Motivation Skill Development .200 ** 

Motivation Promotion Ideas -.163  

Motivation Altruism .246 *** 

Motivation Make Friends -.114  

Motivation Personal Need -.074  

Motivation Rewards .006  

Sense of Community  .015  

Interaction Feedback  -.044  

Fairness Procedural .329 *** 

Fairness Distributive .202 ** 

Gender .184 * 

Hobby Designers -.385 *** 

Repeaters -.025  

Repeaters * Motivation Skill Development -.415 *** 

Repeaters * Motivation Promotion Ideas .719 *** 

Repeaters * Motivation Altruism -.446 *** 

Repeaters * Motivation Make Friends .614 *** 

Repeaters * Fairness Distributive -.537 *** 

N / R² / Adjusted R² 117 / .646 / .577 

 
The data indicates that motives are not static but rather change over time. To get a 

better idea about changes in an individual’s motive structure on an absolute level we 
compared the motives of participation between users who participated in contest II 
and contest III (N= 15). 

The results show that the intrinsic motivation for skill development and curiosity 
significantly decreases over time for the same individuals. The same holds for extrin-
sic motives (i.e. rewards) that decrease in the long run. Only the motivation of enjoy-
ing such challenges (fun) increases significantly.2  

                                                           
1  Dependent variable: “I intend to actively participate in future contests” | * p < 0.1; ** p < 

0.05; *** p < 0.01 | ‘Repeaters’ Dummy: 0 = First-time participants, 1 = Second and third-
time participants. 

2 The factor Promotion Ideas has not been available in the questionnaire for contest two. 
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Additionally we looked 
at participants of contest II 
who had a high intention 
to participate in contest III 
and compared the means 
of the motivational factors 
from those that actually 
took part in the subsequent 
contest III (N= 15) with 
those that did not partici-
pate (N= 101). Table 3 
shows four significant 
group differences among 

those two groups. These results are in line with our empirical regression model as 
well as the descriptive results. Repeaters seem to be more altruistic and more moti-
vated by the joy of the task itself. On the other side, repeaters show a lower motiva-
tion to develop their own skills and a lower identification with the (brand) community. 

Thus, not only the comparison of the motivation of repeaters with the motivation of 
non-repeaters, but also the comparison of repeaters motivation during their first and 
later participation shows similar changes in motivation over time. 

Summing-up, and as confirmed in  
Table 2 whose data is based on users 
who participated in contest two and con-
test three (N= 15), we find no support for 
H1a as curiosity is not significantly in-
fluencing the intention to participate 
again. We find mixed support for H1b, 
H2a and H2b as fun and to promote 
ideas become more important drivers to 
participate again in the long-run, while developing the proper skills is initially impor-
tant but gets significantly less important over time. Altruism is an important driver to 
participate at first but gets less important over time providing mixed support for H2c. 
To make friends does not influence the intention to participate again but becomes 
more important in the long-run, providing mixed support for H2d. In line with hypo-
thesis H3a those that are motivated to take part because of their personal need are less 
likely to participate again. The same holds for the motive to win the prize money, 
which reduces the intention to participate again in the future, rejecting H3b. Further-
more, feeling part of a community as well as having meaningful interactions does not 
seem to lead to a higher intention to participate in the long term as shown in other 
studies. As there might be alternative explanations we would partially reject H4a and 
H4b. Procedural fairness is influencing the intention to participate again for first-time 
participants confirming H5a. Distributional fairness is negatively influencing the 
intention to participate in the long run, and with that rejecting H5b.  
                                                           
3   Factor less important in contest three than in contest two | * p < 0.1; ** p < 0.05; *** p < 

0.01 | ns = not significant. 
4 Nagelkerkes R-Q: 0.319 | Omnibus significance: 0.213/0.16/0.16 | * p < 0.1; ** p < 0.05; *** 

p < 0.01. 

  Factor Mean 

change 

Mann-

Whitney-U-

Test

Kolmogorov-

Smirnov-Test 

 Altruism  ns ns 

 Skill Development  ns ** 

 Curiosity   *** ** 

 Fun  ** ***

 Rewards  *** **

Table 2. Individual’s motivation change over time3 

Factor              Beta 

Altruism 1.088 ** 

Fun 2.196 ** 

Skill Development -2.292 ** 

Sense of Community -0.785 * 

Table 3. Binary regression results4 
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5 Discussion 

There are a few motivational factors clearly dominating the intention to participate in 
future idea contests. In contrast to their important role for one-time contribution, ex-
trinsic motives such as personal need and rewards are not influencing the decision to 
participate again or not. Even more, we have indications that participants who are 
highly motivated by extrinsic motives are more likely to not participate again. In con-
trast internalized extrinsic motives seem to be the most important drivers for the in-
tention to repeatedly participation in idea contests. Altruism and skill development are 
both reasons to join the contest for the first time. When it comes to truly intrinsic 
motives (fun, curiosity) we observe mixed importance for future participation.  
Curiosity is a factor that rather attracts participants for a first-time and less for subse-
quent participation in idea contests. In contrast fun is high among all first-time partic-
ipants and third-time participants still show a pretty high level of fun. In fact, the 
group comparison shows that those who participated more than once (i.e. contest II 
and III) are significantly higher motivated by fun than those that participated only in 
one contest.  For those that perceive the participation in idea-contests fun in a first 
place perceive the participation also highly enjoyable in a second or third time. Thus, 
the joy of solving the design tasks seems to be an important explanatory variable. 

While the altruistic motivation and the motivation to develop your own skills be-
come less of a reason to participate again, the motives to make friends and to promote 
ideas become important drivers. Though the descriptive results indicate that users 
who join such contests repeatedly are still altruistically motivated, this motive loses 
its significant importance for future participations compared to other factors. This is 
similar to the motive to develop own skills that seems to get saturated rather quickly. 
This could be related to the limits of learning possibilities within idea contests. The 
more extrinsically-oriented motive, which is to promote your own ideas, gains impor-
tance over time. Users who want to be recognized by the firm for their ideas and crea-
tive work are those who are most likely to participate in future contests. Finally, while 
in the beginning the task provides enough personal satisfaction and is the reason for 
participating, the idea to connect with like-minded people and make friends with them 
becomes more important at a later stage, too. 

In addition to the user’s expectations or motivational factors, we observe that expe-
rience factors from previous contest(s) strongly influence the intention to participate 
in idea contests by the same firm repeatedly. The results show that while motivational 
factors change over time experience factors remain rather stable. In this contest, par-
ticipants perceived the contest as fair and were overly satisfied with the outcomes. 
Both dimensions of fairness (i.e. procedural fairness and the distributive fairness), 
were highly significant for further participation in our regression model. However, it 
seems that the importance of the distributive fairness seems to decrease over time 
with further participations. Furthermore, community factors had no influence on the 
future participation intention. The relatively low means of the sense of community 
item and interaction feedback item indicate that participants were either not very sa-
tisfied with the community or not central for them.  
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5.1 Theoretical and Managerial Implications 

The findings of this paper provide new and relevant insights to the research area about 
idea contests and extend the initial work of Fueller (2006). Several factors could be 
observed that drive the user’s intention to participate repeatedly in sequential online 
idea contests hosted by the same firm. It seems that especially those who highly  
enjoy the creative task itself, who have a high brand passion, and who have a high 
motivation to get in contact with the firm by promoting their own ideas are not losing 
interest to take part in future contests. However, we raised attention of significant 
motivation differences among participants with different number of participations in 
previous contests. First-time participants might also be driven by altruistic reasons or 
the chance to further develop their skills to go for a second participation. Yet those 
motives seem to become less important with further participations. Our findings shed 
more light on the phenomenon of repeated participation in idea contests and draw 
interesting implications for firms who conduct idea contests. To ensure idea contests 
can be implemented as fixed tool for their innovation management, firms need to 
know how they can retain users over several contests as the crowd is a scarce resource 
and costly to acquire. It seems to be crucial to appreciate good ideas and stay in con-
tact with the submitter after the contest if such users shall be retained successfully. 
Those users need to have the feeling that their input is taken seriously and that the 
firm appreciates their effort. They have most likely a high passion for the brand and 
are invigorating the community. In addition, users who joined for a second or third 
time highly enjoy the task itself. A firm needs to think about how it can make sure 
that this fun level is maximized during the contest. This includes aspects like: making 
the task challenging but fun, giving the user as much autonomy as possible, ensuring 
interesting discussions in the community, creating a friendly and funny atmosphere 
during the contest, supporting users whenever necessary, and implement activities 
(e.g. videos, social media actions) that make the contest cool and fun. All these men-
tioned aspects can help to achieve a critical mass for an idea contest more easily and 
thus reduce the risk of exhausting the available crowd, which would lead to a failure 
of future contests. In addition, firms need to understand that a fair contest setting re-
garding the distribution of the benefits and the selection of the winners are crucial for 
retaining users in the future. Otherwise users are likely to leave the community and do 
negative word-of-mouth (Hauer 2009). While for online communities and open 
source projects the identification with the community is crucial for a long-term user 
engagement, it seems to be less crucial for idea contests with the short-term existence 
of a more competitive community. 

5.2 Limitations and Further Research 

The underlying study contains a number of limitations and potential for further re-
search. Firstly, the number of observations (N= 117) is rather small and with a high 
number of parameters vs. observations overfitting issues can occur. Even though the 
predictive performance for some of the factors is limited, we still believe that the 
main results we observed are reliable and not due to statistical errors. Multiple data 
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points such as descriptive results and the analyses with contest two data helped to 
validate our main results. A second limitation is that the results are based on one case 
study only, thus they are industry-specific and might not be applicable for other con-
tests. Thirdly, there might be other factors influencing repeated participation that have 
not been taken into consideration by our theoretical model e.g. interest in the task, 
brand passion, autonomy. It would be interesting to observe how motivational factors 
can also affect the perceived level of fairness or community factors. Additionally, 
instead of using the intention level, actual participation should be tested in a long-term 
study over several contests and studies in different industries and with different com-
munities should be conducted to generate more insights into this fascinating pheno-
menon of repeated participations in online idea contests.  
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Abstract. Motivation for tagging is one of the topics in the research of social 
tagging systems. Most studies on motivations have focused on tag creators with-
out consideration of tag consumers. In this study, we tried to address this issue 
with a survey. The survey was conducted through several tagging sites aiming to 
study the usage of tags on the internet, including why and how people use tags, 
as well as their perspectives of the existing tagging websites. The results re-
vealed that most frequent tag creators use the tags very often. However, there are 
users who use others’ tags frequently without bothering creating tags by their 
own. The results also indicate that search is the primary motivation of creating 
tags as well as using tags. Besides searching, more than half of the respondents 
selected other types of motivations like “organizing” and “navigation”.   

Keywords: social tagging, motivation, tag creator, tag consumer. 

1 Introduction  

Social tagging systems (e.g. decilious.com) enable users to organize their own re-
sources and to search for new information. Related research has covered a broad 
range of topics, including vocabulary problems [5-7], motivation for tagging [4], [9], 
[11], [14], and presentations and functions of tags [2], [8], [10], [13].  

Research has shown that social tagging system can be better designed to reflect us-
er goals if their incentives of tagging were understood better. Marlow, Naaman, Boyd, 
and Davis [11] proposed six types of user incentives: future retrieval, contribution and 
sharing, attract attention, play and competition, self-presentation, and opinion expres-
sion. Ames and Naaman [1] further organized tagging motivations by tagging  
audience and tagging functions on Flickr, the public photo sharing website. They 
distinguished three categories of audiences: self, family and friends, and the general 
public. Similar research includes [12] and [3].  

However, most of previous studies focused on investigating the user motivations of 
creating tags.  

Tags are created to be used by the tag creators as well as the other users. There 
might also be users who do not frequently create tags but still use tags a lot for vari-
ous purposes. Though research has been done on which kind of tasks users could 
perform with tags, the actual motivations of why users use tags were seldom men-
tioned. Kim and Rieh [9] investigated user perceptions of tags in an interview and 
separated “taggers” (tag creators) from non-taggers. They reported that the Web users 
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were not certain about the nature and value of tags. However the participants of their 
interview were Internet users who reported “having seen tags” [9, p672] and were not 
necessarily frequent tag users.  

In this study, we tried to address user motivations by covering both tag creation 
and tag consumption processes in a survey. The survey was distributed on several 
popular social tagging websites. We aim to study why and how people use tags, as 
well as their perspectives of the existing tagging websites. The tagging behavior of 
the users from different websites was also compared. 

In the rest part of this article, we will describe the methodology, results, discussion 
and conclusions in sequence.  

2 Methodology 

2.1 Population and Sampling Method 

The target population is the users of various social tagging websites. The existing 
tagging websites are different in terms of type of resources, source of materials, tag-
ging rights, tag representations, etc. We believe that a better evaluation could be made 
by comparing different systems. As a result, the target tagging sites include 
flickr.com, last.fm, delicious.com, CiteULike.org, and movielens.umn.edu. These 
sites were selected based on their popularity and the ease of contacting their users. 
The survey was distributed by posting topics on the forum and by sending messages 
directly to the users. Fig. 1 shows the screenshots of some of these sites. 

 

Fig. 1. Resource differences of the tagging websites 

2.2 Survey Design 

The survey is composed of demographic information and social tagging system use. 
In the first part, such information as age, job, education, user experiences in search 
engine usage and social network tool usage was elicited. In the second part, three 
types of questions were asked, including (1) the frequency of using social tagging 
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system; (2) the motivation and behavior of the users in tag creation process and tag 
consumption process; and (3) user evaluation on the systems according to their vari-
ous motivations as well as different tag representations. Table 1 lists some of the criti-
cal questions in the survey. It would take the participants around 15 minutes to com-
plete the questionnaire. The survey was based on voluntary and the participants did 
not receive any compensation.  

Table 1. Sample survey questions 

Type of the questions Question  
Use frequency Which is your favorite tagging website? 

How often do you log on to the website? 

Tag creation How often do you create tags? 
What is your purpose when creating tags? 
How often do you pick from your history tags when tagging a 
resource? 
How often do you choose from recommended tags/tags created 
by others when tagging a resource? 
How often do you apply your own new tags when tagging a 
resource? 

Tag consumption How often do you view/use tags created by yourself and others? 

What do you use tag for when using/viewing the tags? 

3 Results and Discussion 

3.1 Demographic Characteristics and Use Frequency 

The survey has 63 completed responses in June through September, 2012. Table 2 
summarizes the demographic characteristics of the participants. There are more males 
than females in the study. 47.6% of the participants are in their twenties and the others 
range from 30 to 50 and above. 74.6% of the participants have bachelors or higher 
degree. 

Fig. 2 shows the frequency of using tagging websites. Most users (about 76%) used 
tagging sites very frequently. We further separated the process of tag creating and that 
of tag using. Table 3 indicates that most frequent tag creators use the tags very often. 
However, there are users who use others’ tags frequently but did not bother creating 
tags by their own. Thus, a better designed social tagging system is important for these 
kinds of users. There is no significant difference among participants of different 
gender and different educational level. However, 87.9% of the participants of age 30+ 
are frequent tag creators while the rate for participants in their twenties is only 58.6%. 
This difference is significant (p=0.009). 
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Table 2. Demographic characteristics of the participants 

characteristics value # subjects 
Gender Male 50 

Female  13 

Age 18-29 30 
30-39 13 
40-49 11 
50- 9 

Educational level Middle school 2 
High school 11 

Bachelor 28 
Master 14 
PhD 5 
other 3 

 

 

Fig. 2. Frequency of using the tagging websites 

Table 3. Tag creators vs. Users 

 Frequent user Non-
frequent user 

Frequent tag creator 35 8 
Non-frequent tag creator 10 6 

3.2 User Motivations 

In our study, we provided four options of tag creating motivations, i.e. “organize my 
stuff”, “for future retrieval/finding/search”, “share and express myself”, and “com-
ment or annotate resources provided by others”. As shown in table 4, “for future re-
trieval/finding/search” is the primary motivation to tag (78.8%). After correlating the 
additional information provided by the users, we discovered that the “future retrieval” 
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refers to the retrieval performed by the users themselves as well as by others. Some 
users also indicated that they would use their unique tags to make their resources 
easily retrievable from the crowd. These findings are consistent with the three types 
of motivation proposed by [11], that is, “future retrieval”, “attract attention”, and 
“self-representation”. According to table 5, search is the primary motivation for users 
to use tags. About 82% users use tags for searching. No significant difference was 
found among participants of different gender, age, and educational degree. 

Search is not the only tag creating motivation. Over 50% of users also selected 
“express myself” and “organize my stuff” as their motivations of creating tags. On the 
other hand, “navigation” and “get an impression of what the resource is about” are 
also important reasons of what users use tags for. These findings agree with the re-
sults of [11] that most users are motivated by a number of motivations. 

Table 4. User motivation of creating tags 

Purpose of creating tags Percentage % 

Organize my stuff 57.3% 

For future retrieval/finding /search 78.8% 

Express myself 59% 

Comment or annotation 26.2% 

Other  14.8% 

Table 5. User motivation of using tags 

Purpose of using tags Percentage % 

Navigation 55.2% 

Search  82.8% 

Get an impression of the resource 46.6% 

Other  3.4% 

3.3 Comparison of User Behavior on Different Websites 

Creating Tags for Search  
Among the 63 respondents, 46% indicated that their favorite tagging website is 
Flickr.com while 42.9% said that they visited Last.fm most frequently. Motivations of 
participants from the two websites were then compared. Participants from both web-
sites put “for future retrieval/finding/search” as their primary purpose of creating tags. 
However, they responded differently when being asked of “do you think the tags help 
you in performing the tasks above? Why or why not?”. It was observed from the an-
swers that most Flickr users create tags to make their photos easily retrieved by them-
selves as well as by the others. For example, a Flickr user said:  

“These tags make finding pictures much easier. I have so many, so it keeps 
everything straight”.  
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Another said:  

“Yes… so others can find my images when they search”.  

On the other hand, Last.fm users also use tags to organize, as one participant said: 

 “it makes it much faster to organize things” 

As to search, they are more likely to use tags to explore new music, as one users said:  

“…it helps me to find similar artists that I may not have yet heard…”.  

One possible reason which can be used to explain the difference is the different nature 
of these two websites. Flickr is a photo sharing website, which means the users upl-
oad their photos then share. When they create tags, they are trying to make their own 
resources retrievable from the thousands of photos. While on Last.fm, there might be 
fewer users who are there to share their own work. Most users may want to explore 
songs and bands which are similar to what they are familiar with. 

Tagging Behavior 

The differences found in tagging purpose may affect the way the users create tags. 
Table 6 and 7 compares the tagging behavior difference between these two sites. 
Compared to Last.fm user, Flickr users applied new tags more frequently and selected 
less recommended tags. Since Flickr users create tags mainly to aid search of their 
own photos, they may tend to apply unique tags. For Last.fm users, as they search for 
similar music based on other people’s experiences, they may pay more attention to 
popular and general tags. 

Table 6. How often do you apply new tags? 

 Most of the 
time 

often sometimes seldom never 

Flickr 46.4% (13) 35.7% (10) 10.7% (3) 3.6% (1) 3.6% (1) 

Last.fm 24% (6) 8% (2) 56% (14) 8% (2) 4% (1) 

Table 7. How often do you choose from recommended tags/tags created by others when 
tagging a resource? 

 Most of 
the time 

often sometimes Seldom Not  
applicable 

Flickr 3.6% (1) 14.3% (4) 50% (14) 14.3% (4) 17.9% (5) 

Last.fm 12% (3) 60% (15) 24% (6) 0% (0) 4% (1) 
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4 Conclusions 

In this study, a survey was conducted, aiming to find out the user motivations of 
creating tags as well as using tags. The survey was targeted at frequent users on sev-
eral popular social tagging websites. The results indicate that besides frequent tag 
creators, there are frequent tag consumers who use tags frequently but do not create 
tags often. The needs of this type of users have been underestimated in the previous 
studies.  The result reveals that users create and use tags for multiple reasons. How-
ever, the primary reason of creating and using tags is “search”. We also found that the 
different tagging behaviors among different website users could result from different 
interpretation of “search”. The Flickr users create tags to facilitate future search for 
their own photos performed by themselves as well as by the others so they might want 
to apply more unique tags. The Last.fm users care more about exploring music similar 
to what they are familiar with so they might use more general and recommended tags. 

This study generated some interesting findings. But limitations exist in terms of the 
limited number of participants and questions asked in the survey. Based on the results 
that most people create tags to facilitate future retrieval and use tags to search, our 
next step will be about how to better perform search with tags. The new study will 
involve user interface design for facilitating tag creation process and searching 
process. 
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Abstract. Chinese Social Network Sites (SNSs), such as Qzone, Renren,  
Weibo, have attracted millions of users, many of whom have integrated SNSs 
surfing into daily practices. In this research, we aimed to understand people’s 
preferences for particular SNSs and some specific features of SNS, and explore 
the impacts of personality and motivations on SNSs usage. In Study 1, we com-
pared the personalities, motivations and SNSs behaviors of Chinese major SNSs 
users. Study 2 focused on the relationship between motivation and happiness on 
SNSs. Finally, we drew a script on the way and reason for choosing a particular 
SNS and favoring specific features of each SNS.  

Keywords: Social Network Site (SNS), Personality, Motivation, Subjective 
Well-being (SWB). 

1 Introduction 

Internet has introduced major changes in our social lives [1], and it is a leading social 
arena where people can meet and interact with others. Social network sites (SNSs) are 
defined as web-based services that allow individuals to construct a public or semi-
public profile, sharing text, images, and photos, and to share connections with a 
certain list of other users on the Internet [2]. Since the first introduction, SNSs, such 
as MySpace, Facebook, Cyworld (in Korea), Bebo (in Britain) and Renren (in China) 
have attracted millions of users, many of whom have integrated SNSs surfing into 
daily practices. 

1.1 SNSs Users’ Motivations 

In general, individuals flock to social network sites for maintaining relationships [2] 
but users’ motivations might vary from site to site, and usually individual show 
obvious preference to particular SNS. Specifically, for Westerners, sites like MySpace 
and Facebook attract users with social motivations, while sites like LinkedIn are used 
by individuals looking forward to establishing professional or business contacts [3]. 
However, there are few researches on SNSs preferences and how they come into  
being.  
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Researchers discovered that both internal (enjoyment) and external (usefulness) 
factors affect users’ to continue using SNSs [4]. As an information technology, an 
SNS user cares about whether the SNS allows him (or her) to effectively build and 
maintain relationships among the mechanisms that allow strangers to become ac-
quainted and keep in touch, and that provides for the individual to form profiles and 
enable people to reach out toward one another [5, 6]. As a pleasure-oriented informa-
tion system, SNS users keep using with stronger motivation if they have more intense 
perceived enjoyment from it [7, 8].  

According to recent research, enjoyment is the most influential factor affecting 
continued intention to use SNS for both men and women [4]. In the SNSs, both the 
rich and the poor would get richer [9]. That is to say, those have better social skills 
and more friends and those with social deficits and less friends may both satisfy their 
social needs [10]. By the further investigating users’ motivations, satisfaction towards 
life and SNSs behaviors, we can get to know the role Internet serves in our real life. 

1.2 Personality and SNSs Usage 

In SNSs, people extend real life and communicate with their real personality [11], and 
profiles can be seen as a form of digital body where individuals write themselves into 
being[2]. Thus, social network sites provide rich sources of naturalistic behavioral 
data, and it’s a good chance to explore people’s personality in the cyber virtual world.  
Of the cast array of human personality traits, the majority can be subsumed within 
five broad domains ---- extraversion-introversion, antagonism-agreeableness, consci-
entiousness, neuroticism, and openness to experience, which has been known as the 
Big Five [12]. 

Collectively, the five dimensions predict most of the outcomes that truly matter in 
life [14]. Several of the Big Five personality factors are believed to be associated with 
the way individuals interact with each other and maintain their social relationships. 
Due to its relevance to social behavior, the Big Five factors have recently been em-
ployed to investigate the use of certain forms of online social media, such as social 
networking sites [15-18] and blogs [19]. Researchers have found that, compared to 
nonusers, SNSs users are more likely to be extraverted and narcissistic, less likely to 
be conscientious, shy, or socially lonely, but they also have stronger feelings of fami-
ly loneliness [18]. However, few researches have explored the personality variance 
among different kinds of SNSs. 

1.3 Aims of Current Study 

In this research, we aimed to understand people’s preferences for particular SNSs and 
particular SNS features, and explore the impacts of personality and motivations on 
SNSs usage. In Study 1, we compared the personalities, motivations and SNSs 
behaviors of users on different Chinese major SNSs. Study2 focused on the 
relationship between motivation and happiness on SNSs. Finally, we would draw a 
script on how and why people choose to use a particular SNS or a particular SNS 
feature. The expected findings would likely help SNS product designers to locate 
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target market, and improve interacting designs and user experience. This is the first 
try to identify SNSs users with personality, motivation and life satisfaction.  

2 Study 1: Personality, Motivations and SNSs Usage 

In Study 1, we explored the different SNSs users’ personality, motivations and their 
SNSs usage.  

2.1 Participants 

328 volunteers took part in Study 1, 198 of them are females, and the majority of 
them were students. Their age ranked from 17 to 45, and the average age was 22.73 
(SD =3.36). 

2.2 Methods 

First of all, we conducted a pilot survey to identify the most popular SNSs in China. 
A list of SNSs both domestic and abroad were given, and participants were asked to 
choose the SNSs they had accounts and profiles. Thus, we got the top 3 Chinese 
SNSs: Qzone, Renren, and Sina Weibo.  

In the formal study, Participants completed a package of questionnaires including 
the SNS behavior questionnaire, the motivations to use SNSs, and the Big Five Perso-
nality Inventory. 

SNS Behaviors. We revised a Facebook Questionnaire [16] into 3 versions( Renren, 
Qzone , and Weibo) to measure participants SNSs behaviors, such as participant’s 
frequency in updating their profiles, the degree they caring about visitors’ comments 
and other necessary information. Participants were required to point one SNS they 
were using most frequently, recall their regular activities in this website, and complete 
only one questionnaire of the most frequently used SNS. Each item of the SNS ques-
tionnaire is on 4-point scale (1 = not at all, 4= very much).  

Motivations. Participants were asked the reasons for visiting SNSs by multiple 
choices from a list of 11 items, namely, “I visit social network sites to keep in touch 
with my old friends”, “I visit social network sites to relax”, “I visit social network 
sites to get information”, “I visit social network sites because I think it might be help-
ful for my work”, “I visit social network sites to kill time”, “I visit social network 
sites to communicate my hobbies”, “I visit social network sites to record my life”, “I 
visit social network sites to meet new friends”, “I visit social network sites to keep in 
touch with my family”, “I visit social network sites to show off and display myself”, 
“I visit social network sites to get a sense of belonging”. Besides multiple choices, an 
open-end question was added in the end. 

Personality.  Participants were asked to complete personality scale the 50-item Big 
Five Personality Inventory. The scale consisted of the following five personality  
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factors: agreeableness (e.g., “I can understand the feelings of others”), neuroticism 
(e.g., “I'm moody”), extraversion (e.g., “I am talkative”), conscientiousness (e.g., “I 
work meticulously”), and openness to experience (e.g., “I am imaginative”). 10 items 
for each factor and each item was evaluated on a 6-point Likert scale, ranging from 
“strongly disagree” to “strongly agree”. The internal consistency coefficient was good 
for both the whole Big Five scales (α = 0.86) and each of the subscales: agreeableness 
(α = 0.74), neuroticism (α = 0.86), extraversion (α = 0.86), conscientiousness (α = 
0.79), and openness to experience (α = 0.83). 

2.3 Results and Discussion 

Popularity. When asking participants to name their favorite SNS, 40.18% users pre-
fered Qzone, 36.50% said Renren, and 19.33% chose Weibo. As results showed, sig-
nificantly, 1) Qzone users shared the longest SNS usage experience (MSNS-age = 5.05), 
Renren the second (MSNS-age= 4.62), and Weibo the shortest (MSNS-age= 2.86), just in 
the same order that they were introduced to ordinary people; 2) Qzone had the young-
est user group (Mage = 22.2), and Weibo users were more mature (Mage = 23.72), F = 
4.616, p = 0.011; 3) Weibo users visited their sites more frequently, about 3.5 day a 
week, significantly higher than Renren (M = 3.11) and Qzone users (M = 3.24), F = 
3.03, p = 0.05, and they also spent a little more time on the site, about 1.5 hours. 

Motivations and SNSs Usage. According to the result of motivation questionnaire, 
we found people used SNSs to: 1) keep contact with old friends (90.08%) and fami-
ly(33.33%); 2) relax(73.97%) and kill time(60.95%); 3) get more information(60.32%) 
and facilitate their work(62.86%); 4) communicate their hobbies(39.68%) and make 
new friends (35.56%); 5) record life events(50.16%), display themselves(27.30%), and 
finally find a sense of belonging(13.65%). In general, it consisted with a research 
conducted in Western country [3]. As mentioned above, this result also support that 
enjoyment (e.g. relax, killing time) and usefulness (e.g. contacting old friends, making 
new friends) are two main factors affecting people continue using SNSs [4]. 

Besides, we compared motivations variation between different genders, and found 
that: females would like to use SNSs to contact with their old friends(93.43%), signif-
icant higher than males(81.40%), t = 3.41, p = 0.001; more females thought SNSs 
would be helpful for their work(69.19%), significant higher than males(55.04%), t 
=2.62 , p = 0.009; females intended to believe they would get more information in 
SNSs(66.67%), significant higher than males(52.71%), t = 2.55, p = 0.011; besides, 
more female (56.06%) than males (40.31%) would like to use SNSs to record their 
life, t = 2.81, p = 0.005. 

When making multiple comparisons among different SNSs’ users, we found: 
people believed they could get more information in Weibo (F = 3.65, p = 0.027), and 
meet more new friends in Renren, F = 1.45, p = 0.236, and tie to their family more 
closely in Qzone, F = 4.43, p = 0.013. As consequence of this, the SNSs behaviors 
data properly proved the results of the motivation variation. Results showed, Renren 
users significantly had more friends (F = 23.05, p < 0.001), used more private  
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message (F = 37.54, p < 0.001), and updated more photos(F = 7.58, p < 0.001); al-
though they’d like to search new friends, the acquaintance still took up a large part of 
their SNSs friends group. Whereas, Weibo users were also more likely to search 
strangers and add new friends, thus, they had more friends who they have no actual 
ties with (F = 55.58, p < 0.001); besides, they updated states more frequently (F = 
2.55, p =0.079) but updated fewer photos than Renren users. Qzone users had a sig-
nificant large proportion of friends that they met in the reality, updated more blogs (F 
= 2.35, p = 0.097), and also cared more about the others’ feedback.  

Personality and SNSs Usage. Although multiple comparison of personality showed 
there was little difference among the personalities of different SNS users, but pairwise 
comparison indicated Renren users were more extroverts than Weibo (F = 2.96, p = 
.049).  

We combined behavior data of different SNSs together, and for each behavior we 
performed a standard multiple regression analysis with gender, the Big Five Personal-
ity factors as the independent variables (see table 1). According to the regression 
analysis, in the dimensions of Big Five personality traits, the extroverts tended to be 
more active in the SNSs: they had more friends, updated their profiles more frequent-
ly, gave more feedback and also cared more about others’ comments, and they were 
more likely to make new friends and share their profiles. Besides, those who scored 
higher on consciousness had more friends that they know in the reality, while net 
friends took up a larger proportion for people getting a high score in the openness. 
What’s more, open people used more applications and spent more time in playing 
games. The agreeable tended to give more feedback. Meanwhile, the neuroticism 
gave less feedback, but care more about others comment towards themselves.  

Table 1. Regression analyses of gender, age, Big Five personality factors on SNS usage 

 
NF PF PM US UB UP SP GF CF SS PG 

GEN 0.08 -0.06 0.08 -0.13* 0.05 -0.07 -0.05 -0.09 -0.10+ 0.19*** 0.02 

AGE -0.08 -0.15** 0.13* 0.05 0.23*** -0.07 0.11* 0.03 -0.10+ 0.11* 0.11+ 

AGR 0.03 0.08 0.01 0.03 0.07 0.05 0.06 0.16** 0.01 -0.08 -0.10+ 

NEU -0.01 0.01+ -0.09 0.01 0.00 0.05 -0.02 0.02 -0.18** -0.01 -0.04 

EXT 0.27*** 0.07 0.13* 0.19*** 0.15** 0.33*** 0.21*** 0.20*** 0.24*** 0.21*** 0.09 

CON 0.07 0.12* -0.04 -0.05 -0.07 0.05 0.05 0.02 0.05 0.08 -0.02 

OPE 0.05 -0.19*** 0.06 0.08 0.06 -0.06 -0.03 -0.01 -0.07 0.01 0.15* 

R2 0.09*** 0.07*** 0.03* 0.06*** 0.07*** 0.12*** 0.04** 0.08*** 0.07*** 0.08*** 0.03* 

Note:  NF = number of friends; PF= proportion of friends; PM = private message; US = update states; UB = update blogs; 
UP = update photos; SI = self-image; SP = share profiles; GF = give feedback; CF = care feedback; SS = search strangers; 
PG = play games; GEN = gender; AGR = Agreeableness; NEU = neuroticism; EXT = Extraversion; CON = conscious-
ness; OPE = openness; + p <.1; * p < .05; ** p < .01; *** p < .001. 

 
The results consisted with former study, which suggested that agreeableness was 

positively related to favorably commenting on SNS [19], extraversion was correlated 
with the communicative features of SNS [15, 17], openness to experience was corre-
lated with the use of a wide variety of SNSs features[14]. Besides, conscientious  
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individuals upload significantly fewer profiles to SNS, and used less SNS features, 
which suggested that conscientious individuals tended to spent less time on SNS [17], 
because these sites promoted procrastination and served as a distraction from more 
important tasks [20].  

2.4 Conclusions 

In summary, our data suggest that, personality and motivation impact the preference 
for SNSs: 

1. College students prefer Renren, which requires users to use real information; thus, 
they could make more friends that have actual ties with their real life. Renren pro-
vides a platform that helps users enhance their actual social relationships, which 
has attracted a lot of users who want to extend their social environment on the in-
ternet. Renren’s real-name registration sets a limit to users behaviors, and users 
shall be responsible for every word they have typed. As a result, Renren users 
would use more private messages, and appear to be more extraverted.  

2. Weibo appeals to more adults’ appetite. Since anonymity means somewhat duty-
free, Weibo users believe, they can get more information about society and social 
life. They are more likely to update states, and would like to communicate with 
people of different social backgrounds, as a result of which, they have more friends 
that have no actual tie. Weibo provides a platform to see the world in different 
views; thus, Weibo users seem to be more open, but have less interests in playing 
games. 

3. Owing to the widely use of Tencent QQ (a popular instant messaging software ser-
vice), Qzone has the widest range of user group. Although anonymity, Qzone users 
have a strong motivation to keep contract with old friends and family members; as 
a result, people met in real life still take up a large proportion of users’ Qzone 
friends. Qzone provides a platform to record life, where users could seat alone and 
write in peace, that’s why Qzone users are more likely to write blogs instead of 
short states. 

3 Study 2: Happiness and SNSs Usage 

In prior study, we find quite a lot of people seek fun in the SNSs, then, are people 
really happy in the SNSs? In the second study, we test the relationships between SNS 
behaviors and subjective well-being. 

3.1 Participants 

89 volunteers took part in Study2, 51 of them are females. The average age was 23.83 
(SD =5.044). 
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3.2 Methods 

Besides recoding participants’ SNS behaviors and their motivations, we measured 
their happiness level. 

SWB. Subjective well-being (SWB), which is often referred to more colloquially as 
happiness, reflects the extent to which people think and feel that their life is going 
well [21].  SWB, in fact, is “a broad category of phenomena that includes people’s 
emotional responses, domain satisfactions, and global judgments of life satisfaction” 
[22, 23]. Specifically, reported SWB consists of two distinctive components [24]: an 
affective part, which refers to both the presence of positive affect and the absence of 
negative affect, and a cognitive part. The affective part is a hedonic evaluation guided 
by emotions and feelings, while the cognitive part is an information-based appraisal 
of one’s life for which people judge the extent to which their life so far measures up 
to their expectations and resembles their envisioned “ideal” life.  

As consequence of this, to measure the cognitive evaluations of life satisfaction, 
we used a 5-item Satisfaction With Life Scale (SWLS)[25]. This 7-piont Likert scale 
required subjects to view satisfaction with life as a whole, including past, current and 
future, and the internal consistency coefficient of the scale is good (α =0.88). To 
measure the affective aspects of SWB, we used an 8-item Affective Experience Scale 
(AES). In this 7-point Likert scale, 4 pleasant affects (happiness, contentment, joy, 
cheer) and 4 unpleasant affect(sadness, worry, anger, and unhappy) are included to 
measure participants’ on-line evaluation of their mood or emotions. The internal con-
sistency coefficient of the scale is also good (α =0.83). 

3.3 Results and Discussion 

We found that there was no differences on either cognition part or affection part of 
SWB among different SNSs users . 

Motivations and SWB. We conducted correlations between SNSs users’ motivation 
and their SWB level, and found that: a) those whose intention was contacting their 
family seemed to be more satisfied with their life (r =0.45, p < 0.001); b) and those 
whose motivation was making new friends appeared to have more positive emotions 
in SNSs (r =0.24, p = 0.027); c) however, those who wanted to kill time by using SNS 
feel less happy in the SNS(r = -0.26, p = 0.016). That is to say, people’s happy expe-
rience would increase only when having a social motivation to maintain using SNSs, 
while those who want to seek pure fun would feel lonely and vanity instead.  

SNS Usage and SWB. We computed correlations between SNSs usage and SWB 
level, and found that both cognition and affection part were significantly correlated 
with the time users had contacted with SNSs (r =0.23, p = 0.036; r = 0.27, p = 0.012), 
but no significant correlation with the frequency or time spend in SNSs (rs <0.06). 
That is to say, people may benefit more if they have used SNSs for enough years, 
when having constructed stable social networks and utilized certain SNS features with 
facility. 
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More importantly, there was a significantly correlation between certain SNSs 
usage and happiness, for example, the use of private message, updating blogs, and 
playing games were significantly correlated with cognition part of SWB, and updating 
photos and making comments were significantly correlated with both cognition and 
affection parts of SWB. To further analysis, for each part of SWB as the dependent 
variables we performed a standard multiple regression analysis with gender, age, and 
SNSs behaviors as the independent variables.  Results showed, in SNSs, frequency of 
updating photos and giving comments were impotent predictors of both cognition part 
(β =.29, t = 2.361, p =.021; β = .38, t =2.49, p =.015) and affection part of SWB(β 
=.29, t = 2.20, p =.031; β = .29, t =1.72, p =.089); however, caring others’ comments 
could be a negative predictor of cognition part of SWB (β =-.26, t = -2.12, p =.038). 
However, other SNS behaviors were not significant predictors of either cognition part 
or affection part . This indicates the happiest SNSs users are those who have a larger 
proportion of acquaintance, update more photos, give more feedback, and care less 
about others’ comments. 

3.4 Conclusions 

Different people surf different SNSs to make their ends meet, as consequence of 
which, users would feel equally both cognition part and affection part of SWB among 
different SNSs. However, it seems that a happy SNS users is the one who has a large 
proportion of acquaintance, updates photos and gives feedback frequently, and cares 
less about others’ comments. Besides, people may benefit more if they have used 
SNSs for enough years, when they have constructed stable social networks and 
utilized certain SNS features with facility. What’s more, people’s happy experience 
would increase only when having a social motivation to maintain using SNSs, while 
those who want to seek pure joy would feel lonely and vanity instead. 

4 General Conclusions 

In the first study, after a series of surveys conducted among users of Chinese major 
SNSs, we carefully compared the similarities and differences between different SNS 
users, and explored the relationships among their personality, motivation and SNSs 
usage. The results suggest that, generally speaking, gender, age, and personality 
factors impact the choosing of SNS and provide clues for understanding their 
behaviors. This research recommends that SNS operators develop specific 
applications for the demands of different genders, different age groups, and different 
personality. 

More importantly, our second study explores the happiness level of SNS users. 
Prior study has proved that people who have a larger number of self-defining identi-
ties are better prepared to face changes and stresses in life[26]. By interaction with 
others in the SNSs, people get new identities, which results in increased feelings of 
self-worth and acceptance. If defined properly, the “role rich” also experience better 
health [27, 28] and greater satisfaction with their real lives [29]. That is to say, when 
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using properly, SNSs would increase people’s positive emotions and satisfaction with 
life. These results would promote network externalities development and encourage 
more people to use such a platform, which of course make SNSs industry another 
booming. 
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Abstract. Previous research shows that blended learning has the ability to  
increase the learners’ motivation and learning success. However, motivational 
aspects in blended learning have not been sufficiently researched yet. We there-
fore investigated the influence of non-monetary and monetary incentives on 
learners’ behavior. We selected “likes” as a non-monetary incentive and 
enabled students to rate other students’ posts (similar to Facebook). In a second 
turn, a monetary incentive (a tablet PC or the cash equivalent, respectively) was 
raffled among the students of a top 10 “like”-ranking. Based on log-file data 
and survey results, we observe that both variations ((1) only “likes” and (2) 
“likes” & tablet PC prize) do not differ with respect of their influence on the 
overall activity of learners during the lecture. Thus, the additional monetary in-
centive did not increase activity. We conclude that monetary incentives do not 
seem to be efficient.  

Keywords: blended learning, incentives, lecture, higher education. 

1 Introduction 

A well-known problem in higher education is that it is hardly possible to activate all 
students into learning content in mass lectures. This hampers knowledge inclusion 
since students can often hardly follow the course content at some point in time. 
Earlier studies show that blended learning has the potential to increase learners’ 
motivation and learning success [1-3]. Furthermore, the increasing competition 
among universities forces them to provide better learning conditions. In this sense, 
support of blended learning could be an enabler to raise the attractiveness of 
universities for students [4].  

Blended learning is understood as a combined approach of e-learning and presence 
learning. Social media, e.g., discussion forums or blogs, have been identified as ap-
propriate platforms to support learners’ interaction among each other or with lecturers 
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[5,6]. These applications provide lecturers as well as students with new potentials to 
improve learning success. Students can, for example, discuss lecture content in a fo-
rum and solve problems on their own. Blended learning works best when integrated in 
a vivid community [7]. However, most learning communities only exist for a short 
period of time (e.g., during one semester) and are rather designed as a community of 
instruction and not “naturally” grown. Therefore, motivating students to participate in 
such settings voluntarily is a major challenge.  

Despite their high relevance, motivational aspects in blended learning have not 
been sufficiently researched yet. We therefore address the following question: How 
do non-monetary and monetary incentives affect learners regarding their participation 
in blended learning approaches?  

In order to contribute to this research question, we conducted a case study on a 
learning community consisting of 564 students. In this setting, we selected “likes” as 
a non-monetary incentive and implemented a functionality in a learning platform 
which allows students to rate other students’ posts (similar to Facebook). These 
“likes” were publicly visible. Additionally, a public ranking of the students (based on 
the number of “likes”) was published in the learning system. A tablet PC (or its mone-
tary equivalent) was selected as monetary incentive. Common wisdom would suggest 
that both types of incentives potentially increase activity. However, monetary incen-
tives may have little or no effect at all. Based on 5 surveys, we were better able to 
understand the impact of both types of incentives. 

The remainder of the paper is structured as followed: First we discuss relevant aca-
demic literature in the field. We then explain the methodology we applied to answer 
our research question. In the next chapter we discuss the results. The article ends with 
a conclusion and some aspects of further research potentials. 

2 Literature Review 

2.1 Blended Learning 

Over the last decade, blended learning gained much importance in higher education. 
Reasons for that are improvements of information and communication technology 
(ICT) solutions and a growing pressure on universities and lecturers to support new 
learning approaches [8-10]. Moore [11] presented a framework of three types of 
interaction that influence distance education: a) learner-content interaction, b) learner-
instructor interaction, and c) learner-learner interaction.  

E-learning systems are aimed at supporting students to interact across time and 
space, and foster the individuals’ contribution to learning [5, 12]. E-learning systems 
generally comprise a set of tools to support e-learning such as Wikis, blogs, chats, file 
sharing etc. [13]. In contrast to e-Learning, blended learning combines face-to-face 
elements and online lectures/exercises [7, 14]. Heterick & Twigg [15] found that 
blended learning has the potential to be more effective and efficient than the tradition-
al classroom model alone because students can continue to discuss content between 
the lectures. As stated above, blended learning works best when integrated in a vivid 
community of inquiry [7]. 
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Communities of inquiry (CoI) commonly consists of three elements: cognitive, so-
cial, and teaching presence [16]. The learning model in CoI is based on constructiv-
ism that means that fostering self-education enables learning (i.e., students are able to 
construct their understanding of the context individually). Blended learning offers the 
possibility to engage students into CoIs for creating self-determined learning contexts.  

2.2 Satisfaction and Incentives in E-Learning Environments 

Previous research shows that motivating students to participate actively in e-learning 
environments is a major challenge in large scale lectures [17]. We therefore assess the 
influence of two types of extrinsic incentives on learners’ activity and satisfaction 
with an e-learning environment. Namely, we assess the influence of a non-monetary 
incentive type (number of “likes”) and a monetary incentive (a tablet PC or 500 € 
cash equivalent) within a learning contest.  

Increasing learners’ activity (posting and reading behavior) is our major goal. 
Moreover, overall satisfaction is another element for students’ motivation [18]. There-
fore and in line with previous research [17, 19-24], we also assess satisfaction with a 
lecture to evaluate the incentives’ influence. 

We selected “likes” as a non-monetary incentive as previous studies showed that 
such social learning components may strongly influence learners’ motivation [23]. 
“Likes” (similar to those on Facebook) can be interpreted as peer-based ratings and 
may increase learning environments’ efficiency [17]. Additionally, “likes” do not 
only influence learners’ behavior (they are more likely to read texts that received 
more “likes”) but also indicate a certain status of a learner within the community. 
Thus, “likes” are an option to gain social acceptance from peers [23]. 

Monetary incentives may also motivate students to participate actively and benefit 
from a learning environment. For example, cash prizes or products could be raffled 
among the students. Monetary incentives differ from non-monetary incentives with 
respect to two aspects. The most obvious difference is in their very nature (their fi-
nancial value). Moreover, monetary incentives target different student groups. While 
everybody can get a “like” (i.e., the number of “likes” is “unlimited”) only one or 
very few students can get the monetary incentive (i.e., the number of prizes within 
learning contests is usually limited to one or very few). While non-monetary incen-
tives are targeted to any student in the e-learning community, monetary incentives are 
only relevant to very few (e.g., the 10% best) students. The majority of students might 
not be motivated by this kind of incentive as they might not expect to have a chance 
of winning the prize. Due to these specific characteristics, monetary incentives may 
have two opposite effects. They may motivate the best students to participate more 
actively in the E-learning community and to post more in a forum. Every other stu-
dent would benefit from this specific knowledge. However, monetary incentives 
could also have negative effects. For example, students could try to manipulate a 
learning competition in order to increase their odds of winning the prize. If other stu-
dents discover such manipulation, overall activity and satisfaction with the E-
Learning environment may decrease. 
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In summary, we expect a positive influence from non-monetary incentives (e.g., 
social media components such as “likes”) and positive as well as negative effects 
from monetary incentives on learners’ satisfaction within an e-learning environment. 

3 Empirical Study 

In order to address our research question, we investigated the impact of different 
incentives in a blended learning scenario with 564 students. The lecture (marketing on 
bachelor level) was held at a major German university in April-June 2012 and 
consisted of two parts, each lasting for one month (moreover, the exam was one 
month after the last lecture). 

We investigate two types of data: log files from the databases of the learning envi-
ronment and survey data. We analyzed the number of pages viewed and students 
“likes” in detail. This quantitative data provides insights about usage patterns of the 
participating students. Moreover, we conducted five surveys in order to analyze the 
effects of incentives on learners’ perceptions and satisfaction.  

We tested the non-monetary incentive (“likes”) in the first part of the lecture (i.e., 
over a period of one month). The first two surveys assess the effect of this incentive. 
At the beginning of the second part of the lecture, the monetary incentive was intro-
duced and a tablet PC was raffled among the students from a top 10 “like” ranking 
from the first part (but students had not been aware of this incentive before this lec-
ture). Afterwards, the lecturer explained that he would raffle a second tablet PC 
among the top 10 students at the end the second part of the lecture. Thus, from now 
on we assessed the combined effect of “likes” and a monetary incentive. A survey 
was conducted after this session to assess the immediate effect of this monetary incen-
tive, followed by two additional surveys (one after the last lecture and one after the 
exam) to assess its long-term effect. 

4 Results and Discussion 

4.1 Descriptive Data 

Overall, 564 students registered to the e-learning system. Figure 1 provides an 
overview of the forum’s aggregated weekly number of page views. User activity 
increased two weeks after the start of the lecture and remained stable for the 
remainder of the lecture.  There is one peak in Figure 1 after the end of the lecture and 
just before the exam, which might not come as a surprise as students start studying 
more intently close to the final exam. 

The number of “likes” by students are presented in Figure 2. Clearly, we again ob-
serve a peak at the end of the lecture. The two peaks (in Figure 1 and 2) are close. 
However, they differ with respect to their timing. Students’ “liking” activity increased 
in week 7, however, overall student activity (number of pages accessed, see Figure 1) 
peaks in week 8. Thus, “liking” behavior is not correlated with overall activity in the 
e-learning community. Figure 2 also shows that introducing the learning contest and 
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the monetary incentive (that are based on the number of “likes” students received) 
increases the overall number of “likes” in the community. 
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Fig. 1. Daily number of accesses 
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Fig. 2. Daily number of post “likes” 

Based on the log file analysis, we conclude that monetary incentives do not in-
crease overall activity in the forum. Moreover, an analysis of students’ “liking” beha-
vior indicates that at least some students were trying to influence the results of the 
learning contest just before its deadline by excessively “liking” their friends’ posts.  
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4.2 Survey Data 

Log file analysis indicates at least some attempt to manipulate the learning contest’s 
results. But does such manipulation negatively influence overall satisfaction with the 
e-learning system? We analyze survey data to answer this research question. The 
students were asked to participate in five surveys as described above. An Apple iPod 
shuffle was raffled among the participants of each survey.  

Before presenting and interpreting the survey results, it is important to provide 
some more information on the timing of these surveys. Survey 1 was conducted in a 
timeframe between the weeks 1 and 3. We therefore do not assume that students were 
already able to assess the benefits of the e-learning environment. Thus, this survey 
measures students’ expectations and first impressions of the system. Survey 2 took 
place in week 4. We expect students already to have gained experience with the e-
learning system at that time. Moreover, the monetary incentive had not been intro-
duced to the students yet. Immediately after introducing the monetary incentive, we 
asked the students to participate in survey 3 (that took place in week 5 and 6). Sur-
vey 3 thus measures the immediate effect of introducing a monetary incentive. As 
stated in the theoretical section of this paper, we expected that some students might 
try to manipulate the learning contest. Survey 4 therefore started immediately after the 
deadline of the learning contest (both in week 7). We thus intended to survey the im-
mediate influence of manipulation by some students on overall satisfaction with the 
lecture. Survey 5 was conducted after the exam (starting from week 8) and aimed at 
measuring the long term effect of non-monetary and monetary incentives. 

Table 1 provides an overview of the total number of respondents in each of these 
studies. 

Table 1. Number of respondents per survey 

Survey Number of respondents 

1 298 
2 312 
3 336 
4 281 
5 257 

 
Learners’ satisfaction with the e-learning system is presented in Figure 3. Each of 

the five experimental studies was conducted anonymously. We are therefore not able 
to conduct common tests such as the repeated measures ANOVA. However, based on 
the reported mean values and standard deviation values, we conclude that differences 
are minor or non-existent. This is especially important for surveys 2, 3, and 4. By 
comparing surveys 2 and 3 we intended to assess the immediate effect of introducing 
a monetary incentive. Our results strongly indicate that introducing a learning contest 
and a monetary incentive does not have any effect on students’ perceptions (mean 
values and standard deviation almost stay the same, see Figure 3). Moreover, manipu-
lations of some students in order to increase their odds of winning the learning contest 
(they massively “liked” uninformative posts such as “good”, “well done” etc.) did 
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obviously also not influence students’ satisfaction with the e-learning system (we 
again observe almost identical results, when comparing the mean values and standard 
deviation of survey 3 and 4). This result is surprising as attempts of some students to 
manipulate the learning contest were obvious. For example, 25 students complained 
about their peer’s behavior in an open question in survey 4. We conclude that mani-
pulative behavior of some students did not influence overall satisfaction with the E-
Learning environment. 
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Fig. 3. Students’ satisfaction with the e-learning system 

Table 2. Statistical data on student satisfaction 

Survey Std. dev. Mean 

1 1.35 5.31 
2 1.13 5.66 
3 1.11 5.67 
4 1.25 5.64 
5 1.17 5.74 

 
In survey 3, we also asked students to evaluate the monetary incentive directly on a 

7-point rating scale (1 = not favorable, 7 = highly favorable). The results (mean = 
4.02; standard deviation = 1.93) reveal that students’ evaluations were above average 
but far from enthusiastic about the learning contest and the monetary incentive.  
Students’ perceptions towards “likes” were also surveyed in survey 3. They were 
perceived to be more favorable (mean = 4.52, standard deviation = 1.55) than the 
monetary incentive. A dependent sample t-test reveals that this difference is highly 
significant (p-value = 0.000).  

In summary, based on an analysis of students’ perceived satisfaction with the  
e-learning system, we conclude that learning contests and monetary prizes are not 
efficient. They do not increase learners’ satisfaction.  
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5 Conclusion 

Motivating students to use e-learning systems actively is challenging. We therefore 
tested two types of incentives that might increase learners’ satisfaction with the 
learning experience. Specifically, we compare a non-monetary (“likes”) and a 
monetary incentive (a monetary prize that was raffled in a learning competition). We 
analyze log file data as well as results from five surveys to evaluate these incentives. 

Our results indicate that students value both types (evaluations are above average); 
however, they significantly prefer the non-monetary incentive. Moreover, monetary 
incentives did not additionally increase learners’ activity in the e-learning system nor 
did they improve learners’ satisfaction. Instead, there might even be (minor) negative 
effects of monetary incentives due to some students that were trying to manipulate the 
learning contest to improve their odds of winning the prize (i.e. smaller groups of 
learners started “liking” each other’s comments; even obviously trivial content got 
“likes”). As a next step, further research is needed to support our results, e.g., by ana-
lyzing case studies on a larger scale. 
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Abstract. Social network has become a global phenomenon which attracts a 
wide range of population from all around the world of different ages, and cul-
tures. People are using online social networks for several purposes like sharing 
information, chatting with friends, sharing photos and commenting. However, 
the analysis of users’ behavior in social networks received little attention. 
Therefore, the purpose of this study is to analyze user behavior in terms of us-
ers’ activities in social network sites by adopting eye tracking techniques.  Four 
main measurements were examined which includes the first place user looks, 
time spent on areas of interest, main activities and completion time.  Results 
from eye tracking analysis based on the first place user looks and on the time 
duration have indicated that wall post recorded most users’ attention. Results 
have shown that the main activity was reading friends’ status on the wall posts 
area. The findings provide support for the effort to understand and to model us-
er behavior using eye tracking technique.   

Keywords: User Behavior, Eye Tracking Analysis, Social Networking, Eye 
Movement data, Experimental Study. 

1 Introduction 

Social networks sites are getting extensive popularity among internet users in recent 
years. It was becoming a popular medium for socializing online and tools to facilitate 
friendship. People are using online social networks for countless activities like shar-
ing information, chatting with friends, sharing photos and commenting.  Many social 
network studies have been reported in the literature. However, studies examining 
user’s behavior in social networks have received little attention [1]. Furthermore, 
according to Ozturk and Rizvanoglu[2], there are a limited number of social network 
studies that adopt eye-tracking technique. Majority of prior user behavior studies are 
carried out through observations and surveys. Recent studies show that eye tracking 
provides valuable insights into how users perceive online content. According to Mi-
chailidou et al [3], investigating sighted users’ web behavior using eye movement 
tracking methods gives a better understanding of users’ page presentation perception 
and cognition. In addition, Ozturk and Rizvanoglu[2] states that integrating an eye 
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tracker would provide more precise information about user behavior which includes:  
the location where a user is looking at any given time, the time duration in viewing or 
reading at a particular area, and the sequence of location a user viewed in performing 
a particular action or activity.   

This paper is aimed to understand users’ behaviour in social network activities 
through the use of eye tracker. The users behaviour were analysed based on their eye 
movement data, which provides information about first location or area a user look, 
time spent on area of interest, main activities and time to complete a given task. 

2 Existing Research on User Behaviour in Social Network  

Social networking is one of the major phenomena of Web in recent years.  According 
to Horng[4], the number of social network sites on Web 2.0 has been growing rapidly. 
Boyd and Ellison [5] defined social network sites as web-based services that allow 
users to share a public or private profile with common users and explore connections 
with others within the site.  

In the last few years, the immense interest of the users towards the social network 
sites brought the emergence of various studies on this phenomenon. Fox and Naidu 
[6] evaluated the usability of three of the most popular social network sites known as 
Myspace, Facebook and Orkut. In this study, the usability test was conducted to eva-
luate first-time users’ satisfaction, navigational efficiency and general preferences. 
Their finding concluded that Facebook is the best social network sites. 

Many studies investigated the user behavior in social networking. Gyarmati and 
Trinh [1] stated that the success of a social network whether in short-term or in long-
term, depending on the behavior of its users, in particular the users’ activities.  In 
addition, Acquisti et al. [7] emphasized that people use social networking services for 
countless activities which include  connecting with existing networks for making and 
developing friendship or contacts, representing themselves online, creating and devel-
oping an online presence, viewing content and information, creating and customizing 
profiles, authoring and uploading their own content, adding and sharing third-party 
content, posting messages whether in private or public and also collaborating with 
other people.  

Hampton et al. [8] also explored the user behavior or activities in Facebook. In his 
survey, he examined what people do on Facebook.  Results from their survey,  
showed  that on average day 15% of Facebook users update their own status, 22% 
comment on another’s post or status, 20% comment on another user’s photos, 26% 
“Like” another user’s content and 10% send another user a private message.  

Majority of prior user behavior studies have been conducted using survey and ob-
servation. There are limited studies that adopt eye tracking technique which have been 
highlighted in the literature could provide valuable insights into user behavior [2][3]. 

2.1 Eye Tracking Technique in User Behavior Studies 

According to Lorigo et al. [9] the application of eye tracking has recently received 
significant attention from research scientists from various fields including search 
engine companies, marketing firms, and usability professionals. Regarding this  
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context, Carlo and Marcos [10] used eye-tracking in their study to analyze the brows-
ing behavior of users in the search engine result page (SERPs), as wells as to examine 
the differences in behavior for different kind of queries such as informational, naviga-
tional and transaction.  In addition, many usability studies used eye tracking to inves-
tigate the usability of web pages. Ozturk and Rizvanoglu [2] adopted eye-tracking in 
their experimental study to explore the usability of the profile pages in social network 
sites. In their findings, they emphasized several ways to improve usability in profile 
pages such as only relevant information should be presented in profile pages as well 
as the content block need to be visually separated in order to make the content 
readable, scannable and easy to perceive. Their findings also had shown that mostly 
users pay attention to the profile picture and their recent activities in the profile page. 
Related to this context, Michailidou et al. [3] also presented an eye tracking study to 
investigate sighted users’ browsing behavior in the context of web accessibility. In 
this study, nine web pages were investigated to determine how the page’s visual clut-
ter is related to sighted users’ browsing patterns. The results showed that salient ele-
ments attract users’ attention first, and users tend to spend more time on the main 
content of the page. This study also emphasized that common gaze patterns begin at 
the salient elements of the page, move to the main content, header, right column and 
left column of the page and finish at the footer area.  

3 Method 

This study adopted an experimental method, based on within-participants design ap-
proach. Eight postgraduate students participated in this study. All participants have 
Facebook account. The experiment was conducted at User Sciences and Engineering 
Laboratory (USELAB).There were four measurements of user behavior collected in 
this study: first place user look, time spent on area of interest, main activities per-
formed and completion time.  These user behavior measures, as shown in Table 1, are 
captured from eye tracker based on gaze plot, observation length, heat maps, and 
screen recording. 

Table 1. User Behavior Measurement  

 
    What to measure 

 
    How to measure 

 
Description of 
Outcome 

        First place the users look Gaze plot Point of Attraction 

Time spend on Social Inte-
raction Elements Layout 

Heat Map 
Number of gaze per 
AOI (area of interest) 

 

Level of impor-
tance of an  ele-
ments 

Completion time    Screen recording User performance: 
Time taken to 
complete a given 
task.  
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For identifying the main wall post activity performed by the participants, screen 
recording data was analyzed. Result has revealed that the main wall post activity per-
formed by majority of participants was reading their friends status. Other popular 
activities at wall post area were viewing photos and viewing links. The result has 
shown that updates from friends can drive one’s attention to keep on reading other 
users status content. 

Analysis on user behaviour based on participant’s main activity and gender differ-
ence was also conducted.  Result from correlation analysis showed that there is no 
significant relationship between gender and main activities of participants.  

A correlation analysis was conducted to analyze the relationship between frequen-
cy of use and completion time.  From this analysis, it has shown that there was a sig-
nificant relationship between frequency of use and completion time. This indicates 
that experienced users perform faster than novice users in completing a given task due 
to their familiarity. 

5 Conclusions 

This paper examined user behavior in online social network using eye tracking data.  
Results showed that wall post area is the main area of interest.  Wall post that is lo-
cated at the center of the screen received the most attention based on the observation 
of the first place they looked, as well as on the duration of time recorded. Finding also 
showed that the main activity among users was reading friends’ status on the wall 
posts area. The findings provide support for the effort to understand and to model user 
behavior. Further research is required to examine possible differences in user beha-
vior for different type of demographics and culture. 
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Abstract. We aim to understand the stranger seeking behaviors on Social Net-
work Sites (SNSs) and learn about the characteristics of these people who fre-
quently seek strangers (stranger-seeker). By conducting two surveys, we obtain 
an overall acknowledgement of stranger seeking behavior and give a portrait of 
stranger-seekers in social network sites. We find: stranger-seekers are extrover-
sive, narcissism, in poor family relationship, motivated to seek belongingness, 
but without a larger proportion of strange friends. This finding may contribute 
to personal attractiveness oriented online product design. 

Keywords: Social Network Site (SNS), stranger seeking, personality, relation 
quality. 

1 Introduction 

Internet has brought about great changes to human lives [1], and provides chances for 
meeting and interacting in a virtue space. Social network sites (SNSs) are social net-
working tools to generate online relationship and serve as compensation for reality, 
they are defined as web-based services that allow individuals to (1) construct a public 
or semi-public profile within a bounded system, (2) articulate a list of other users with 
whom they share a connection, and (3) view and traverse their list of connections and 
those made by others within the system [2]. SNSs have gained great popularity among 
the overall world since its birth. For example, Facebook, the largest SNS in the world, 
declared that they share more than 900 million registered users by 30th, June 2012, 
other popular SNSs include MySpace, Twitter, Google+, Renren (China), QQzone 
(China), etc. 

Individuals have integrated SNS surfing into their daily practices. They flocked to 
social network sites for several reasons, among which a main one is to maintain the 
established relationships [2]. According to a survey conducted by Lenhart in 2009, 
nearly 90% of adults surveyed say they use online profiles to keep up with friends, 
while 57% say they use them to make plan with their friends, and 49% say to meet 
new friends. In a word, the success of SNSs in a large degree can be attributed to the 
capability to enlarge one’s social network and encourage social interaction. 

There is a growing body of evidence indicating that individual differences on  per-
sonality factors are associated with SNS usage[3]. Guadagno and his colleagues con-
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ducted two studies and indicate that people who are high in openness to new expe-
rience and high in neuroticism are likely to be bloggers[4]. Moreover, women high in 
neuroticism are more likely to be bloggers as compared to those low in neuroticism 
whereas no difference was found for men[4].While using SNSs, whereas neurotic 
individual hold an instrument orientation.  

Extroversive people demonstrate more frequent SNSs use and communicative 
functions[5-6], have more friends, participant in more groups [5]. Individuals who 
scored higher on neuroticism are more willing to share personally-identifying infor-
mation, spend more time in SNSs, be less likely to use private messages[5], and prefer 
the asynchronous methods of communication [6]. It has been found an interaction 
between agreeableness and gender. Female belong to low agreeableness group upload 
fewer pictures compared with those in high agreeableness group[7]. Individuals who 
scored higher on openness to experience tend to use Facebook as a communication 
tool and to use a greater number of features. Contrary to open people, conscientious 
people be more cautious in SNS activities (Ross, et al, 2009), reveal a larger number 
of friends due to high-target orientation[8]. 

Self-view and relationship quality may be another related factors. Naricissism  
indicates a over-high self-evaluation. The survey based on Facebook found that,  
compared to nonusers, Facebook users are more narcissistic, less likely to be con-
scientious, shy, or socially lonely, and they also have stronger feelings of family lone-
liness. In regards to narcissism, individuals with higher scores on exhibitionism also 
have higher preferences for Photos and Status Updates [6]. 

Besides family loneliness, family factors can also influence internet behavior. 
People with poorer family function cannot acquire proper emotion support and often 
involved in pathological internet use. 

However, current research mainly focuses on the overall SNS behavior, and rarely 
exist research on some kind of SNS behavior, for example, there is lack of research on 
on-line friends seeking behavior. Meeting strangers on-line is among one of the most 
interesting experiences during SNSs usage. To meet netizen’s needs of large social 
network and provide more chances for social interaction, some Chinese SNS service 
providers have expanded their market to mobile phone users and developed mobile 
APPs, such as Momo and KK-friend. Mobile APPs allow their users to search for 
strangers nearby and initiate close relationships immediately. 

Given its market prospect and significance, it’s a necessity to learn about the stran-
ger seekers’ behavior, motivation and characteristics. However, as far as we know, 
the knowledge of stranger-seekers is quite limited. We know little about (a) which 
types of people like to seek strangers; (b) how these people evaluate themselves; (c) 
their identification to SNSs; and (4) their ability of forming health relationship with 
others. Next, we will give an introduction of our exploration on stranger seeking be-
haviors and give a portrait of the stranger-seekers from the following perspectives: 
their personality, self-views, identification, relationship quality, etc. The expected 
findings will likely help SNS product designers to improve interaction designs and 
user experience. And this is the first try to make such an overall view of online friends 
seeking behavior. 
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2 Purpose  

We categorized above factors into two types: personal factors and inter-personal factors. 
As to personal factors, we selected personality, self-view and identification as important 
elements. We examine the inter-personal factors from the family relation perspective. 
Prior research indicates family relation quality and family environments relates to un-
healthy internet behavior, so we decide to explore whether stranger-seekers on-line 
come from families sharing high-quality or low-quality family relations. 

3 Methods 

We conducted two surveys. Survey one focused on personal factors while survey two 
continued to explore inter-personal factors. 

3.1 Study One 

There were 240 participants in survey one. All of them reported their SNS behaviors 
and identification on a revised Facebook Questionnaire[5], a 50-item Big Five Ques-

tionnaire [9] (α = 0.870) and the Narcissism Personality Inventory [10](α=0.791. Our 

subjects included users from the most popular Chinese SNSs including Renren, Wei-
bo, QQzone, Douban.  

Revised Facebook Questionnaire (RFQ)  
The RFQ is used to measure personal identification to SNS and multiple SNSs beha-
viors. SNSs behaviors include participant’s frequency of SNSs use,  searching stran-
gers, the proportion of strangers among friends, and other necessary information. 

The Big Five Personality Inventory (BFPI)  
The BFPI[11] is a 44-item measure that consists of the following five personality 
factors: extraversion (e.g., ‘‘I see myself as someone who is talkative’’), agreeable-
ness (e.g., ‘‘I see myself as someone who likes to cooperate with others’’), conscien-
tiousness (e.g., ‘‘I see myself as someone who does a thorough job’’), neuroticism 
(e.g., ‘‘I see myself as someone who can be moody’’), and openness to experience 
(e.g., ‘‘I see myself as someone who is inventive’’). Each item was evaluated on a 5-
point Likert scale, ranging from ‘‘Strongly Disagree’’ to ‘‘Strongly Agree’’. The 
BFPI has been shown to have satisfactory reliability and validity [12]. The internal 
consistency coefficient for each of the subscales is good: extraversion (a = .86), 
agreeableness (a = .79), conscientiousness (a = .82), neuroticism (a = .84), and open-
ness to experience (a = .80). 

Narcissism Personality Inventory  
Narcissism reflects self-evaluation, especially a high evaluation, so we use the Nar-
cissism Personality Inventory (NPI)-16 to measure self-view. NPI-16 has acceptable 
face, internal, discriminant, and predictive validity[13]. Example items include ‘‘I am 
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more capable than other people’’ and ‘‘There is a lot that I can learn from other 
people.’’ Higher scores on the NPI indicate a more narcissistic personality. Overall, 
the NPI-16 is both a valid and reliable measure that captures a range of facets of this 
construct, particularly in situations in which the use of a longer measure is impractic-
al. Higher scores one NPI indicate unhealthy self-view. 

Result and Discussion  
According to the result, we found a significant correlation between extraversion and 
stranger seeking behavior(r = 0.194***), that is, extroversive people are more likely 
to seek strangers. This result is consistent with prior findings which indicate that 
while using SNSs, extroversive people are more likely to use the communicative 
functions of SNS[14] . 

We also found a positive correlation between narcissism and stranger seeking, 
which indicates that people who value themselves high show more interests to others. 
This finding suggests that narcissistic people are not as self-centered as thought.  

3.2 Study Two 

Procedure  
In survey two, 151 participants  (57 males, 94 female; mean age= 21.98, SD= 1.995) 
answered the same Facebook questionnaire in study one and a revised Relationship 
Quality questionnaire (Bartholomew & Horowitz, 1991, Griffin & Bartholomew, 

1994;α= 0.815). 

Relationship Quality Scale composes 17 items. The items in the scale are selected 
from Hazan and Shaver's (1987) attachment measure, Bartholomew and Horowitz's 
(1991) Relationship Questionnaire, and Collins and Read's (1990) Adult Attachment 
Scale and Griffin and Bartholomew (1994) Relationship Scales Questionnaire and 
revised to measure family relationship quality. The revised questionnaire included 

items like “I find it difficult to depend on my family” and share a high reliability (α= 

0.815). Participants need to indicate the proper description of their family relation-
ships on a 7-point scale. Higher score indicates better family relation quality. 

Result and Discussion 
In study 2, we found a significant negative correlation(r = -0.262**) between family 
relationship quality and the frequency of stranger seeking. That is, the poorer the fam-
ily relationship, the stronger willingness of seeking strangers. Surprisingly, stranger 
seekers didn’t have more strange friends: the correlation between strange friend pro-
portion and strangers seeking behavior was -0.071, and the percents of stranger 
friends do not vary according to strangers seeking behavior (X2=10.678, p=0.099). 

This result suggests when family interactions cannot meet one’s need for depen-
dence and intimacy, individuals will turn to strangers for emotional support. The cor-
relation between identification and seeking behavior also supported this conclusion. 
Stranger-seekers hold a higher identification to the SNSs and are more afraid to lose 
the connection (see Table 1). 
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Table 1. Correlations result of the main varibles 

 1 2 3 4 5 6 7 8 9 

1. SNS_searchstranger 1                 

2. SNS_friends_know -.071 1               

3. SNS_life .071 .159* 1             

4. SNS_lost .151* -.162* 365*** 1           

5. SNS_belong .166* .036 .533*** .477*** 1         

6. SNS_sad .104 -.040 370*** .537*** .548*** 1       

7. NPI .176** .021 .127 .094 .192** .166** 1     

8. Extraversion .227*** .036 .132* .148* .226*** .190** .577*** 1   

9. Family relation quality -.262*** .171* .084 .068 .003 -.009 -.094 .077 1 

Note:   * p < .05; *** p < .001. 

4 Conclusion 

According to the two large surveys, we found those who are extroversive, narcissism, 
in poor family relationship, motivated to seek belongingness on the SNSs, are most 
intended to search strangers on SNS for friends-making, but unfortunately, such seek-
ing behavior does not lead to a large proportion of strange friends in their friends list. 

This result may due to the lack of actual friend applications or social attractiveness 
of stranger seekers. Although low relationship quality and extroversive individual did 
do more searching, but they may just search and scan others information but not sub-
mit friends application actually. So there is no difference between friends distribution. 
Another reason may be these individuals are less attractive. According to prior study, 
individual from dy-functional family often showed more psychological problems, 
such as passive, depressed, aggressive, sharing low self-esteem and subjective well-
being. They are at a higher risk in communication disadvantage and are skilled in 
social interaction. So although they submit more friends’ applications, they may also 
receive more rejection or fail to establish long-term connections. 

In a word, stranger seekers are extroversive, narcissism, in poor family relation-
ship, motivated to seek belongingness on the SNSs, but without a large proportion of 
strange friends. The SNSs product manager should take these into consideration and 
come up ideas on how to display personal characteristics attractively. 
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Abstract. Although fun is desirable in nearly all commercial games, defining it 
and actually getting it into a game can prove difficult. Developers have added 
multiplayer features to their games since the beginning of the industry in an  
attempt to create fun, but to what extent does this actually affect a player’s per-
ception of a game’s fun? This paper gives an overview of relevant research  
relating to fun and play before attempting to tackle the key issue of the effect of 
player success as measured by leaderboard rankings on the perception of a 
game’s fun. 

Keywords: fun, play, video games, computer games, game design. 

1 Introduction 

There are a number of difficulties when attempting to study fun or people’s percep-
tion thereof. It seems problematic to attach a concrete definition to such an abstract 
concept. Additionally, since most people likely feel very familiar with the concept, 
finding a definition that all can agree on is even more challenging. Few studies tackle 
the concept directly, but there is a body of research concerning the concept of play. 
Since it seems logical to associate the activities of play with the concept of fun, it also 
seems valid to consider these activities as well. Much of this research involves at-
tempting to classify or categorize various activities to form a model of play.  

A common trend in many modern games is the addition of various multiplayer  
features. These often seem incidental to, or even entirely separate from, the main 
gameplay of the game, even though they can certainly add replay value and additional 
interest. A notable example of this is the Xbox Live functionality that integrates with 
Xbox 360 games. Of course, some games benefit tremendously from this added func-
tionality, but do they all?  Designers must be aware that certain features can both add 
and detract from the perception of fun if they are to make informed decisions about 
what features to add.  

This project investigated the effect of one specific game alteration on the perceived 
fun of players. The testing process allowed testers to play a game that randomly se-
lected one of three leaderboard versions to present to the player at the game’s conclu-
sion. One leaderboard version was non-populated, having only the player’s score 
listed. The game dynamically populated another version with names and scores higher 
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than the player’s score, and the last used names and scores lower than the player’s 
score.   

It may seem that a more successful player would perceive themselves to be having 
more fun than a less successful player and vice versa. However, this project set out to 
test whether or not leaderboard results would alter a player’s perception of fun and to 
what extent. The concept of a leaderboard serves as a proxy for success relative to 
that of other players and could be of use to game designers in determining which mul-
tiplayer features to incorporate into their designs. While many different factors likely 
influence the feature set of a game, additional data concerning this specific factor 
could provide extra insight in certain situations, even if it is not the primary motiva-
tion. 

2 Background 

A review of the common background material related to fun and play investigated a 
number of different areas in an attempt to understand how players derive a sense of 
fun from games. 

Salen and Zimmerman [8] examined a number of categorizations in an attempt to 
classify either the type of activity that leads to pleasure in play, or fun, or the resulting 
emotion. One common, and incredibly broad, definition of fun is offered:  

 
“Game designer Hal Barwood organizes all of the varied emotions a game can 

produce under the heading of “fun.” Fun games are what players want. A fun 
game makes for a pleasurable experience, which is why people play.” 
 

However, game designer Marc LeBlanc [8] finds the term insufficient to fully de-
scribe the concept. He instead developed a categorization based on of the type of 
pleasure that players experience while playing games. Psychologist Michael J. Apter 
[8] offered a very similar categorization in his essay “A Structural-Phenomenology of 
Play” that focuses on the cognitive arousal that play provides.  

Anthropologist Roger Caillois [8, 3] developed one of the more widely used cate-
gorizations of the different forms of play: 

 
1. Agôn: competition and competitive struggle  
2. Alea: submission to the fortunes of chance  
3. Mimicry: role-playing and make believe  
4. Ilinx: vertigo and physical sensation  
 

Additionally, Caillois expands on these categories with the concepts of paida and 
ludus. Paida and ludus add additional depth to each of his four categories by provid-
ing a continuum from pure paida to pure ludus upon which the various games or play 
types fall.  
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“Paida represents wild, free-form, improvisational play, whereas ludus 
represents rule-bound, regulated, formalized play”  
 

However, while the type of play may give clues to the player’s motivations, it does 
not specifically address it. Game designers should be interested in the types of play 
that people choose to participate as well as their reasons for doing so.  Game design-
ers Neal and Jana Hallford [8, 5] point out the importance of rewards in keeping the 
player satisfied, offering a categorization based on the types of rewards offered to 
players. 

While those rewards may describe various ways that a designer can keep players 
interested by giving rewards to the players’ avatars, individual players value various 
rewards to very differing extents. People play games for many reasons, and it seems 
logical to assume that they are predominately doing so because playing gives them 
some sort of reward. It also seems to follow that the game designer could do a far 
better job providing fun for the player if it was easy to tell what rewards a player val-
ues most. While many games are likely self-selecting (for example, racing games are 
likely to attract the type of player that feels most rewarded by ilinx types of play), the 
different categorizations of play presented above do not speak directly to what the 
player might enjoy. Richard Bartle [1] addresses the motivations behind various play-
er actions and the things designers can do to reward them. After conducting an analy-
sis of the responses to a long running debate about what players want from a game, 
Bartle categorized players into four quadrants, commonly known as the Bartle Player 
Types, consisting of Achievers, Socializers, Explorers, and Killers. Later, in an effort 
to further define variances he noticed within his player types, he expanded the graph 
to include an additional axis based on whether players interacted with the game world 
in an implicit or explicit manner. 

By analyzing which features appeal to which groups, a game designer can more 
accurately predict how well a game fits with its intended target audience. The design-
er may also be able to broaden the appeal of the game by intentionally adding features 
that appeal to players outside of that audience. Bartle’s types deal primarily with the 
motivations of the players, but he considers analysis of their actual behavior to also be 
worthy of comment. In regard to in-game behavior, he uses a study conducted by the 
system administrator of Habitat, F. Randall Farmer [1], which categorized players 
based specifically on their behavior. Farmer also noted that players tended to change 
behaviors over time. Players would start being primarily interested in the game, but as 
they became more experienced, they would begin to derive more and more of their 
fun from their interactions with the community. In a similar fashion, Bartle has noted 
the ways in which players seem to progress from one of his types to another as they 
become more experienced with the game [1]. 

Raph Koster [7] indicates that fun is essentially derived from the player’s brain at-
tempting to find patterns and succeeding in doing so, meaning that learning is really 
the mechanism that allows for fun. However, he sees the need to refine what people 
mean when they talk about having fun. He compares his categorization of the types of 
fun to Nicole Lazzaro’s [7] four clusters of emotions: hard fun, easy fun, altered 
states, and the people factor. Koster also notes that we should be mindful of the  
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positive emotions of interpersonal interactions that are often enjoyable even though 
they may not necessarily meet his definition of fun. While often overlooked by de-
signers, these are consistent with Farmer’s [1] notion of players becoming caretakers 
of other players as they grow. Allowing for the development of these emotions within 
a game could be crucial in keeping players satisfied and increasing the longevity of a 
game.  

Koster [7] contends that much of what humans perceive as fun stems from activities 
that aid in survival and that games naturally evolve along with the needs of the players 
to serve them in the survival of their species. One notion that follows from the idea of 
games as an evolutionary teacher is that of the optimal arousal level theory [6]. This 
concept states that higher mammalian brains naturally pursue an equilibrium level of 
arousal, seeking out exciting activities when bored or relaxing activities when stressed.  
This could help explain the differences in what various players consider fun. 

Howard Bloom [2] reinforces the need for a certain level of arousal. He argues 
against the trend of reducing stress and competition in our society. The popular belief 
is that stress causes health problems, but the benefits of actively engaging in competi-
tion, such as increasing one’s social status, actually imparts significant health benefits 
such as lower blood pressure and enhanced emotional states.  

Many of the previously cited individuals refer to the work of Mihaly Csikszentmi-
halyi [4].  His concept of flow is very relevant to fun and, as a result, is sought after 
by game designers who want their players to experience flow-like states (which could 
arguably be called synonymous to immersion) while playing games.  

3 Method 

3.1 The Project 

This project involved the creation of a simple, web-based game created with Adobe 
Flash that has three different leaderboard versions. The game is a side-scrolling shoo-
ter that tracks the player’s score and displays a leaderboard at the end of the game that 
manufactures the intended results regardless of the player’s score. One version of the 
leaderboard indicated that the player had a higher score than any of the previous play-
ers. Another indicated that the player had a lower score than any of the previous play-
ers. The final version of the leaderboard displayed only the current player’s score with 
all other slots being empty. Upon an initial play of the game, a leaderboard version 
was randomly selected. If a player chose to replay the game or returned to the site 
later, the page loaded the game with the same version of the leaderboard that the 
player previously encountered, although without the attached surveys or additional 
screens. However, even though the leaderboard encountered upon replay contained 
the same data as the initial version, the replay version was functional, and the player 
was able to place scores on it naturally.  

While the scope of the game intended for this project was very limited, this was not 
detrimental to the data collection.  The player only needed to play for a short time for 
the collection of data, so replayability was not a high priority.  The quality of the 



 The Effect of Leaderboard Ranking on Players’ Perception of Gaming Fun 133 

 

game did not seem to dissuade many testers as the quality of both the visuals and 
gameplay were on par with Flash games commonly found on the internet.  

3.2 Recruiting Testers 

The testing used posts on online discussion forums to recruit participants. This me-
thod allowed the recruitment of a large number of testers with minimal effort, and it 
was highly scalable, allowing for the easy expansion of future testing sessions. To test 
the hypothesis, the only required data was the player’s game version and the corres-
ponding fun rating. However, additional data allowed for a more thorough analysis.  
Demographic data allowed the project to test for variances in extent of the effect on 
fun based on different groupings of people.  

For this test, the recruitment posts focused specifically on forums that cater to vid-
eo game players. This choice in recruiting assumed that individuals who frequent 
video game forums would be ideal initial testers for a number of reasons. First, they 
were assumed to be more likely to participate in the test than users of non-gaming 
forums. Second, they were assumed to be more comfortable with the technology, 
conventions, and terminology used in the test, improving the survey responses, and 
finally, they were assumed to be more capable of successfully handling any technical 
difficulties that might arise, reducing the abandonment rate. 

3.3 Analysis 

After filtering out invalid log entries (primarily due to abandoned surveys and tech-
nical problems encountered by the testers), complete surveys and accompanying ga-
meplay data were collected on 132 unique testers (repeat players were tracked and 
filtered by IP address). Of these 132 participants, 54 players received the winning 
leaderboard version, 39 players received the losing version, and 39 players received 
the blank version.   

There were three main areas of focus in the data analysis for this project. The first 
area was concerned with the relevant gameplay data collected during the testing ses-
sions, including score, replay percentage, and difficulty rating. The second was an 
examination of the game ranking metrics and the distribution of those responses 
across the three different game types. This analysis attempted to detect any patterns or 
correlations between the game type and the ratings that the participants submitted on 
their surveys. The third segment of the analysis attempted to determine if any of the 
additional survey data collected about the participants related in any meaningful way 
to the fun ratings given to the game. This analysis broke the data down based on the 
different fun ratings given. (Readers should note that this analysis combined the re-
sults of the highest and second highest fun ranking due to their only being one re-
sponse in the highest rank.) 

The analysis first checked the data at a high level to see if any patterns or apparent 
inconsistencies emerged. Contingency tables served to help analyze the relationship 
between variables, and their use was appropriate here as the collected data contained a 
number of potentially related variables. A contingency table analysis using the  
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chi-square statistic attempted (where applicable) to determine if there was a demon-
strable relationship between the two nominal scale variables (i.e. the fun rating and 
the other rating specific to the test). 

3.4 Potential Issues 

It was impossible to avoid bias entirely, so a few of the potential biases of particular 
concern appear here. First, biases based on factors such as demographic differences, 
gameplay preferences, and the locations of the requests for testers were almost certain 
to occur. The analysis of the final data attempted to mitigate this bias by grouping 
similar players to identify any serious biases. Additionally, the chosen testers were of 
a very specific population for the reasons mentioned above, so to get results repre-
sentative of the general population, much more extensive testing would need to be 
conducted. 

The number of testers could be a problem as well.  While 132 testers is a  
significant number of testers, once broken down into segments, the numbers are con-
siderably less significant, making the chance of skewed results very high for some 
comparisons. 

The intended perception of the losing condition was likely not communicated in 
many cases. Scoring high enough to even appear on a typical leader board could be 
seen as a sign of success and not at all like a negative condition. This may serve to 
make the results more about varying extents of success than winning versus losing.  

When questioning players about the difficulty of the game, the intent of the ques-
tion should be more specifically defined. It is possible that there was confusion as to 
whether the question addressed the complexity of the game or the difficulty in con-
quering the gameplay challenges. 

4 Key Findings 

• Winning, losing, or the lack of competition does affect the player, though not al-
ways in the expected way or in the same way for all players. 

• The winning condition seemed to polarize the perception of fun, causing clusters of 
responses at the upper and lower bounds of the responses. 

• The losing condition seemed to centralize the perceptions of fun, causing the res-
ponses to cluster in the middle of the scale. 

• Players encountering competition (a winning or losing condition) replayed the 
game at least once approximately 50% more often than those with the neutral con-
dition. 

• Players who encountered the losing condition replayed the game at least once ap-
proximately 100% more often than those with the neutral condition.  

• Even though it likely runs counter to the expectations of many game developers, 
fun ratings do not necessarily correlate with a player’s likeliness of replaying a 
game (though there may be a threshold above which this changes). 
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• Measuring behavior is more reliable than measuring responses.  The responses 
given to the replaying likeliness question were not strongly correlated to the meas-
ured replay data. 

• Making a game too easy or too shallow can hurt its fun rating as judged by the 
player comments. 

• Once a player decides that a game is too easy, it might be difficult to change that 
opinion, or alternatively, the player may be considering a different definition of 
difficulty. 

• Higher scores do not necessarily correlate with more fun.  

5 Conclusions 

Presented here are a number of models describing various types of play, fun, and 
related emotions. While no single model is universally accepted, one can still find 
many useful and relevant points within the various approaches. In the search for fun, 
one is likely to benefit from viewing the problem from multiple perspectives, examin-
ing the ways in which people play, the motivations behind the desire to play, the spe-
cific features commonly cited as fun, and the emotions associated with each. All are 
valuable and provide insight into creating effective game designs.  

The intent of this project was to examine a specific game mechanic for its effect on 
perceived fun. The hypothesis was that success relative to other players has a corres-
ponding effect on the player’s perception of fun. This work offers game designers 
quantitative evidence useful in determining what effect the addition of related multip-
layer features might have on their game. The alteration of a high-score screen was 
appropriate because it is a feature that has very little, if anything, to do with the actual 
gameplay of a game, and yet, games have had these screens added to them since the 
early days of the industry. They add a mechanism for encouraging competition by 
quantifying “bragging rights” to a game. This is likely to appeal to a certain subset of 
players, but the potential to affect the other players is important to consider as well.  

After the collection and analysis of the data, there were a number of findings. The 
first concerned the main hypothesis that success relative to other players has a corres-
ponding effect on the player’s perception of fun. The findings indicate that success 
relative to other players does affect the player’s perception of fun, though not neces-
sarily in a corresponding way (at least for all players). Success seems to affect play-
ers’ perceptions in different ways, possibly depending on their expectations and any 
number of other factors. The results seem to indicate that success has a polarizing 
effect, increasing the number of high and low fun responses. Additionally, it seems 
that failure has a centering effect, encouraging more medium responses, and even 
though it appears to reduce high responses, it seems to reduce low responses by a 
similar amount.  

One of the most telling outcomes was the number of players who replayed the 
game at least one additional time after completing the survey. As expected, a higher 
percentage of players receiving the losing version replayed the game than of those 
with the winning or blank versions. In fact, the losing version’s replay percentage was 
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more than double that of the blank version. A post-game survey question asked the 
players about the likeliness of playing again. The responses to this question indicate 
that players of the losing version are only slightly more likely to play again than the 
players of the other two versions (whose responses were practically equal). This sup-
ports the idea that what players say and what they actually do is not always the same. 
Additionally, the replay percentage did not seem directly correlated with the players’ 
fun rating. The replay percentage of players who ranked the game highest was over 
3.5 times higher than the overall average, but the lowest fun grouping replayed the 
game three times more often than the second and twice as often as the third. It is poss-
ible that until a player perceives a game as being “fun enough,” any replay that occurs 
is for a reason other than fun, whereas above that threshold, fun may become more 
relevant. 

One of the most significant unexpected results was the number of players who 
rated the game as too easy. This was surprising for a game that becomes practically 
impossible after a few short minutes. It seems likely that designing for accessibility 
past a certain point reduces the fun of your game to a certain number of players. One 
possible cause is that some players may quickly decide how easy or difficult a game is 
and stick to that decision no matter how difficult it becomes. Another possibility is 
that players may equate difficulty to the ease of learning and playing the game, caus-
ing players to rate games with simple mechanics as easy regardless of the difficulty of 
the overcoming the gameplay challenges.  

One other unexpected result was that score seemed to have no significant effect on 
fun rating. It was an assumption that players better at the game would give it a higher 
fun score, and while players who played similar game types rated the game as more 
fun, playing similar games apparently was not correlated with achieving high scores.  
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Abstract. In this article we will try to use the services of Facebook, in a con-
trolled environment, so that teachers can carry out their teaching. From the edu-
cational point of view, Facebook provides a new starting point, collaborative 
work, from plugins development tailored to the needs of teachers in schools. 
And this requires to take into account the hierarchical structure and the distribu-
tion of groups and students in the center, and, to have a system to monitor the 
work of the students for assessment and grading. With the work proposed here, 
we do not intend to create a social network, conceived as "Facebook", but in-
cluding a plugin that allows the use of "Facebook" like a Learning Management 
System (LMS). These features would make the social network "Facebook", of-
fer collaborative services for members of the educational community, and com-
pete with other applications, like Google Apps Education. Moreover, being a 
LMS in a collaborative and education environment, facilitate the management, 
rating and monitoring of student activities. The justification for this system 
comes from the high number of students and teachers who already have an ac-
count on the social network, and they are already used to their patterns of com-
munication and interaction. This adaptation may allow greater use of Informa-
tion and Communication Technologies (ICT) and government resources that 
have been allocated to the project Escuela 2.0.  

Keywords: Social Networks, Facebook, Educational Patterns, Educational En-
vironments, LMS, Collaborative Educational systems. 

1 Introduction 

Social networks have recently been introduced in the lives of many people that were 
previously far from the Internet phenomenon. And, it is not uncommon to hear talks 
on the street about Facebook, and not necessarily among young people. The 
extraordinary ability to communicate and to connect people with networks has caused 
that a large number of people use them with very different purposes. They are used to 
find and engage with long ago lost friends, to discuss various subjects, all kinds of 
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support causes, organize meetings of friends, former classmates or to publicize 
meetings and conferences, through which not only it provides details about the 
meeting, but people can confirm their attendance or absence of the event. 

For that, the educational world cannot remain oblivious to like this social pheno-
menon, which is changing the way of communication between people. The education 
system works primarily with information, so there is no sense to use transmission 
systems and publication of the same based on those used in the early and mid-
twentieth century, without incorporating what society already is using as part of their 
daily lives. Education must train people to what will work in ten years, not to emulate 
the way that worked for last ten years. Undoubtedly the potential communication of 
social networks is still to be discovered and should be studied more in depth [1]. It is 
in these moments when they begin to create networks for educational purposes and, 
without doubt, in the coming months there will be interesting developments in this 
regard.  

Social networks have become a virtual environment where many people converge. 
The exponential growth of social networks today have turned these sites into an inter-
esting analysis tool to find usages, customs and origin of many users that comprise 
them. Some of these social networking services like Facebook, among others, are 
used by many universities in the world to publish their works, videos, resources and 
projects, to be criticized and evaluated by the community, and this become of a great 
support to teachers. Using this tool is increasingly common among humans; hundreds 
of thousands of users worldwide have experienced the use of Facebook as a tool for 
the development of social communities. The impact of social networks like Facebook 
or Twitter is growing stronger worldwide. However, to think about the role of teach-
ers in our time, it would be possible from a contextualization: insert the teacher's role 
in the context of the knowledge society.  

The proper use of these social networks demonstrates a variety of tools and re-
sources that can be used to improve the instruction and communication between stu-
dents, teachers, administrators and tutors support teams, thus improving by this the 
teaching/learning process, about which Internet has positive effects. Education in 
relation to new technologies should be designed as a means to assist and collaborate 
with the method allowing improving teaching and thereby enabling the student to 
obtain a meaningful learning. 

In this paper we propose a new concept of using the existent services of Facebook, 
in the educative system, without living this, to become by this a peer communication 
platform which immense repositories of knowledge universally accessible and con-
stantly updated, thanks to its inclusion in the Cloud, within the CSchool system [2]. 
Thus, we believe that no self-respecting educational system should do without that 
resource. By incorporating the classroom networks, it requires us to make changes in 
the organizational culture of schools and pedagogical approaches; this is done by 
adopting a set of educational patterns [3], which helps in merging the use of Facebook 
services in adequate aspect. 
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2 Performed Work in Schools Related to Social Networks 

Originally the reason for conducting this research is an image I found on the desktop 
of the computer of one of my students:  

• To my question: Why do you put this wallpaper?  
• He replied: It is what I see every day. 

From here we begin to consider the possibility of including social media, network, in 
educational classroom, since students are accustomed to use them in any place, and in 
case of school the reason is distraction and to review their personal messages. As 
researchers, we must pay attention to the users, and in our case they are the teachers 
and. It is already exists a large number of social networks being used for educational 
purpose, between these:  

• Ning: http://www.ning.com/ 
• Elgg: http://elgg.com/ 
• Mahara: https://mahara.org/ 
• Uimp2.0: http://redsocial.uimp20.es/ 
• Google Plus for Education: 
• Auula: http://www.auula.com/ 

Where we can perform a collaborative work in the classroom, but our intention is not 
to design a social network for a specific use, so why to create our own social network 
when we have, for example, more than 1000 million of users in Facebook, where the 
probability that my students have account in it is high. So our intention is to use the 
services of Facebook Social network for our educational purpose making it more 
focused to the educational process. 

 

Fig. 1. Percentage of the answer of the question: Do ICTs provide flexibility in time and space, 
to communicate with your students 

During the last academic year, 2011-2012, we conducted a set of surveys in order 
to obtain tangible data, about the relationship of social networks and the learning 
environment, because, there was a negative scope by teachers in the use of social 
networks. During our Learning/Teaching process in the classrooms, we found signifi-
cant behavior aspects, from the students and teacher part, which make us think about 
the possibility of inclusion of social networks into the educational process in schools, 
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next we present some questions, given to teachers, and which correspond to the use of 
social networks: 

• To the question "Are you in favor of using social media in educational set-
tings?" 65% answered positively. 

• "Do ICTs provide flexibility in time and space, to communicate with your stu-
dents?" 62% appreciated the inclusion of ICTs, see Figure 1 

• “The ICTs do not allow students to exercise in the acquisition of some basic 
intellectual skills? The teachers observe that the use of ICT increases the ac-
quisition of basic skills, with direct reference to the acquisition of basic skills. 
The 75% of them answered negatively to this use; see Figure 2. 

 

Fig. 2. Percentage of the answer of the question: The ICTs do not allow students to exercise in 
the acquisition of some basic intellectual skills. 

We also raise a question for teachers, rate the type of work they do with the use of 
ICT in the classroom, as we can see in Figure 3. Teachers score very favorably the 
use of ICT for cooperative work on projects. After analyzing the survey, we found 
that the definition of social network from the analytical point of view, is a set of ac-
tors linked to a set of relationships that meet certain properties, which have a structure 
and characteristics defined by the social behavior [4] and hierarchical structure, which 
is extracted from the context in which it is being applied, so working methodologies, 
communication patterns are defined as an extension of the situation in which the ac-
tors perform their work [5] [6] [7] [8]. 

Teachers show a very high interest in tracking students to evaluate and qualifica-
tion of the student, so the inclusion of these aspects of the social network is an impor-
tant and very relevant, since the teacher bases his work in educational programming 
classroom with a structure and a very specific documentation [9]. 

 
Fig. 3. Ratings teaching work methodologies 
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Next we present a set of questions, we made, focused on the organization of didac-
tic content of the teacher, thus those do not perform only the teaching work: 

• Is it useful to generate a report with the score of the level of achievement of 
the objectives and responsibilities of students, student group? 84% of teach-
ers surveyed are in favor of reporting the objectives achieved by students 
during the teaching lessons; see Figure 4. 

• Is the school organization reflected in the ICT in your daily work? 69.23% of 
teachers confirm this assertion.   

 

Fig. 4. Percentage of the answer of the question: Is it useful to generate a report with the score 
of the level of achievement of the objectives and responsibilities of students? 

We are therefore faced with a scenario where the work of teachers is teaching and 
organizational work, where the daily work of the students should be collected for 
further analysis and to allow the teacher to perform the tasks of monitoring and evalu-
ation of the student, and to prepare an inclusive education in the classroom appropri-
ate to the group of pupils and students in particular.  In our previous research we have 
defined several development methodologies, the use of patterns in classroom makes 
us think that the dual curriculum, that Pere Marques define in [10], is wrong to be 
applied in the Web 2.0 world, and that the social networks are tools that interrogates 
the teacher, of how to do things but does not provide the methods of analysis of all the 
information that he needs to do the monitoring, evaluation and qualification of the 
teaching-learning process. For that we have to be careful and not to define a new 
teaching methodology focused on social networking, but in the structuring of the so-
cial network itself to perform a flexible and dynamic space, for the teacher, in which 
he can integrate social teaching methodologies. 

3 Educational Patterns Used in Social Networks  

We have to be careful not in defining a new teaching methodology focused on social 
networking, but in the social network structure itself, by making it flexible and dy-
namic space for the teacher, to perform his teaching and learning process, to integrate 
his social teaching methodologies, and a system where the educational documentation 
is fully insured for its evaluation. Our experience with educational tools, shows us 
that there must be a set of patterns that guide the work within any educational and 
collaborative tool [11], for that here in our merge between the CSchool system and  
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Facebook, we apply a set of patterns, which we already define to cover the education-
al process in classroom, to ensure the correct function and work of this merge. Thus 
we found that the patterns provided by a social network for teachers, to interact with 
their students, are those of the social network, and we can apply them in an educa-
tional context to become valid. To this end we establish the comparative educational 
models with collaborative and learning objects, these patterns are taken from [11] 
(Figure 6-12. Systematizing Resource patterns under an e-learning System page 158). 

Table 1. Coordination Patterns Presentation in Facebook and Description 

e-Learning Facebook Description 

Agenda Calendar  
 

Users can maintain communications with a close group of 
friends. 
The social network will tell you who read the group 
messages. 

Calendar 

News Wall We add to the wall a description for the group. 

Exam Wall Adding to wall information and calendar information to alert 
users. 
The system comes with a plugin for Dropbox [12] to send 
information to students as the statement or the practices they 
have to perform. 

Exercise 

Work 

 
Our goal is to establish the equivalence between the social network and the e-

learning patterns, so that we would have a platform with social networks that interacts 
with already established e-learning standards, see Table 1, Table 2 and Table 3.  

Table 2. Coordination Patterns Presentation in Facebook and Description 

e-Learning Facebook Description 
Contact Professor Wall, 

Email, 
Video Chat 

The teacher can communicate privately to students with 
different social network options. 

Discussion Wall The teacher can establish communication needs in the 
Wall group members can interact and exchange 
information to perform a pattern of communication. 

Work group 
Debate 
FAQ 

 
Once the relationships are established, between the e-Learning patterns and the so-

cial network Facebook functionalities, we can observe that almost all of these options 
are representative of educational patterns, which we considered necessary. The sys-
tem works through the exchange of information, which is in the cloud, but there are 
features that require a complete implementation for these functions. The next section 
will present a detailed description of these functions. 
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Table 3. Coordination Patterns Presentation in Facebook and Description 

e-Learning Facebook Description

Presentation Wall  The Professor can play all these educational patterns 
through the wall since students can perform all these 
patterns by including any type of file. 

Video 
Material 
Bibliography 
Demonstration 

4 Architecture 

This architecture present the social network Facebook as a key part of the proposed 
educative system integrated in the cloud, where Facebook is a Web 2.0 Service, one 
of our main goals is to push Spanish teachers to the inclusion of their activities and 
use of this social network in schools. 

 

Fig. 5. The proposed architecture of the system, to join Facebook and educational process 

Our approach is a mixed system, in which the teacher performs the management of 
the social network through an application that facilitates the management of content 
and the creation of all these educational patterns in social network, and control of the 
elements described above. Students communicate, with the teachers and with their 
classmates, through Facebook, while the students’ deliveries and exams, to be cor-
rected, are sent to the Document Management System (DMS), which controls all the 
educational management of the center, which also store the school curricular mate-
rials. The DMS also contains the students’ official curriculum, to control the lessons 
and courses objectives, and to allow the assessment and grading of students. Next, we 
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present the system architecture, as you can observe in Figure 6., the system has been 
integrated in the CSchool architecture [13]. 

The architecture is divided into two parts, very distinct, first we find the cloud of 
educational services, where the management system works; and on the other hand we 
have the cloud CSchool Social Networking Service, which manages all the needs for 
the integration of curricula and school activities in the Facebook social network. This 
integration has been made possible through the use of Facebook plugins, where we 
have invoked specific applications to allow this integration in the cloud. And then, we 
develop an application to manage the integration of both, the social networking and 
educational applications in our cloud "CSchool", presented in previous articles 
[2][13]. We divide these applications, for integration, into two parts: for teachers and 
for administrators. 

4.1 Teachers FB Applications 

The teacher through these applications can manage the patterns objects necessary for 
the correct use of Facebook in education, which is integrated thanks to the plugins, 
Figure 6, shows how this application interacts with the platform which manages edu-
cational content and curriculums assigned to the teacher, in addition to their groups, 
students areas and calendar. This application, also, will allow the teacher to integrate 
his teaching resources, activities, exercises, tests, calendar, etc. i.e. the creation of 
educational patterns in Facebook, social network, services, and the creation of new 
patterns through the necessary plugins in student groups. 

This application interacts with the two clouds: form one side, we get the education-
al patterns; and in the other, the social network which the teacher configure according 
to his needs.  

We highlight in purple the relevant plugins for education standards, according to 
the specification described above, this plugin generate within the Facebook content 
the desired pattern, after that, and through the Facebook service, the teacher can create 
a structure, learning/teaching process, and upload it to the Facebook; besides he can 
track it through the application or Facebook wall. In green color, we find the Web 
Services that access the educational services of the educative yields where the neces-
sary information, interact and stored, for the operation of the management system, and 
to promote the inclusion of data from the teacher in the system, so helps the teacher's 
in his daily work, by monitoring his activities, and to improve the process of evalua-
tion and monitoring of the student. 

4.2 Administrators FB Applications 

The administrator is responsible for managing and maintaining the user groups, this 
process involves a migration of users and groups, which is configured in the man-
agement platforms that schools have. Furthermore, the system administrator will have 
the necessary options for updating the Facebook page. Note that the system will ac-
cept the evaluable content entries, the students sent to the server, as deliverables, to 
avoid any posterior problems. The inclusion of an activity, on the server, for its revise 
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and posterior delivery to the student, corresponds to the creation of Servlet that 
process the input of a new student. More services, have been added to the administra-
tor to perform the maintenance tasks, between the two clouds: to create users and 
groups, and to verify the synchronization between the two educational clouds.  

As first step, parents and students interact directly with the new educative Face-
book, a controlled approach by the teacher of the use of these in the educational 
world. With the presented architecture, the plugins system, guarantees a dynamic 
system, thus, we can include other social networks depending on the needs of the 
teacher, and following a clear line since the beginning of the creation of an education-
al learning/teaching process. 

5 Conclusion and Future Work 

In this paper we have tried to simplify the use of social networks, in our case study 
“Facebook” in the educational world, for that we have established the teacher as the 
main focus point of the system, and not the student, as it usually done, because 
teachers are not familiar with these new social networks. By this we gave teachers the 
opportunity to share with students, through the use of social networks, some 
educational activities and to perform the evaluation process of these. By including 
another layer to the system, this allows the interaction with social networks from 
other management education applications, where it offers the teacher a lot of features. 
In this paper we have tried to work with the most used educational patterns [11], 
where we present their migration to work within social networks, but over the time, 
and with the increased use of social networks, new patterns will appear, because of 
the needs of teachers, as for the new features that offer advances in social networks. 

As future work, we are studding to create and use of social networks in business 
and industrial environments, not just for marketing use, but as a collaborative online 
work place, depending on the needs and the type of management application that the 
small businesses have. This allows that bridge applications can be made, which do not 
involve a lot of time in its configuration and professionals training will not be high, 
when it depends on ICTs and social networks issues.  
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Abstract. The school is part of our society, which increasingly uses more and 
more the social networks. Therefore, we must continue this momentum, not only 
by using them, but by also guiding the students of its proper use. Thus, most 
educators working with high and middle level schools are aware of the involve-
ment of young people in social networks, but few of these educators are prepared 
to deal with them the issue. Experts discuss the risks and benefits of such sites, 
and the role of schools, to offer a comprehensive approach that addresses the 
needs of online students. This paper seeks a solution to the complex world of so-
cial networking in education, where users can belong to a social network not as 
such, but as a set of objects that define a necessity. This research work tries to 
redefine social networking of an online community, where objects that work on 
the same stage define the team. To do this we propose a school architecture, 
where objects define the curricular activities, with known characteristics.  

Keywords: Educative systems, social networks, cloud computing, Web Servic-
es, systems architecture, Students Curriculum, Educative Curricula. 

1 Introduction 

In the current educational environment, students are heavy users of social networks, 
blogs, wikis, instant messaging, etc. On the other hand, not all teachers have  
much interest in the use of these tools for educational use. The idea is to define a sys-
tem that unifies these users, in an environment that accommodates the concept of 
online community. Taking into account the scenarios in which teachers perform their 
work, and the active approach which can build on-line communities, to capture the 
attention of the students, and thereby achieve the learning/teaching objectives pre-
sented for each teaching unit. Therefore, we must continue this momentum, of using 
on-line communities, not only by using them, but also guiding the students to their 
proper use. We are going, to try, to understand the potential of on-line communities 
for learning, to create new learner-centered models. This idea proposes that students 
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continue participating, within their education, in identifying routes more interesting 
and relevant to them. We are not offering just a wide range of options for on-line 
communities, but also designing learning networks. This aims to provide students a 
space, outside of the lifelong structured programming, to explore their passions sup-
porting their peers and tutors. Thus, by involving students beyond the limitations of 
time and classes space, first it allows educators to continue working with them 
throughout the week, besides, it gives them the invaluable opportunity to share their 
experiences, which occurred outside the classroom with the learning community. 

Therefore, the challenge that we are facing is to give them the opportunity to share 
their interests and activities constantly occurring elsewhere. If we do that, we will be 
able to know more about the profile of our students, and we can create new opportuni-
ties for all and thus we will facilitate their learning. As students have more connectivi-
ty and access to technology resources than ever, developing new practices and  
platforms to support them in how to manage their learning opportunities solves this 
challenge. The proposed architecture here, allow users, through online communities, 
to implement their curricula schedules. This architecture for educational environments 
with contemporary functional or structural didactic courses, is developed in the cloud, 
and defines how users can interact with each other under the same activity, through 
milestones for students. 

• Didactic function: Emphasize teaching mental operations to analyze, induce, infer, 
evaluate, choose, encode. 

• Didactic structure: teaches mental tools as notions, concepts, feelings, attitudes, 
words or gestures. 

As we can see, these two types of teaching are generalists, and the aim of this paper is 
to address these needs, patterns, from the point of view of ICT applied on on-line 
communities. 

2 State of Art 

In addition to the equipment found in schools, the vast majority of students have mo-
bile devices with 4G connection, 94% of the users, between 16 and 35 years, of 
“Tuenti” [1] has mobile, 84% of the users connect to internet through their mobile 
device, and 47% have contract 4G connection data service. By following the classifi-
cation of social networks [2], and the pedagogical possibilities of these in the educa-
tional settings [3], and the collaborative tools [4], we found that: 

D. Boyd and Nicole B. Ellison [5] define social networks as a set of Internet-based 
services that allows users to build a profile in the system, establish their own relation-
ships and see their list of connections. It was observed, that there is an association 
between the social network definition and the relationships between adolescents. It's 
because students in-school space is bounded, and they establish their relations of 
friendship according to this environment, as it is demonstrated, the impact of social 
networks in these contexts is high [6]. Inclusive education means that members of a 
school community learn together, irrespective of their origin, including students with 
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learning disabilities. This definition implies the same opportunities to participate, so 
student’s can be benefit from an education adapted to their educational needs, not 
only to students requiring significant curricular adaptation. This approach about on-
line communities, make us thing about the basis of the teachers within the education 
systems, in other articles that have been treated, in considering the curricular pro-
grams, working sessions and the carried out evaluation of the students [7]. All this 
must be done with usability and quality criteria in the development of interfaces [8]. 

Currently, in the educational environments, there is no architecture that is adapted 
to these needs, where the stage is completely focused on school and the relationships 
between its users, and is done through the activities and specifications that teachers 
provide them. As mentioned previously, the work is collaborative, and not about 
creating a new social network, for teachers and students, it's about creating a social 
network that allows teachers to work the learning contents throughout the courses 
schedules. Final y the platform, in development, emulates the characteristics that the 
mobile devices and Smartphones, which students and teachers may possess and view 
the applications with. 

3 System Needs and Definition 

The rise of social networks and mobile devices, in youth groups, requires the creation 
of a system that allows the use of social networks for educational purposes the problem 
comes from the high percentage of rejection to use these from parents and teachers. 
Their reasons are usually associated with the loss of time, and the content that social 
networks might possess, making it in the major cause of their rejection to its use.  

Usually, students move freely in these environments and, they are able to manage 
their own data and profile without facing difficulties. The proposed system, aims to 
make a direct link between the social network and the educational environment. Nor-
mally, all educational environments contains a documentary system, related to a man-
agement application that performs the maintenance of students, and their associated 
curricular functions, necessary for teachers, to monitor their educational process, this 
monitoring of work sessions schedules leads the student activities. The idea is to 
manage these activities as if it were a social network, by applying them for education-
al use, the process that will bring out the information, monitored by the teacher who 
must assess his students, and must pay attention about what content they are visiting 
and consulting. 

The educational process in a collaborative work for primary and secondary stu-
dents, involves the following steps: (1) Data collection, (2) Information processing, 
(3) Share information, (4) Treat information, (5) Presentation of the contents and its 
application. To ensure, always, the correct application of these steps, a set of patterns 
in each of these phases, must be established. All of these patterns are already defined 
in social networks, but the inclusion of specific needs, is done, for the scenario in 
which it takes place. The scenario, will be a class session, in which a timeline is estab-
lished to allow students to carry out guided activities, this timeline is related to the 
timing of their course, which in his turn is stored in the system, to create the set of 
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objectives, and pedagogical data, achieved by each student during this process. This 
pedagogical information is stored, for its posterior use in reports, that teachers emit of 
these students over the time, and favor their educative improvement. Also, these pat-
terns will facilitates, to teachers, the preparation of specific educational activities as 
needed, or assess the student group as a whole. 

4 Educative Patterns Used within Online Community 

The educational patterns, through which teachers and students interact with educative 
online community, are: 

• Data Collection: The students collect the data, in the initial phase of the 
teaching-learning process, using different teaching methodologies within 
various search systems, to perform their activities. This trains the student to 
filter the educative content, make searching actions, and to collect the impor-
tant, needed, data. 

• Processing of Information: Once the data is collected, students can then 
specify which of these data are valid for the activity to be performed. The 
student structures this information, in order to achieve the objectives of the 
performed activity. 

• Sharing of Information: Once the information, which students will share 
with their peer group, is processed, those can begin to have an overview of 
the different parts of the activity to complete his information, view. 

• Treatment of Information: The student performs a process of information 
processing, structuring and formatting, to achieve the completion of the ac-
tivity, and thus to make its presentation. In this process is where the student 
actually performs the synthesis, and study where he must integrate and adjust 
the information to achieve the specified objectives. 

• Presentation of Content and its implementation: The student begins to 
execute the presentation of the activity to the group of students. 

These educational patterns interact within an online community or social network in 
Cloud Environment, where these behave as objects that interact between each other. 
The reason of why we have defined a cloud of patterns is to have the possibility to 
include them in any educational platforms, placed in any placed, and thus, we can add 
these features to the curricular management tools of the schools. 

5 System Architecture 

The system that we propose here is flexible for deployment, and enables interopera-
bility between platforms, that may depend on it, allowing interaction via mobile  
devices. For that, its architecture allows the inclusion of the needed items for its reali-
zation, since it is based on a Cloud system, thanks to its support of the CSchool [8]. 
The system architecture is integrated with management software for schools and, in 
turn, gives support to the official curriculum, which comes from central servers.  
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The first raised question was: how to make the inclusion of curriculum materials in 
a social network? This was the starting point, thus it covers how social network inte-
ract with the elements of the curriculum, so that teachers can develop their work in it, 
and prepare well their activities. The operation of this online community is based on 
using the patterns, for the activities, the teachers want to apply, and then they proceed 
with the publication of these in the cloud. These patterns are all identified and ma-
naged in the cloud, i.e. managing the relationships and how two patterns interact be-
tween each other. The users, teachers and students, are not registered or housed in the 
cloud, only the patterns and their relationships, based on the definition of object ac-
cording to the patterns that the teacher can possess [9]. With this we achieved a flexi-
ble and dynamic system, which can be embedded into existing educational platforms, 
as an embedded object, composed of the data and academic curriculum that the teach-
ers store. 

This architecture allows schools to have similar functionality to those of social 
networks, thus these patterns list increase continuously, with the appearance of new 
features within the system. Where users, students and teachers increase their know-
ledge from the interaction of these patterns in the cloud and processing the activities. 
In the other hand, the system also offers a timing of the activities raised by the teach-
er, and those developed by the student. Also it contemplates the maintenance of the 
temporary teaching process, and it dispose of navigation task to go through the aca-
demic results, of each student, which goes through the life teaching activities, for each 
activity and each group within the system. As we are working with learning contents, 
which are didactic elements, each of them identified in the system with a unique iden-
tifier, they stores information needed for its composition, depending on the type of 
pattern or relationship with the task to perform. However, some properties are com-
mon to all of them, these are described below:  

• ID: Identifies the full learning content in the system. 
• Type: The type of learning content identification to allow its construction. 
• Parent_ID: Identifies the ID of the parent upon which the pattern will traverse the 

entire sequence of learning contents associated with the initial pattern. 
• Start_Date: Controls the start of the activity. 
• Activity_Date: A data structure that stores a file editions. 
• End_Date: Date of completion of the activity. 
• Teaching Information: Stores information of the objectives, content and basic skills 

to work within this activity, in addition to the information required for student as-
sessment. 

Essentially this architecture is a data structure stored in XML, which can be accom-
modated in a database or in an XML document, which from SQL procedures, it is 
possible to interact directly with the system using APIs [10] [11]. The hosting of doc-
uments, with the educational content, is done in compressed files, that enables it’s 
storage in any FTP server [12], accessible from most applications, using programmed 
functions packages for different languages, which convert it in a hybrid system that 
allows the inclusion of social networking features in educational environments, by 
specifying the relationships between the identified patterns. Such relationships are not 
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based on personal criteria, such as conventional human friendly relations, but it is the 
curricular needs of students, or that the teachers require for each educative process. 
Fig. 1., shows the system architecture and how it is included within the educational 
platform, which also allows browsing the identified educational patterns through the 
objects defined in the cloud. The different elements that compose it are:  

 

Fig. 1. System architecture, describe the creation of patterns related to the relationship educa-
tional system and social networks 

• Educative Patterns within Social Networks Cloud, it hosts the objects of the 
patterns required for the teaching-learning process, in addition to their opera-
tions. It also stores the relationships and objects created for the users of the 
system. This cloud offer publishing services, for this we use Web Services, 
which will contain the business logic, required for storing the pattern informa-
tion in the server. It is an XML file, which is identified by the ID fields, of the 
file, the Author and the Group. 

• CSchool is an educational platform for schools management [DUI 2012]; it 
includes the basic needs of the educational curricula and activities. This plat-
form communicates using Web Services for maintenance labors (yellow), and 
to keep the two systems synchronized with the users. Being a cloud system, 
we decided to create a composite bridge to facilitate the interoperability and 
communication between the different systems (orange). 



 Improvement of Students Curricula in Educational Environments 153 

 

• Reports Object produce a report patterns represented by the objects in the 
cloud, from there, depending on the user level, the reports that users have can 
be obtained. 

• Navigation Object, it takes users to visualize the patterns represented by the 
search criteria, which they may determine, from here after selecting the object 
users can proceed to view and edit the data. 

• Embebed Object for System Visor is the entry point from which users will 
see the objects in a session, activity or program. 

This architecture can perform a deployment, depending on the conditions of the cus-
tomer, as the specification and configuration of Web Services enable it to adapt 
quickly to any platform. 

6 Case Study 

The presented case study, defines the activity “Going to a Tour”, provided by the 
teacher of the 5th grade, of the “Collegio publico juan XXIII” school (Spain), this 
activity treats the area of knowledge of the environment, while performing a trip in 
the countryside, the collected data, by the students, is about the local wildlife. This 
activity involves the following points: (1) Students must collect the data, i.e. making 
pictures of the animals and plants, they find during the trip. (2) Students must perform 
a search of the species, making a classification of the same, performing a scheme of 
the found species, and finally, adding its characteristics. (3) Students share their in-
formation, with their peers, to get the greatest number of species. (4) Students should 
perform a work, where they can include these features, and make a presentation of the 
most prominent and the curiosities of the journey.  

Using the proposed system, the teacher defines the patterns associated to these 
points of the activity, these patterns are: (1) Starting the activity, information of the 
activity, objectives and core competencies to work with. (2) Data collection of ani-
mal/plant species. (3) Search for information of the collected data, using Internet (i.e. 
Wikipedia), students first identifies the species, and they complete it with the neces-
sary information. (4) Sharing of information about animal/plant species. (5) Process 
of the information by, preparing, adding, and formatting animal/plant species. (6) 
Process the data as a whole, to structure the information processed earlier, giving the 
students the opportunity to analyze the environmental setting found in the tour. (7) 
Prepare the presentation of the content. (8) Final grade and report to parents. 

Point 1 and 10, are common to all the activities, they come into two patterns, which 
do not really have any didactic work, they are management and administration pat-
terns, which prepare students for the steps to be followed, the end report to be given 
to the parents, and the store of the done work, by the students. In each of these pat-
terns added by the teacher, each activity goes through an evaluation and summative 
process, which corresponds to the level of achievement of the objectives, as the final 
grade result for each of these patterns. Each pattern contains a percentage value of the 
rating data, and a score of the achieved goals, based on the analysis of these data,  
the teacher views the evaluation of the educative process of the students. After the 
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evaluation process, the teacher closed the student activity, storing it for future refer-
ence by the other members of the educational community, and classifying it as curri-
cular structure, according to where it was created, and finally, generating a report to 
be sent to the parents. 

7 Conclusions 

The development of this document matches the needs that teachers have with the use 
of social networks. From the standpoint of teaching, these networks facilitate commu-
nication between users of the educative centers. From our experience in the creation 
of educative platforms, and our study of social networks, in the last few years [6, 9, 
13, 14, 15, 16], we found that there is a really need to incorporate necessary materials 
into social networks, for educative staff who use them, and at the same time, these 
patterns should be easy to use. So in a scenario, that describes the educational world, 
these patterns will represent the curricular activities, which require the needs of social 
networks and their tools to be carried out by the users. The set of elements that are 
hosted in the cloud, provides a social networking aspect of the curricular patterns 
interrelate with each other, timed and monitored by the teacher. In the other hand, the 
teacher controls all elements within the proposed educative social network, which 
allows the implementation of activities, following the patterns that the relations of 
objects establish. 

After launching this system, for its validation in an educational environment, the 
users with whom we have worked were teachers from primary and secondary school, 
the first problem we faced was when we named the words “social network”, thus, 
most teachers only associated it to “Tuenti” and “Facebook”, and the dangers that it 
entails. While in fact, we are presenting a networking of patterns, which will give 
users the feeling of being in a social network tailored to their working environment. 
Users define objects to interact with other unknown users, but the object itself is part 
of a community of objects that are defined by the users' needs, and these are the same 
for all system users. Relations between objects give full content to the provided pat-
ters to students and for its future growth.  

As a future work, we are studding the possibility of the inclusion of these activities 
and their scores on the students' personal curricula, to improve the whole educational 
curricula. By making use of intelligent agents, the system can make a selection of 
what goals and what core competencies require modification, to help teachers in their 
teaching process. 
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Abstract. In this work, we describe a promising approach to harnessing
human computation in mainstream video games. Our hypothesis is that
one of the best approaches to seamlessly incorporating harnessing with-
ing these games is by examining existing game mechanics and matching
them to meta-heuristic algorithms. In particular, we believe that the best
choices for early exploration of this problem are nature inspired meta-
heuristic algorithms for combinatorial optimization problems. In this pa-
per, we will describe the problem in more detail and describe two proof
of concept games that demonstrate the viability of this approach. The
first game is designed to be incorporated in Real-time Strategy games
within the resource gathering aspects of these games, and the algorithm
and problem that are used is related to Ant Colony Optimization and
the Traveling Salesman Problem. The second game explores a racing
game where the problem and algorithm are embedded in the numerical
characteristics of the racer such as speed, agility, and jump power. These
characteristics represent current solutions to different traveling salesman
problems, and the solutions are modified through training and mating
of racers; this is analogous to mutations and crossbreeding in genetic
algorithms.

1 Introduction

Hybrid computation systems that can take advantage of computation (or prob-
lem solving) skills of both humans and computation machines have the potential
to solve complex real-world problems that at present may be tedious human
tasks, challenging unsolved problems, or are complex tasks that no computer al-
gorithm has yet been created to solve. In the case of humans, we are able to make
decisions based on observed patterns and understanding of the big picture, but
we tire from monotonous tasks and are slow when dealing with low-level compu-
tational tasks. Computing machines, on the other hand, are tireless and accurate,
but are hard to program/design to process high-level concepts. The challenge is
merging these two entities so that humans enjoy the computation activity as a
game, and the overall system provides better solutions to the real-world problems
compared to an algorithm or human alone.

Ultimately, if we could harness human computation during the play of games,
then we would recycle a massive amount of thought that, currently, is directed
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purely to entertainment. With the linking of people via the web, we have a
human cloud that many have tried to harness for a number of tasks. Popular
crowd sourcing examples, such as Amazon’s Mechanical Turk (MTurk), and
human computing games (HCG [2]) such as Foldit [7] have shown some success
in harnessing humans for tasks. Still, mainstream video games (including casual
games) are played for at least an hour a week by 135 million people in the U.S.A.
according to Macchiarella’s white paper report [14]. That is a massive “thought”
resource that to this day remains untapped.

In this work, we describe an approach to harnessing human computation in
mainstream video games. Our hypothesis is that early approaches to incorporat-
ing harnessing withing games will happen by examining existing game mechanics
and matching them to meta-heuristic algorithms. In particular, we believe that
the best choices for early exploration of this problem are nature inspired meta-
heuristic algorithms for combinatorial optimization problems.

To test our hypothesis we, first, explain the challenges associated with in-
cluding HCGs in mainstream video games. Specifically, we identify how creating
isomorphs of problems for games and puzzles is particularly challenging.

We then describe two proof-of-concept games that demonstrate the viability
of our approach. The first game is designed to be incorporated in Real-time
Strategy (RTS) games within the resource gathering aspects of these games.
The algorithm and problem that are used as the HCG connection is related to
Ant Colony Optimization (ACO) [4] and the Traveling Salesman Problem (TSP).
The second game explores a racing game where the problem and algorithm are
embedded in the numerical characteristics of the racer such as speed, agility, and
jump power. These characteristics represent current solutions to different TSPs,
and the solutions to these problems are modified through training and mating
of racers; this is analogous to mutations and crossbreeding in genetic algorithms
(GAs) [9].

2 Background and Definitions

The Human Cloud (HC) can be described as a network of intelligence, connected
through existing systems like the Internet. Harnessing the HC has been done in
a number of projects in a form of crowd-sourcing, which is defined in this paper
as using the knowledge and effort of a large group of individuals. In particu-
lar, Human Computing Games (HCGs) have been used to harness the HC and
include games such as protein folding [7], picture identification [5], and other
types of human computation have been achieved without the game aspect such
as security camera searches [10] and searching for space dust [19].

HCG’s and other types of productive play fall under the greater domain of
games with a purpose (GWAP) (defined by von Ahn) and the general and con-
tested term serious games. Since von Ahn’s original work on a ESP [5], over 40
HCGs have been presented at conferences and in journals by a growing number
of researchers.

One of these games, Foldit has had tremendous success [7], it is a game de-
veloped to allow players to interact with complex proteins, attempting to solve
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one of the problems facing biological science - how to predict protein structure.
Foldit presents 3D abstraction of proteins and simplifies the chemistry behind
protein folding by making the problem into a game. It is clear to the user that
they are folding proteins as no abstraction is made, but users are rewarded for
their efforts by a driving goal to get to the top of the leader board. Foldit devel-
ops solutions that are better than those produced by machines by encouraging
competition between the 50,000+ players of the game and has been successful.

Most HCGs are projects with real-world problems and these problems are
presented in what we call the “direct form”. Users are aware of the real-world
problems since the game is presented in this manner, and the players are moti-
vated to help by competing against others for status or other direct incentives
such as money or recognition. The limitation of this approach is that only a spe-
cific problem can be solved in the direct approach, the game must be designed
from the real-world problem, and the larger potential population of game players
who just play for entertainment tends to be left untapped.

2.1 Isomorphs

Humans are able to make heuristic problem solving decisions based on observed
patterns and an understanding of the big picture, but we tend to tire with
monotonous tasks that are not motivated by intrinsic rewards, and we are slow
when dealing with low-level computational tasks. One of the major challenges in
incorporating HCG aspects into mainstream video games is how can we take a
real-world computation problem and map it into the game. More, importantly,
can this mapping be done in a way so that the problem being solved just seems
part of the game.

To achieve this, we must address what is called an isomorph. More specifically,
an isomorphic problem has multiple presentation formats at the surface level,
but are the same problem underneath. For example, a problem like mowing the
lawn requires that a mower be controlled to both efficiently cover the area that
needs to be mowed and avoid any live obstacles that might enter the mowers
path such as children or animals. An isomorph of the lawn mowing problems
could be a coloring game where the goal is to draw in an area without lifting the
crayon and avoiding random targets that might try to make you lift your crayon.
A similar term to isomorphing in the field of computer science is reduction.

Isomorphic problems have been of interest to cognitive psychologists, and
they have been used to help us understand strategical approaches people take
to solving problems [18], [13]. An equivalent problem example that illustrates
the basic concept of an isomorph is for tic-tac-toe. Zhang et. al. [22] show some
common ways of presenting tic-tac-toe, and we have replicated one of these in
figure 1. In figure 1, the number game is shown where players take turns at
picking a number (by coloring in a circle) with the goal of picking three numbers
to total fifteen exactly. This game is the same as tic-tac-toe, and the figure shows
how these numbers can map to locations on the tic-tac-toe board.



Metaheuristic Entry Points for Harnessing Human Computation 159

Fig. 1. How a number game of picking 3 numbers that make 15 is an isomorph of
tic-tac-toe board

2.2 Meta-heuristics Algorithms and Combinatorial Problems

Meta-heuristic algorithms are one type of algorithm used to solve combinatorial
optimization problems [15]. An excellent survey of some of these algorithms is
described by Blum et. al. [1] and these algorithms can be considered as guiding
a search through a search space with iterative improvements. Common meta-
heuristic algorithms include algorithms such as Simulated Annealing [12], Tabu
Search [8], Ant Colony Optimizations [4], Genetic Algorithms [9], and newer
ones such as Firefly [21] and Bees algorithms [16].

Blum et. al. [1] try to classify many of these algorithms and use various
categories. Of particular interest to this project is those that are classified as
nature inspired versus non-nature inspired. We believe that the nature inspired
algorithms may be easier to use as interfaces for good isomorphs. We think this
may be true based on the connection between human actions in nature, game
enjoyment and its relationship to our basic needs as described by Falstein in his
game design article, “Natural Funativity” [6].

Regardless of the classification, we hypothesize that meta-heuristic algorithms
are an excellent interface point to think of good game isomorphs that humans
can work with computers to solve real-world problems. Meta-heuristics have
been used to solve a number of classical problems such as the traveling salesman
problem, the quadratic assignment problem, and the timetabling and schedul-
ing problems. In terms of a tighter connection to real-world problems there are
too many applications to list here. Recently, at CEC 2011 a report was pre-
pared that lays out 15 problems to help evaluate evolutionary algorithms [3],
and these problems are in areas such as energy and power distribution, chemical
production, economics, antenna design, and aerospace.

The no-free-lunch theorem [20], suggests that there does not exist an algorithm
for solving all optimization problems that is generally on average better than
competitors. This means that choosing one algorithm over another is not that
important, but since our algorithmic based games will be a combination of human
and computer, we hypothesize that this theorem is still true, but the algorithms
aspects, which include how visualizations of the cost function are presented to
the gamer, will have an impact on the quality of solutions.
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Finally, some meta-heuristic algorithms are classified as nature inspired versus
non-nature inspired [1]. We hypothesize that these nature inspired algorithms
may be easier to use as interfaces for good isomorphs since there is a connec-
tion between human actions in nature, game enjoyment and its relationship to
our basic needs as described by Falstein in his game design article, “Natural
Funativity” [6].

3 Proof-of-Concept Games

In this section, we describe two games that we have developed to study how well
nature inspired meta-heuristic games fit within aspects of mainstream video
games. The section following this one will provide discussion on what we have
learned from these experiences.

3.1 Swarm-Miner for ACO in Games

Swarm-miner is a game that is inspired by the resource collection in RTS games.
The basic idea of our game is to have the human interact with resource collectors
in a game to improve the quantity of the collected resources (as reflected by
minimizing the cost function of the TSP).

The Ant Colony Optimization (ACO) algorithm is utilized for solving the
traveling salesman problem in this game. Without human assistance, the ACO
algorithm solves the TSP problem by simulating agents, ants, that investigate
paths with the simple heuristic that edges with higher pheromone levels are
more likely to lead to improved paths and thus are more likely to be chosen by
ants. As many ants investigate paths, the pheromone levels on those edges that
correspond to a path segment that is shortest are increased.

The objective of our Swarm-Miner game is to mix the solution of shortest
path with ACO and humans where the game player wants to find the shortest
path for as many maps as possible, thus improving the resource collection. Each
map represents, in theory, one of the areas that a resource collector in an RTS
game would be harvesting resources. In the proof-of-concept game, rank is deter-
mined by those users who have found the current best solution to one of several
puzzles hosted on a server. The game is intended to draw on human intuition in
order to assist the ACO algorithm in solving this difficult problem. Users utilize
various mechanics for altering the paths that will be searched and the likelihood
that a path edge will be incorporated into the algorithm’s search. Two of these
mechanics include doping and re-routing. The doping mechanic allows users to
change the pheromone level on an edge that is currently in the ACO optimal
path. The re-routing mechanic allows users to re-order the sequence of nodes in
which a continuous section of the optimal path follows.

While ACO is one of the most powerful algorithms that can be used to solve
the TSP, we have observed during the development process that user solutions
are usually equally or more optimal than those solutions that were found by the
algorithm computing idly (i.e. without human assistance).
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3.2 Monster Racer for GA in Games

Monster Racer is a third-person perspective video game where players control
a monster that competes in races similar in nature to Mario Cart. In addi-
tion to racing, players interact with their monsters by training them to im-
prove the monster’s racing attributes, which includes speed, agility and jump
power. This can be done by either training or breeding monsters which translates
to steps within a Genetic Algorithm (GA) operations, mutation and crossover,
respectively.

In the beginning of the game, a player’s monster starts with certain attributes
generated by the game. These attributes are actually directly related to the cost
function of a solution to an instance of a Traveling Salesman Problem (TSP).
For example, a specific TSP problem for speed is shared by all game players, and
the initial speed for a player’s monster is created by running a GA for a certain
number of generations with a unique random seed. Therefore, for this game, three
different GAs are run at the beginning, and each produces a solution to three
distinct TSPs. The cost function for these solutions is then used to calculate the
monsters attributes - agility, speed, and jumping.

As players compete in races, points are earned, which then can be used to
either train or breed a player’s monster. Training performs random mutations
on the current solution for an attribute selected to be trained. If training is
successful, in the back-end, the GA has found a better solution for the TSP
problem, and translates this solution as an improved monster attribute.

Breeding can also be done to improve a player’s monster. Players use allocated
points to look at other player’s monsters, and then the player chooses one of the
other monsters to breed with. Breeding is actually a series of crossover operations
using the genome of both monster’s attributes. If any of the crossover operations
produce a better solution, then the monsters attribute is increased accordingly.

As the game progresses, players compete in a traditional racing game, and at
the same time, through competition try to improve the abilities of their monsters
in a similar way that a GA behaves.

4 Discussion on Our Approach

Developing these two games has taught us a few important lessons about both
how to incorporate meta-heuristics as an entry point for HCGs in mainstream
video games and some ideas on how this field of research might move forward.

First, the isomorph of meta-heuristics algorithms into games is a reasonable
match. The choice of GA and ACO are algorithms that fit well with tradi-
tional game mechanics. Though the isomorphs are not seamlessly integrated
into games, they match well with game play. For example, Swarm-Miner repli-
cates the resource gathering stages in a classical RTS, but no modern game re-
quires micromanaging resource gathering. Similarly, monster racer incorporates
the GA through avatar characteristics, and the cross-breeding and mutation are
mechanics within the game, but the cross-breeding mechanic, in particular, is a
rare mechanic in mainstream video games.
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Second, the granularity of the HCG is small in comparison to how it fits in the
entire mainstream game. This means that HCGs in mainstream video games will,
likely, only be a subset of the entire game. This allows designers to consider sub-
problems of the video game as harnessing points for mini-HCGs. For example,
swarm-miner represents only the resource mining stage of a much larger RTS
game.

Third, the creation of HCGs and crowd sourcing systems lacks a framework to
aid in the development, aggregation, and quality control of such solutions. Both
of these games took a significant time to create even in their proof-of-concept
form. There appears to be a major opportunity to create a crowd sourcing frame-
work that would allow researchers to quickly design their ideas and experiment
with them. In particular, as these systems develop there are three issues that are
interesting as research questions, but require significant infrastructure develop-
ment.

– User action tracking: as we attempt to understand how hybrid systems solve
problems differently from traditional computational methods there is a need
for user behavior tracking. For example, Foldit observed users and created
new and more efficient automated algorithms based on their solutions [11]

– Aggregation: as identified in Quinn et. al. [17], there is a need to collect
answers into a global solution. The question remains, what are the most
efficient methods to do this as these systems scale in terms of users?

– Quality control: also identified in Quinn et. al. [17], there is a need to regulate
the solutions provided by users to protect the system from poor and bad
behavior.

To test even one solution in this space is very difficult, and a framework that
speeds up this development would provide a significant step forward in this area
of research.

5 Conclusion

In this paper, we discussed the benefit of creating HCGs defined by meta-
heuristic algorithms to harness human computation in mainstream video games.
In particular, we described two proof-of-concept games we have developed that
test out our ideas. From these experiences we have learned a few important
lessons, and describe how a framework for crowd sourcing applications (both
games and non-games) would benefit future research in this domain.
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Abstract. This paper proposes and describes the Project Awareness
System (PAS) which is designed to improve the awareness of projects
and project participants within and beyond organizational borders. The
aim of this system is to increase the visibility of projects, so that users
can easily find interesting ones and contact their participants to increase
communication, collaboration and reuse of project results. The system
enables an organizational unit to easily store project information at a
central place. It does not impose strict rules regarding what data about
projects can be stored. In this way strongly heterogeneous project en-
vironments can be mapped. The system offers its users extensive search
mechanisms to find the projects they are looking for. The PAS addi-
tionally supports federation of multiple instances. The user can browse
through the projects of multiple organizational units and organizations
at one place, while each unit stays in full control of its data.

Keywords: CSCW, collaboration, project awareness, virtual communi-
ties, education.

1 Introduction

Projects and their results are the essence of our work. They help us to proceed,
build upon established work, improve it and create something new. They serve
as sources of inspiration. They help us to learn and to develop, to gather and
share knowledge. In the best case, they create a durable value for the community.
Projects can only achieve most of these benefits if they are visible, accessible and
sustainable. With these attributes, the value of a project rises or falls. If it is not
possible for others to become aware of a project, find it and access its contents or
at least be able to contact its authors, it looses a great deal of its real potential.

For example, how do you find a master thesis, a scientific project or a capstone
project in your own department? What if you only have a few keywords for your
search? How can you find out if such or a similar project already exists at a
different institution so you could share knowledge, build upon existing results or
even work together? Only a fraction of active and finished projects have got a
website which could be indexed by a search engine. So how are we able to avoid
carrying out the same small projects again and again instead of working together
on something big and new, if there is no reliable way to find similar projects?
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Why do most projects start from scratch instead of building upon something
which already exists or improving it? How much more could we accomplish if we
knew what other institutions, staff members or students are working on, if we
had the possibility to work together and learn from each other?

Our paper describes the so-called Project Awareness System (PAS) which we
designed to answer these questions. The proposed system mainly focuses on aca-
demical and/or open-source environments for research or software engineering
projects, but it may also be applicable to other environments and projects. Its
primary aim is to make projects visible, accessible and sustainable to protect
and enhance their value. The PAS therefore stores information about projects
of an organizational unit at a central place and offers this information through
well-defined interfaces. The PAS acts as an easy to use, uniform project portal,
offering a project portfolio of the organizational unit independently of its in-
ternal project culture and infrastructure. It offers interfaces to store and access
project information either manually or automatically. In its core we define a
project description language to store the different project attributes. Using this
representation, projects can be managed, assessed and found.

1.1 Motivation and Aims

There were three main motivations to create the PAS, partially contained in the
aforementioned questions of the introduction:

1. Keeping Track of Your Own Projects. Over the years you will probably
carry out a multitude of projects and it may be hard to keep track of them
all. For example, just creating different folders in your file system to store your
project information limits you in the way you sort your projects and therefore,
in the way of finding one by special criteria. Usually, you will only be able to sort
them by one criteria in different folders, e.g. their creation date. But you will
have to search through all of them if you are searching a project which uses a
special technology, or in which you worked with a specified person. Additionally
no one else will be able to get to know what you have worked on.

2. Awareness for Projects of Your Organizational Unit. Apart from knowing
and finding your own projects, there is probably a multitude of projects carried
out at your organizational unit. Most of the time, apart from the project teams
themselves and their “customers” there are not many persons who are aware of
these projects, at least this has often been the case in our department. Projects
may exist in quite different environments: Some may only exist on paper, some
may use a Subversion or Git repository somewhere, some may use a project
management service like Trac or Redmine and some projects may even be hosted
on the Internet. Consequently it is impossible to be aware of many of them.
But by not knowing which other projects exist or existed, great chances are
lost. Being aware of the other projects may lead to more communication and
collaboration. It may lead to more motivation, because projects are visible to
others. It may also help to shape the spirit of the organizational unit, because
everyone is able to see the achievements of her or his colleagues.
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3. Finding Specific Projects in Your Organization and Beyond. Finally, the
most important thing is finding projects. We cannot stress this point enough.
There can hardly be any real progress if we are not able to easily find the
projects of others. Every time someone starts a project, she or he has to look up
if something similar has already been done or is being done at the moment. In
both cases, synergetic effects could be utilized, efforts could be shared, help could
be offered – but only if it is possible to find these projects. Again, some projects
only exist on paper, some only on the computers of their participants, some
are available on servers of their organizations and some are hosted at different
Internet services1. How to keep track of all of them? At the moment our answer
to that question is: You simply cannot. Even not in your own organization. You
may conduct a search, but probably you will only find a fraction of the work,
which has been done. And this has to be changed.

The aims of the PAS are therefore: Firstly, to be a central point of information
for projects, offering a project portfolio of its organizational unit or organization
and enabling its users to easily and extensively search for projects, to increase
the visibility and sustainability of projects and to promote collaboration and
reuse of results. Secondly, to be able to be used in a federation of systems, so
that this single point of information may even exist for multiple organizational
units, organizations or also at higher levels. And finally, to be able to be used
with a minimum of effort and therefore being as simple as possible. This also
means that everything has to be done to automatically keep the managed data
up to date and valuable.

1.2 Related Work

Several authors have already done research in how to improve project awareness
in project teams, like in [6] where dashboards and feeds are used or in [1], [2]
and [3]. Our approach tries to increase the awareness also beyond project teams.

Majumdar and Krishna investigated in [4] how to utilize social computing
implications for virtual teams, which is also a foundation for our work. Ohira
et al. described a tool in [5] to improve knowledge collaboration on the base
of project hosting sites, which is also an aim of us, while we use a different
approach.

1.3 Structure

In Section 2, we are going to describe the architecture and functions of the PAS in
more detail to show the challenges it faces and the benefits it may create. We will
start by giving an overview of the system and its architecture. After that, we will
look into the main features of the PAS – namely its data model, its interfaces and
its federation support – and discuss aspects of their implementation. Finally, in
Section 3, we will sum up our findings and critically review our proposed system:
its weak points, potential and our future work.
1 Services like e.g. Google Code, Sourceforge, GitHub, Gitorious, CodePlex, Alioth,

GNU Savannah, Assembla and JavaForge just to mention a few of them.



Project Awareness System 167

2 Description of the PAS

In the following section we will describe the Project Awareness System. After
discussing some general considerations, we will show an overview of the system
architecture and explain the main ideas of the system in greater detail.

2.1 General Considerations

During the design of the system, we tried to follow two design goals: simplicity
and usability. Like with many CSCW-systems, which are mainly used as a free
choice by their users, the biggest challenge in implementing the PAS lies in the
acceptance of its users. So from the beginning on, the system has to enthuse its
users and give them a direct reward for the additional work they have just to
use the system. Only in this way the accumulated data of projects can reach
a critical mass at which it itself generates a surplus value for the users of the
system. From this point on, the managed project data creates an appeal to use
the PAS, as long as the quality of the data is high. We already identified two
significant risks for the implementation: On the one hand, the system must not
impose too much work for its users; in contrary, ideally users should not be
forced to do any additional work at all. On the other hand, it has to be ensured
that the managed data meets certain quality criteria. E.g. the data has to be
accurate and up to date. Both points show how essential it is that project data
can be managed by the system in an automated manner. Therefore it is crucial
that the system comes with a well defined automation interface which can be
used to automatically insert and update data.

To reach a high usability it is crucial to consider the most important factor of
the system with much attention: humans. The user interface has to be simple,
intuitively to learn and to use, and should return a direct surplus value to the
user for every caused effort. The main user interaction, apart from creating and
updating project data, will be the execution of searches. These searches must
be very customizable to be able to search for projects through different criteria
and considering that project data may be dynamic.

Finally, the system should not impose any constraints on the project data it
manages. It has to be able to dynamically manage new data structures, because
it would be impossible to describe all possible project attributes beforehand.
Projects are too different by their definition. There may be useful templates for
different project types (we specified a template for software engineering projects),
but users of the PAS should not be limited by the use of such templates. There-
fore users have to be able to add special data to their project descriptions. And
users should not be forced by a template to provide data which does not make
sense for their concrete projects. The system has to dynamically store and man-
age dynamically added data, making it as visible and easy to search for, as if it
were a part of a well-defined template.
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Fig. 1. PAS Architecture and Usage Overview

2.2 Overview of the PAS

The PAS can be seen as a specialized project database at a central well-known
place in an organization, which offers easy to use interfaces. An overview of its
architecture and usage is illustrated in Figure 1. As you can see, the system
offers three different interfaces to realize its functions:

1. A user web-interface where human users have access to all the functions of
the system, like searching for projects, creating new projects or updating them.
The system can be accessed from inside of the organizational unit or, if desired,
also from other networks or even the Internet. The web interface also acts as a
project portfolio for the organization. Project teams which conduct traditional
local or paper based projects can use this interface to publish and update their
project data. In contrast to that, project teams which are already using CSCW
support tools should use the automated approach, which is offered through the
automation interface.

2. An automation interface, which enables automated clients to use the sys-
tem. These clients can be used to automatically create and update project data
from other project supporting systems. For example, a plugin for project man-
agement tools (like e.g. Redmine or Trac) can be written to automatically insert
and update project data into the system at regular intervals, ensuring the ac-
tuality and correctness of the data while unburdening the users from all work.
This interface can also be used to implement individual client software to further
simplify the use of the system for special groups with common projects and to
adapt even more to special requirements.

3. A federation interface which enables multiple PAS instances to be hierar-
chically tied together in a federation and synchronize their data. This makes it
possible to offer a single point of information for multiple PAS instances while
each of them retains its sovereignty.

We are currently in the process of developing a well-engineered
default-implementation of the system after having finished a prototypical im-
plementation as a proof-of-concept. The default implementation has to be ready
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to be easily deployed at other institutes and therefore has to meet very high
quality criteria. We use simple standard technologies and methods for the im-
plementation. In this way the deployment, operation, maintenance, adaption and
further development of the system is not burdened with complex technologies or
requirements:

– The PAS follows the well known three-tier client-server architecture. The
PAS server is implemented as a servlet, which uses a MySQL-database to
store all project data. The servlet may run in a standard servlet container
like Apache Tomcat; it does not need a full enterprise application server.

– We use HTTPS as a transfer protocol for all interfaces. This ensures that
all data is transferred encrypted and that the source of information can be
trusted.

– The web user interface is realized with the Google Web Toolkit, which allows
to write simple Java code for the client side which is compiled into JavaScript.
In this way, the potential of dynamic JavaScript at the client can be utilized
while only having to deal with simple Java code in the development. Using
this approach a far more sophisticated user-interface could be implemented.

– The automation and federation interfaces use REST over HTTPS for their
communication, data is encoded to JSON. This makes it easy to write other
software (for example individual clients or plugins to update data) which is
able to communicate with these interfaces in many different programming
languages.

– User authentication is done via LDAP, so that we could reuse existing user-
databases of the organization. This may be a point which has to be adapted
for the use in other organizational units, where LDAP is not a choice.

After this overview of the system architecture and its implementation we are
now looking at the heart of the system: the data model which is mainly used to
store the heterogeneous project meta data.

Data Model. To begin with, each PAS instance is attached to the domain of
the organizational unit for which it is used. In this way, every project created in
an instance will share its domain. As mentioned before the PAS currently does
not have a user-database for authentication itself and uses an existing one via
LDAP to reduce the administrative work and complexity of the application.

The most special requirement in handling the actual project data is the fact
that from the point of the PAS it is unclear which data will later be used to
describe a project. This is because of the diversity of projects and project en-
vironments (like supportive tools and systems). So the PAS maps project data
into so called project attributes, which are named with a dot-notation to struc-
ture them. Table 1 shows a simplified list of attributes for the default project
template which the PAS currently offers. This template is meant to only be a
help, just very few attributes are mandatory (like project name, description and
status) for a project, and further attributes can be added is necessary and can
also be structured with the dot-notation. The challenge is to process this addi-
tional data seamlessly in the application and intuitively integrate it in the user
interface, which we will investigate further in the next subsection.
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These attributes are stored in the MySQL-database for each project, along
with some additional information:

– The database also stores a list of each known attribute together with a de-
scription of it. This description is shown to the user when she or he selects the
attribute and enters an attribute value. For dynamically created attributes
the users are able to enter descriptions themselves.

– Additionally, each project attribute instance is saved with a modification
time. This becomes important for the realization of the federation function,
because with this information only attributes have to be synchronized be-
tween PAS instances which actually changed since the last synchronization.

– Finally, category trees are saved in the database. They make it possible
to create hierarchical ordered categories which can be used to classify the
project. The user interface is then able to show which project belongs to a
category or its subcategories and lets the user browse through them. As the
concrete categories strongly depend on the conducted project types, these
trees will probably differ from organisation to organisation.

One thing which is currently not implemented, but could be sensible for the
future, would be to make it possible to store images and files directly in the
PAS. At the moment only links to images and files can be stored. But it would
probably improve the user experience if users would be able to upload project
related images, icons and files directly. In this way, project results could also be
preserved for the future, e.g. even if the project homepage goes down one day.
On the other hand, it has to be weighted out if this functionality does not make
the system to complex and if it is the duty of the awareness system to host files.

Table 1. Overview of the Main Attributes of the Default Project Template

Attribute-Group Attribute

general name, shortName, description, shortDescription, homepage, logo,
screenshots, maintainer, team, licence, creationDate, language,
news, identifier, visibility, federation

classification domain, organization, status, tags, categories, operatingSystem,
programmingLanguage, technologies, predecessorProject, succes-
sorProjects, dependencies

social ratings, reviews, views, likes, followers

tools vcs, downloads, wiki, forum, faq, mailinglist, tracker

In the following we will shed light on some of the interesting aspects of the
three interfaces of the PAS. All of them have to deal with dynamically created
data, which is especially a challenge in the web user interface to nonetheless
create an intuitive user experience.



Project Awareness System 171

Web User Interface. The web user interface is realized with GWT to create
a dynamic and rich user interface with the flexibility client-side JavaScript of-
fers. However, this flexibility is really needed to realize different functions, for
example:

– When creating a project, users are able to select attributes from the default
project template and from dynamic attributes which were used in other
projects. To do this efficiently, the possible attributes are ordered in a tree,
which maps the structure of the dot-notation of the attribute names. In this
way, the users can easily and quickly navigate to attributes. Every time an
attribute in this tree is selected, its description is shown and the user is able
to enter a value for the attribute and save it. Additionally, the user can use
a filter through a text box if she or he knows a part of the attribute name,
or can even add a new attribute to the project, which is not in the tree.

– The search also benefits from the possibilities of dynamic web pages. There
the user can dynamically add filters to create complex searches with just a
few clicks and keywords. The user can choose between the attributes and
combine them with operators (equal, not equal, greater, lower than) and
values to easily create queries. For example, she or he could search a project
which contains a special keyword somewhere in its attributes, has an active
status, was updated not more than a few days ago, uses a special technology
and has a higher rating level than a specified amount. This can only be
realized in an intuitive way with a smart and dynamic web page.

– The user has to be supported whenever possible. Therefore the system sug-
gest possible values in a list for an attribute whenever the user is about to
enter an attribute value and also tries to complete the users input. To do
this in a sensible way, the PAS looks up the frequency of attribute values
in managed projects and if this frequency is higher than a certain thresh-
old, it proposes the value. This is meant to get more sensible input, because
sometimes the user may have the possibility to express an attribute value in
different ways. But if she or he can choose a value from this list, it is more
likely to be the same when it should be.

– The system also has support for several social functions to increase the qual-
ity of the managed data and to enable more search options for its users. It
counts how often a project has been viewed by users; it lets users comment,
rate and like projects; and it enables users to follow a project, so that they
will be informed of changes of the project meta data.

Finally, data privacy may be a concern of the web interface. To protect email
addresses, they are not shown in the interface. Only a form is shown, where a
message can be left. A user can only be contacted through the system, when the
sender has a validated email address. The recipient may also mark messages as
spam whereby the administrator of the system is contacted who can take care
of further actions.

Automation Interface. The automation interface is offered via REST and has
largely the same functionality as the web user interface. Its main purpose is to be
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Fig. 2. Federation of Multiple PAS

used from plugins, which could be written for and installed into project support-
ive software like Trac, Redmine, Allura and others. These software tools already
manage projects for their users and could easily and automatically update the
project data at regular intervals to the PAS with such plugins.

Additionally, special clients for the PAS could be written using this interface
to further adapt the system to specific organisational needs.

Federation Interface. The federation interface allows multiple PAS instances
to hierarchically share their project information at different levels, which is il-
lustrated in Figure 2. For example, a PAS at the institute level federated with
the PAS instances of its organizational units would be able to list all projects
from all its units, enabling its users to share a single point of information for all
projects. Ideally, the vision is that these federations grow as much as possible,
so that all projects of a kind are finally available at a single point.

The federation is realized through regular synchronisation of the project meta-
data databases. For example, if a PAS from a department A like in the figure is
the child of the PAS from organisation A, then a federation user has to be con-
figured in the department PAS. With this user, the organisation PAS regularly
connects to the department PAS and synchronises a special part of its database
with it. This data is used to offer information about the department projects. In
the synchronisation process only projects which permit federation are processed.
From these projects only attributes are transmitted which have changed since
the last synchronisation to minimize bandwidth.

3 Conclusion

In this paper, we identified the need to be aware of other projects. We drafted
the possible benefits from being able to be more aware of the projects which are
carried out at your own organisation unit, organisation or even world wide. This
is especially true if the projects are academically or open-source and therefore,
want to create common values. Only if we have a reliable way to find these
projects, we will really be able to build upon each others work and to realize
even higher aims together.
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To solve this problem, we introduced the PAS, which would enable organisa-
tions to collect their project metadata at a central place and even share them
with others. It mainly depends on the acceptance of its users if the PAS is able to
realize the aforementioned benefits. There still has to be done work to finish the
default implementation and start to use the system. Many aspects of the system
have to be further investigated and optimized using feedback from its users, so
that everything is done to reach a high acceptance and to create a really useful
and usable application. Usage studies have to be conducted with the first ver-
sion. Other project supporting systems which offer portal functionality have to
be investigated more closely, to further optimize the system and develop it into
a form where it could become appealing for great accepted project supporting
systems like GitHub, GoogleCode or SourceForge. Hopefully they will want to
share their project metadata via a common interface, making them all together
easily searchable instead of creating separated islands of information. And if that
aim is finally reached someday, it probably will not matter if the used system is
an successor of PAS or something else.
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Abstract. Although the enterprise and education are very different sectors of 
activity and have diverse research traditions, this review argues that there is a 
benefit to be derived from comparing research work across the two settings. A 
thematic analysis of research literature collected for the two fields was under-
taken, and a generic framework of uses and risks of microblogging produced, 
which is the main contribution of the paper. Two of the main aspects of mi-
croblogging in organisations are found to be communication and awareness; 
and in education the main aspect is learning. Some of the ideas about how to 
use microblogging are potentially useful for the other context, particularly the 
concept of awareness from the organisational literature. While the organisa-
tional literature has a major focus on risk, this appreciation is far less devel-
oped in the educational context, increasing such an emphasis would increase 
impact on employability. 

Keywords: Microblogging, Enterprise microblogging, Microblogging in 
Higher Education, Twitter, Yammer. 

1 Introduction 

The number of active users on Twitter has increased beyond those predictions made 
by Bennett (2012), where it was suggested that Twitter would have more than 250 
million active users by the end of 2012. Microblogging (MB), on Twitter and using 
other tools such as weibo and yammer, is the most recent social phenomena of Web 
2.0 (Hauptmann and Gerlach 2010) enabling users to broadcast information about 
their activities, opinions and status, as well as to receive quick notifications (Günther 
et al. 2009; Java et al. 2007; Zhang et al. 2010). Users can stay connected to their 
friends, family members and co-workers through their computers and mobile phones 
(Huberman et al. 2008).  Inevitably the phenomenon of microblogging has already 
attracted much research interest.  

The use of microblogging has been investigated across a number of contexts by 
researchers, such as a learning tool (Ebner and Maurer 2009), describing phenomenon 
(Huberman et al. 2008), for facilitating collaborative processes among employees 



 A Comparative Review of Research Literature on Microblogging Use and Risk 175 

(Riemer et al. 2011a), as a form of electronic consumer word-of-mouth (Jansen and 
Zhang 2009) and in professional communities of practice (Dunlap and Lowenthal 
2009). Some other research attempts to identify global patterns in Twitter usage, 
without recognizing differences between contexts (Java et al. 2007). But most 
research to date has been limited to a particular sector of use.  Research that explores 
experiences across different sectors is rather lacking. 

The present study explores the value of a comparative literature review. It com-
pares the literature on microblogging applications in two different areas, namely, 
Enterprise Microblogging (EMB) and in Higher Education (MIHE) with a view to 
integrating understanding across the two domains, be that copying practices between 
sectors or emulating theoretical viewpoints.  

More formally the research questions that the review sought to answer were: 

1. What does the research literature tell us about how MB is being used in the two 
contexts? 

2. Which practices in use could be borrowed between the sectors? 
3. Which theoretical perspectives and methods might be borrowed between sectors? 

2 Methodology 

The review is based on a thematic analysis of peer reviewed research literature 
collected in October 2012. The collection comprised around 30 papers on enterprise 
microblogging (EMB), defined as use of microblogging primarily with internal audi-
ences behind the firewall. Around 25 papers on microblogging in Higher Education 
(MIHE) made up the rest of the corpus. The literature was identified through special-
ized journals and conference proceedings database for research publications. For 
EMB these included the HCI conference, Information Systems conferences, Interna-
tional conference on Collaboration Technologies and Systems, Information security 
management conference, Business and information systems engineering, IEEE and 
ACM. For MIE, these included ERIC, Sage journals online, relevant e-learning con-
ferences, such as ALT-C, ASCLITE.  Additionally, web of sciences was used, using 
keyword searches on terms including: ‘Microblogging’ ‘Twitter’ ‘Yammer’ ‘Social 
Media’ ‘Web 2.0’ ‘Higher Education’ ‘Enterprise’. The selection criteria included 
articles that contained the description, methodology, trials, results of the use of mi-
croblogging in EMB and MIHE.   

For the EMB literature, the researchers found the first paper to be published in 
2009. Most of the research to date has been published about examples from the USA 
and Europe and have been about uses in large organisations, often IT consultancies.  
They are typically of single case studies, rather than surveys of a number of organisa-
tions or a whole industry sector. Typically the research is the result of trials of mi-
croblogging tools internally. Much of the research in MIHE has centred on integration 
of microblogging in educational systems, particularly use of Twitter to support learn-
ing and teaching in higher education. Research on MIHE was mostly published in 
USA and Europe, with the first paper in 2008. Most of the publications have been 
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experiments on the effects of microblogging in learning and classroom activities, and 
single case studies, rather than a comparison between several classrooms or activities.  

Thematic analysis was carried out by the researchers. Relevant themes were iden-
tified from both literatures focusing on uses and risks. These themes were then ana-
lysed and cross-compared repeatedly for consistency and validity. The thematic 
analysis led to the development of a generic framework identifying themes of the uses 
and risks of microblogging in the two settings (Figures 1 and 2).   

The two literatures from which the papers are drawn have their own distinctive 
theoretical traditions, methods and terminology and clearly the two sectors have very 
different underlying purposes, yet it is hoped that the common framework allows 
useful comparisons to be drawn between the two fields.  

Discussion/
Communication

Awareness/
Sense of 

Connectedness

Class/Event 
Announcement

Sharing 
Knowledge/
Information

Learning

Reputation 
Management

Record 
Information for 

Future

Forming 
Relationships

Coordination

Learning 
Community 
(Formal and 

Informal)

Sustained 
Interaction and 
Engagement

Collaborative 
Learning

Mobile Learning 

Reflective Thinking

Ask respond/
question

Class/Event 
Announcement

News 
Distribution

Sharing Social 
Information

Release 
emotional stress

Clarification

Feedback on 
Ideas

Themes found in Organisational Microblogging Themes found in Educational Microblogging

Main Theme

Sub-theme

Organisation

Education

Relationship

Key:

 

Fig. 1. Thematic Framework of Microblogging Uses in Organisation and Education 

3 Discussion 

The research reported in this paper made a comparison between companies’ use of 
microblogging for business directed purposes (i.e. marketing, project management 
and collaboration) and higher education uses to improve quality education outcomes / 
enhance pedagogy system (i.e. teacher-student interaction, promoting social media 
tools, academic professional development). It demonstrated the falsity of the percep-
tion that most Web2.0 technologies are being used mainly for personal purposes such 
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as for socialising, networking and interacting with friends. As Hannay and Fretwell 
(2011) have argued Web 2.0 has great potential to be implemented in higher educa-
tion because these technologies provide substantial implications enable interactivity, 
excite learners, and foster greater student participation. Likewise, many companies 
are investing on Web 2.0 tools for internal employees’ communication and collabora-
tion (Faroughi 2011).  

Given the very different contexts and differing theoretical traditions in the two 
areas there might be a view that a comparison would not be likely to be fruitful. It is 
argued here, however, that there is considerable benefit in comparing literatures from 
two different settings, although researchers in different fields tend to use different 
theoretical frameworks and methodologies and this may make comparison hard.  

Making the comparison has led to the development and evaluation of two generic 
frameworks, which together are the main contribution of the paper. By placing a 
number of works in such a simple, visual generic framework differences and gaps in 
the literature can be identified. A number of benefits arise from such a comparison, 
both in identifying practices that could be transferred between contexts and theoretical 
and methodological approaches for researchers. The framework also could be 
expanded for a review across other contexts.    

As regards Figure 1, and uses of microblogging, the framework identifies several 
areas which have been investigated in both literatures such as 
discussion/communication, knowledge sharing and reputation management (Riemer 
et al. 2011a; Zhao et al. 2011; 201; Kassens-Noor 2012; Grosseck and Holotescu 
2008; Ross and Terras 2011; Valetsianos 2011). Themes only found in organisational 
microblogging are forming relationships and coordination. Awareness/sense of 
connectedness through microblogging has also been an influential concept in 
organisational contexts (Zhao et al. 2011; Günther et al. 2009) much more than in 
educational settings, but seems to be potentially applicable there too. This illustrates 
how in some areas similarities are masked by different terminology. Arguably, 
Dunlap and Lowenthal’s (2009) exploration of social presence in the MIHE literature 
relates to the widely used concept of awareness from EMB literature. Nevertheless, 
on the whole the perspective of awareness seems to be under-developed in MIHE and 
could probably be usefully applied to a greater degree there.  

The majority of published studies in education have focused on Twitter to support 
learning in higher education. Themes of uses found in educational microblogging, but 
not in the organisational context, are learning community (Dunlap and Lowenthal 
2009, Ebner and Maurer 2009), sustained interaction and engagement (Dunlap and 
Lowenthal 2009), collaborative learning (McWilliams et al. 2011; Perifanou 2009), 
mobile learning (Holotescu and Grosseck 2011) and reflective thinking (Wright 
2010). It might be beneficial for organisations, therefore, also to conceptualise mi-
croblogging as a learning tool. For instance in education, learning community (formal 
and informal) stresses the value of continuous communication about work regardless 
of the location and time. Mobile learning can also be encouraged in organisations 
more, for encouraging with employees to build a learning network. These microblog-
ging uses might have applicability in the corporate sector too. 
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Risks (see Figure 2) identified in the enterprise microblogging litera-ture were 
difficulty/unfamiliarity in using microblogging (Grit 2009; Grosseck and Holotescu 
2008), distraction and (Case and King 2010; Raeth et al. 2009) wasting time (Günther 
et al. 2009; Othman and Siew 2012), and noise- to-value ratio (Raeth et al. 2009), 
privacy of the users (Mayfield 2009), security concerns (Grosseck and Holotescu 
2008; Zhang et al. 2010) and length restrictions (Ebner et al. 2010; Riemer et al. 
2011).  As regards risks, the analysis identified that there was less concern with risk in 
the literature of microblogging in education, compared to the preoccupation with the 
topic in the organisational literature. This may be because educational uses are in their 
early stages, but seems to reflect a greater all round consciousness of risk in 
organisations. This comparison suggests the argument that educators are not intro-
ducing users enough to the possible risks of microblogging. The focus on positive 
uses does not expose users to the same sense of risk. In terms of future employability 
in organisations (Foroughi 2011), learners could be introduced to the risks of mi-
croblogging as a more central issue, even if this was through creating exercises that 
explicitly place learners imaginatively in organisational contexts.        

 

Fig. 2. Thematic Framework of Microblogging Risks in Organisation and Education 

The review also identified a number of possible guidelines and policies to address 
such risk concerns, mainly developed within the organisational literature. For in-
stance, continuously emphasizing the usefulness of internal systems (Othman and 
Siew 2012) and providing training for early adopters and users (Raeth et al. 2009) is 
proposed as a way to help reduce difficulty/unfamiliarity in using microblogging 
(Lowe and Laffey 2011), distraction (Case and King 2010) and issue of time (Müller 
and Stocker 2011; Ehrlich and Shami 2010; Günther et al. 2009). Also, in terms of 
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security Mayfield (2009) suggested that there should be privacy restrictions on con-
tent, and documents and workspaces should be provided for users to only view 
activities they should have access to. These aspects could be introduced in the 
educational context too.  

The review also points to some lessons for researchers in terms of methodology. 
On the whole the EMB literature uses a wider range of methods: logs, social network 
analysis, genre analysis, interviews and questionnaires. Sometimes information about 
staff members can be matched to their microblogging activity. MIHE tends to use a 
narrower range of methods. Small class room studies tend to have quite restricted 
sample sizes and duration. Reference to the EMB literature could inspire researchers 
to undertake larger scale more longitudinal studies. In fact, both literatures are rela-
tively limited in these terms. 

4 Conclusion   

This has been the first review that we are aware of which has concentrated on the uses 
and risks of microblogging technologies in two different contexts of organisation and 
education. The comparison of literature on microblogging in the two sectors has led to 
the development and evaluation of a generic framework, which graphically presents 
its use and risks. The framework could also be a useful guide for other researchers to 
explore issues around microblogging in different settings, such as educators using 
microblogging for research or use in professional contexts. The framework is 
hospitable to expansion. Understanding of the ways microblogging can be used most 
effectively can lead to sharing of best practices. It is helpful to researchers to see how 
different theoretical concepts and research methods might be deployed in another 
context. The framework might also be used for comparing other technologies apart 
from web2.0/microblogging.  
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Abstract. Creating applications that focus on students to make them understand 
the value of society, and to be an active member of it, is important, as it is 
needed to educate them correctly in academic environment, near to the formal 
learning process applied till now. For this in this paper we present a platform 
named “Being Example: A different kind of leadership” that encourage students 
to participate and communicate with all the school students to interchange and 
discuss educative problems they have. “Being example” platform is the exten-
sion of the presented platform “Looking for Leaders”, it encourages students to 
be leaders, by performing good actions and promote their peers to follow them, 
and not to just because of the skills they have.  

Keywords: Educational Systems, Social Networks, Human-Computer Interac-
tion, Students Behaviors, Secondary Schools, Educational System Evaluation. 

1 Introduction 

Students often demonstrate their desire and ambition to succeed in their studies, in 
order to be rated by their teachers, parents or managers [1]. The idea of this paper is to 
improve the methodology for secondary schools to introduce online social networks 
as a part of their system, and to offer services to the educational community (students, 
parents and teachers) for the construction of a training school experience that allows 
the development of values, attitudes, socio-emotional skills, and ethical standards [2].  
As a result, this creates a social life where all members of the educational environ-
ment participate, share and develop completely. From one side, students will learn to 
be citizens, how to vote, and to be responsible for the improvements and changes of 
their own educative system; under the supervision of the management team of the 
center and the school board. This methodology intends students to have responsibili-
ties through their participation (voting, debate, leadership, etc.) in their own school 
system. 
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The improvement comes to give answer to several surveys that were done after us-
ing the prototype presented in [2]. Its main improvement   reside in adding a new type 
of leadership concept, not by calling leader to some users but by pointing them as an 
example for one or some of the student’s actions. 

This article consists of 5 sections: starting with the introduction, followed by the 
state of art. Third, we discuss one of the surveys that were done to the students (look-
ing for weaknesses). The fourth section presents the new added functionality. Finally, 
we end the paper with the conclusions and future work. 

2 State of Art 

According to Danah Boyd [3], social networks are Websites that give users a range of 
services based on Web technologies that allow individuals to: build a public or semi-
public profile with relationships system, to have a list of other users with whom they 
share a connection, and finally, view and navigate through the list of users' connec-
tions with those who share a connection in the system. The shape and nomenclature of 
the connections listed above vary from one social network to another. 

2.1 Social Networks in Secondary Schools  

In education, the ability to keep in touch a large group of students is the first characte-
ristic that high schools should take advantage of. When teachers make use of Internet 
technologies in their teaching process, especially when they have a large number of 
students; raise the effectiveness of the educational task, thus, this variety in the 
sources of information for teachers and students, since both groups are forced to visit 
a large number of resources (blogs, wikis, etc.) that contain all needed information 
and at the same time cross students data. For this, it is the perfect medium, for teach-
ing / learning environment, which push these blogs to be widely used in education, 
and because of the multiplicity of subjects, teachers and students who live together in 
one or several schools [4]. 

The social networking phenomenon is growing, especially in recent years, in paral-
lel with the development of services and tools called Web 2.0. What sets this system 
mainly from its predecessor, Web 1.0, is a communicative paradigm shift, where the 
user of the network goes from being a consumer of content to participate in building 
and developing them. For these reasons, in our case for students in education systems, 
we see that the use of social networks for the development of our proposal is funda-
mental, and presents a very promising solution for the future pillars of the system to 
learn the meaning and importance of their vote, how it affects in the system develop-
ment, and finally students will learn the way they can make use of it. 

2.2 Previous Works 

Looking for Leaders [2] is a tool for participation, awareness and leadership within 
the educational systems of secondary education. The users of the platform can  
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perform organizational activities, create and participate in the educational community 
events. It is based on the performance of social networks, adding a number of extra 
features to support active participation by students in their educational system. It has 
been taken into account that users of this platform are minors, and therefore decided 
that in principle it is an independent platform (per school) for the better management 
and control of the school. One of the main functions of the tool is to enhance partici-
pation in the daily activities that take place in school. For instance: reading work-
shops, sports clubs and so on. This is the platform that was improved during the work 
and research that is being shown in the paper. 

The field study of [5] reflects the big use of the new technologies and social net-
works by high school students, this cheer up us to follow our social networks research 
at high schools. In this research work, says that 88% of the high school students use 
the Tuenti social network [6]. Also, it highlights a set of advantages for their applica-
tion in teaching, where the field study focus on Tuenti and Facebook social networks. 
First, it presents the results obtained through an anonymous questionnaire given at 
three centers of the community Castilla-La Mancha, Spain (two secondary and one 
primary education centers). Next, it discusses the main findings of this field study 
conducted during the last two academic years and applied over 425 students (381 
secondary education and 64 of primary one). 

3 A Survey: Looking for Weaknesses 

This section shows the features of “Looking for leaders” and the survey that was done 
to the students. The most significant result of performing this survey, was that, stu-
dents felt they are important, and a real part of the system, as they can complain and 
propose changes. 

3.1 Looking for Leaders Features 

The features (before the improvement) related to leadership are as follows: 

• Leadership by accumulation. Each student may delegate his or her vote to 
peers either because they have similar ideas, or because the student likes their 
way of leading, to be the class representative. Students who delegated their 
vote shall not vote until they revoke the delegation. For example, if a student is 
a voting delegate of three other students, his or her vote will count as four. 

• Representatives of the group. All groups will include the following figures: the 
group representative/s and the rest of students. A manager coordinates and 
represents the group actions, can be a student or, in some occasions, several 
students from the group. 

• Voting proposals. Everyone can open a voting form. If the proposal goes 
beyond 10% participation in its first four days, since its creation it will remain 
active, otherwise it will be closed. 
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• Academic timeline. Students can view their actions with respect to the system 
as a timeline. Viewing the activities in which they participated or the ones that 
were successful and the ones that were not. 

• Proposals of change regarding system aspects. Made by the students them-
selves, each center may set a percentage of votes for a proposal that the school 
management may take into account. One possibility would be to evaluate the 
proposals, which reach more than 50% of votes. 

Once the main features about leadership are presented the survey complete its mean-
ing. 

3.2 The Survey Description 

The survey that was done had two parts. The first part was an anonymous question-
naire composed of ten questions that was filled by eighty-two students. Additionally 
to this, to obtain complete information of the survey, we made some face-to-face in-
terviews with seven students. The anonymous questionnaire, performed by students, 
was done to look for the platform weaknesses, and to know its acceptance level. The 
most interesting results of it are: 

• To the question: Would you add more features to the system? The 90.2% ans-
wered yes. 

• Do you agree with the leadership’s features of the system?  
 

o The 30% answered yes, 
o While the 33% answered no, and 
o The rest answered don’t know / don’t answer (N/A). 

The seven students who participated in the face-to-face interviews were picked by 
random. We couldn’t interview the eighty-two who participated in filling the ques-
tionnaire because of the lack of time. Each interview was performed between ten and 
fifteen minutes, there weren’t a script of questions so dependent. We let the students 
to speak freely about the platform, some interesting commentaries were: 

• María said: “I am tired of how the society behaves; the acknowledgements are 
always for the same little group”. 

• Elena said: “I get tired of using the system when I realized that no one was in-
teracting with me”. 

• Luis said: “Many social networks, many passwords sometimes this is messy”. 

In this paper are reflected just the negative commentaries that needed our attention. 
There were positive commentaries as well but the focus of the research, here, is to 
look for the negative points of the system. 

3.3 Survey Consequences 

After the surveys, it was clear that “Looking for Leaders” platform was in need to 
new functionalities, to correct what its weaknesses (like what “María” said), thus, this 
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platform is not just for leaders, it is developed to serve the whole educative communi-
ty. There were many questions, but the main one was: How we can make everyone 
feel the leadership means? Its answer is: by “Being Example”. 

4 Being Example 

The process to improve Looking for Leaders, and the main changes done to it, are 
discussed in this section. The first step after the surveys, was proposing a vote on the 
website of the system, where every user could vote Agree or not agree. Why to pro-
pose a vote?  One of the goals of this platform is to get the involvement of the stu-
dents, so to follow the spirit of the platform the decision of change was given to the 
students. The results are shown at Fig. 1. 

 

Fig. 1. The first step after the surveys, proposing a vote on the website of the system, where 
every user could vote Agree or not agree 

So after the vote, and taking into account the results, the next step was to define the 
change to improve “Looking for Leaders”, and this definition is as follows: 

“Being Example” goal is to promote the possibility of young students of being a 
good example for their peers. Our own experience in educations, ensure us that it 
happens continuously in our centers, but they aren´t rewarded. It happened with bad 
examples as well ones. But in our case, we are not sociologists, so it is not our re-
sponsibility to judge if the examples are good or bad. Our aim, with this platform, is 
just to enhance the participation in the platform, and make more visible to the educa-
tive community the good examples that surround them. So, how to get this visibility?, 
Simple, by adding new features to the online community. 

Once “Being Example” has been described in a short way, in the next sub-section 
the new needed features are discussed. 
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4.1 “Being Example” New Features 

The new features were added, and developed over the platform “Looking for Leaders” 
[2], by re-using as the same code and maintaining all its functionalities. Table 1 
shows the main features added to the system. Which all its users can use: admins, 
students and teachers. 

Table 1. It shows the main features added to the Being Example” system, and which all its 
users can use them 

Main Features Available 
Features Admin. Users 

New proposal Yes Yes 

Voting a proposal  Yes Yesa 

Accept a new proposal Yes No 

Check the results of a proposal Yes Yes 

Close a vote Yes No 

Check the accepted proposal list Yes Yes 

Check rewarded proposals Yes Yes 

Select a proposal as the month or week winner Nob No 

a. Users cannot vote in a proposal if they are sanctioned. 

b. The system is the responsible of selecting the winners. 

 
The “Being Example” feature is presented, in the platform, with the functionality 

“New proposal”: where registered users could add a new “Being Example” proposal. 
This proposal has to be accepted, first, by the system administrator “Accept a new 
proposal” feature. Once the proposal is accepted the rest of users can vote it, the de-
fault time for voting is one week. After this week the vote is closed automatically 
(there is another possibility, closing a vote by the administrator before it completes a 
week, for facing problems). After this process, a list with the most voted proposals are 
prized in a weekly and monthly way (a diploma).  

4.2 Changes in the System 

In Fig. 2 there are an example of “Being Example” proposal. A new button was added 
to the main menu of the website interface, named “Examples”.  The vote respect to a 
“Being Example” proposal is the same that we had before for the vote in the prototype 
of [2]. 
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Some of the aspects of the system remain equal, in order to keep the platform func-
tionality properly, like the recommended rules for the system. There are three possible 
sanctions, by the team of teachers responsible of the students who make use of the 
platform in an inappropriate manner: 

• When a student loses the representative position, he or she shall not be able to 
re-present his/her candidacy in the system for a certain period of time. 

• Temporary voting ban. The student shall not be able to participate in any of 
the voting proposals. Advisable to take this measure with students who are us-
ing their vote unethically. 

• Observer. In this case, the student adopts the observer role, and he shall not 
use any of the system features. This would be the most restrictive measure. 

5 Conclusions 

After improving Looking for Leaders we can observe that its deployment in the edu-
cational environment, where the prototype was being used, was successful. Even the 
students with commentaries on the website showed their happiness about being part 
of the process of the improvement of their own educative system. Now the platform 
allows more kinds of leadership, trying to make students feel important inside their 
environment.  

The problem that “Luis” highlights during his interview: “Many social networks, 
many passwords sometimes this is messy” is being researched long time ago, like for 
example the work done in [7] with opened 2.0. But the reality is that each company 
wants to impose its user id. As a future work, we are already studding the way to im-
plement the option of login by using user id of the biggest web companies (as Face-
book, Google…).   

The results and its application in secondary schools, shows that this platform is a 
very interesting tool to analyze data, from passive participation (early voting only), 
and active participation, of students in the secondary school, to assess the level of 
leaders, the level of discontent and a number of indicators. In futures research this 
data analysis will be shown. The points of leadership were future work in [2], but 
because of the obtained results of the survey, we decided to improve the system by 
adding other type of features, the ones presented in this paper. 
 
Acknowledgments. We would like to thank Castilla-La Mancha Secondary schools 
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Abstract. As computers, notebooks and mobile phones update Facebook’s 
statuses, search and contribute to different themes for Wikipedia and tweet the 
latest news, a generation and a unique manner of communication are born from 
this new terminology and philosophy of open and flexible access, shared 
knowledge, user-generated content and media richness. As many trends, Web 
2.0 started by being an exclusivity of certain type of users and then a snowball-
like effect made it one of the most popular techno-social phenomena of the 21st 
century. Word of mouth, user recommendation and the technology itself turned 
an innovation into a routine. Soon it was disseminated through the different sec-
tors of society, reaching business, health and also education. This paper will ex-
amine the benefits that both students and scholars experience in using Web 2.0 
in the higher education context. 
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1 Introduction 

Education is a central concern for any society. The responsibility to promote the dis-
semination of knowledge and to provide the highest quality curricula possible lies on 
universities. Despite this recognised role, universities and other higher education in-
stitutions are no longer the sole information providers particularly due to the exponen-
tial development of information and communication technology, namely the World 
Wide Web. The central role of education inside a society, leads to a constant need for 
improvement. Educators continuously seek for new methodologies to improve the 
educational experience, with a growing focus on social technologies [21].  

The education sector has experimented with many different technologies with 
pedagogical value. Nonetheless, not all of these technologies have proven their actual 
learning benefits. In terms of Web 2.0 tools, the ambiguity felt by education is some-
times attributed to the central notion of user-as-author. This main concept of the So-
cial Web means that everyone is encouraged to voice their opinions and contribute 
actively, independently of their knowledge in the subject [5]. 
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Although students and teachers are partners in the academic setting and depend of 
one another to achieve their goals, their roles place them at different ends of the edu-
cation system. They experience the learning process differently and when examining 
the advantages of any type of educational technology it is paramount to analyse both 
sides. Hence, the consideration of Web 2.0 advantages in higher education is not 
completed without an assessment of the benefits that students and scholars may ex-
perience. This paper will examine Web 2.0´s role as an educational resource in higher 
education from the perspective of both students and teachers. It will begin by provid-
ing an overview of the enthusiasm surrounding the implementation of Web 2.0 in 
higher education and it will then analyse its perks for teachers and students. To con-
clude it will provide a brief discussion on the shortcomings of the alliance between 
Web 2.0 and higher education. 

2 Web 2.0 and Higher Education: Enthusiasm 

Students and teachers stand as the two key elements of the education system. They 
each represent a different set of interests, objectives and obligations. Thus, it is evi-
dent that they experience the advantages that Web 2.0 brings to higher education in a 
significantly disparate manner. Since Web 2.0 has started to spread its influence in the 
several areas of society, more than a few new terms have emerged. It is common to 
use 2.0 as the suffix that indicates Web 2.0’s influence or usage. Concepts such as 
Business 2.0, Health 2.0, and Education 2.0 have become common denominations for 
the implementation of Web 2.0’s tools in each of these sectors. In this paper, both 
teachers 2.0 and students 2.0 are labels that stand for the teachers and students who 
use Web 2.0 tools. Both terms are to be understood under this general and extensive 
meaning.  

In general, Web 2.0 potential advantages for higher education subsume the facilita-
tion of collaboration, peer participation, promotion of an independent and autono-
mous manner of learning and teaching and serves as a connection between formal and 
informal methods of education delivery [15]. Web 2.0 allows access to open educa-
tional material and software. Furthermore, most of these resources are free of charge, 
which represents an advantage over conventional resources. Web 2.0 also benefits the 
higher education sector because it reduces bureaucracy and paperwork in the student-
teacher relationship; it offers flexibility to the learning and teaching processes; it fo-
ments interactivity and collaboration both internally and externally; it liberates the 
learning community from any space and time restraints; and as a precursor of new 
technology, it brings the academia up to date with the more recent trends and news 
[3]. Jadu [11] reports that blogging and online forums are the two most used Web 2.0 
tools by higher education entities internally. With regard to external resources, Twit-
ter, Youtube and social networks (Facebook and MySpace) are the most popular 
among academic institutions.  
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3 The Teaching Process: Teachers 2.0 

Research has shown that, despite their remaining scepticism with regard to the adop-
tion of Web 2.0 tools and services in higher education institutions, there is an increas-
ing number of scholars that are investing in the implementation of Web 2.0 as a valu-
able pedagogical resource. Table 1 shows the how higher education teachers are using 
the social media in their professional and personal lives. 

Table 1. Teachers’ preferred Social media platforms [13] 

Social Media Platform Professional Reasons Personal Reasons Facebook 30% 57% YouTube 40% 49% LinkedIn 17% 22% Blogs 24% 21% Wikis 17% 15% Twitter 7% 11% Flickr 5% 7% Slideshare 3% 3% MySpace 2% 3% 
The table above demonstrates that by now social media has reached an acceptable 

level of confidence. Teachers seem to be widely adopting Web 2.0 tools both in their 
private and professional arenas. It is also possible to observe that Facebook and You-
Tube are the favourite Web 2.0 websites for personal and professional usage, which 
confirms their overall popularity. Also, only Blogs and Wikis had a higher percentage 
in the professional arena than in the personal, meaning that professionally speaking 
teacher give prevalence to Facebook, YouTube and Blogs. These three types of social 
media are the elected for educational purposes.   

From scholars’ point of view, the benefits of using social technology to assist the 
teaching process are manifold. The Social Web allows for an improvement of their 
teaching methodology, diversifying not only their approach but also their knowledge. 
Moreover, by promoting the exchange of information, Web 2.0 gives educators an im-
portant opportunity to share their teaching materials and benefit from their peers' re-
sources as well. Also the reach of Web 2.0 means that this cooperation can take place in 
the same institution or between different institutions from different parts of the world 
[6]. The widespread use of Web 2.0 facilitates the communication and exchange of 
ideas and resources between scholars that can be as close as the department on the next 
building or be teaching in a university in a different continent. Web 2.0 has presented 
teachers with the opportunity to develop their own material more easily and also to 
share that material with their peers. The ease of use that characterises Web 2.0 tools 
facilitates the creation of content either by one teacher alone or by several teachers’ 
collaboration [5]. The fact that content can be produced and manipulated constitutes an 
important tool as teachers can take the material that already exists and adapt it to suit the 
specific educational requirements of their students.   
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An immediate advantage that emerged from the use of Web 2.0 in education was 
the enhancement of cooperation between academic institutions. This collaboration has 
come as far as co-authoring. It is increasingly easy for academic educators to share 
their unique material for teaching and also to benefit from the material created by 
others [6]. In the case that the scholars prefer not to create their own material, there 
are unlimited resources online, that others have generated. This material is also avail-
able in a wide range of formats and has, therefore the flexibility to be incorporated 
with the other traditional materials that are used in lectures [14]. 

Since the application of Web 2.0 tools in higher education benefits scholars at 
many levels of the teaching process it is important to understand how they benefit the 
teacher’s preparation for that process. The fact that more and more universities are 
adopting Web 2.0 tools as pedagogical instruments, places a considerable pressure on 
the higher education teaching community. Teachers are expected to be aware of these 
new technologies and they are being required to master them so they can be used in 
their classes. This situation leads to questions regarding teachers' preparation to do so. 
Web 2.0 has its own peculiar traits and if on the one hand it may constitute a problem 
for teachers who are less prepared for these social tools, it can, on the other hand, be a 
solution for the challenge of having to keep up with new technological trends. Albion 
[1] argues that the answer to the recent challenges emerging from the need to master 
Web 2.0 tools is the use of these tools to create learning communities. These commu-
nities would have the twofold purpose of enhancing teachers’ preparation for the 
adoption of Web 2.0 and of providing actual experience. By engaging in these com-
munities, scholars would be participating directly in a Web 2.0 platform and, by ex-
periencing it firsthand, they would be able to derive knowledge from this practice. 
This knowledge could then assist them in the moment of incorporating Web 2.0 in 
their own lessons. This is crucial for professionals that will/are being required to im-
plement them in their teaching practice.  

There are also financial perquisites in using Web 2.0 as an auxiliary. Teachers us-
ing Web 2.0 to prepare their classes have the opportunity to benefit from a cost effi-
cient tool. Some of the more conventional technologies used in education are expen-
sive and require constant pricey updates. Web 2.0 provides services and tools which 
are, in their majority, free and independent of costly upgrades [14]. Moreover, they 
provide teachers with the support they require in order to make their teaching methods 
more adequate to the existing and dominant student-centric approaches. They be-
come, therefore, empowered to recycle their lectures into more appealing, varied and 
encouraging lessons, with new ways of exposing the course content and developing 
their own professional aptitudes [15]. They benefit from new ways of delivering in-
formation and are able to support the evolution of their academic careers, by foment-
ing a diverse set of digital skills.  

A great part of a teacher’s work has to do with evaluation, with providing feedback 
on students work. Web 2.0 hosts a variety of services that helps to simplify this oth-
erwise time consuming task. There are systems of voice recording, for example, that 
allow for a swift feedback from the teachers, minimizing the time spent on writing 
their assessments on students projects [14]. The interactivity that characterizes Web 
2.0, not only helps to reach a wider audience and to be able to ask for advice from 
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people from all over the world. The interactivity that most tools allow, grants the 
tutors with instruments that cultivate interaction almost on their own, this will free the 
teacher to do other important tasks. Also, it relieves a significant part of the strain that 
the tutors feel when trying to assure that interaction in their lessons reaches a high 
level of satisfaction for students [14]. 

4 Learning in the Social Web Age: Students 2.0 

Students 2.0 are mainly characterized for their use of Web 2.0 in education. They are 
a new generation of learners that extend the social use of Web 2.0 in their private 
lives to the public domain of education. Huang & Yoo [9] conducted a survey on 
students’ acceptance of Web 2.0 tools and one of the variables that they measured was 
the frequency with which different social media applications were used by students. 
Table 2 illustrates the differences between social media applications in terms of their 
frequency of use. 

Table 2. Students’ frequency of use of Web 2.0 applications (adapted from [9]) 

                  Frequency of   use 
 
Web 2.0 
applications 

Never 
used 

Less 
than 
once a 
week 

2-5 times 
per week 

More than 
5 times per 
week 

Total 
responde
nts 

Blog 79 28 2 1 110 
Wiki 138 18 2 2 160 
Instant messengers 7 25 25 31 88 
Social networks (ex. Facebook) 7 8 13 72 100 
Video sharing (ex. YouTube) 39 39 21 9 108 
Online games 126 30 6 7 169 
Virtual environment (ex. Second   
Life) 

239 3 0 2 244 

Table 3. Students’ utilization levels in Web 2.0 applications (adapted from [9]) 

 Blog
s 

Wikis Instant 
messenger
s 

Social 
networkin
g 

Online 
video 
sharing 

Onlin
e 
games 

Online 
virtual 
com. 

Performance 4.30 4.79 4.43 4.93 5.08 4.09 4.54 

Effort 4.98 4.88 6.95 7.18 5.63 5.09 4.64 

Attitude 4.63 4.80 5.43 5.91 5.85 4.80 4.64 

Social 
influence 

4.27 4.65 5.16 5.40 5.30 4.53 4.55 

Anxiety 4.85 4.84 3.00 3.02 4.19 4.36 4.97 

Table 2 shows that wikis, social virtual environments and online games had the 
lowest frequency rates and social networks and instant messaging were rated as the 
most frequently used. This data shows a cleavage between the levels of familiarity 
that students have with the various social technologies. Their acceptance of the tech-
nology and the frequency with which they use it will also contribute to the benefits 
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they can harvest. In the same way, how they perform in a technology equally dictates 
the profit they can take from them. Using a 9-point Likert scale, table 3, illustrates the 
results of Huang & Yoo [9] survey concerning students’ utilization level in the afore-
mentioned web 2.0 applications. There was nearly no effort put into the technology 
that students use more frequently and the anxiety they feel when using them is low. 
When compared with the anxiety that platforms such as Second Life provoke, it be-
comes evident that these are the tools they least use and are less comfortable with.  

Web 2.0 offers a variety of platforms and services and its application in education 
varies accordingly. There are tools to accommodate a significant number of academic 
demands. The existing platforms allow students to create and share media. YouTube 
is an example of a host of media content, in this case video, that students can share 
among themselves. Also, communication and discussion can be easily facilitated by 
forums and discussion boards, which can also be a valuable resource in terms of 
searching for information and assignment material. Another way to connect is through 
social networks, where communities of students and teachers are assuming significant 
contours and asserting their presence. Web based games and virtual worlds can also 
be a way of connecting with other and another added benefit is the fact that some-
times these environments are designed according to certain historical realities, hence 
combining entertainment with knowledge. Text is an option that was not left behind, 
despite the multiplicity of formats available. Wikis and blogs are two technologies 
that permit extensive text content. Students can use them to search for information 
and to add information. They have the technology to allow students to write exten-
sively on different types of subjects. Wikis allow for co-creation and blogs are an 
advantageous tool for writing and receiving feedback on that writing [7].  

With Web 2.0, learners assume a much more active part in the entirety of the learn-
ing course of action. They are more able to interact with each other and be active 
participants at all levels and phases of their learning path. The peculiar features of 
Web 2.0 allows them to be editors of their own material, to share that material with 
their peers and even to evaluate their own content as well as their peers contributions. 
The options of contributing with original material, to edit existing content and to pro-
vide feedback are unlimited and allow for  a great latitude in terms of educational 
practices [2]. Authoring content and sharing it with their peers is one of the advan-
tages that teachers and students have in common. The students have as well the power 
to produce their own content and share what they have created with others. Pedagogi-
cally speaking this is a very effective manner of increasing the amount of information 
that a student learns. In order to create content for a project or task in the context of 
their course, students have to learn about what they are going to present and this is a 
valuable strategy to increase engagement with the curricula [5]. The content creation 
tools developed by Web 2.0 allow students to be at the origin new information. They 
have at their disposal, the tools to contribute with their own information and also to 
edit the information that is already available online. They are no longer dependent on 
conventional publishers. They can publish their own material or reprocess someone 
else's material and they can do that in a variety of formats. They are not solely limited 
to words, they can produce images, audio, video [4]. 

The around-the-clock availability of Web 2.0 is very important for the possibility it 
grants students to access information at anytime that they require it. This is particular-
ly important for students who cannot attend classes or study only in a part-time re-
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gime. Additionally it provides a suitable alternative to conventional libraries, which 
operate on standard working hours and therefore limit access to publications needed 
to accomplish academic tasks. This flexibility equally applies to space. There are no 
space constraints with Web 2.0, since it can be accessed anywhere with an internet 
connection. Students have the possibility to work in the university or outside of its 
borders. This dynamic access promotes the creation of a learning community unbound 
by the academic campus [3]. 

The particular facets of Web 2.0 encourage students to be more focused in an open 
learning environment, where communities of practice can be created to potentiate 
learning and engage in more practical skills acquirement. Students have a less passive 
behavior and adopt, in most cases, a more participatory attitude. The Social Web also 
prepares them better for the reality of professional life by emphasizing problem solv-
ing approaches [2]. Moreover, students are already familiarized with Web 2.0 tech-
nologies and they can easily and swiftly adjust to them [3]. Unlike some educational 
technology, Web 2.0 tools are not time consuming in terms of training, not only be-
cause they are intuitive, but also due to their popularity among the younger genera-
tions. Web 2.0 is a valuable source of collaborative technologies. Research has shown 
that students tend to use these social tools to engage with their peers outside the class-
room and to perform group work. These tools are basically used to share files between 
the members of the group and to assist the communication among members [18]. Web 
2.0 is an empowering tool that provides students with both the opportunity and the 
means to develop a more independent form of study and also of doing research. The 
learner has new avenues of information and a wide range of tools to question and 
interact with them [7]. The learner finds new ways of posing questions and innovative 
methods of finding the answers. 

5 Web 2.0 and Higher Education: Caution 

The consideration of deploying any type of technology must be coupled with a meti-
culous reflexion about its potential demerits [12]. Despite the positive aspects that 
have been highlighted in the previous sections, it is imperative to analyse the elements 
of Web 2.0’s application in higher education. Also, the in-depth knowledge of its 
shortcomings is important to the full enjoyment of its benefits. By weighting both the 
advantages and the tensions associated with the use of Web 2.0 in higher education it 
is possible to have a more complete depiction of this phenomenon. 

As an endless source of information, the internet contains certain perils that have 
been exacerbated by the openness of Web 2.0, namely the many faces of cyberbully-
ing and the widespread availability of all types of improper content [7]. Another as-
pect to consider in terms of content is copyright and the protection of the data that 
users generate. There are two main challenges here, on the one side, there is the per-
ceived intricacy of assessing what content is reliable and on the other side, there is the 
insufficient control in protecting original material [17]. Finally, it is important to 
highlight the fact that, since everyone can contribute, there is an increasing difficulty 
in distinguishing the voices of the experts from those of the amateurs [6]. In light of 
this amalgamation of opinions an information flow, it has become fundamental for 
students to cultivate a critical sense.  Web 2.0 does not require editorial vetting and 
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not all learners have developed the necessary aptitudes to select the most pertinent 
content. The same type of triage is necessary when choosing which platforms, servic-
es and tools to use for educational purpose. The rate, at which they emerge, makes the 
task of assessing their pedagogical potential a very complex one [17]. The adoption of 
technology that was initially created for social purposes implies that its application for 
other uses might be compromised by its entertaining nature. The overuse of Web 2.0 
tools in education can constitute a distraction from the main point of learning [19]. 
The incapacity that the current assessment strategies have demonstrated in terms of 
providing a complete account of what the students have accomplished in using Web 
2.0 tools remains an often cited argument for those who continue to doubt the peda-
gogical benefits of the Social Web [8].  

The higher education sector is in terms of culture and organisation a very unique en-
tity, with characteristics that are often divergent from the precepts of Web 2.0: academic 
hierarchy vs. a democratic bottom up viewpoint; scrupulous triage of academic material 
and curriculum vs. the lack of editorial control of Web 2.0; academic orientation vs. 
social and entertainment direction [20]. Also, some of the tools that are adopted inside 
the higher education entities are developed only for internal, which clearly contradicts 
the basic Web 2.0 precept of everyone, everywhere, anytime knowledge [17]. The wide-
spread use of Web 2.0 does not necessarily translate into a universal use of these tools. 
The digital divide is still a contemporary challenge, since not all students have the same 
access to these platforms [16] and variables such as user’s aptitudes and technology 
capability help to dictate the existing digital divide [10].  

The impulsive character of Web 2.0 platforms means that sometimes certain tools 
and services are regarded as important pedagogical instruments and employed in aca-
demic practices, but they can abruptly change in format, content and/or purpose, ren-
dering them ineffective in terms of their educational application. The rate at which 
Web 2.0 changes is much faster than the rate at which the universities can incorporate 
them [17]. This changeability is also a hindrance when attempting to create a coherent 
list of the required skills that students should have in order to thrive in the digital era. 
Since an agreement cannot be reached in terms of what these competences should be, 
it is very complicated to embody them in the curricula [12].  

6 Conclusion 

Students and scholars play important yet different roles in higher education. They 
seem to be positioned at opposite ends of the learning process. Nonetheless, the teach-
ing and learning roles attributed to teachers and students respectively, seemed very 
clear in the past, but are nowadays more blended as a result of the increasing control 
of students over the learning process. Scholars have to teach, but they also have to 
learn. If this was true before, it is even more real now, that technology changes at a 
fast pace. Teachers are being faced with the need to keep an updated record of and to 
practice new educational technologies.  

Despite that fact that this paper was organized to highlight the different perspec-
tives of students and scholar when it comes to the profits of deploying Web 2.0 tools 
in higher education, it also becomes clear that there many similarities. Interaction, 
collaboration, user-generated content, editorial features, format variety and flexibility, 
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openness, free services and worldwide reach are some of the core definitions, charac-
terizing the Social Web and they are simultaneously the main advantages, common to 
students and teachers, for incorporating it in higher education. Since these concepts 
are more liberal than the conventional structure of formal academic institutions there 
are still some difficulties that prevent the full acceptance of Web 2.0’s pedagogical 
value. Also, and more importantly, Web 2.0 in itself will not bring a magical solution 
for the challenges that today’s education face, but depending on how it is imple-
mented, it may be a valuable help in addressing them. 
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Abstract. This paper presents the use of wireless usage data as a re-
search tool for analyzing the routine structure of people. The patterns
of wireless usage can infer the routine of student life in campus. In our
experiments, we discover the student routine structure from the volume
and time of the wireless usage. Without following an individual trace for
any particular person, we use the volume and time of the whole accesses
for particular time and location in a university campus. The analysis is
based on the large wireless LANs, one-year log data of the city campus
of Bangkok University (August 2011 - July 2012), and the experiment
is focused on the wireless access points provided in important places of
student activity such as canteens, classrooms, libraries. The resulting
outputs are the location preference vectors and a new calendar based
on student routine structure. The results can support the computational
and comparative analysis of space through the lens of service manage-
ment and enhance user-driven facilitates of the university campus.

Keywords: Eigen-decomposition, Eigenplaces, Eigenbehaviors, Eigen-
vectors, Principal component analysis (PCA), Behavior research, Wire-
less networks, Segmentation, Classification.

1 Introduction

On university campuses, the need of wireless usage has been increasing with
the number of use of mobile technology in higher education. This is due to the
rapid adoption of cell phonesparticularly Blackberries, iPhones, and dual-mode
phones. Students use PDAs not only to make calls, but also to perform a variety
of tasks such as viewing class material, checking bus schedules, finding locations,
monitoring laundry machines, and updating their Facebook status. As a results,
they prefer to keep their mobile online whenever they are in wireless access area.

The merit of the investigation on wireless networks usage is for supporting
campus communications, and providing reliable and competitively priced voice,
data and video services. Surprisingly, student lifestyles, i.e. attending class-
rooms, self-studying, meals, outdoor activities, can be influenced with these
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facilitates [1–6]. Contrasting to the unidirectional radio and television infras-
tructure, the bidirectional wireless data networks can act as probes, propagating
data about their users environment back to a network observer. Assuming that
the volume, timing, and distribution of packets across networks is able to let us
study the student lifestyle in campus.

Unlike most campus Wi-Fi deployment studies have focused on network per-
formance and management or inferred user mobility. For these few years ago,
there were some interesting works such as Jong Hee Kang and his colleagues [7]
incorporating the concept of place allows a more sophisticated analysis and un-
derstanding of wireless environments. Calabrese et al. [1] introduced a method
to analyze and categorize wireless access points (APs) based on common usage
characteristics that reflect real-world, place-based behaviors. Lastly, Eagle and
Pentland [8] exploited the mobile usages for understanding the people mobility.
In this paper, we will study the student routine structure from the volume and
time of the wireless usage. Without following an individual trace for any par-
ticular person, we use the volume and time of the whole accesses for particular
time and location.

This paper is organized as followings. Section 2 reviews the use of wireless
technology in daily life as well as the description of an essentially increasing
number of the Internet usage in university. Section 3 summarizes with a common
framework for applying eigen-decomposition to analyze the campus life. Section
4 gives a case study in Bangkok University, Thailand, and shows the experiments
and their results. Section 5 reports and discusses on the obtained results. Section
6 will conclude the paper.

2 Student Daily Life with Wireless Network

2.1 Wireless Network Technology

Wireless technologies can be categorized according to their coverage areas. Wire-
less Local Area Networks (WLANs) are designed to provide wireless access in
areas with cell radius up to hundred meters and are used mostly in home and of-
fice environments. Wireless Metropolitan Area Networks (WMANs) cover wider
areas, generally as large as entire cities.Wireless Wide Area Networks (WWANs)
are designed for areas larger than a single city. Different network standards are
designed for each of these categories. However, some of these standards fit into
several of these categories.

As of today, WLAN is the most widely deployed wireless technology. The most
notable WLAN standard is IEEE 802.11 family. Another WLAN standard is the
HiperLAN family by ETSI. These two technologies are united under the Wireless
Fidelity (WiFi) alliance. Both technologies serve a local area with a radius of
50100 m at most. A typical WLAN network consists of an Access Point (AP) in
the center and Stations (STAs) connected to this AP. Communication to/from
a STA is always carried over the AP. There is also a decentralized working mode
of WLAN, in which all STAs can talk to each other directly in an ad-hoc fashion.
While WiFi initially provided an aggregate throughput of 11 Mbps (per AP), the
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current standard provides a throughput of 54Mbps. Also, in the market there are
WiFi devices that support data rates up to 108 Mbps using various additional
techniques. With the emerging IEEE 802.11n standard, WiFi is expected to
standardize these improvements and provide throughput values up to 540 Mbps.

2.2 Internet and Its Uses in Daily Life

Being reachable anywhere and at any time has obvious advantages, such as
improved coordination and the elimination of wasted time when waiting for in-
put from individuals who may be traveling, visiting, or wandering. Some people
strongly agreed that mobility mean efficiency.. This is because, given that wire-
less phones are carried around by users, they may be able to fill time, implying
the users can call someone, check email, or send text messages in time slots
between other scheduled activities, while wandering from one point to another
on campus or while traveling from home to work. Sometimes, the filling of time
is equivalent to the killing of time when the individuals use the mobile devices
merely to keep themselves engaged or entertained in a free time slot (or in a time
slot that should have been put to more productive use); otherwise, mobile devices
can enable shifting of time, for example, by checking email and reading/sending
short messages during time slots between scheduled activities.

Fig. 1. Students show a need of technology use with the number of their own commu-
nication devices (Retrieved from [9])

Use for Studying. Mobile technology is also increasing the productivity of
faculty members because they no longer need to go to their offices to set up
meetings on their calendars, make phone calls, or use email to respond to student
questions. Many professors use mobile devices to notify students of class updates,
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conduct quick quizzes or polls, and submit data while doing classroom field work.
As shown in the statistic chart of technology ownership (Fig. 1), a full 86 percent
of students own laptops and 62 percent own smart-phones; tablets and e-readers
are not far behind. These devices can do so much more than serve as a word
processor or a research tool.

The study found that 70 percent of students learn best in a blended environ-
ment consisting of face-to-face learning and an online supplement. The solutions
such as WebEx and TelePresence are efficient e-learning tools that help im-
prove productivity, decrease costs, and lower carbon emissions. University staff
use TelePresence to hold administration and cabinet meetings, present disser-
tations, conduct campus interviews and recruit students, meet with professors
outside the office, and provide distance learning.

For example, our campus also used the WebEx as an alternative way for a
classroom. The WebEx is making inroads ”inside” the classroom, simulating vi-
sual communications between students and teachers in the traditional classroom
setting. For example, professors use the WebEx ”attention indicator” feature to
monitor whether students are giving the class their full attention. Professors can
also require students participating in the WebEx session to turn on ”desktop
sharing” to ensure that the students are actively engaged in the class.

2.3 Wireless Access Data as a Research Tool

The knowledge of the student lifestyle can let the universities know their needs
to improve and increase the facilities in campus. The universities, then, have
a guideline for a new project such as a new location of cafeteria is required to
serve the need. Sometimes, a change of cafeteria hours should be extended or
not. Those are some possible arguments the university will be questioned after
investigating the routine structure of their students. Not only students’ routine
but also the routine of faculty staff will be investigated. For faculty staff, this can
be determined by the location of the wireless access points. To understand the
people behaviors in campus, the wireless usage data will be exploited to explain
the routine structure.

3 Framework of Applying Eigen-Decomposition

The technique of using decomposition was applied to the segmentation of cam-
pus universities. For example, the authors in [1, 5] applied it to the data of Wi-Fi
network at the Massachusetts Institute of Technology (MIT) because correlating
data is as a consequence of network activity with the physical environment. Their
approach provides an instant survey of building use across the entire campus at
a surprisingly fine-grained level. Their methodology can discover the important
information about activity distribution across campus without recourse to any
reference data. For example the particular area can be defined with their func-
tions such as exclusively academic, incorporating classroom and administrative
functions.
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In conclusion for the campus universities, the resulting eigenvectors (namely
eigenplaces) have implications for research across a range of wireless technolo-
gies as well as potential applications in network planning, traffic and tourism
management, and even marketing.

Fig. 2. Framework for applying eigendecomposition

From the aforementioned applications, their methodologies can be illustrated
as shown in Fig. 2. We called it as ”Framework of applying eigen-decomposition”
before the employment. This framework shows three main steps:

1. Input data are scrupulously chosen to be an answer for the formulated ques-
tions. From the aforementioned applications, the input data are traces: ex.,
traces of avatars in MMORGs, traces of visitors in exhibitions, art galleries,
and museums [10–12]. For acquisition of people movement, Wi-Fi access log
files are one of most suitable sources because Wi-Fi access log recorded must
be required under a computer crime law.

2. Intermediate data are the feeding input before analysis, i.e., data represen-
tation. The data representation is depended on the purpose of analysis. We
will give two examples. First, for grouping APs based on the usage, we will
use a matrix of Wi-Fi usage time for representing a particular AP. Second,
for grouping people based on visited locations, we will track the people lo-
cation and create a matrix of visiting time. This matrix is a representative
of an individual routine.

3. Analysis and clustering are the final step before the employment. After
preparing the intermediate data, we have a set of matrices each of which
is a representative. Then, we start with transforming them to the zero-
mean data, and computing their covariance matrix. After that, the eigen-
decomposition is proceeded to the covariance matrix. For analysis, we
interpret the characteristics of either places or people from the resulting
eigenvectors. Also the classification is further applied to a set of the eigen-
vectors. The classification can be either supervising or unsupervised training
techniques. For example, an unsupervised k-means clustering can be chosen.
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4 Experiments

In this experiment, we firstly match the WiFi usage with the student activities
in campus university. Then, we design three experiments based on the distinct
functionality of places: canteen, library, and classrooms, and the summarization
of WiFi usage is categorized into the activity places and the school calendar
as shown in Fig. 3. In this experiments, we conduct the analysis on Bangkok
University located in Bangkok Thailand and the map of university . The WiFi
access data at areas of canteen, library and classroom were used for analysis.
Because of the severe flooding disaster in Bangkok, the flooding period was not
included from our analysis. Then, the duration of our analysis is for only the
second semester (Jan. 4 - May 13, 2012). We also defined the number of time
slots is 96 because the WiFi system generates the access log for every 15 minute.

Table 1. Academic Calendar

Semester Academic Activity Calendar Date

1/2011

Study Jun 13, 2011 - Jul 31, 2011
Midterm exam Aug 1, 2011 - Aug 8, 2011
Study Aug 9, 2011 - Oct 4, 2011
Final exam Sep 27, 2011 - Oct 4, 2011
School break Oct 5, 2011 - Jan 3, 2011

2/2011

Study
Jan 4, 2012 - Mar 8, 2012
Jan 4, 2012 - Apr 17, 2012

Final Exam
Mar 8, 2012 - Mar 15, 2012
Apr 18, 2012 - Apr 25, 2012

School break Apr 26, 2012 - May 13, 2012

3/2011
Study May 14, 2012 - Jul 1, 2012
Final exam Jun 2, 2012 - Jul 4, 2012
School break Jun 5, 2012 - Aug 13, 2012

From the visualization, there are 4×3 eigenvectos for representing the routine
structure of students at canteen, library, and classroom. The one-day routine is
considered because it is a repeating structure. On weekdays, students at city
campus will have the study time table between 9:00-16:30 for undergraduate
programs but 18:00-21:00 for graduate programs (as shown in Table 1).

5 Results and Discussions

Following the proposed methodology in Section 3, the resulting eigenvectos of
AP access data are shown in Fig. 4. The first eigenvectors are the most influenced
routine. The second, third, and so on are in decreasing order. The tone-shading
is the quantitative indicator. The brightest tone indicates the highest amount of
people at particular place.
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Fig. 3. Visualization of extracted routine structure at canteen, library, and classrooms

Fig. 4. Visualization of extracted routine structure at canteen, library, and classrooms
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1. First primary routine structure at the following places:.
2. Canteen: Interestingly, students decided not to have a small talk or leisure

time during lunch by 12:00-13:00. It is because the canteen was much very
crowded.

3. Library: Basically, the library is full of students during 16:30-17:00 but very
most crowded during 16:30-18:30. The reason is a transition period between
undergraduate and graduate students.

4. Classroom: The WiFi usage at classrooms is mostly from graduate students
because most of them use the tablets, notebooks for searching, typing their
short note, etc. Comparing with the morning classes, the afternoon classes
got busier than the morning.

6 Conclusions and Future Works

In the information age, the enormous data is around us. People can access
through the Internet everywhere and every time, as well as connect through
their family, friends, colleagues, and others. With the Moore’s law, notebooks,
net- books, and tablets are affordable for every people. The WiFi service area is
extensively provided to serve the increasing demand and easily found in the pub-
lic places. The WiFi log files of APs can infer to the number of people connected
to APs at particular date and time.

This paper considered the patterns of wireless usage that can infer the routine
of student life and developed a systematic approach for discovering the patterns.
We also gave a case study of Bangkok university, Thailand. In this study, we
found very interestingly patterns such as the canteen has least WiFi usage at
noon. Library is the most crowded during 16:30-18:30 because the undergraduate
students finished their class and also the graduate students are coming before
their class at 18:00. For classrooms, the afternoon classes might be much busier
than the morning, and the most busiest period is in the evening classes.
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Abstract. This study investigated the use of verbal and nonverbal communica-
tion tools avatar representation in Second Life virtual world. Students’ res-
ponses to a questionnaire and interviews were analyzed. Results showed that 
students found that discourse tools, such as private message and call, very  
useful to increase their communication with peers and get feedback from the in-
structor. Moreover, majority of the participants found the use of peers’ gestures. 
Furthermore, results suggest that different avatars reflect peers’ inner personali-
ties increased students’ communication with peers. 

1 Introduction 

The rapid development of new technologies has changed the way we communicate, 
collaborate, and learn. Three-dimensional (3D) virtual worlds have been one of these 
technologies that provide us new opportunities. Recently virtual worlds have been 
used for different purposes, including education, commerce, medicine, and military 
training. Development in wireless computing, audio and video technologies as well as 
the ubiquity of multimedia and Internet made the 3D virtual worlds more practical 
and usable (Dalgarno & Lee, 2010; Dickey, 2005; Warburton, 2010).  

Second Life (Linden Lab, San Francisco) and Active Worlds (Active Worlds Inc., 
Las Vegas) are some of the examples for virtual worlds. Second Life is one of the 
popular one, and statistics showed that 30 million registered SL users as in July 2012 
(Linden Research, 2012). 

As the use of virtual worlds have been increasing, examining the experiences of 
individuals in virtual worlds and the way they communicated by using both verbal 
and nonverbal communication tools have become an important issue. The purpose of 
this study was to examine how the affordances of virtual worlds affected the expe-
riences of preservice teachers during the learning of collaboration learning techniques 
in Second Life virtual world. Specifically, the study aimed to examine to how does 
verbal communication (voice, audio, chat), non-verbal communication (gestures), and 
avatar representation (unique identity) affected their experiences. 
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One student said: “Even we were at the other side of the virtual classroom or isl-
and, we were still able to communicate with our peers. It was very good.”  

Although most of the students saw the benefits of discourse tools to increase com-
munication, 20% of the students found it difficult to use. They said that especially the 
group chat deficit their attention and they found writing and following all the discus-
sion at the same time difficult.  

Students said that they had problems at first, but then they got used to it. One stu-
dent said: “When one peer ask or make a comment on something in group chat, there 
were more than one answer or comment. This was a little bit chaotic. But, I think it 
was because we had just started using the tool in this kind of environment.” On the 
other hand, 60% of the students did not have problems about discourse tools. 

In terms of use of gestures, all of the participants used basics, including raising 
hand, clap, agreement, disagreement. As shown in figures, majority of the participants 
found the use of gestures important, 45% very much, and 22% extremely. However, 
22% of them found it somewhat important, and 11% of them found a little important. 
Participants’ ratings for the importance of the peers’ avatars use of gestures showed 
similar results. Majority of the participants found the use of peers’ gestures 35% very 
much, 26% somewhat. On the other hand, 26% of them found it somewhat important, 
and 11% of them found a little important, and %2 of the found not important at all. 

In terms of avatar resemblance, results showed that almost half of the participants’ 
avatar resemble to themselves. Moreover, while 37% of the participants’ avatar beha-
vior and personality resemble to their real behavior and personality very much, 13 % 
does not resemble at all. While 35% of the participants found resemblance of their 
avatar is important for them, 35% percent found it is not important at all. 

Questionnaire results of the importance of the use gesture and expressions and ava-
tar representation is shown in Figure 2, 3, 4, 5, 6 and 7. 

 

Fig. 2. Importance of the use of gestures and expressions  
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Fig. 3. Importance of the use of peers’ gestures and expressions 

 
 
 

 

Fig. 4. Avatar resemblance 
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Fig. 5. Avatar behavior and personality 

 
 
 

 

Fig. 6. Importance of avatar resemblance  
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Fig. 7. Importance of peers’ avatar resemblance  
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Abstract. This paper aims at developing a conceptual model for homeschooling 
education at a high-school level by using cloud computing technologies. Specif-
ically, a data flow model was developed to show how cloud computing can be 
adopted in home-schooling education. Then, a set of usability solution items 
were derived based on breaking down each flow in the data flow model. The 
findings from this paper will be helpful to system developers and education sys-
tem decision makers when making decisions on homeschooling systems devel-
opment. 

Keywords: homeschooling, cloud computing, education. 

1 Introduction 

Homeschooling is an approach to education that has been taking place for genera-
tions. Robert Kunzman mentioned that the homeschoolers is more than two million 
in the United States (2012). More children are being taught at home now than ever 
before. States and parents have been at odds about insuring "quality of education" 
and parents' rights to supply that education themselves. While some states require 
strict control and monitoring that require parents to report the progress of the stu-
dent others don't require reporting to the state. (Sparks, 2012)  Questionable 
school ratings, poor funding, and safety issues have made homeschooling more 
appealing.  

Colleges today have made concessions from the traditional entrance requirement, 
recognizing that homeschooled students may not have traditional transcripts and en-
trance exams scores. (Callahan, Callahan. 2004) While these concessions help, home-
schooled students still face disadvantages when applying to many universities. Hence, 
a well-designed education service system is required to fill in the gap between public 
education and homeschooling education without the encumbrance of undesired regu-
latory intervention. In this paper, we offer a cloud-computing based bridge that allows 
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parents to educate their children at home and be assured that future opportunities will 
be available to the student. 

Literature review on cloud computing showed that the cloud computing tech-
nology has been widely to assist decision making via a cloud computing environ-
ment (Brynjolfsson, Hofmann & Jordan, 2010; Miller and Veiga, 2009; Peng, 
Zhang, Lei, Zhang, Zhang, & Li, 2009). Cloud Computing is one of those pieces of 
technology that is useful to almost everyone, but the implementation of it in 
schools depends on the grade level, and the size of the school itself. With a  
majority of cloud computing being used for colleges more than high schools, the 
purpose of this paper is to bring cloud computing to the high school level home- 
schooling. 

The format of this paper is organized as follows: Section 2 presented a conceptual 
data flow model for high-school homeschooling education. Section 3 derived a set of 
usability features based on the flows in the developed conceptual data flow model. 
Section 4 presented discussions and conclusions.   

2 High-School Homeschooling Education Services Model 

A high-school homeschooling education model is developed and illustrated in Figure 
1. This model is developed by using the data flow diagramming. A cloud computing 
based system stores the information of all courses. To support the courses, we will be 
utilizing the services of teachers to create learning videos on a variety of subjects. 
Once that is complete, a simple form will be made to allow for new students and let 
the guardians pick the proper method to teach them. The scope of the system will be 
purely for high school levels (9-12), with material that can be used to prepare for 
college. After the completion of the 12th grade the customer/student, he or she will be 
adequately prepared for college and have a high school diploma (through being home 
schooled) but be no different. With the implementation of this system, the guardians 
of the kids using our system will have complete control of how they teach without 
outside intervention. 

In Figure 1, the primary components of the model consist of an internet con-
nected device for the user to access the system; a Registration process, which 
creates a Login account as well as a financial transaction. The Manage Financials 
procedure produces the customer receipt and handles internal and external finan-
cial processing, including Bank and Teacher Payment; while the Login process 
records usernames, passwords, and a course list in the Login Data Store and allows 
access to the courses the student is enrolled in. The Courses Data Store is a com-
piled list of all the courses offered. To create the courses, we begin with state certi-
fied Teachers that are selected by Advantage Education Services to deliver the 
course criteria and record lecture videos to complement the written course  
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Fig. 1. High-School Homeschooling Education Services Model 

material. The components "Create Videos" and "Compile Course" will file the 
courses in the Course Data Store. Once the student begins a class, periodic Grades 
are sent to the account administrator. 

3 Features in High-School Homeschooling Education Services 

Based on the top-down system analysis approach, a set of features were further de-
composition based on flows in Figure 1. The produced set of features is presented in 
Table 1. 

These developed features in Table 1 were given to experts for validation. Based on 
the comments from these experts, Table 1 was modified. A final validated table was 
constructed based on feedbacks from experts.  

Based on the features developed in Table 1, a prototype system was developed. In 
the system analysis phase, the process modeling such data flow diagrams were used to 
construct users’ required features in Table 1. This prototype system was constructed 
by using the Visual Basic.net for menu driven user interfaces and Microsoft Access 
for database management.  
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Table 1. Decompositions of information flows 

Information Flow Feature 
Customer Payment Guaranteed the student placement in courses. 

Chose a variety of payment options. 
Customer input Name/Address/Number of Children. 

Customer Invoice Customer gave a receipt of registration. 
Received payment (mail or e-mail). 

Shopping Cart Alterations Customers put classes in shopping cart. 
Removed classes. 
Payment checkout confirmation. 
Class selection confirmed. 

Viewing Shopping Cart Class selection viewed.  
Customer/Guardian/Student Regis-
tration 

Customer/Guardian ID number created. 
Gave an account.  
Gave a Student ID number. 
Input registration information. 
Received e-mail and text message confirmation for 
new account. 

Customer Login Customer login to the system. 
Student Graded Material Real-time entry of data. 
Catalogue Update Input of Course ID number. 

Course description. 
Course material needed. 
Course requirements. 

Registered Student Data Allowed access to cloud course site. 
Given access to attend and participate in classes. 

Customer is Granted Access to the 
Online Classes 

Used to have the student input homework assignments 
and view class materials. 

Bank Gives a Receipt for the Depo-
sited Money 

Real time receipt of amount of money in bank account. 

Bank Collects Deposited Money Money deposited is secure.  
Money available for withdrawal. 

Teacher Receives Payment Gave a portion of the customer payment to teacher for 
services provided.  

Video/Movie is Created Allowed for student view. 
Used for educating on a certain topic. 
Created based on school and state requirements.  

Written Course Requirements Used to make sure the video is up to par. 
Used to make sure the customer believes the courses 
will educate the student. 

Completed Video Sent Real time entry. 
Send Course Data Real time entry. 
Loading Courses Selected course moved from Data Store to Online ac-

count.  
Allowed the customer to view the selected class list 
(chosen by the customer). 
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4 Database Design Using Microsoft Access 

Microsoft Access was used to analyze the entities and relationships among these enti-
ties. The Entity-Relation (ER) diagrams were developed in Figure 2. Then, a set of 
relations were mapped in the design phase and database was implemented in Visual 
Basic.net. The sample tables included are Class, Course, Guardian, Grade, Login, 
Semester, Student, Video, and Written Material. The Guardian and Student tables 
contain the personal information about both the guardian and the student. The Login 
table allows the Guardian access to the grades and class registration, the Login table 
also allows the student access to the course work.  There are three forms titled: Guar-
dian, Login and Student which allows new customers to be input into the system. One 
report is in the database named, Guardian Login Report, which gives you a list of the 
guardians with their usernames and passwords.  

 

 
Fig. 2. Entity Relation Diagram for High-School Homeschooling Model 

5 Conclusions 

This paper developed a high-school homeschooling model for educational services 
based on cloud computing technologies. Specifically, it first presented a conceptual 
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model based on data flow diagramming. Then, a set of usability features for 
educational services for high-school homeschooling were derived based on the 
developed model. Finally, a prototyping system was developed based on this set of 
features. 

The major findings from this study are: First, this study builds the gap by utilizing 
cloud computing technologies so that high-school homeschooling students can access 
and receive high-level education services anytime and anywhere. Second, the set of 
features developed in this study can help to develop high-tech homeschooling 
education systems.  

The future study involves the system evaluation including usability testing. 
Moreover, the factors impacting on users’ adoption of the homeschooling systems 
will be studied.  
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Abstract. The goal of this study was to explore the benefits associated with in-
corporating social networking functionalities within an adult’s learning expe-
rience.  Which social networking sites do they use most frequently? What are 
the intended purposes of their use? What kind of experience do adult learners 
have when utilizing social networking services? Why or why not are adult 
learners using the services provided by the social networking sites? This paper 
reports a survey conducted among adult learners to identify the answers for the 
above questions. We believe that the findings from this survey will contribute to 
understanding future learning design expectations and arrangements.  

Keywords: Social Networking, Adult Learner, Education. 

1 Introduction 

Social networking services, such as Facebook and Google+, have flooded mainstream 
media with their ability to collaborate with many interrelated individuals and 
organizations.  In recent years, the services provided by these sites and their concepts 
have been leveraged as a supplement for communication in the academic world.   

Educators are always looking for new ways to convey information.  Conventional 
digital methods, especially those that Fernando [1] note as “webinars, flash demos, 
and animated-to-death PowerPoint slides,” have become commonplace in today’s 
information deliverance in academia.  Newer applications in the Web 2.0 world, such 
as social networking sites, blogs, and wikis, have caught the eye of academia for its 
framework of information and collaboration. 

Educational institutions are weighing in on the benefits of web-based social net-
working applications, as they offer robustness and compatibly with diverse platforms.  
In addition, these institutions are incorporating social networking theories within edu-
cation, based on the benefits of enhanced collaboration.  With these advancements, 
these new methods of information deliverance not only open windows of opportunity, 
but also create challenges for many learners.  

The purpose of this article is to report the preliminary findings of a study we con-
ducted among adult university students. We developed a survey to identify the most 
frequently used social networking services (SNS) among students, and reasons for 
which they use SNS. We believe these findings will contribute to the understanding of 
future learning design expectations and arrangements. 



 Adult Learners and Their Use of Social Networking Sites 223 

 

This paper is divided into five main sections.  Following the brief introduction, we 
first review related literature on adult learner and social networking services.  We 
then present the research design in detail. Section 4 presents the results and findings 
from the survey.  The directions for future research is presented at the end. 

2 Literature Review 

2.1 Participation in Higher Education 

Education can be divided into, but not limited to, three types: basic, secondary, and 
tertiary.  For the purpose of this research, basic is defined as primary school, 
elementary school, middle school, and junior high school.  Secondary is defined as 
high school, prep school, and vocational school;  post-secondary is defined as college 
and vocational colleges; and tertiary is defined as education beyond college, including 
graduate school, post graduate school, and professional school [2].  Within this 
paper, secondary and tertiary will be held synonymous (definition and statistics) with 
the term “higher education.”  

Adult learners “constitute a majority of students in higher education" [3]. Over the 
decades, there has been a noticeable increase in enrollment of adult learners in higher 
education.   

2.2 Adult Learners  

The adult learner’s plethora of needs and motivations to earn a higher education has 
increased the rate of enrollment in colleges and universities.  According to US 
Department of Education[4], from 2000 to 2010, the enrollment of students below age 
25 increased by 34 percent, while students 25 and over increased 42 percent. Future 
projections for 2010 to 2020 show an 11 percent increase in enrollments for students 
under 25, and a 20 percent increase in enrollments of students 25 and over.  
Vocational courses were dominated by 45 to 64 year olds, following 25 to 34 year 
olds.  52 percent of graduate students were enrolled part time.   

Many researchers have tried to define the characteristics of adult learners [5][6]. 
The classification of learners enrolled in higher education can be disseminated into 
many categories, such as gender, enrollment status, and age.  Dean [6] separates this 
distinction into the following criteria, where a person can meet one or all of the crite-
ria to be considered an adult: (1) physical development and maturity, classifies an 
adult in their physiological milestone of growth and age;  (2) legal age-related defini-
tions, describing an adult by governing laws; (3) the social roles defined by society’s 
perceived notion of responsibilities that transition a child to an adult; and (4)  internal 
factors which describes mental development stages achieved.    

Advancements in technology, along with the ease of user interfaces, have changed 
the usage of computers from a novelty to daily life. Although there is progress, there 
are still many users, notably adults, who are not comfortable transacting online.  
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Badke [5] agrees that there are barriers that can inhibit an adult learner’s progress, and 
concurs the transition of analog to “the digital world requires a whole new way of 
thinking.  

Within this study, we refer to an adult learner as age 34 years or older.  Traditional 
students are defined in two age brackets, 16-21 and 22-34 due to their small gap in 
continuous years enrolled in secondary to post-secondary school.  This paper will 
focus on the experience of adult learners.    

2.3 Social Networking Sites 

Social networking site usage has grown in the number of users, the dollar amount of 
revenue, and the number of enhanced features and applications offered.  According 
to Alexa.com [7], a website that tracks web traffic, the top 10 websites on the Internet 
include search engines and online collaboration tools.  Examples of these sites 
include online encyclopedias, such as Wikipedia; media collaboration sites such as 
YouTube; and social networking sites such Facebook, Google+, and Twitter.  
Facebook ranks second and Twitter places the tenth for the most popular websites 
visited. 

Social networking applications promote online interaction and communication by 
providing features such as free or low cost profile space, facilities for uploading content 
(e.g. links, photos, music), messaging in various forms, and the ability to make connec-
tions to other people.  The types of relationships found on social networking sites in-
clude, but are not limited to,  friendships, professional, academic, and location [8].  

2.4 Social Networking Sites in Academia 

The growth in higher education in conjunction with the changing student population 
requires an evaluation of the instructional methodologies provided to potential 
students.  In the past, classrooms took place face-to-face in a physical classroom.  
However in recent years classrooms have progressed from an invasive analog scheme 
to a digital one, and institutions have begun to supplement courses with learning 
management systems and have since then, begun to supplement LMS’ with online 
collaboration tools, such as Facebook.   

Integrating classrooms with social networking applications can be seen as benefi-
cial to students. Liccardi et al [9] note that the social interaction within an online 
framework can help university students share experiences and collaborate on relevant 
topics. Lockyer and Patterson [10] suggests that social networking sites provide  
informal learning, because of the ability to share ideas, provide peer feedback, and 
engage in critical thinking. But will the learners really use these SNS for learning 
purposes? 

3 Survey and Participants 

A survey questionnaire was created to collect respondents' past experience of SNS. 
The questions are grouped into four main parts: Demographics, Work Experience, 
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Computer Experience, and Social Networking Experience.  Within Social 
Networking Experience, questions regarding the participants' general social network 
usage, reasons of using the social network sites, and experience in using social 
network sites for informal learning and formal learning.  

The survey was distributed online to adult learners in several accelerated undergra-
duate classes at a mid-Atlantic university. Students were asked to submit the ques-
tionnaire on a voluntary basis. At the end, 43 completed questionnaires were received. 
Among 43 participants, 40 (93%) were female. Participants' ages range from 23 to 54 
with the average being 38. The majority of participants (33, 76.7%) were part-time 
students, 39 (90.7%) were employed full-time at the time of the survey. Participants 
have been employed between one year and 30 years with the average of 7. The majors 
of the participants varied, including nursing, business, and computer science. 13 par-
ticipants reported that they have never enrolled in a hybrid or distance learning course 
in the past. The majority (25, 58.1%) of participants rated themselves as intermediate 
computer users, while 16 (37.2%) were basic users who only knows how to surf the 
internet and some light word processing. The majority (38, 88.4%) of the participants 
reported to using a computer daily. 40 (93%) reported to have at least one social net-
working site account, such as Facebook, LinkedIn, Twitter, etc. For the ones that did 
not have a social networking account, they either do not know how to use it or not 
have time for it.  

4 Results and Discussions 

Among all the participants who reported to have social networking accounts, we've 
asked them to list all the sites that they have accounts with. The majority of them 
reported to have been using Facebook (36, 90%) followed by Google+ (12, 30%), 
Twitter (7, 17.5%), other social networking sites (5, 12.5%), and LinkedIn (4, 10%). 
When being asked about the frequency of using the sites, Facebook still takes the lead 
with 27 (67.5%) reported using it the most frequently. Even though some students 
reported to have a Twitter account, none of them reported to use it frequently. 

When being asked about the reason of using social networking services, the majori-
ty of the participants reported to have been using it for sharing of opinions, for per-
sonal socialization, or widening their perspective in some way. Table 1 below shows 
the descriptive statistics of the reasons for using social networking services. 

In addition to the general reasons of using social networking services, participants 
were also asked to indicate whether they are using different website for different pur-
poses. For example, LinkedIn has been promoted as a social networking mainly for 
professionals while Facebook has been viewed more for creating/maintaining person-
al connections. Will the participants also view these different services as defined by 
the site itself? Ten (40%) of the participants chose Facebook and Google+ while only 
5 (20%) selected LinkedIn as their choice for understanding business environment. 
Google+ has also been selected as the top choice (9, 42.9%) to "better your job pros-
pects" with Facebook and LinkedIn tied in the second place, while no one selected  
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Table 1. Types of Content 

 SA A N D SD 
Understand business environ-
ment 

1 
(2.5%) 

8 
(20%) 

15 
(37.5%)

8 
(20%) 

8 
(20%) 

Create an id and sense of be-
longings to a community dif-
ferent from your real life 

0 
(0%) 

12 
(30%) 

10 
(25%) 

11 
(27.5%) 

7 
(17.5%) 

Better your job prospects 3 
(7.5%) 

13 
(32.5%) 

8 
(20%) 

8 
(20%) 

8 
(20%) 

Keep yourself updated on cur-
rent events 

8 
(20%) 

21 
(52.5%) 

3 
(7.5%) 

1 
(2.5%) 

7 
(17.5%) 

Be part of a formal discussion 
forum 

4 
(10%) 

16 
(40%) 

9 
(22.5%)

5 
(12.5%) 

6 
(15%) 

Entertain yourself 11 
(27.5%)

22 
(55%) 

4 
(10%) 

1 
(2.5%) 

2 
(5%) 

Stay in touch with fami-
ly/friends/contacts you see a 
lot 

17 
(42.5%)

19 
(47.5%) 

1 
(2.5%) 

1 
(2.5%) 

2 
(5%) 

Make plans with your 
friends/contacts 

10 
(25%) 

20 
(50%) 

3 
(7.5%) 

4 
(10%) 

3 
(7.5%) 

Build opinions 4 
(10%) 

11 
(27.5%) 

13 
(32.5%)

6 
(15%) 

6 
(15%) 

Make new friends/contacts 4 
(10%) 

17 
(42.5%) 

6 
(15%) 

8 
(20%) 

5 
(12.5%) 

Stay in touch with fami-
ly/friends/contacts you rarely 
see in person 

15 
(37.5%)

24 
(60%) 

1 
(2.5%) 

0 
(0%) 

0 
(0%) 

Flirt with someone 2 
(5%) 

3 
(7.5%) 

9 
(22.5%)

11 
(27.5%) 

15 
(37.5%) 

Share opinion for educational 
purpose 

1 
(2.5%) 

19 
(47.5%) 

9 
(22.5%)

5 
(12.5%) 

6 
(15%) 

Share opinion for work pur-
pose 

1 
(2.5%) 

15 
(37.5%) 

9 
(22.5%)

7 
(17.5%) 

8 
(20%) 

Share opinion for political 
purpose 

3 
(7.5%) 

7 
(17.5%) 

10 
(25%) 

14 
(35%) 

6 
(15%) 

 
 

Twitter for this purpose. To keep updated on current events, the majority reported to 
use Facebook (22, 66.7%) and Google+ (17, 51.5%). Facebook also was selected as 
the top choice for formal discussion forum, entertainment, stay in touch with others, 
and make plans with friends. When being asked whether they would share opinions 
with others for educational, work, or political purpose, the majority also selected Fa-
cebook followed by Google+. Even though some participants have accounts on  
multiple social networking sites, they are not utilized equally. The use of the social 
networking sites are not always corresponding to the established image of the service 
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provided. Even though Google+ is a relatively new platform for social networking, it 
has gained popularity among adult students. 

Seventeen (42.5%) reported that they have used social networking service to get in-
formal learning by posting questions to solicit help from others. The reasons for not 
using it for this purpose ranged from "never thought of it", "never needed help", 
"wanted to keep question private", to "did not know it was allowed", "did not think 
would get a correct response", and "don't think social network is appropriate". 10 
(43.5%) reported that they would like to try getting help through a social network if 
the question is related to their study.  

For the ones that reported to have solicited help through social network, Facebook 
was their first choice. However, most of the questions they posted were not education 
related. The majority of them reported that they would likely to do it again in the fu-
ture. They have reported getting help through a social network was fun, helpful while 
also noted that it sometimes may not receive well-constructed responses. 

When being asked their preference of using social networks to share opinions for 
class related purposes, instead of posting questions on their own wall, they prefer 
more by asking questions to the instructor directly, check updates posted by the in-
structor, share resources found online with others, or using a group page for a group 
project. 

For those who reported that they prefer not to use a social networking site for 
learning purposes, 22 (51.2%) reported to prefer not to mix their studies with personal 
life, while 3 (7%) think social networking is a waste of time, or don't have an account 
and don't intend to create one. 

5 Conclusions and Future Work 

This article explores the reasons of using networking sites, benefits realized by adult 
learners by utilization of social networking sites, and potential ways to incorporate 
learning activities through social networking for adult learners. Over the past decades, 
the participation of adults enrolled in higher education has increased due to 
psychological, technological, and environmental reasons.  These drives, along with 
others, have changed what we know of the traditional student.   

Many adults find themselves enrolled in programs where technology is the primary 
mode of information deliverance and collaboration.  For many of these adult learners 
whom have not been enrolled in school for a long period of time, have difficulty with 
the transition from a traditional to a blended or purely online classroom. Traditional 
students are advantageous because they have had technology embedded in their daily 
lives.  However, many adult students are not natives of technology, and find the tran-
sition from an analog to digital lifestyle challenging. 

Although social networking has been popular for its entertainment and networking 
value, many schools and instructors have embarked on supplementing their courses 
with social networking sites; taking advantage of the online collaboration tools and 
additional functionalities. This survey confirmed that although adult learners may not  
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be expert users of computers, but may start getting into the arena. In addition, some 
adult learners have realized the potential benefit of "networking" by not only simply 
reading from others posts but solicit help from others as well. Moreover, it also indi-
cates the potential of incorporating social networking for learning purposes. 

Although many adult learners indicated their willingness of using social network-
ing for learning purposes, there is still some resistance. For example, some respon-
dents were concerned about the mix of study and their personal life, while some  
regard social network as a "waste of time" or simply don't want to create one account 
just for this purpose. It could be suggested that adult learners need to balance their 
work, home, and study while having the responsibly of financing their own studies.  
With this accountability, adult learners may not want the burden of using a social 
networking site when they have other priorities.  Therefore, when designing social 
networking activities in classrooms (hybrid or distance learning), it is important to 
consider alternative approaches. In addition to their lifestyle, adult learners may not 
be as technologically savvy to use these types of sites, as Lockyer and Patterson [10] 
suggest lecturers may have to play a considerable technical support role in helping 
students who are new to such technologies. 

 The preferences collected in the survey also suggests that the incorporation of so-
cial networking in the learning process may focus on building the community within 
the class while have the potential to extend to outside world with the instructor's con-
trol. Students prefer to get information from the instructor or communicate with the 
instructor within a specific area (e.g. an established group).  

The fact that adult learners in this survey view Facebook and Google+ as the sites 
for getting business information and establish connections rather than LinkedIn, sug-
gests that they may view social networking sites differently from what the sites pro-
motes. How to attract users to create an effective social network remains a question 
for the designer of SNS. In addition, companies may want to think about establishing 
and the maintenance of their presence on those sites.  

Although participants expressed their willingness to utilize SNS for getting help 
from others, they have also identified potential problems associated with this kind of 
activities -- how to control the quality of the answers. If we ever encourage students’ 
use of SNS for informal learning -or get to help from others- how do we ensure the 
quality and creditability of the answers? Educate students on how to evaluate the 
quality and creditability of the work is needed. Future work should involve the design 
of potential activities based on the findings from this study and assess if students with 
social networking site usage in their classrooms performed better than students that 
did not have a social networking site integrated in their course. 

In conclusion, this study explored the adult learner’s use of social networking sites, 
the reasons of using/not using the social network, and potential ways of using social 
networking sites for educational purposes. However, this survey had a relatively low 
response. Future studies in getting larger samples of the adult learner’s opinion and a 
comparison between the adult learner and traditional students is needed.  
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Abstract. Social networking sites are gaining in popularity, and candidates for 
president have been getting more involved in these online platforms. In order to 
examine whether a presidential candidate’s presence on social networking sites 
influences people’s political participation, we conducted a survey asking users a 
series of questions related to their social networking involvement, political 
involvement, and political involvement on social networking sites, specifically 
with regard to the 2012 presidential election. Our results indicate that despite 
being politically minded, these users do not use Facebook for political reasons 
and a candidate’s online presence does not influence their decision on how to 
vote.  

Keywords: Social Networking Sites, Elections, Facebook. 

1 Introduction 

Tens of millions of people are using Social Networking Sites (SNS). From 2005 to 
2009 the number of Internet users who use SNS quadrupled [1]. Businesses, 
celebrities, and politicians can utilize this to their advantage.  For instance, politicians 
now have a new method through which they can reach out to large numbers of people 
in a relatively inexpensive way [2]. However, the effectiveness of using SNS in this 
way for political gain is still a matter of debate. 

A growing literature discusses the connections between SNS and political 
participation. Studies have examined how candidates for office use their public pages 
[3-5]; how those pages create space for political discourse [6]; whether SNS are 
altering basic democratic values [7]; and whether SNS encourage people to become 
politically active[8-13]. In one notable recent study, a 61 million person experiment 
of Facebook users was conducted to see if political messages would mobilize people 
to be politically engaged. They concluded that the messages affected political 
behavior online and offline [14].   

Others, however, have argued that the high hopes surrounding the possibilities of 
online political discussions have not yet been fulfilled [15].  There is, so far, no 
consensus in the existing literature on whether or how offline and online political 
activities influence each other, with some studies seeing a direct connection and 
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others separating the two.  Clearly much work on understanding the impact of the 
Internet on politics remains to be done [16]. 

We propose here to extend this literature by studying how SNS did or did not 
influence individual participation in the 2012 presidential election. We attempt to 
determine whether a candidate’s presence on social networking sites affect decisions 
about political participation in the 2012 presidential election. Understanding this 
potential connection has profound implications for the study of this emerging 
technology to political candidates, citizenship, and democratic life.  To the extent that 
such activities on behalf of candidates are not effective, it raises questions about the 
usefulness of SNS to politicians and whether SNS should be utilized in a different 
manner.   

In this paper, we describe a survey conducted of Facebook users to determine 
whether SNS influenced decisions related to the 2012 presidential election.  To 
accomplish this, we selected Facebook as an example of a SNS and conducted a 
survey of Facebook users to obtain their views on their SNS involvement, political 
involvement, and political involvement with regard to SNS. 

2 Methodology  

In order to examine how SNS impacted political activity in the 2012 presidential 
election we conducted a survey of Facebook users. Participants were recruited 
through SNS such as Facebook and Twitter. The survey was open for responses 
beginning October 10, 2012 and closed the evening before Election Day on 
November 5, 2012.  One hundred and thirty one participants (55 male and 76 female) 
completed the survey. All participants were required to be at least 18 years of age and 
have a Facebook account.  

2.1 Questionnaire 

In addition to demographic questions (such as age, gender, education level, ethnicity, 
and political party affiliation), our survey was constructed into three main categories.  
These are: 

─ I SNS Involvement - Participants were asked their primary and secondary reasons 
for using SNS as well how often they tended to go on Facebook. 

─ II Political Involvement - Participants were asked a series of political questions to 
determine whether they were politically active, such as how often they discussed 
political events and the presidential election and whether they paid attention and 
stayed informed about the presidential election.  

─ III Political Involvement on SNS - This section asked participants to rank whether 
they strongly agree or disagree with a series of statements, such as whether a 
candidate’s presence influences their decision on how to vote or to contribute to a 
campaign, or whether their friends’ opinions on Facebook influence their opinions 
regarding candidates.  

 



 The Influence of SNS on Participation in the 2012 Presidential Election 235 

3 Results 

3.1 SNS Involvement 

In order to determine how involved the participants were on the SNS, we examined 
Facebook usage. The breakdown for participants and their level of usage can be seen 
in the second row of Table 1. Seventy five percent of the participants checked 
Facebook at least a few times a day and 90% at least once a day. This demonstrates 
that our sample consists of users who are frequently on Facebook. 

Table 1. Frequency of Facebook Usage and Political Discussions 

 Number of Participants (Percentage of Participants) 

Survey Responses At least a 
few times 
a day 

About 
once a 
day 

At least a 
few times 
a week 

Once 
a 
week 

Less 
than 
once a 
week 

How often do you 
check Facebook  

98 (75%) 19 (15%) 11 (8%) 0 
(0%) 

3 (2%) 

How often do you 
discuss political 
events 

41 (31%) 35 (27%) 25 (19%) 15 
(11%) 

15 
(11%) 

How often do you 
discuss the 2012 
presidential election 

29 (22%) 39 (30%) 32 (24%) 20 
(15%) 

11 (8%) 

*Figures don’t add up to 100% due to rounding 

3.2 Political Involvement 

When examining the political responses, it appears quite clear that the subjects were 
politically active. For example, a majority of the participants discussed political 
events and the presidential election at least once a day, while over 75% discussed 
them at least a few times a week (see Table 1, rows 3 and 4).  

In addition, we asked two questions based on Kushin and Yamamoto’s [17] four-
question scale for political involvement. Using a 5-point Likert scale we asked 
participants to rank from Strongly Disagree to Strongly Agree the following 
statements: (1) I pay attention to information about the election for president and (2) I 
like to stay informed about the election for president. Over 80% of the participants 
agreed with both of the statements. The results suggest that the participants who 
completed the survey can generally be considered politically active.  

3.3 Political Involvement on SNS 

Using a 5-point Likert scale, participants were asked a series of questions pertaining 
to their political activities on Facebook, both in general and with regard to the 
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presidential election. Participants did not tend to use Facebook for political reasons 
and candidates’ active presence on the site did not seem to impact their final vote 
choice. Over 80% disagreed with the statements “A presidential candidate’s active 
presence on Facebook affects my decision on how to vote” and “A presidential 
candidate’s active presence on Facebook affects my willingness to donate to his/her 
campaign.” In fact, no user answered “Strongly Agree” for either of these two 
statements. 

Furthermore, in order to discover whether friend’s political activities and comments 
over Facebook can influence SNS users, we asked participants whether they agreed 
with these statements: (1) I often change my mind based on my friends’ political 
opinions on Facebook and (2) I often change my mind based on my friends’ opinions 
on presidential candidates on Facebook.” Over 80% of participants disagreed with 
these statements. 

Despite these users being politically minded and frequently on their SNS, our 
results indicate that they do not use Facebook for political reasons. In fact, the 
primary reason given for using Facebook was pleasure, as shown in Table 2. Only 
two people stated they used Facebook primarily for political purposes and just eight 
listed it as a secondary reason.  

Table 2. Reasons for Checking Facebook 

 Number of Participants 

Survey  
Responses 

Pleasure Political 
Reasons 

Work/ 
School  
Related 

Other No  
Secondary 
Reason* 

What is your 
primary 
reason for 
checking your 
Facebook 
page? 

121 2 1 7  

What is your 
secondary 
reason for 
checking your 
Facebook 
page? 

8 8 27 14 74 

*Note: This option was only provided for the second question. 

4 Discussion  

It seems that although the participants frequently used Facebook and were also 
considered generally active politically, Facebook is not the locus of their political 
activity. Indeed, what candidates for the presidency did or did not do on their public  
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pages seemed to have little impact on individuals’ votes or on their willingness to 
donate to the candidates. In addition, their views on candidates were not influenced by 
others’ Facebook remarks. The impact of social networks on political participation 
was quite limited. 

These findings stand together with some findings in the previous literature on the 
impact of SNS on political participation. Like Baumgartner and Morris [9], as well as 
Kushin and Yamamoto [17] and Larsson [15], who found that users of SNS were no 
more likely to engage in political participation, we see SNS as holding much promise 
but delivering little in terms of real-world impact on people’s political activities. It is 
true that Bode [10] found that interacting with a Facebook community increased the 
likelihood of offline political participation. However, we would suggest those results 
may be limited by the specific demographic targeted in that study (namely, college 
undergraduates) which creates very little space between its offline and online 
behaviors. Other demographics, which grew up without SNS, may see their Facebook 
community as distinct from their offline social activities. Our study group also 
consisted of a highly educated, politically motivated sample, which may be less likely 
to be influenced by others. 

The results of the massive experiment conducted by Bond et al. [14] are 
compelling, given the large sample targeted. They found that political messages sent 
on Facebook did cause those targeted to become more active in politics, to be more 
likely to vote, and more likely to influence their friends to participate in politics as 
well.  

The results of our study may stand in contrast because our data are self-reported 
and rely on individuals’ recollections of their actions, or alternatively because the 
questions we asked elicited more direct information about how SNS users interacted 
with the candidates for office. The Bond et al. [14] study did not directly examine 
how candidates could increase Facebook users’ likelihood to vote for their 
campaigns.  

Our findings may indicate more limited possibilities for targeted messaging by any 
specific campaign.  In other words, it is not clear whether politicians on SNS will 
necessarily get the results they desire to increase voter turnout or donations. 

4.1 Limitations 

One limitation in this study is that subjects were recruited to participate in this study 
through statuses on social networking sites (such as Facebook and Twitter). 
Therefore, the survey respondents consisted of followers and followers of followers 
of the authors. Therefore, we suggest caution when applying these findings to other 
populations. 

Another limitation is that the survey reflects individuals’ perceptions about 
whether or not they were influenced, which may or may not equal the degree to 
which participants were actually influenced. While people’s views may not be 
influenced by SNS overall, it may have impacted them subtly without them being 
aware of it.  
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5 Conclusion 

We conducted an experiment to determine the effects of candidates’ presence on SNS. 
One hundred and thirty one people responded to our study and our results indicate 
that even for people who are politically active the activities of presidential candidates 
on Facebook does not affect their willingness to vote or donate to the candidate. 
Facebook is not the locus of their political activity. Furthermore, their friends’ 
political or presidential views do not influence their political opinions.  

Future research directions include examining the degree to which members of 
different political groups respond differently to messages received through Facebook 
or other social networking sites.  If Democrats are earlier adopters of this new area of 
technology, their response to the candidates’ actions may differ significantly from 
non-Democrats.  
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Abstract. As the use of various social networking technologies increase, so 
does the importance of understanding the long term implications for users in the 
context of end of life. Users post many digital artifacts online for many reasons, 
such as for storage, construction of their digital identity, communication, etc. 
Often these posts and uploads inadvertently build the digital legacy of the user. 
In this paper, we discuss the impacts of social networking and the construction 
of an online identity from an end of life perspective. The authors discuss the 
importance of education as an essential element for preparation and understand-
ing of this topic. A survey of college social network users is also reported along 
with a discussion on their feedback.  

Keywords: Social Networking, End of Life, Death, Education, Thanatechnology. 

1  Introduction 

Many are using social networks for a plethora of reasons: staying in touch, finding 
new friends, reading news, status updates, just to name a few activities. The use of 
various social networking tools has been on the rise for some time, and trends suggest 
that this increase will continue [1]. Although participating in these social platforms 
are now commonplace, the implications of using these technologies in terms of the 
future are often not clear or not even considered. In this paper, we discuss the impacts 
of social networking and the construction of an online identity from an end of life 
perspective. We also report some preliminary insights from a survey of college age 
social network users as a step to gain a better understanding on how people feel about 
this topic. This paper focuses on the need for educating digital native students about 
these issues, as they will be the content creators of significant digital legacies and 
online identities through long-term usage of social networks.  

Content is added to our social networking sites (SNS) such as comments, pic-
tures, videos, links and, also replied comments to and from, other “friended” users, 
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and are aggregated to create the “profile” of an individual. These bits of data can 
also be thought of as “Narrative Bits” of information, or “narbs”, which describe a 
user and their interactions over time [2]. “The identity of an individual is eventually 
constructed by the combination of narbs that are available on a social networking 
site where different kinds of narbs work together to produce the composite narrative 
of a person at any moment in time” [2]. Others have referred to this combination of 
interactions and information joined on social media as one’s “digital soul” [3]. This 
is also true with other social technologies where text and media are not the primary 
mode of interaction. Over time, these chunks of information become our digital 
legacy. The entirety of our online identity is what remains after we are physically 
gone. This digital legacy is what many other users, friends and family members will 
remember of us once we are no longer living. It is therefore important to consider 
this fact, in order to be mindful of what is posted online and to also actively protect 
certain digital artifacts if the intent is to bequeath information, software, media or 
other digital content to friends, family or other users. We are interested in the im-
plications of social network usage from a legal and ethical perspective in the con-
text of end of life [4]. In this paper, we focus on an educational perspective by 
teaching and preparing users so as to be better equipped for future planning. There 
are many questions to consider in regards to content, individual “branding” or on-
line identity. In other words, upon a user’s death, what happens to the information? 
What were the wishes of the user in the event of their death? Is the culmination of 
posts, pictures, and status updates over a life time, the online legacy the user in-
tended to leave behind? Additionally, what are the legal ramifications of the de-
ceased user’s information?   

Many educators are already aware of the need to teach proper Internet etiquette or 
“netiquette”. This can include teaching students about appropriate language use, on-
line professionalism, email usage, and many other respectful online behaviors [5].  
With the rise of online and web based forms of interaction in modern society, know-
ing how to act in a responsible way online will be an important social norm for the 
future. Instances of employees losing their job due to posts on Facebook, or potential 
employers not hiring someone due to compromising photographs, and the develop-
ment of social networking policies for employees illustrate the impact of SN usage on 
our real lives. Also related to online behaviors, the effects of cyber bullying have been 
gaining attention in recent years. While negative consequences of improper online 
behavior have promoted education for better online usage, it is educators that have 
taken an important role at raising awareness and prevention. Similarly, educators can 
play a key role at raising awareness about the long term effect of SNS usage, when it 
comes to digital content and that of our digital legacy. While many of these netiquette 
ideas are helpful, the death of a user is often something that is not often considered. 
We feel that raising awareness through additional education is needed, but first we 
wanted to better understand the perception of this topic from current users. In order to 
gain insight on how users of social networks considered this topic, a survey was ad-
ministered to college age students and is discussed in the next section.  
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2 Research Methodology 

To begin to understand students’ viewpoint on social network usage from an end of 
life perspective, we developed a brief survey. We wanted to understand how college 
age SN user’s viewed the topic and to also gain insight on the types of content posted 
online, and if preparation of digital information had been considered. We also wanted 
to investigate what the final wishes of the person might be. Our current focus has 
primarily been on SNS, but we are also considering other online content in relation to 
virtual worlds, which also fit into the category of SNS in the context of how one 
communicates and forms relationships and identity. Boyd & Ellison describe a social 
network defines a web-based social networking site as a service that allows users to: 
“(1) Construct a public or semipublic profile within a bounded system (2) articulate a 
list of other users with whom they share a connection, and (3) view and traverse their 
list of connections and those made by others within the system” [6, pg 211]. These 
main points also true from a virtual world perspective.   

A survey was distributed to two undergraduate classes at a Mid-Atlantic university. 
One of the classes is a new seminar course, titled "Virtual Worlds and Society: Im-
pacts of Online Interaction", consisting of students in their first year of undergraduate 
education, the other is an upper level computer science class in artificial intelligence,, 
consisting of seniors in their last semester of undergraduate classes.  

To gain immediate feedback on this topic from students and their perceived con-
siderations on SNS usage, many discussions have taken place in the seminar course. 
The main focus of the course is on virtual worlds, but topics related to SNS are often 
discussed. Initial observations and discussions from students have been positive with 
their realization that a need does exist to consider these facts and to protect digital 
information for long term usage if SNS will be a technology used in mass for many 
years to come. Many students expressed that they had never considered this topic, 
while several had, due to their own experiences with friends and family members 
passing away, while their SNS remained active and online. Some students expressed a 
desire to have their SNS memorialized in the event of their passing, while a majority 
wanted their online presence deleted. Several methods were discussed as to prepara-
tion, such as creating and maintain a final status update, including certain aspects into 
estate planning, and about several websites that provide services for digital content 
management, specifically related to end of life. The survey was distributed to this 
class after the discussion. In the section below we report on the combined data from 
both classes.  

3 Survey Results 

3.1 Demographics  

In both classes combined there were 51 students with 41 students that responded to 
the survey, for an 80.4% response rate. The average age for the responding students 
was 21.3 years old. This included 15 females and 26 males. In the seminar course,  
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the declared majors for the students varied greatly, with the most frequent majors 
being art and design, exercise science and family studies. Several students in the class 
were listed with an undeclared major of study. In the artificial intelligence course 21 
students listed their major as computer science and the remaining three were informa-
tion systems majors.  

3.2 Results 

When responding to the question regarding the average amount of hours students 
generally spend online each day;  12 students (29.3%) reported they spend 1-3 hours 
online, 17 students (41.5%) reported 4-6  hours spent online, 11 students (26.8%) 
reported spending 7-9 hours online, and 1 (2.4%)  student noted that they spend more 
than 9 hours online each day. There were no students that reported they spend no time 
online or that they were unsure for the approximate time spend online. This survey 
did not specify how students were connecting to the internet or what they considered 
was being online or connected.  When being asked if they have a profile on a social 
networking site and which sites they maintained a profile (multiple responses are 
allowed), 39 (95.1%) students noted that they do indeed have a SNS profile. The re-
maining 2 students (4.9%) noted that they do not have a SN profile. For these two 
respondents, their data was not used in further data calculations where the survey 
question required having a social networking presence (i.e. question 3 and 4).  For 
the sites that they have accounts with, respondents listed Facebook 29 times, Twitter 
15 times, tumblr 3 times, instagram 2 times, and LinkedIn once. Nine of the respon-
dents did not list where they had a social networking site.  

In terms of types of information users generally post on their social networking 
site, five generalized categories were listed in the survey as options for this question; 
users were asked to list content if they chose “Other”.  Table 1 below describes the 
frequency of the choices. Users could select multiple options. 

Table 1. Types of Content 

Choice Total
A. Pictures 33
B. Text based posts 33
C. Video 15
D. Music or other audio 9
E. Other 2
Content Listed for Choice E. Links, Articles, Software

 
Users were asked to rank the importance of the content that they post on their so-

cial networking profile, from “Not at all important” to “Highly important”. From the 
respondents, one student had no response (n=40). The majority of the respondents 
(21) thought the content was somewhat to extremely important. Table 2 describes the 
frequency of responses from both classes.  
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The survey also asked participants if they knew anyone that had died, but their so-
cial networking profile is still present / active after the person’s death. From the stu-
dents, 24 (58.6%) reported “Yes” and the remaining 17 (41.4%) reported “No”. When 
asked “Would you want your social networking page to remain active if you were to 
pass away?”, 10 (24.4%) students responded “Yes” and the remaining 31 (75.6%) 
responded “No”. The next question asked about the types of digital assets that they 
currently have online (or on a personal computing device) that need to be protected 
after their death (if any). For this question, more than one option could have been 
selected. Photos, personal information, and documents are the ones being selected the 
most frequently. Table 3 lists the responses from both classes for this question.  

Table 2. Content Ratings 

Rating Total 
A. Not at all important 8 

B. A Little important 11 

C. Somewhat important 12 
D. Very important 7 
E. Extremely important 2 

Table 3. Digital Assets that need Protecting 

Category Total 
A. Photos 27 
B. Documents 15 
C. Music 9 
D. Video 7 
E. Intellectual property (i.e. things that you or others 
have created) 

9 

F. Personal Information (i.e. tax documents, addresses, 
financial data etc.)  

18 

G. Other 4 reported “nothing” 
H. No Response 3 

 
Table 4 below describes the responses for both groups when responding to whether 

they would want their digital content to be deleted, preserved with some restrictions 
or remain the same after their death.  Participants were asked if they did choose op-
tion B to preserve their content with restrictions, to list what restrictions they would 
want. 

For this question, 5 students noted that they would only want family to be able to 
have access, 2 students did not have any restrictions listed, 1 student noted that they 
only wanted certain people to view/access the content, 1 reported that they didn’t 
want everyone to have access, 1 wanted no one to be able to sign into any accounts, 1 
wanted only a spouse to be able to access, 1 student noted that financial information 
should be removed but remain active, and 1 noted that his/her account should remain 
active, but no one should be able to access it. The remaining 4 students that chose 
option B in that group did not report a restriction.  



 Teaching about the Impacts of Social Networks: An End of Life Perspective 245 

 

The survey also asked if they have files or digital content that they would want 
erased so no one would know about the content. From the students 9 (22%) responded 
“Yes” and 32 (78%) responded “No”. In the questionnaire, students were also able to 
list the content that they would want erased. This included: Facebook posts, photos, 
messages, chat logs and status updates. One person wanted everything deleted. When 
being asked whether they would want a virtual memorial when they pass away, 12 
(29.3%) responded “Yes” in favor of a virtual memorial, while 27 (65.9%) responded 
"No", and 2 (4.8%) students had no response. It was optional, for participants to 
comment on their options for this question. Some comments from participants that 
were against virtual memorials include:  “I think it is good enough having a real 
memorial. I wouldn’t want to burden someone in creating a virtual memorial for 
me”; “I’d rather have a real memorial if at all”; “I don’t want to be remembered as 
just a Facebook profile”; “Because my family doesn’t use a lot of social network-
ing”; “I may be remembered in the wrong way”. Some comments from participants 
that were for virtual memorials include: “I have a lot of online friends who I’m very 
close to”; “It might be nice for friends to remember me by”; “It would be Memora-
ble”; “I think it’s pretty cool”. “I feel like it would be nice for my friends and family 
to have something to remember me by”.  

Table 4. Content Preservations 

Choices Total 
A. Deleted 21 
B. Preserved with restrictions 17 
C. Remain the same (where anything could happen with access) 3 

 
As part of the study we wanted to examine if participants had any legal or other 

informal documentation that expressed their final wishes in terms of end of life 
preparation. This was asked as part of Question #11, but did not specify if this re-
garded only digital content. Only 1 (2.4%) responded “Yes” while the remaining 40 
(97.6%) responded “No”. Participants were asked to rate the statement “When it 
comes to virtual memorials on SNS how would you rate your feelings” using a scale 
from Disrespectful to Respectful and also from Not Important to Important. We 
have treated this scale as Likert scale because of the large deviation to see how the 
opinions are actually distributed across the board. Close to half of the participants 
(19) were neutral on this statement for both scales, while majority of the remaining 
participants thought it was respectful but not important to have virtual memorials. 
Table 5 below lists the frequency of responses. The lower the rating relates to a 
stronger feeling towards disrespectful and it being not important to consider. Fol-
lowing with Table 6, it describes participants rankings related to the question which 
asked to choose a statement that best identifies a position on the moral/ethical obli-
gations of digital assets after death. Majority of the participants (25) felt it is some-
what to extremely important. 
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Table 5. Rating For Importance and Respectfulness 

Rating Frequency  Rating Frequency 
Disrespectful    Not Important   
1 1  1 7 
2 3  2 8 
3 19  3 20 
4 12  4 6 
5 6  5 0 
Respectful   Important  

 
Participants were then asked if they had considered the importance of protecting 

online content in case of one’s death before taking the survey. 11 (26.8%) students 
reported “Yes” and 30 (73.2%) responded “No”. As it relates to another future 
project, they were asked “Would you want a permanent memorial to represent you in 
a virtual world?”. A memorial in a virtual world, would be some type of permanent or 
semi-permanent 3D structure or representation unlike a memorialized page on a SNS. 
Students taking the survey were all familiar with virtual worlds. Seven students 
(17.1%) responded “Yes” while 32 (78.0%) responded “No” and 2 students (4.9%) 
noted that they were unsure. Participants were then asked to rank on a Likert scale, 
their feelings in three categories as it related to virtual memorials on SNS. Close to 
half of the respondents were neutral on this topic, while majority of the remaining 
participants thought it was respectful but unimportant. Participants were evenly di-
vided on whether it is creepy to set up a virtual memorial.   Table 7 lists the results 
from that question.  

Table 6. Moral/Ethical Position Related to Digital Assets after Death 

Choice Total  
I cannot assess my position on this issue 11  
I don’t feel capable and knowledgeable in stating a moral/ethical issue 3  
I feel that morality/ethics is somewhat important 11  
I feel that morality/ethics is very important 12  
I feel that morality/ethics is extremely important 4  

 
When being asked “Have you ever conducted an online or virtual “funeral” before 

deleting a profile or account?”  All students (100%) responded “No” to this question. 
However, during class discussions previous to the survey, students had expressed 
hearing about a virtual funeral taking place in the World of Warcraft for a user who 
died in real life. The following question asked “Do you feel that more education on 
this topic is important?”.  The majority of the students, 30 (73.2%) reported “Yes” 
and 11 reported “No” (26.8%). The final question in the survey was an open ended 
question that only asked if they had any other thoughts or comments about the topic 
overall. Table 8 lists several comments that were reported.  
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Table 7. Rating for Virtual Memorials 

Rating Freq. Rating Freq. Rating Freq. 

Disrespectful   Not Important   Creepy  
1 2 1 8 1 4 
2 3 2 9 2 10 
3 17 3 19 3 13 
4 13 4 5 4 9 
5 6 5 0 5 5 
Respectful  Important  Not Creepy  

Table 8. General Comments 

Comments
“People should be more aware of what to do with all their online data after they pass”  
“I rarely use my SNS so it’s hard to say I care about its contents. I prefer to stay con-

nected in person or over the phone”
“Leaving a will that instructs loved ones about digital data sounds important’”   
“Online friendships can be very powerful. An online friend man never meet you once in 

person, but that doesn’t mean they will be any less affected by your death” 
“I think it is important to honor someone who has passed. It has to be respectful though. I 

personally have written on someone’s Facebook page that has passed. It helps release emo-
tions”  

“I would like to know more about it and the process of doing a virtual memorial”  
“I feel like everyone should know about it and have precautions in case of an accident, 

but I also feel like a virtual memorial could be a little much” 
“I feel that posting pictures, videos and memories of the person that passes away on their 

SNS is a nice way of remembering them. I feel that it should be able to remain there for as 
long as possible. It may be the only way that some people have to remember that person”  

4 Discussion  

There seems to be a significant need of addressing issues such as this during the col-
lege years. The matter regarding death and arrangements for one’s virtual identity is 
really a composite view of technological, legal, social and ethical perspectives which 
converge into an often new perspective for most students. Anecdotally we have ob-
served that students who received an exposure through in-class discussions seem to be 
slightly more aware about the importance of such arrangements. From the survey 
however, we can see that students do have some varying opinions regarding this topic. 
It is clear that the students had multiple presences on several SNS and posted a wide 
array of content. While most posting of content seem to be primarily text based con-
tent and photographs, this may change as more applications and services are being 
ported to the cloud, allowing more content to be stored online. Although many ranked 
their online profile as being only somewhat important, many spend large amounts of 
time online and interacting with other users on SNS. While some viewed their digital 
content as having importance that needed some preservation and/or protection, others 
did not seem to care what would happen to their content if something were to happen 
to them. 



248 J. Braman et al. 

 

We feel that the results of this survey are helpful at gaining insight on how some 
college students feel about their content and in general, what they would want to hap-
pen in terms of their content. As noted by the question regarding the importance of 
protecting online content in case of one’s death, many students had not previously 
considered protecting their digital content in the context of this topic. From this pre-
liminary survey, we observed that the majority of the students are active on one or 
more SNS and spend time online each day. Most of their SN profiles contain several 
types of content with pictures and text based posting being the most popular. The 
students for the majority noted they did know of other people that had died and where 
the deceased’s page was still active. However, for their own content, the majority 
expressed that they wanted their own page be deleted and not active in the case of 
their death. Many other students did want their information persevered but with re-
strictions. With observing that many in our survey noted that they do not have any 
estate planning related to SN usage along with the fact they do want their content 
restricted or deleted, this topic needs additional research to help user protect content. 
Only 26.8% of those responding had considered the importance of protecting their 
own content in the event of their death. Additionally when asked about this topic, 
73.2% agreed that additional education was indeed needed.  

Education about proper planning is essential for protecting your digital content 
and/or your digital legacy. There are several key questions that one can ask as they 
are posting or storing any content online, such as:  1. Is this content something I’m 
alright with if it becomes part of my digital legacy?, 2. Is this content something that 
should be protected if something were to happen to me? and, 3. If this content should 
be protected, how can it be protected? Also, as part of our overall digital estate plan-
ning, there are a few more general question we may want to ask ourselves as well, 
such as:  1. Are my overall wishes for my digital content known?,  2. Can my final 
wishes for my digital content / online identity be carried out? and, 3. For the data I 
want to have protected or bequeathed, can my estate executor access my content?   

Although this was a preliminary survey, it was helpful as a first step at gaining in-
sight on the perception of college-aged users on this topic and to identify the need for 
additional education on this matter. In future studies we plan on focusing on certain 
questions more in-depth and to ask questions related to specific content and usage. 
This could include asking about specific time spent on their SNS, how they access the 
content, the frequency of posting and if they intend to use or maintain a profile online 
throughout their lifetime.  

5 Conclusions 

Although not a pleasant topic, protecting one’s digital assets in the event of one’s 
death is of a particular concern that deserves more attention and potentially affects 
every user with a digital presence. We believe that educating today’s students whom 
will be using SNS in an abundant number of ways need to consider long-term impli-
cations. As we move to a more digital way of life, more protection and education of 
preparedness is needed. We hope that through this project, we can make more people 
aware of how to prepare as well as further understand current perceptions related to 
SNS usage.  
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As part of our future work, we are in the process of collecting more data from sev-
eral more surveys as well as expanding our initial user model. We are also working 
towards extracting interaction details and comments from public profiles of individu-
als that are known to be deceased in order to see how other users interact with the 
content of these pages, how long they stay active, and what types of content remain 
on these profiles. With more of content being transitioned into electronic formats, it is 
of ever growing importance to protect this content and our own content for the future.  
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Abstract. As a new paradigm of e-commerce, collaborative online shopping 
fulfills online consumers’ needs to shop with close ones in a social and colla-
borative environment. While previous e-commerce research and practice mainly 
focus on consumers’ individual shopping behavior, a recent trend is for con-
sumers to buy things together online. This study proposes two new types of  
navigation support and investigates how different types of navigation support 
influence consumers’ collaborative online shopping experience. Specifically, 
their impacts on consumers’ coordination performance and perceived useful-
ness are assessed by comparing two types of extant navigation support in a lab 
experiment. Meanwhile, the moderating role of the group structure of collabora-
tive consumers is also assessed.  

Keywords: Collaborative Online Shopping, Navigation Support, Group Struc-
ture, Ease of Uncoupling Resolution, Perceived Usefulness. 

1 Introduction 

While previous e-commerce research and practice mainly focus on consumers’ indi-
vidual shopping behavior, a recent trend is for consumers to buy things together  
online. In this study, we look at this emerging phenomenon, collaborative online 
shopping (COS), defined as the activity in which a consumer shops at an online store 
concurrently with one or more remotely-located shopping partners [20]. COS pro-
vides collaboration support for consumers to search and evaluate products together. 
On one hand, collaborative online shopping enables consumers to share and exchange 
their opinions about products; on the other hand, it fulfills online consumers’ needs to 
shop with close ones in a social and collaborative environment.  

In spite of the evident demand for consumer collaboration, COS is not well sup-
ported by current e-commerce platforms [1].  Most of the e-commerce websites are 
designed for solitary use. Collaborative online consumers have to use their web 
browsers independent of each other, leading to ineffective communication and discus-
sion due to lack of contextual information about each other’s focus [3,6]. To better 
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support consumers’ collaborative product search and evaluation, we attempt to pro-
pose new designs to solve the problem.  

Since a prominent feature of COS is to facilitate collaborative product search, it is 
important to design appropriate navigation mechanisms that helps collaborative con-
sumers navigate to the same products of their interest to establish a common referen-
tial context for the collaborative product evaluation and discussion. Two types of 
navigation support were investigated in prior studies [20], namely separate navigation 
and shared navigation. While the former only allows each user to view and control 
his/her own separate browser, the latter enables both collaborative users to synchron-
ize their browsing paces so that one can always know what the other person is looking 
at.  Prior research has found that although shared navigation is in general better than 
separate navigation in terms of collaborative product search, shared navigation leads 
to unexpected uncoupling problems when the two collaborators do not well coordi-
nate with one another.  

To solve this problem, we propose two new types of navigation support: separate 
navigation with location cue and split screen navigation. In the separate navigation 
with location cue condition, each user is provided with a clickable visual location 
indicator, which displays his/her partner’s real-time location information. The user 
can navigate to the web page that his/her partner is viewing by clicking on the loca-
tion cue. Split screen navigation divides the browser into two separate screens, with 
one screen controlled by one user and the other screen instantly displaying the current 
web page his/her partner is viewing. These two navigation support designs are empir-
ically evaluated against separate navigation and shared navigation in this study.  

Another purpose of this study is to investigate the moderating role of the group 
structure of collaborative shoppers. It is commonly observed that consumers may 
shop with others in two forms of group structure: (1) ‘co-buyers’ structure [2], e.g., 
two individuals buy a birthday gift together for their common friend; and (2) ‘buy-
er/advisor’ structure [18,20], e.g., one individual buys a skirt for herself, and she in-
vites her friend to offer advices on product selection. It has not yet been empirically 
investigated whether or not the group structure of collaborative shoppers affects the 
effectiveness of different types of navigation support, and if so, to what extent. 

This paper is organized as follows. The next section reviews previous literature and 
theoretical foundations, followed by the proposed research model and hypotheses. 
After that we demonstrate the research method and report the analysis results. The last 
section concludes with discussions of the implications and future research directions. 

2 Literature Review and Theoretical Foundations 

Collaborative online shopping could be considered as a kind of real-time distributed 
collaboration, in which physically distant shopping partners collaboratively search for 
product alternatives of interest at the same time. Hence, we discuss two theories on 
situational awareness and dual task interference to provide the theoretical foundations 
for the exploration of effects of navigation support and group structure on collabora-
tive online shopping consumers’ experience. 
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2.1 Situational Awareness Theory 

Situation Awareness (SA) is generally defined as “the perception of the elements in 
the environment within a volume of time and space, the comprehension of their mean-
ing and the projection of their status in the near future” [6]. Situation awareness in-
cludes more than attending to information, but also the integration of multiple pieces 
of relevant information to the person’s goal [7]. SA plays an important role in various 
collaborative activities to reduce effort and increase efficiency for the activities of 
collaboration [8].  

With the help of SA, people are able to keep an updated understanding of other 
people’s interaction with their shared workspace, which in turn guides people’s en-
suing behavior. In contrast, without situation awareness, the ease and naturalness of 
collaboration will be lost, making remote collaboration awkward and inefficient as 
compared to face-to-face work [8]. Prior studies suggest that collaborators must attain 
and maintain reciprocal awareness of shared activity to coordinate effectively [3].  

2.2 Dual Task Interference Theory 

Dual-task interference refers to the situation where people perform two or more activ-
ities concurrently [16]. As the main theoretical underpinning for dual-task interfe-
rence, “bottleneck” model assumes that individuals have limited cognitive capacity. 
Cognitive capacity is scarce mental resource [14], thereby when individuals perform 
two tasks at the same time, competition for the same cognitive resource may occur, 
leading to less cognitive capacity for each task and impaired task performance.  

Prior empirical studies in IS have suggested that in a GSS system, participants who 
experience dual-task interference process less information (poorer performance) than 
participants working on a single task [10]. Similarly, in the collaborative online shop-
ping context, it is quite common for shopping partners to search for product informa-
tion on their own while scrutinize other’s activities for discussion, implying a high 
possibility to experience dual-task interference. 

In this study, the effects of the two new types of navigation support (i.e. separate 
navigation with location cue and split screen navigation) are assessed by comparing 
with the extant separate navigation and shared navigation. 

3 Research Model and Hypotheses Development 

Information search has been considered as an important stage for web-based consum-
er decision making [15]. In information search stage, consumers actively collect in-
formation to make potentially better purchase decisions [17], whereas insufficient 
information search may lead to detrimental decision performance [12,19]. In this 
study, perceived ease of uncoupling resolution (defined as the extent to which con-
sumers perceive that resolving the uncoupling occurred during the collaborative 
shopping process would be free from effort) and perceived usefulness (refers to  
the extent to which a particular type of navigation support is expected to help  
 



 The Effects of Navigation Support and Group Structure on COS 253 

 

 

Fig. 1. Research Model 

collaborative consumers to conduct product search together and accomplish their 
shopping goals) are included as dependent variables correspondingly to represent the 
two critical elements in the collaborative online shopping process.  

The research model is proposed as shown in Figure 1. 

3.1 Perceived Ease of Uncoupling Resolution 

Uncoupling has been defined by Zhu et al. [20] as the state in which collaborative 
shoppers lose coordination with their shopping companions. According to situation 
awareness theory, situation awareness can reduce effort, increase efficiency and re-
duce errors for the activity of collaboration [8]. In the context of collaborative online 
shopping, the availability of awareness of shopping partners’ current navigation state 
enables collaborative consumers to understand each other’s contextual cues, and thus 
is likely to reduce coordination effort to resolve various uncoupling. Comparing with 
separate navigation, split screen and separate navigation with location cue provide 
more situation awareness via the shared screen and location cue. Accordingly, colla-
borative consumers would be aware of their partner’s current focus of attention and 
ensure a shared referential base for discussion to facilitate the resolution of occurred 
uncoupling.  

In shared navigation condition, shopping partners’ web page navigations are al-
ways synchronized in the screen level. Collaborative shoppers are aware of each oth-
er’s search path as well as the information that has been processed by their partner. 
When uncoupling occurs, collaborative shoppers may communicate with each other to 
pinpoint the location of the information on the current screen that both of them are 
looking at, or go back to a specific information based on the search path that they 
have experienced together, thus decreasing the effort to resolve uncoupling when 
compared to split screen and separate navigation with location cue. Therefore, we 
propose, 
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• Shared Navigation 
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H1a: Compared to separate navigation, split screen and separate navigation with 
location cue leads to higher perceived ease of uncoupling resolution.  

H1b: Compared to shared navigation, split screen and separate navigation with 
location cue leads to lower perceived ease of uncoupling resolution.  

When using separate navigation with location cue, shopping companions’ common 
ground has been confined to a web page level. In other words, what they are sharing 
is actually a web page, rather than a screen as in split screen condition, which makes 
the pinpoint of the target information more difficult in separate navigation with loca-
tion cue than in split screen. In addition, the identical location cue information re-
ceived by both shopping companions may further generate an illusion that they are 
looking at the same product, or even the same information at the same time. Conse-
quently, this misinterpretation may generate confusion and increase effort when they 
try to resolve the occurred uncoupling. Therefore, we propose  

H1c: Compared to separate navigation with location cue, split screen navigation 
leads to higher perceived ease of uncoupling resolution. 

3.2 Perceived Usefulness 

Davis [5] suggested that the most important determinant of technology adoption is 
perceived usefulness. In the context of collaborative online shopping, perceived use-
fulness refers to the extent to which a particular type of navigation support is expected 
to help collaborative consumers to conduct product search together and accomplish 
their shopping goals.  

One of the major facilitator for collaborative online shopping is to establish a 
common referential context for the product information sharing and discussion. 
Compared to separate navigation, separate navigation with location cue and split 
screen navigation enable collaborative consumers to be more aware of the contex-
tual information regarding what product their partners are currently examining. By 
clicking on the location cue bar (with separate navigation with location cue) or 
switching their attention to the shared screen side (with split screen navigation), 
consumers could navigate to the target product page and access the same informa-
tion shared by their partners without much effort. In other words, the accessibility 
of target information displayed on partners’ screen is greatly enhanced with the help 
of location cue and split screen. While providing situational awareness to collabora-
tive consumers, separate navigation with location cue and split screen also allow 
them to search for products in parallel, rather than tightly bounded in the same 
screen, as the case in shared navigation condition. As a result, this may encourage 
more efficient information search, and consequently render a higher perceived use-
fulness. Therefore, we propose  

H2a: Compared to separate navigation, split screen and separate navigation with 
location cue leads to higher perceived usefulness.  

H2b: Compared to shared navigation, split screen and separate navigation with 
location cue leads to higher perceived usefulness.  
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As split screen navigation provides more situation awareness than location cue, which 
alleviates the effort to explain to each other about which information being  
viewed, collaborative consumers will have more cognitive resource to search for and 
scrutinize new product information with split screen. Therefore, we propose: 

H2c: Compared to separate navigation with location cue, split screen navigation 
leads to higher perceived usefulness. 

3.3 Moderating Effects of Group Structure 

The concept of group has been frequently studied in the context of computer-
mediated collaboration as well as real time distributed collaboration [11, 18]. In this 
study, we apply the concept of group structure which is defined as an indication of the 
role combination among group members. Specifically, we identify two forms of group 
structures, namely, “co-buyers” and “main buyer/opinion giver”. In co-buyers struc-
ture, all group members are the direct beneficiaries of a product or products collabora-
tively purchased. In contrast, in main buyer/opinion giver structure, there is only one 
direct beneficiary (i.e. main buyer) of the product, with opinion giver providing sug-
gestions to the products of interest by main buyer.  

According to Pashler [16], dual task interference refers to the situation where 
people need to perform two or more activities concurrently. Prior research on dual 
task interference has indicated that dual task interference significantly reduces 
people’s information processing and decreases task performance [4].  

Dual task interference is more likely to occur when shopping companions are 
formed in co-buyers structure. The reason is that, in co-buyers structure, both  
shopping partners are inclined to actively and collaboratively engage in product in-
formation search and evaluation process. While searching products of interest by 
themselves, they are also required to attend to the products information suggested by 
their partners. Thereby, they are forced to split their limited cognitive resources be-
tween different sub-tasks. The frequent switch between information processing task of 
the product of interest by themselves and information processing task of the product 
of interest by their partners makes the cognitive resources rather rare. Consequently, 
split screen is better than separate navigation with location cue in easing the effort to 
resolve the uncoupling when it occurs, and search more efficiently for product alter-
native information.  

On the contrary, in the main buyer/opinion giver structure, both individuals focus 
on one single task, i.e. evaluating the product of interest only by the main buyer, re-
sulting in much cognitive resources saved for both main buyer and opinion giver. 
Therefore, the use of split screen versus separate navigation with location cue is un-
likely to cause significant differences in perception of ease of uncoupling resolution 
and perceived usefulness.  

H3a: The superiority of split screen navigation over separate navigation with loca-
tion cue in terms of perceived ease of uncoupling resolution will be less prominent 
when the group is formed in a main buyer/opinion giver structure as compared to a 
co-buyers structure. 
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H3b: The superiority of split screen navigation over separate navigation with loca-
tion cue in terms of perceived usefulness will be less prominent when the group is 
formed in a main buyer/opinion giver structure as compared to a co-buyers structure. 

4 Research Method 

The hypotheses proposed in the present study were tested through a laboratory expe-
riment with a 4×2 full factorial design (i.e., 4 types of navigation support ×2 types of 
group structure). The four types of navigation support include: (1) separate naviga-
tion, (2) separate navigation with location cue, (3) split screen navigation, and (4) 
shared navigation. Each person who volunteered was asked to invite a friend to attend 
the experiment together with him/her, to emulate a real shopping context. A total of 
74 dyads were recruited from a major public university campus and randomly as-
signed to the eight treatment conditions.  

The two subjects in the same dyad were allocated in two different rooms. They 
were asked to visit a website to book a hotel room collaboratively with the assigned 
navigation support, as if both of them (co-buyers structure) or only one of them (main 
buyer/opinion giver structure) need(s) to stay in for their/his coming overseas trip. 
After finishing the hotel searching and selection, the subjects completed question-
naires and were paid $15 each as participation reward. 

The questionnaires items (using 7-point Likert scale) were generated based on a 
review of the previous information systems and marketing literatures. Where pre-
viously tested measures were not available, we developed items based on the con-
struct definition and description. Three faculty members and eight PhD students were 
invited to discuss the phrasing of the items to ensure that the items had at least content 
validity.  

5 Data Analysis 

5.1 Manipulation Check 

No significant differences were found between subjects randomly assigned to each of 
the eight experimental conditions with respect to age, gender, online shopping expe-
rience and social intimacy. All these evidence indicate that participants’ demograph-
ics were quite homogeneous across different conditions.  

A notable difference between co-buyers structure and main buyer/opinion giver 
structure is observed (F = 91.5, p<.001) by asking the following questions:  

The entire hotel booking process was primarily dominated by only one of us.  
Both of us contributed equally to lead the hotel search process.  

Therefore, the manipulation check for group structure was successful. 
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5.2 Hypotheses Testing 

Analyses of variances (ANOVA) were conducted in hypotheses testing. Correspond-
ing results are shown in Tables 1-3. 
 

Table 1. ANOVA Summary: Perceived 
Ease of Uncoupling Resolution 

 
Table 2. ANOVA Summary: Perceived 

Usefulness 

Source d
f 

Mea
n 
squa
re 

F Sig.  Source d
f 

Mea
n 
squar
e 

F Sig. 

  Navigation 
Support 

3 .295 .384 .765    Navigation 
Support 

3 4.01
9 

4.18
9 

.009
* 

  Group Struc-
ture 

1 .008 .011 .917    Group Struc-
ture 

1 .413 .431 .514 

  Navigation 
Support *   
         Group 
Structure 

3 2.20
1 

2.86
8 

.043
* 

   Navigation 
Support *        
          Group 
Structure 

3 .802 .836 .479 

 
The results in Table 1 indicate that H1a, H1b, and H1c are not supported. H3a was 

further tested by only considering separate navigation with location cue and split 
screen. It shows the significant interaction effect exists (F=4.489, Sig.=.041) , and 
thus H3a is supported (Figure 2).  

 

 

Fig. 2. Results on Perceived Ease of Uncoupling Resolution 
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Table 3. Tukey Multiple Comparisons of Perceived Usefulness 

Group A Group B 
Mean 

difference 
(A-B) 

Sig. 

Separate Navigation  Separate Navigation with Location Cue -0.801 0.067 

Split Screen -0.787 0.083 

Shared Navigation 0.031 0.999 

Separate Navigation 

with Location Cue 

Separate Navigation 0.801 0.067 

Split Screen 0.013 0.999 

Shared Navigation 0.832 0.053 

Split Screen Separate Navigation 0.787 0.083 

Separate Navigation with Location Cue -0.013 0.999 

Shared Navigation 0.818 0.066 

Shared Navigation Separate Navigation -0.031 0.999 

Separate Navigation with Location Cue -0.832 0.053 

Split Screen -0.818 0.066 

 

The results in Table 2 and Table 3 show that H2a and H2b are marginally sup-
ported, while H2c, and H3b are not supported.  

6 Conclusions 

This study proposes two new types of navigation support and examines their effects 
on consumers’ perceived ease of uncoupling resolution and perceived usefulness. The 
findings show that 1) separate navigation with location cue and split screen leads to 
higher perceived usefulness than separate navigation and shared navigation; 2) there’s 
significant interaction effect between navigation support and group structure, i.e. the 
superiority of split screen navigation over separate navigation with location cue in 
terms of perceived ease of uncoupling resolution will be less prominent when the 
group is formed in main buyer/opinion giver structure as compared to a co-buyers 
structure.  

This study opens new directions for future research on collaborative online shop-
ping. For example, this study only looks into a two-shopper situation which may limit 
its contribution to a relative small scope. In real life, it is natural that people tend to 
shop in groups of more people. Future study may consider collaborative shopping 
group with more than two people. In addition, there may be some other variables that 
could also moderate the effects of navigation support, such as trust between the colla-
borative shoppers, implying that different types of navigation support may have dis-
tinct effects in various situations. 
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Abstract. What happens when a group of co-learners engage in a continuous li-
felong learning community in the context of rapid changes in both the use of 
ICT in learning and the curriculum? 

This paper describes a longitudinal study from 1995 to 2010 into the design 
and use of Information and Communications Technology (ICT) in an adult e-
learning community operating at Paideia University - one of the world’s first 
‘virtual’ universities, based in The Netherlands. Working in partnership with 
Charles Sturt University in Australia, the Paideia study began at a time when all 
universities were seeking to understand the virtual university model and to dis-
cover which path to follow as learning and teaching online was about to change 
the adult learning landscape. The underlying theoretical framework of social 
constructivism, was supported at Paideia by its original ‘virtual university’ cur-
riculum model for dialogue and peer learning techniques. The participants in 
this study shared a unique desire to seek alternative ways to learn beyond what 
was offered by conventional practice and universities. 

Keywords: action research, alternative adult e-learning, comparative education, 
complementary education, curriculum modeling, ethnography, human-computer 
interaction (HCI), information and communication technology (ICT), interdis-
ciplinary interaction, multi-user object-oriented domain (MOO), massive open 
online course (MOOC), online community, peer learning, RITA model, social 
constructivism, transnational education, Web 4.0. 

1 Introduction 

Since the 1990s, the educational value of virtual communities and the popular para-
digm of the virtual university model [11] in adult learning was a driver of change in 
the adult distance learning everywhere, particularly in Australia [2], [4], [7]. The 
learner-centred design of ICT facilities for adult e-learning [23] was part of that 
change [3], [9], [20] and presented many problems associated with building and sus-
taining online adult learning communities, The problems included teachers excited 
about using new ICT and takings risks by moving away from a prescriptive curricu-
lum; developing ICT efficacy (digital literacy) [8] among learners; handling the tech-
nical and management issues [14] surrounding global course development [12] and 
internationalization or transnational education; understanding the socio-cognitive 
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processes [1], [14] involved; cultural interaction; virtual university models [11]; curri-
culum renewal and learning about new ICT media that was emerging on the horizon.  

In a report to the Australian Council for Educational Research on ICT trends in 
education in 2008, [33] concluded that more effort in research was required on the 
effects of ICT upon collaboration and the successful use of virtual communities on 
learning.  

One of the reasons for this gap in the literature was the time, cost and effort needed 
to build and sustain an effective lifelong online adult learning community. This is 
much longer in most cases than a semester long unit of learning, which is too short to 
observe and interpret the results, as found in this study. It takes time to build digital 
literacy, and the developmental steps in socialization, cultural awareness, alliance 
building and trust before all members of a team can be effective in contributing to the 
success of virtual communities in learning. 

Changes in e-learning and professional practice drive the need for evaluative re-
search by academic staff of their own online teaching practice. The ICTed Project 
findings [24], under recommendations 4 and 9, in particular, suggested studies like 
this thesis are required in order to improve interaction with the outside world through 
longitudinal and retrospective evaluation of e-learning innovation and dissemination.   
The ICTed Project also recommended that all ICT educators needed to evaluate their 
own teaching and learning practices and that each university consider supporting a 
limited number of ICT e-learning environments.  

Since the release of the Web in 1991, university learning and teaching embraced 
the development of an ideal ‘virtual university model’ in many formats. The literature 
on the andragogy needs of adult learners, suggested that an effective ICT-based learn-
ing environment or Learning Management System (LMS) must be interactive, learn-
er- centered [13] and support self-direction in adult learners [5], [6]. It was Paideia 
University that pioneered the operation of a virtual university in 1993 just as the 
World-Wide Web (WWW) began. 

Paideia University [16] began in 1973 as a type of  ‘school without walls’ offering 
‘peer to peer’ support and then renewed its curriculum model and went online on the 
Web in 1993, registered as an Education Foundation (Stichting) in Amsterdam. Paide-
ia offered arts degrees via peer interaction with a global e-learning perspective and 
desire for local action. Undergraduate and Postgraduate interdisciplinary studies in 
Liberal and Policy Studies were the core curriculum. Development of a blended learn-
ing and research model through lifelong peer interaction began via the Web in 1995 
with ICT and research support from Charles Sturt University (CSU)) in Australia. 

1.1 Background 

Paideia held the belief that the regular infusion of new media and interfaces not only 
supported the social constructivist theory [1], [31] but also developed an interest and 
self-efficacy with ICT among the learners that in turn, motivated and enhanced their 
social learning experiences together. All participants could use ICT facilities to ex-
tend and be part of the holistic and conventional adult learning practices and be free  
to  free explore and share the new ICT learning experiences offered by being online 



262 K. Eustace 

topgether. The research specifically targeted how ICT facilities could be used to sup-
port social constructivism in a lifelong adult e-learning community. 

A collaborative learner-centred design approach [13] was used at Paideia to devel-
op the e-learning environment using open or community source software applications 
available via the Internet such as the social virtual reality pioneer server software- 
lamdaMOO [10] and AussieMOO [17], hosted at Charles Sturt University. This 
meant that the development of self-efficacy with ICT was a fundamental competency 
requirement for all participants. This collaborative learner-centred design approach at 
Paideia University contrasted with the top-down conventional institutional approach 
represented by its partner Charles Sturt University. The involvement of participants in 
a collaborative design approach also allowed for a more detailed study of their inte-
ractions, relationships and processes via ethnography. 

 While retaining the values of conventional study and using new ICT, Paideia Uni-
versity in 2013 is still providing a small scale e-learning and blended research expe-
rience via social constructivism [1], [18], [31]. Paideia University still strives to be a 
leader among universities providing an alternative life-long-learning opportunity to 
people throughout the world. Such an alternative pathway in higher education is not 
rivaled by the development of the Massive Open Online Courses (MOOCs) but would 
look to include the MOOC platform [25] as another innovation to consider in its own 
operation and growth. 

2 Methodology 

The key question being investigated was about educational value of ICT in collabora-
tive learning: 
 

What are the facilities in an e-learning environment that support social constructivism? 
 
This evaluative research used a hybrid methodology by combining and applying both 
ethnography and action research methods [22] to the e-learning environment as Eth-
nographic Action Research [30]. This study demonstrated that it was a useful metho-
dology for collaborative design of an e-learning environment with the ICT as an enab-
ler of an effective and sustainable learning community or network. The research also 
examined the patterns of change that the use of new technology had upon the andra-
gogy, learning theory, curriculum model and the holistic educational value of the ICT 
facilities in supporting learning and knowledge building through social constructiv-
ism. Data was collected over fifteen years (1995-2010) using three ethnographic ac-
tion research cycles in this continuous study of the online learning community at 
Paideia University. A focus group was formed to guide e-learning environment de-
velopment, participant progress and change over time. The results included inter-
preted cases and arguments presented as ten key findings about how the ICT facilities 
in an e-learning environment support social constructivism theory and its mechan-
isms.  Those ICT facilities supporting peer-learning interaction, dynamic curriculum 
models and social constructivism were at the core of building and enabling an  
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effective e-learning community and lifelong learning network. Virtual communities 
take longer to build and sustain beyond the length of time in a normal unit of work 
(course or subject) and exhibit a five-year pattern for cyclical changes to the ICT 
facilities and the curriculum model in use.  

3 Research Findings 

During the 15-year study, the curriculum model changed three times almost at the 
same time as the community moved to a new ICT e-learning environment. Unlike a 
semester unit, a lifelong learning community will tend to renew itself in a 5-year cycle 
of curriculum change and use of ICT. 

Table 1. The Cyclic Pattern of Changes in the Lifelong E-learning Environment 

ICT trends in E-learning E-learning environment changes Year 
Computer conferencing 
(CMC) 

IRC and Website in Amsterdam 1994 

Virtual worlds and social 
virtual reality [10], [17] 

AussieMOO [17]; PAIDEIA-L mailing 
list and Website in Amsterdam 

1995 

Web and multimedia  enCore MOO interface and ZOPE  
 

2000 

Web 2.0 and Integrated learn-
ing environments [19] 

MOODLE [15] and Website as one inte-
grated tool (blogs, forums, Podcasts) 

2005 

Social Media and MOOC [25] Yammer, Google+, Class2Go 
 

2010+ 

 
The RITA model using four enablers to describe an ICT supported social construc-

tivist lifelong learning community was proposed (Fig. 1). It is based on a deeper un-
derstanding of four concepts: Relevance, Involvement, Technology and Acceptance 
[29]. The role of Technology in enabling social constructivism via development of 
self-efficacy with ICT, peer learning techniques, acceptance of learner-centred control 
of ICT facilities is part of the learning agenda of curriculum model. Feedback from 
informants indicated the role of Involvement by reflection and interpretive practice, 
also at the core of the model. These enablers are coupled to an understanding of the 
cognitive and social/situational context of participants [1], [23] and the importance of 
self-efficacy with ICT in scaffolding regular engagement with each other. This model 
is important as a guide to others educators keen to shift the e-learning focus to peer 
learning techniques and develop an online community or learning network that allows 
all participants to co-learn and act as “associates in practice” in Vygotsky’s Zone of 
Proximal Development [31]. The RITA model supports a similar paradigm where 
relevance of the curriculum model, social presence and the co-creation of knowledge 
by participants is connected to professional practice as suggested by [21]. 
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Fig. 1. RITA model: enablers for a social constructivist learning community 

4 Conclusions 

Table 2 lists the results into ten key findings that encapsulate and define what it 
means by the term “adjacent learners”, to co-learn in the moment and be associates in 
practice as a lifelong online learning community.  

Table 2. The TEN key findings on how ICT supports social constructivism 

1. The ‘RITA model for enabling an effective online learning network’ is based 
on an understanding of the cognitive, social/situational contexts education 
through continuous or regular engagement with ICT facilities and described 
how effective online learning communities and social constructivism can op-
erate over the time and space dimensions of e-learning (lifelong learning). 

2. The study revealed a 5-year Pattern for Cyclical Change in the ICT e-
learning environment and facilities for interaction and curriculum renewal. 
Five types of open source ICT tools and three co-existing curriculum models 
were identified and used and all required scaffolding. 

3. ‘MOO Wizards’ operate in the Zone of Proximal Development (ZPD) [31] 
by scaffolding learners with virtual world building, interface design, user 
training and support. 

4. ICT facilities that develop rapid self-efficacy with using ICT e-learning envi-
ronments (supporting digital literacy) are a fundamental learning path within 
each curriculum model through both self-directed and group-directed  
discovery. 
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5. Time together with other members: Online communities take longer to build, 
sustain and reach full potential than the length of a regular semester or 12-
week unit of learning as a course or subject. 

6. The educational and research value of the learning journey research approach 
for interpretive practice in learning and teaching is a rewarding and reflexive 
experience for scholarly research; 

7. Online communities discover and use the new modalities offered by the net-
working of individual personal learning networks via use of social media. 

8. Effective evaluation of participants is by continuous peer assessment of 
ePortfolios; efficacy with ICT; contributions made to the dialogue; project 
work and action. This is open and subject to moderation by external bench-
marks. 

9. The dynamic curriculum models are complementary to the traditional adult 
learning practices. Paideia University supports improvisation and the asymp-
totic nature of learning within multiple disciplines as all participants seek to 
operate as ‘Associates in Practice’ in a blended learning and blended re-
search model [27-28]. 

10. Higher education institutions are less resistant and supportive towards letting 
go over control and access for teachers and students to the new ICT and so-
cial media that pushes education towards the RITA model for a richer and 
context-based, social/situational learning environment. 

 
The findings and conclusion also offer a historical narrative of ICT in higher educa-
tion over that period and proposed a curriculum model for enabling effective online 
learning networks in the future. The methodology can be described as interpretive 
research, as a learning journey by all participants. The original Paideia has been trans-
formed in recent years into a lifelong independent co-learning network [21], [26] and 
continues operating as Border Studies, and is the resulting non-traditional, inter-
professional lifelong learning community or network that was built and sustained over 
a period of fifteen years.  

5 Discussion 

A successful online learning community takes shape as a woven tapestry over time. 
To build and sustain a unique online learning community or social learning network 
like Paideia University since 1994 required weaving together new ICT interfaces and 
metaphors, stages of development of the e-learning environment, use of the appropri-
ate mechanisms of social constructivism, changing curriculum models, digital literacy 
and self-efficacy with online learning and participant action.  

Such integrated longitudinal development is part of the process of building and 
sustaining a lifelong social learning network, so all educators or those self-organized 
adult learners seeking to build their own social learning networks for their semester 
course or similar short courses may not achieve a desired level of efficiency and  
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sustainability in such as a limited time frame. Social media has quickly infused, re-
newed and re-engineered professional practice online. 

The World-Wide Web is almost 25-years old with Web 2.0 described as the ‘social 
Web’. Web history has its own lessons for change in adult e-learning since the origi-
nal Web of information to the social, semantic and data Web metamorphosis in more 
recent times. The Web Science Trust [32] supports the future development of open 
data analytics and interdisciplinary involvement in its development. If Web 4.0 exists 
then it must be the Interdisciplinary Web. 

The path to an effective and sustainable learning network in universities is at the 
program or degree level over several years. This research showed that online learning 
communities require nurturing and can be sustained beyond the use of new ICT, 
course boundaries or borders and grow further into a lifelong learning journey for 
participants. Paideia University is now a Blended Research University that represents 
a holistic model for the way adult learning should occur in a digital age by using in-
terdisciplinary research teams and Web technology to enhance global learning and 
research practices. 
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Abstract. Carefully cities have to evolve in order to help tourist during their 
travel. The huge use of web 2.0, must force the cities to be more and more im-
plied in this area. The role of referenced website and those of community  
manager will be greater in the future and contributes to the attractiveness of the 
territories. Nowadays, the social web is obviously essential strategy in informa-
tion retrieval or gathering during holidays preparation and will  be more and 
more important to help travellers during the travel. 

Keywords: tourist, visitor, marketing, website, city, attractiveness. 

1 Introduction 

The idea of this paper is to help the whole community of tourism to make travel more 
and more pleasant. Two ideas will emerge from this work, one is creating community 
managing in the official website of the city gathering of course all the information, 
undeniably useful to tourists such as places to visit, train schedules or bus, the loca-
tion of the taxi station etc. For this purpose, we can imagine a wifi born located in 
some place of the city where the tourist can be connected and the map of the area 
should be presented. This free connection, could help the tourist during his visit,  
furthermore the use of mashup approaches using different techniques are affordable 
nowadays. The approach of developing these technologies by official website is to 
respond to a new behavior of tourist when they are visiting the cities, they are in 
needs of more information since they are optimizing their time during their holidays 
and in order to make their vacation more happiest which is their goal and those of the 
city. We know that the words of mouth are efficient to incite other tourist to visit the 
city. The new way to the transmission of this mode of communication is electronic 
and named the web 2.0 

In fact, they want to relate their holidays to others, if they have spent a well mo-
ments, and if the city was in a positive role to help them during their holiday. The 
majors problems encountered during the holidays are well known as the place to visit, 
in some cities, they face to the cost of things since they don’t know the fair prices, the 
bus or train timetable, the location of taxi station and the rules of the city. One of the 
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advantage offered by the city 2.0 is that appears as an official website which can grow 
reliability of the site [1] in the eyes of tourists who will use the services offered by the 
city under the control of community manager. 

Nobody can deny that nowadays the use of Web 2.0 has become commonplace [2]. 
Citizens use more the collaboration fields and the interaction with others through new 
connected tools, that can be mobile phones, digital tablets, or other tools since the wifi 
signal is available everywhere, this will allows an easily use of these technologies and 
the participation process.  Social media have changed the way of many people how 
they get information about news on in their communities, and global events [3]. They 
provide new ways to share information and to interact with others. Social media tools 
are designed to facilitate social interaction and diffusing information through society for 
the creation of new contents including blogs, wikis videos, music, pictures and podcasts 
with more and more louder weight and social networking sites such as facebook [4]. 

The social web is a phenomenon defined by connecting people to each other in  an 
area without border which has become the digital space or digital territories. Users 
work together to share information verified or unverified, under declared or avatar 
identity, not hesitating to rate any services including hotels [5] and sharing expe-
riences with other members. Generally, social networks are used to afford various 
types of activity whether commercial, social or some combination of the two. We 
analyses technological mediation through electronic word-of-mouth and involvement 
factors related to virtual dissemination of travel narratives on the behavior of other 
tourists. Moon [6] indicate the major role of interaction between people which could 
permit a higher expected outcomes.   

2 City 2.0 

The goal of e-government portals is to provide public information [7, 8]. This portals 
use classical design of website such menus,  different links to another interesting 
website, connecting to intra or extra search engine and some of them use multimedia 
tools such as video, audio, forums or maps named Mashup techniques [9], all these 
effort are made to provide valuable data and information to citizens through different 
tools as Tablet, mobile phone. 

The introduction of Web 2.0 tools and the use of new platforms such as mobile de-
vices and social media permit a new mode of communication and participation and 
more and this collaboration between the city and local actors, creating the potential 
for a new local e-governance model for the back-office side, which will permit to 
update the information offered to the visitors [10] 

The web has great potential for promoting regional tourism. An effective website 
can reach global audiences, being accessible every time and from any place. The ap-
parition of collaborative tools such as wikis and blogs for the first category and a real-
time interface such instant messaging tools like a social web. In fact Web 2.0 is con-
sidered as second generation of Internet-based services, where the social networking 
websites take more and more places, wikis, communication tools, and folksonomies 
permits to share knowledge or to enhance online collaboration.  
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The city must be very careful when they design the folksonomies or a social  
tags [11] used by the visitors. Indeed the visitor coming from different country, the  
community manager has to be aware about the terms used by tourist since they don’t 
have the same cultural approach and they may confuse some terms. In this way, dur-
ing the collaborative creation, one must for evidence annotate and categorize content. 
Indeed, where the ontologies and metadata is generally created by expert using special 
vocabulary [12] , the novice use free words. To manage this controlled website, we 
can consider that the best issues are is to encourage visitors to develop terms selected 
from rigid terms. We must remember that this vision is a scientific approach web. 
Ontology is a representation of concepts with a domain and the relationships between 
those concepts [13]. It is a shared conceptualization of a domain, which is in our case 
a tourism domain where the concept is easily shared. It is certainly a complex and 
complicated task but it is necessary so that the city can offer a quality service espe-
cially for tourists who do not tend to leave their accommodation. 

Web 2.0 has revolutionized the way people communicate across the Internet. Web 
2.0 has transformed the Web into an environment enrich user experiences by allowing 
them to share a different formats of shared concept and information using a variety of 
data formats, as text, video, map, music and so on.  The web 2.0 facilitate the interac-
tion between multiple users whatever their location and their culture, leading to crea-
tion of a new shared concept through the collaboration and sharing of information.  

The websites that introduce online web 2.0 services is considered as successful, the 
huge use of twitter or facebook are now considered as evident by users to interact with 
the portals, and it will be very important to the city to promote different part of the city 
as a tools of web territorial marketing to enhance experience of the tourist and growing 
the activities of local industries. This design of the network, taking advantage from the 
new sociology of citizens in general, improving relationships, create new connections, 
and enable public officials to deliver more complete information [14]. 

Social web account can be a very interesting tool to deliver a hot news or to send 
messages with news, warnings, emergency response, from the community manager 
during a disaster during the typhoon at Taiwan [15] or in the case during the storm in 
New York city. The use of facebook could connect visitors with officials of tourism 
or other visitors to share information or a good plan to help others. 

In a final comment, we suggest that municipality can incorporate comment boxes 
or modern tools within the portals to gather opinions of visitors, in order to improve 
the quality of service provided. The main objective is to create new design of city 2.0 
through a website including all the modern tools with a clear web 2.0 strategy and a 
general perspective of interaction between visitors and the city and other official 
agency related to the domain. 

2.1 Collaborative Process with Local Players 

The cities, since they are visited by tourist, and whatever their situation versus econ-
omy of tourism must collaborate with local actors of tourism whatever they are, ho-
tels, cafes, restaurants, museums, …The role of the cities must be greater than  
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observed, they have to play a central role in the collaborative process of tourism de-
velopment like in marketing process through their presence in the web 2.0 sphere. 

In the tourism industry, the goal of actors is to enhance the tourist pleasure during 
their visit. These may push them to work together to reach this goal sharing expe-
riences on a common issue, as the official city website, exchanging ideas and exper-
tise [16] by combining knowledge [17]. The government agencies play a key role in 
this development, aggregating other actors in such activities devoted to visitor, 
through general politics of tourism of the cities. 

The official or government’s representations as municipalities websites is a central 
components of public information sharing networks, which include the cities and non-
official actors collaborating, and sharing information. This cooperation between dif-
ferent actors around this project could be a new model of territorial intelligence about 
creating value for a visitor. This new basis of work of actors on digital network is 
very important. 

The notion of centrality is a key concept in the question of collaborative process 
through the network. It refers to the position within the network that an individual 
organization has. The conclusion about this position is who to lead others across the 
information process. The central occupation permits a great role or power of influenc-
er on others and may coordinate the action of others or influence their opinion [18]. It 
will have in the network’s coordination functions. 

Gray and al. [19, 20, 21] indicates clearly the definition of theories about colla-
borative processes. He suggests that collaboration can be defined as a process that 
combines many actors who must share decision making process among key actors 
about the future of that domain  

Nevertheless it must observe the behavior of the anonymous participation during 
the web 2.0 cooperation or collaboration. Indeed, impunity of anonymity that the new 
technologies allow can lead to harmful behaviors result in immediate reaction due to 
unmet expectations. When free space is not regulated by law, it is the war of each 
against all, as Hobbes said [22]. The reason is considered as individual and never 
collective. People act by instinct and passion, the tourist will always thinks reasonably 
that his holiday could be better, and it is the role of official to lead them to the better 
and not to the worse. 

3 Mashup Exploration in Tourism Design 

A mashup, is a new approach of construction of a web page, or web application, that 
combines data, presentation or functionality from many  sources in order to afford to 
the web user a new services in the same web pages. A huge google services are of-
fered nowadays to the developers to integrate google map into the web pages. In the 
same way, many tools are offered from IBM technologies to enterprise development 
that will enhance the web 2.0 uses [23]. The simple use of these techniques allows 
developing this web site more easily. 

It is considered by Maness and al. [24] that the hybrid of two or more technologies 
or services will create a new enriched service. For example, a new mapping of crime 
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density is developing using this approach. It consist to present existing information in 
new ways. The Chicago Police Department publishes a situation of crimes in the city 
in their local bulletin using this model and shows the crimes that have taken place 
within the city, and their approximate location [25]. This is a clearly example a bene-
fit use of this mashup-approach by the city and the new “paradigm” of the web 2.0 to 
the citizen 2.0. The impact of the mashup design on the life of citizen is still under 
discussion specially the impact on social life and behavior of citizen in general [26]. 

These new uses of disparate elements in a website are very efficient and it corres-
ponds to the expectation of web user nowadays. You have to imagine the utility to the 
tourist of a website that contain both places to visit through a map of the location near 
tourist localization and each of these sites has been rated by other visitors, the site of 
transport as bus stops, the schedules, taxi stations, trains. We can add for every site to 
visit the rate obtained by the other visitors or the number of tourist who have visited 
this site. It will be very incentive from the front-office point of view and it help com-
munity to understand why the other site is bad rated or less visited, from the back-
office point of view. 

There is no doubt that we are in a new phase of consumption of tourism activities, 
it is still necessary that the tourist is encouraged to visit the city and barriers related to 
the danger perceived by visitors to be abolished. This will allow the possibility to 
create a new economic value into all the territories. 

The creation of economic value around territories will certainly add value for all 
stakeholders involved in the project in the city. We explained above that the collabor-
ative process is a great tool for creating values with the involvement of all local 
stakeholders. 

4 Sociology of Modern Tourist 

In general, the citizens over the world are increasingly relying on social media for 
communication with their family, friends, colleagues, businesses and unknown users 
who share some of their value, concern or interest. The utilization of electronic social 
media is growing also in a consumer practices and are very relevant to a tourism area, 
since it is the sector who are more faced to electronic commerce. The influence of 
electronic social media on holidaymaker's information sharing is a part of our normal 
practices today when we decide a trip.  The tourists are more and more involved in 
developing and sharing of virtual content. The information shared by tourist informa-
tion system in relation to interaction aspects of social media, in a context of holiday 
choices is very important in the life of tourist [27]. In conceptualization point of view, 
the social media spaces as a novel, unprecedented and revolutionary entity permits the 
emergence of a new entities in a modern sociology of tourism as the tourist 2.0, the 
virtually or electronic borders of exchange finally don’t constitute barriers, it was 
initially feared to see people do not sharing these spaces, as a chatroom, these digital 
domains along cultural lines to systematize and deepen understanding of future citi-
zen. Merely, we admit that there is dominant cultural dimension of Web 2.0 spaces 
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that constitute the new paradigm of informed and connected citizen utilitarian-driven, 
aesthetic-driven, context-driven and value-driven. 

The study of classical of tourist profiles is a recurring subject in the research on 
tourism socio-behavioral. Historically, two general groups are distinguished by Wah-
lers and Etzel [28]. They found that there is an adventurous group, looking for inno-
vative holiday who have an aversion for the so called structured holidays and another 
group who likes structured and enriched holidays and who prefers packaged and or-
ganized vacations. This adventured group of tourist is a high sensation seekers [29], 
moreover male adventure tourists tended to be higher sensation seekers than females. 
These groups of novelty seeking tourists perceived international tourism to be less 
risky than classical class of tourist seeking tourists. 

In general some perceived risks associated with tourism, such as food and cultural 
difference, places to visit, cultural heritage might actually attract the novelty seeker 
due to their information level and to the neuroeconomics approach which let us to 
understand more the notion of the risky part due the information level and the huge 
uses of amenities and services offered by the city as the transports. 

Cohen defines a new classes of tourists from a sociological perspective [30], where 
Plog works of classifying and explaining tourists from a psychological approach [31]. 
Plog distinguish  mainly two groups of traveler: psychocentrics and allocentrics, who 
travel extensively and tend to be adventurous in their tourism choices [32]. The psy-
chocentrics avoid uncertainty and risk, they prefer to travel as part of a group as they 
feel that being with others gives them a sense of safety and security and  prefer desti-
nations with well-developed amenities.  Allocentrics prefer travelling in general 
alone and visit places that are less visited. The results of Plog shows clearly the seg-
mentation of these different tourists profile with 20 % of the population classified as 
allocentrics or near allocentrics, and 80% from mid-centrics to psychocentrics. 

This above explanation about the social profile of tourist is very important in order 
to understand to whose this new design of the city 2.0  is dedicated and to whom 
effort must be made to convince them to visit the city and to explain through the web 
2.0 that the risk is low, considering that barrier of income is crossed. From apparition 
of the web and all related items as the web 2.0, the tourists are more informed and the 
latest classification can be discussed. The notion of information, as predicted by game 
theory can reduce or even disappear completely the feeling of risk due to the uncer-
tainty for the tourist. This may lead on the emergence of two novel groups of tourist, 
those who are informed and the not well informed or risk averse group who prefer 
gather their information generally from one channel as the travel agencies. 
The modern travelers are generally more cultivated due to their implication into their 
travel preparation and organization, by searching information among the web. What-
ever the social level of tourist profile, the use of web in general and social web in 
particular is now admitted as a source of information. This social observation corres-
ponds to the way of life of the majority of urban population in tourist-sending coun-
tries. There is actually a real demand from tourists for access to reliable information. 
The website of city devoted to the visitors have a real potential for responding to the 
needs in real time for more effective improved public safety and security or for criti-
cal events that can be identified.  
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5 Game Theory and Neuroscience View on Participative Web 

The game theory can assess the behavior of individual versus a decision-making un-
der a rational process [33]. The user having many perspectives, can decide the well-
ness, as a key factor of his choice process, other utility factors can drive this process 
as the financial aspect named a reward. The reward as well as the mental system is 
engaged in economic decision-making.  

Neuroeconomics is an interdisciplinary discipline dedicated to investigate in the 
field of economic-related behavior by using neuroscientific methods [34]. Thus, neu-
roeconomists examine nowadays in details in the neural correlates what motivate 
agent or player during his decision-making process. It is admitted that reward and 
social interaction or biases are central concepts in this discipline. The appearance of 
neuroimaging tools permits to correlate more easily the brain activities and the consi-
dered human behavior as the result of a process of decision-making, weighting costs 
and benefits of actions to maximize utility (formal or ordinal utility). The problem is 
that these unmeasured feelings and preferences influence decision-making. One as-
pect of the neuroeconomic approach is to understand how it can be relevant to this 
study since the decision of tourist to use or not the structure of the city implies a so-
cial behavior in addition to economic classical aspect of reward, so thus regarding to 
as social decision-making 

This let us conclude that the use of official website must be fair and shows the real-
ity of the city to the tourist. It must push the tourist in a social interaction, this implies 
to understand more deeply the role of neuroeconomy in a social decision-making. 
Neuroimaging studies have provided further evidence for emotion-based rejection of 
unfair offers [35]. 

A social decision-making context leads to examine the effect of expectations, with 
emotional aspects.  In the domain of social decision-making which is closer to the 
tourism domain, since the tourist are subject to social decision during his holidays in a 
unknown city, which growth the degree of uncertainty of partner behavior, Delgado 
and al. [36] using Game Theory and functional neuroimaging  explain how the in-
formation learned about a partner can greatly influence the decision behavior when 
paired with the partner, this second partner can be considered as the website of the 
city.  What that neuroscience can bring to neuroeconomics and what impact on the 
user behavior of web 2.0 in particular when visiting a city. In fact, we can understand 
that the human behavior is not rational in a first point of view. The situation becomes 
very complex to understand the reaction of visitors versus the information system in 
order to make it efficient. The goal is to encourage tourists to use it and allow them to 
visit several places in the city.  

We don’t miss that they are under the influence of affective mechanisms, which of-
ten play a decisive role in action. These processes have been shaped by evolution of 
our modern society, things evolve from a cultural point of view, but also through 
social or normative aspects. Thus, decision-making will be influenced by mechanisms 
dedicated to social interaction and not only by mathematical mechanisms. By this 
way, the modern tourist decides sometimes over his economic self-interest and use 
services that seems not a good investment for him. 
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6 Conclusion 

This work shows that the sociology of tourists has changed in the recent years, they 
are more connected and drowned in a flood of information continuity process?  con-
tinues. This information is also impacted by rumors including the use of web 2.0. This 
new space allows individuals to respond instantly to any event or situation, flooding 
the space by opinion justified or not. 

The appearance of the city in the world of tourists can disseminate information in a 
clear and credible perspective. However it is still necessary that this space is actually 
the expression of opinion under the control of a community manager who meet issues 
and concerns of visitors. This will also be promoted by policies marketing through 
wifi terminals dedicated to the dissemination of information along the city indicating 
the places to visit near the terminal, such as museums, cafés, restaurants, .... 
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Abstract. The premise of this paper is to explore the potential of reminiscing in 
facilitating self soothing.  The research presented looks at people’s activities on 
Facebook and whether these particular activities impact upon their perceived 
sense of wellbeing, furthermore, whether specific Facebook activities enable a 
self –soothing effect when feeling low in mood.  A survey was distributed 
amongst Facebook users. The results from the study appear to indicate that in 
comparison to other Facebook activities, looking back upon photos and wall 
posts in particular, could have a positive impact upon wellbeing.  Additionally, 
the results indicate  that people who have mental health problems, experience a 
more positive impact upon their wellbeing when looking at photos and wall 
posts, than those who did not have a history of mental health issues.  The results 
from the research presented here contribute towards the viability of developing 
a mobile application to facilitate positive reminiscing. 

Keywords: Wellbeing, Facebook, Reminiscing, Social Networking. 

1 Introduction 

The use of technology in promoting ‘well being’ has enormous potential, as has been 
seen through the varied applications developed and utilized over recent years. These 
include social networking sites, discussion forums, virtual environments such as 
Second Life and more recently phone apps. Indeed, since the advent of Web 2.0 tech-
nologies in 2004, there has been an increase in the use of social networking sites and 
other applications that enable online communities, which facilitate support for people 
with mental health problems, or people who simply require occasional emotional 
support.  Social networking sites and discussion forums, are reported to have de-
creased the sense of 'feeling alone’ for people with mental health problems (Neal & 
McKenzie, 2010; Patti et al, 2007). Facebook usage in particular, is reported to in-
crease a sense of wellbeing amongst its users.  The aspects of wellbeing relate to the 
fact that users were more easily able to form relationships, provide companionship 
and emotional support, and feel more positive after reading status updates  (Hampton 
et al, 2012; Mauri et al, 2011; Burke et al, 2010; Toma, 2010).   
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The research presented here looks more closely at the extent to which Facebook 
can impact or improve upon wellbeing. The focus of this paper is to then look specifi-
cally at users’ interactions on Facebook, and evaluate whether specific interactions, 
namely looking back upon wall posts and photos, has any impact upon positive well-
being.  The theory behind the research is linked to positive reminiscing, and how this 
process can impact upon emotional wellbeing. The results from the study will inform 
the viability of a mobile application which would enable users to store ‘favourite’ 
photos and notes.  The rationale being, that facilitating the means for people to easily 
access their ‘favourite things’, could potentially increase a sense of wellbeing, par-
ticularly among those people who have some history of mental health issues.  The 
research is not claiming that such a tool could cure any mental health issues, but ra-
ther that it could serve as a tool to promote self soothing in times of low mood. This 
research should be considered more as an exploratory study, given the small number 
of participants, and therefore the results should be viewed as indicative and also as a 
prelude to further research.    

2 Social Networking and Wellbeing 

The Internet has changed peoples’ lives in many aspects, including social and health 
(Van de belt et al., 2010) and wellbeing. Social Network Sites have been described as 
a consequence of these changes, which introduced a new way of communication 
among people (Ross et al., 2009; Cheung & Lee, 2010). Social Network Sites (SNS) 
are indisputably popular.  Facebook was listed as the most visited website, with 
800,000,000 unique visitors in a “double click ad planner” report by Google (2013), 
having reached a billion users in September 2012 (Business Week, 2012).  Online 
Communities are the main active areas in which applications such as Facebook can 
impact upon a positive sense of wellbeing.   

Many people prefer to utilize the wide spectrum of ICT applications to facilitate 
support, as opposed to face-to face support. For example, face-to-face support groups 
are often difficult to schedule and are limited in manner of time and location. Moreo-
ver, many people with psychiatric problems can experience difficulties accessing 
these support groups (Taylor & Luce, 2003). In contrast, online support groups and 
forums are much more accessible, particularly given the growth in smart phones pro-
viding ubiquitous access. Studies by Van Uden-Kraan et al (2008) highlight the fact 
that users within these support groups not only receive support, but are also able to 
advise and share their own experience, which could potentially provide psychological 
well-being for the patient. Shepsis (2010) reports interactions made by participants, as 
more frequent and with higher level of candor   comparing to the traditional (offline) 
methods. These findings are supported by earlier studies, which suggest online com-
munities are a potential option for emotional support (Van Uden-Kraan et al, 2008) 
and as a consequence, can positively enhance wellbeing 

The behavior and type of activities within these SNS provide a new social expe-
rience, which can be deeper than traditional ways of socializing, as well as impacting 
positively upon wellbeing.  Examples of this firstly include the way these SNSs  
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facilitate establishing and maintaining pre-existing relations (Greenhow & Robelia, 
2009; Ross et al., 2009; Bargh & McKenna, 2004). Secondly, they make available 
virtual support groups and communities for social purposes, which make it possible 
for users to establish new connections around their shared interests or situations 
(Greenhow & Robelia, 2009; Kamel Boulos & Wheeler, 2007). Thirdly, the ability of 
virtual environments to facilitate emotional support, and  the possibility for individu-
als to feel comfortable with having deeper personal conversations about their prob-
lems, beyond face-to-face limitations and restrictions (Hampton et al, 2012; Ross et 
al., 2009). Finally, the increased sense of self esteem which is enabled (Mauri et al, 
2011; Burke et al, 2010; Toma, 2010).  All these factors contribute towards a person’s 
sense of wellbeing. Other aspects of Facebook which may have some impact upon 
wellbeing could include looking at photos and wall postings, particularly where this 
activity relates to positive reminiscing.  

2.1 Positive Reminiscing and Self Soothing 

Looking at meaningful photos is a traditional method used in therapies to promote 
improved mood.  For example, Reminiscent Therapy (RT) is a popular method used 
in promoting positive mood and well being, and reduces the sense of feeling alone for 
people with dementia. It involves using meaningful prompts, including photos, music 
and recordings, as an aid to remembering life events (Norris, 1986).  Some research 
states that it has been useful in reducing depression (Scogin F & McElreath, 1994) as 
well as being an important tool to facilitate socialization. Whilst it has been predomi-
nantly utilized in people with dementia, there could be scope for applying the theory 
of RT in other mental health conditions, particularly where depression and general 
low mood are common.  This could potentially induce a ‘self soothing’ process which 
could lend itself well to people who struggle with day to day living as a result of low 
mood, or indeed who experience the occasional ‘off-day’. The act of ‘self soothing’, 
that is calming us down, is in fact one of the hardest things to do when you have men-
tal health problems.  Yet the capability to be able to calm oneself down, to essentially 
self soothe, would be advantageous to people with mental health problems, and could 
potentially prevent problems from escalating, if only by means of a distraction.   

3 Method 

The research presented here is specifically interested in whether activities that relate 
to reminiscing, impact upon emotional wellbeing.  A study was designed to   look at 
people's activities on Facebook and whether these specific interactions impact upon 
wellbeing. In addition, it seeks to understand whether there is any indication that 
looking back at photos and wall posts is beneficial to people with mental health prob-
lems. This is based upon the theory that positive reminiscing has been shown to pro-
mote a sense of positive wellbeing in people with dementia (Norris, 1986; Scogin F & 
McElreath, 1994). The research then presents the following two hypotheses:   
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H1.  Looking at ‘wall posts’ and photos shared on Facebook improves mood. 
H2. People who have experienced mental health problems will experience a greater 
‘self soothing’ effect, from looking back at wall posts and photos, than those who 
have not experienced mental health problems.  
 
Facebook users were invited to complete an online survey, hosted by Survey Monkey 
(www.surveymonkey.net), an online survey hosting site, and was conducted in De-
cember 2012. The study was facilitated by Facebook.  The researchers used their per-
sonal and University profile pages to post the link to the survey on their Facebook 
pages, which also included a brief explanation of the purpose of the study.  The target 
demographic included young people of University age, as well as friends and friends 
of friends of the researchers.  A total of 144 attempted the survey, with 135 fully 
completing it.  

4 Results 

The research instrument gathered information on the following areas: 

1. Demographics and other descriptive data that included: frequency of accessing Fa-
cebook and whether participants owned a smart phone, as well as history of mental 
health problems.   

2. Activities on Facebook that make people feel better, including frequency of usage.  

4.1 Demographics and General Facebook Usage 

Demographic data was collected on gender and ownership of smart phones.  The sur-
vey sought to identify whether participants had experienced any degree of mental 
health problems. This item is particularly relevant, given that the research endeavors 
to compare results of the study between those that have, and those that have not, expe-
rienced mental health problems.  This is in relation to whether there is any indication 
that people, who have experienced some degree of mental illness, derive a self sooth-
ing effect from looking at photos and wall posts.  39% of the participants stated that 
they had experienced mental health problems previously. The data can be seen in 
Table 1 below. 

Data was also collected and measured on the frequency of Facebook usage and 
behavior of participants, in relation to accessing Facebook via their phones, as shown 
in Table 2 below. Individual items were ranked using Likert scale, ranging from 
1=strongly disagree to 5=strongly agree.  The scales are presented by taking the mean 
value of items where the lowest possible value equals 1 and the highest possible value 
equals 5.  The results show that 86% of participants access Facebook more than once 
a day.  The mean values show a tendency towards regularly accessing Facebook via 
phones (mean value = 3.51), with a significant majority ensuring that they always 
carry their phones with them (mean value = 4.63). Participants tend to also use Face-
book as a distraction tool (mean value = 3.09).  
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Table 1. Demographics (N=134) 

Mean or % (n) 
Age     34      
Gender 

Male    54.5%      (73) 
Female   45.5%         (61) 

Experienced mental health issues 39%      (53)   
Owns a smart phone   80%      (110) 
Always carries phone with them  94%      (106) 

Table 2.  Summary Statistics for Facebook Use 

Items  Mean  
or % 

Uses Facebook more than once a day 86%    
I regularly access Facebook on my phone 3.51 
I like being able to stay in touch with Facebook on my phone 3.28 
I do not like to use Facebook on my phone 2.45 
I prefer to use Facebook on my phone  
(than via desktop PC/iPad/other) 

2.42 

I always carry my phone with me 4.63 
I use Facebook as a distraction tool      3.09 

4.2 Facebook Activities and Their Impact Upon Wellbeing 

In this section, we explore the following hypothesis: 

H1   Looking at ‘wall posts’ and photos shared on Facebook improves mood. 

Data was collected on participants’ behavior on Facebook and the extent to which 
they participated in each activity.  Individual items were ranked using a 5 point scale. 
1= not at all; 2= a few times; 3= sometimes; 4= frequently and 5= almost always.  The 
scales are presented by taking the mean value of items where the lowest possible val-
ue equals 1 (not at all) and the highest possible value equals 5 (almost always). The 
percentage of participants that have indicated at least ‘sometimes’ for each activity is 
also shown in Table 3 below. The results suggest that reading wall posts as the activi-
ty most frequently performed (mean value = 3.76) and playing games as being the 
least frequently performed (mean value = 1.54). 86% of participants stated that they 
read wall posts frequently, compared to 16% of participants who played games regu-
larly. Whilst looking at photos isn’t an activity carried out as frequently as reading 
wall posts, the data does indicate that this is an activity carried out more frequently 
than playing games; updating status and using messenger. 

Data was then gathered on which Facebook activities helped participants in im-
proving their mood, when feeling low. Results can be seen in table 4 below. Partici-
pants were finally asked about the ease of accessing favourite photos and posts, which 
can be seen in table 5.  Individual items were ranked using Likert scale, ranging from 
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1=strongly disagree to 5=strongly agree.  The scales are presented by taking the mean 
value of items where the lowest possible value equals 1 (strongly disagree) and the 
highest possible value equals 5 (strongly agree).   

Table 3. Summary Statistics for Frequency of Facebook Activities 

Items  Mean      % 
Looking back on wall posts  3.76 86 
Playing games 1.54 16 
Updating your status 2.56 50 
Looking back at photos posted on your wall 3.24 75 
Using Facebook messenger 
Looking back at photos you have previously posted                   

2.86 
2.62 

56 
54 

 
The results suggest that the three highest activities that improve mood when feeling 

low are: looking back on wall posts (mean value = 3.07; looking back on photos pre-
viously posted (3.13) and looking at photos others have posted (mean value = 3.14).  
Looking back on wall posts is shown to be the most significant activity in improving 
mood.  Results of the data also show that a significant number of participants are not 
able to locate favourite wall posts and photos, yet would like to be able to do so.   

Table 4. Summary Statistics of Facebook Activities that improve mood 

Items  Mean      % 
Looking back on wall posts  3.07 76 
Playing games 2.04 32 
Updating your status 2.73 58 
Looking back at photos posted on your wall 3.14 73 
Using Facebook messenger 
Looking back at photos you have previously posted                   

2.91 
3.13 

64 
71 

 

Table 5. Summary Statistics ease in accessing favourite photos and posts 

  Items  Mean      % 
It is not easy to locate my favourite photos I have posted  3.07 75 
I would like to be able to access these photos 
It is not easy to locate favourite photos others have posted 
I would like to be able to access these photos. 

3.42 
 
3.35 
3.45 

88 
 
84 
86 

It is not easy to locate my favourite wall comments 3.43 85 
I would like to be able to access these wall comments 3.47 86 

 
These results correlate with the previous results, shown in table 4, where the  

data indicates that looking at photos and wall posts, does impact positively upon 
wellbeing. 
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4.3 The Self Soothing Effect of Facebook Activities on People with Mental 
Health Issues 

In this section, we explore the following hypothesis:  

H2: People who have experienced mental health problems will experience a 
greater self soothing effect from looking back at wall posts and photos, than 
those who have not experienced mental health problems. 

In table 4 above, mean values related to the self soothing effect of each Facebook 
activity were presented.  The results showed that looking back at photos and wall 
posts promoted increased self soothing, when feeling low in mood.  These were com-
pared to other activities, including updating status, playing games and using Face 
book messenger.  Further to this, the research sought to evaluate whether there was 
any significant difference in the effect of self soothing facilitated from looking back at 
photos and wall posts on Facebook, specifically between people who have expe-
rienced mental health problems and those that have not.  As already stated previously, 
this is based upon the theory that positive reminiscing has been shown to promote a 
sense of positive wellbeing in people with dementia (Scogin F & McElreath, 1994). A 
positive significant difference with the group of participants indicating a history of 
mental health problems would lend further validity to the the theory.  A two sample t-
Test, for difference of the population means (equal variances) was applied, to see 
whether there was any significant difference between the two groups; in relation to 
the self soothing effect that looking back upon wall posts and photos has, when feel-
ing low in mood.  Group A represents participants who have never experienced men-
tal health problems.  Group B included participants who have indicated that they have 
previously, or currently, experience mental health problems.  

The null hypothesis predicted that there will be no significant difference between 
the mean values of the two groups.  As in the previous results, individual items were 
ranked using Likert scale, ranging from 1=strongly disagree to 5=strongly agree. In 
all three activities, the P value is less than 0.05; therefore the null hypothesis can be 
rejected. These results indicate that looking back on wall posts and photos, previously 
posted or which others have posted has more of a self soothing effect upon those that 
have experienced mental health problems, than those that have never experienced 
mental health problems.   This then further contributes to the validity of reminiscent 
type activities facilitating self soothing for people who are experiencing low mood. 

Table 6. Looking back at wall posts; comparison of self soothing effect 

Activity:  Looking back at wall posts Group A Group B 

Mean 2.90625 3.29787234 

Variance 0.943452381 0.909343201 

P(T<=t) one-tail 0.01835153

t Critical one-tail 1.658953459
The scales are presented by taking the mean value of items where the lowest possible value 

equals 1 (strongly disagree) and the highest possible value equals 5 (strongly agree).   
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Table 7.  Looking at photos others have posted; comparison of self soothing effect 

Activity:  Looking back at photos others have 
posted Group A Group B 

Mean 2.90625 3.446808511 

Variance 0.975198413 0.948196115 

P(T<=t) one-tail 0.002486147 

t Critical one-tail 1.660234327 

Table 8. Looking back at photos I have posted; comparison of self soothing effect 

Activity:  Looking back at photos I have posted  Group A Group B 

Mean 2.96875 3.333333333 

Variance 1.014880952 1.24822695 

P(T<=t) one-tail 0.038979616 

t Critical one-tail 1.661051818 

5 Discussion 

In considering the original research questions, the results of the study do indicate that 
activities involving reminiscing have a positive impact upon wellbeing.  Moreover, 
looking back on photos and wall posts was seen to provide a greater self soothing 
effect, when participants were feeling low in mood, than other Facebook activities.  
This is further supported in that a significant number of participants were not able to 
easily access ‘favorite’ wall posts and photos, and yet would like to be able to do so.  
In addition, the activity of looking back on photos and wall posts was carried out 
more frequently by participants than other activities, such as playing games, updating 
status and using messenger. This suggests that the activity of looking back upon pho-
tos and wall posts is a popular activity, as well as having a positive impact upon emo-
tional wellbeing.    

To further explore the theory of which Facebook activities were deemed to pro-
mote self soothing, we examined whether participants who have experienced mental 
health problems were able to derive a greater sense of self soothing from looking back 
on photos and wall posts, than those participants who have never experienced mental 
health problems. For each of these reminiscent type activities, the statistically ana-
lyzed results suggest a positive indication towards the potential of self soothing de-
rived. In spite of the positive results, there are shortcomings in this research, given the 
limited number of participants. Whilst statistical analysis was enabled with the num-
ber involved, the results can really only be viewed as indicative. Further research is 
necessary to evaluate the self soothing effect of reminiscent type activities. 

The research presented here, is part of a larger study, exploring the potential of 
mobile applications that facilitate self soothing for different user groups (Good et al, 
2012), particularly by incorporating reminiscent type (RT) therapy. Based upon RT, 
the application would contain meaningful memorabilia including photographs and 
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notes. Essentially, this memorabilia would be ‘favorite’ items that could be easily 
accessible and potentially promote positive mood.  The significance of this research is 
therefore in the development of an application which can facilitate self soothing and 
subsequently improve a sense of wellbeing.  
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Abstract. Evidence from relevant studies indicates that social commerce can 
benefit from a user-centered design. This study explores users’ perception and 
preferences of social features implemented on current social commerce web-
sites, focusing on two major categories of social commerce platforms. Results 
point to a number of important social features, such as the “Comment” button, 
allowing users to provide feedback, and encouraging users to respond to  
comments made by others. We also present and discuss the differences in user 
preferences of social features between the two social commerce platform  
categories. By considering the user perspective, this study aims to help business 
organizations develop successful social commerce systems. 

Keywords: Social commerce, Social media, Social design, User-centered de-
sign, User preferences. 

1 Introduction 

The widespread use of social media applications, such as blogs, forums, social  
networks and wikis is an opportunity for the emergence of a new business model 
called social commerce [1]. Social commerce generally refers to online commercial 
applications that harness social media and Web 2.0 technologies. It supports social 
interactions and user-generated content to assist users in their decision making and 
acquisition of products and services in online marketplaces and communities [2]. 
Recently, social commerce has been rapidly proliferating, driven not only by the pop-
ularity of social media, but because user participation, one of the key elements of 
social media applications, has a significant impact on business. For example, Thread-
less.com uses an online community to encourage users to submit ideas about T-shirt 
designs and the best designs are selected as a part of products. This way of doing 
commerce stimulates product development, captures market trends and even increases 
sales [3]. As a result, thousands of social commerce websites are being created and 
made accessible to a large audience of users [4]. However, challenges for social 
commerce design remain high. One such challenge stems from the fact that social 
commerce is being developed in two major ways, yielding two categories of social 
commerce applications. The first one is based on e-commerce websites that leverage 
social media features; the second is built on social network websites that offer e-
commerce features [5]. Such diversity, among other challenges, increases the need for 
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understanding the complexity of social commerce design. In addition, social com-
merce involves and relies on user participation. Without considering the users’ point 
of view in informing social commerce design, social commerce may not have the 
wide consumer acceptance that researchers and practitioners claim it deserves.  

Therefore, this study takes a user-centered approach in investigating the design of 
social commerce platforms. We focus on specific social commerce websites selected 
from the two main social commerce categories, identifying their important and less 
important social design features. We also present and discuss significant differences 
in user preferences towards social features between the two categories of social com-
merce. The paper is structured as follows: Section 2 briefly reviews related work on 
social commerce. It is followed by a presentation of the research instruments and 
procedure in Section 3. Section 4 reports on and discusses the study results. Finally, 
conclusions are drawn and future studies are recommended in Section 5. 

2 Related Work 

Social commerce is defined as commerce activities mediated by social media [5]. 
However, Stephen and Toubia [6] depict a more comprehensive definition where 
social commerce is a form of online social media that allows users to participate ac-
tively in the marketing and selling of products and services in online marketplaces 
and communities. Evidence from previous studies indicates that there is no unique 
definition since this concept can be explained from marketing [7], computing [8], and 
users’ perspectives [9]. In spite of the various definitions, it can be argued that social 
commerce is a subset of e-commerce [10], even though some believe that social 
commerce is an evolution of e-commerce [5]. One major difference between e-
commerce and social commerce is that the e-commerce user is usually perceived as 
isolated, disconnected from his community, and conducting an individual act. In addi-
tion, e-commerce usually allows a one-way information flow from business to users, 
where the user may find it difficult to send information back to the e-commerce [8]. 
But the interaction between users and social commerce differs significantly because 
social commerce is perceived as the interaction of a community of users and potential 
users with online commerce services and applications. Such interaction allows users 
to express their preferences and share recommendations with members of their com-
munities, potentially affecting their purchase decision making and behaviors [2].  

Kim and Park [10] further claim that social commerce fosters rich social interac-
tions and user contributed content to facilitate the online buying and selling products. 
This significantly supports users’ purchase behavior in terms of searching for prod-
ucts, acquiring feedback, and disseminating word-of-mouth referrals. Similarly, Kim 
and Srivastava [11] examined the influence of social media design in e-commerce on 
user purchase decision making. The study found a set of important social design fea-
tures that help users make better decisions, including providing feedback, rating re-
views and chatting with friends online. On the other hand, leveraging social media 
tools can have a profound impact on business applications and strategies. For in-
stance, social media increases user power, transforming online marketplaces from 
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product-oriented to user-centered platforms [12]. Likewise, Serrano and Torres [13] 
found that using social media makes significant improvements in the social and colla-
borative capabilities of business processes. 

Existing empirical research investigated the business needs [14], examined the ser-
vice quality [19] and analyzed the marketing requirements [7] of social commerce 
design, while granting little attention to the users’ perceptive. It can be argued that 
failing to understand users and their needs will keep social commerce from reaching 
its potential. Moreover, social commerce can be developed in two major directions: 
one brings e-commerce to social network platforms; the other brings social media to 
e-commerce platforms [5]. This diversity may call for implementing different social 
features on different social commerce websites. In other words, users may have dif-
ferent preferences of social features between the two social commerce categories.  

To this end, this study aims to explore users’ perceptions of social commerce de-
sign, identifying the important social features on specific social commerce websites 
and revealing differences in user preferences of social features between the two cate-
gories of social commerce websites. By doing so, we hope to contribute to user cen-
tered deign of social commerce. 

3 Methodology 

To conduct this study, an online survey was employed with the purpose of capturing 
users’ perception and preferences of social features on social commerce websites. The 
survey was developed based on a conceptual model for social commerce design [2], 
which identifies four core design elements, namely “Individual”, “Conversation”, 
“Community”, and “Commerce”. Individual refers to providing a sense of self identi-
fication and user awareness, such as offering a personal profile or presenting an activ-
ity profile. Conversation relates to offering a diversity of interactions among users in 
order to build peer communities. Community is an aggregation of user groups, which 
forms the network power and produces social effects. Commerce is a set of commer-
cial functionalities that engage users in various services and applications provided by 
online businesses. Guided by these key elements, we developed social design criteria 
by leveraging recent social media studies (e.g., [7]) and e-commerce studies (e.g., 
[11]). Based on these criteria, associated social design features were selected and 
grouped into the corresponding social commerce design elements. Finally, survey 
questions were developed. 

Four social commerce websites were selected as representatives of current social 
commerce systems: Amazon and Groupon, which represent e-commerce systems that 
incorporate social media applications, and Facebook Starbucks and Facebook Green 
Day, which represent social network platforms that incorporate e-commerce applica-
tions. In total, 280 participants took part in our social design feature assessment  
survey. 70 participants were assigned to each target social commerce website. All 
participants are assumed to have good knowledge of social media applications and 
relevant experience using a social commerce website. Each participant followed the 
same assessment process consisting of: (1) a free review of the assigned website; the 
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(2) completing the online questionnaire. The free review allows participants to study 
the target social commerce website (in case they are not familiar with its functionali-
ties), or, if they choose to, focus only on the specific social design features found on 
the website.  

4 Discussion  

4.1 Important and less Important Social Design Features 

Table 1 shows a set of important social design features that have been found on the 
target social commerce websites. The most common ones are that the websites pro-
vide the “Comment” button, allowing users to give feedback; the websites allow users 
to respond to comments made by others, and the websites offer rewards to users. 
These common features are meant to encourage user generated content and user dis-
tribution of that content, which motivates social connection and collaborative interac-
tion among users. This can have the effect of transforming online marketplaces into 
social, user-centered environments, where users can interact with more people and use 
their knowledge and experiences to support each other in achieving their expected 
service outcomes [15]. 

Moreover, important social features have been identified on each specific social 
commerce website. For example, on Amazon, the most important social feature is that 
the website allows users to provide product reviews. On Groupon, the social feature 
of “Wish-Lists” creation was identified as the most important. Likewise, the social 
feature of providing the “Like” button which allows users to express what they like 
was found to be the most important on Facebook Green Day. These findings suggest 
that different social commerce platforms have different sociability requirements. 
Hence organizations need to consider their business objectives and implement rele-
vant strategies that are congruent with, or suited to different social design features as 
well as to the goals of the organization [16]. For example, if the primary concern of 
the organization mainly focuses on commercial services provision (e.g., e-commerce-
based websites), then social features design should emphasize more on encouraging 
user participation and providing quality website services to support all user purchase 
activities. Nevertheless, if a business intends to develop social network websites (e.g., 
Facebook-based websites), then social design features in relation to developing user 
conversation and building brand communities should be paid more attention. 

Some less important social design features have also been identified on each target 
social commerce website (see Table 2). As shown in the table, the least important 
social feature on Amazon consists of branded online applications, such as social 
games. On Groupon, the feature of reporting user activity through notifications is 
identified as the least important. Similarly, allowing a group of users to buy products 
together, and providing flash sales are found to be the least important social features 
on Facebook Starbucks and Facebook Green Day respectively. These findings may 
imply that although a variety of social design features become available for social  
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Table 1. Important social design features 

Amazon 

Important social design features Mean SD Significance 
Allowing users to provide product reviews 1.92 0.75 T=-5.693, P=0.000 
Proving the “Comment” button 2.10 0.77 T=-3.516, P=0.001 
Offering rewards to users 2.11 0.76 T=-3.413, P=0.001 
Allowing users to rate other people’s reviews 2.15 0.78 T=-2.872, P=0.005 
Allowing to respond to comments made by others 2.17 0.79 T=-2.700, P=0.009 

Providing product recommendations 2.20 0.83 T=-2.269, P=0.026 
Allowing experts to give advice on what to buy 2.21 0.82 T=-2.158, P=0.034 
Providing the “Send” button 2.24 0.74 T=-2.074, P=0.042 
Groupon 
Proving the “Comment” button 1.76 0.55 T=-8.882, P=0.000 
Allowing users to provide product reviews 1.83 0.70 T=-6.113, P=0.000 

Allowing users to create “Wish-Lists” 1.93 0.80 T=-4.290, P=0.000 
Allowing to respond to comments made by others 1.94 0.77 T=-4.281, P=0.000 
Offering rewards to users 1.97 0.76 T=-4.064, P=0.000 
Providing the “Like” button 2.04 0.80 T=-3.093, P=0.003 
Allowing a group of users to buy products together 2.04 0.78 T=-3.165, P=0.002 
Providing flash sales 2.06 0.84 T=-2.796, P=0.007 

Allowing experts to give advice on what to buy 2.06 0.93 T=-2.552, P=0.013 

Providing product recommendations 2.13 0.76 T=-2.339, P=0.022 
Facebook Starbucks 
Allowing to respond to comments made by others 1.87 0.53 T=-6.920, P=0.000 

Providing the “Comment” button 1.89 0.64 T=-5.532, P=0.000 

Offering the “Like” button 1.91 0.61 T=-5.624, P=0.000 

Offering rewards to users 2.01 0.89 T=-2.818, P=0.006 

Allowing users to provide product reviews 2.03 0.76 T=-3.150, P=0.002 
Facebook Green Day 

Providing the “Like” button 1.76 0.73 T=-6.751, P=0.000 

Providing the “Comment” button 1.79 0.61 T=-7.682, P=0.000 

Allowing to respond to comments made by others 1.79 0.65 T=-7.147, P=0.000 

Allowing users to chat with people 1.87 0.70 T=-5.681, P=0.000 

Providing a community to interact with users 1.93 0.62 T=-5.634, P=0.000 

Timely updating social activities (i.e. recent posts) 1.99 0.73 T=-4.129, P=0.000 

Offering rewards to users 2.03 0.72 T=-3.691, P=0.000 

Announcing online and offline social events to users 2.13 0.77 T=-2.347, P=0.022 

 
commerce websites, it is not enough to simply clone social design features from one 
website to another. In fact, there is a need to understand the social design features and 
characteristics of social commerce websites, and ensure that social design features 
meet the needs of social commerce websites. By doing so, organization can efficiently 
harness various social features and derive value from them. 
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Table 2. Less important social design features 

Amazon  

Less important social design features Mean SD Significance 
Providing branded online applications,  social 
games 

3.21 1.02 T=6.467, P=0.000 

Presenting information about user recent activities 3.00 1.15 T=4.196, P=0.000 
Reporting user activity through notifications 2.77 1.00 T=2.955, P=0.004 
Allowing users to chat with people 2.75 0.90 T=3.009, P=0.004 
Sharing product review on social networks 2.73 0.98 T=2.647, P=0.010 

Allowing users to co-browse online store together 2.63 0.83 T=2.134, P=0.036 
Groupon 
Presenting information about user recent activities 3.47 1.16 T=8.127, P=0.000 
Providing branded online applications, social games 3.23 1.03 T=7.154, P=0.000 
Reporting user activity through notifications 2.80 1.08 T=3.540, P=0.001 
Allowing users to chat with people 2.79 0.99 T=3.754, P=0.000 

Providing its storefronts on social networks 2.60 1.01 T=2.139, P=0.036 
Allowing users to create own conversation topics 2.57 0.80 T=2.384, P=0.020 
Facebook Starbucks 
Presenting information about user recent activities 3.27 1.04 T=7.633, P=0.000 
Allowing a group of users to buy products together 2.77 0.93 T=4.084, P=0.000 
Allowing users to co-browse online store together 2.71 0.93 T=3.574, P=0.001 

Providing its storefront on other social networks 2.51 0.83 T=2.010, P=0.048 
Facebook Green Day 
Presenting information about user recent activities 3.31 1.00 T=8.088, P=0.000 
Providing flash sales 3.01 0.97 T=5.753, P=0.000 
Allowing users to co-browse online store together 2.86 0.82 T=5.195, P=0.000 
Allowing a group of users to buy products together 2.80 1.04 T=3.630, P=0.001 

Sharing product review on social networks 2.73 0.88 T=3.614, P=0.001 

4.2 Social Design Feature Preferences 

Our analysis also indicates that there are significant differences in user preferences 
towards some social design features between the two social commerce categories 
(see Table 3). More specifically, the social features of providing product recom-
mendations, allowing experts to give advice on what to buy and why, and “Wish-
lists” creation, are more favored by participants who used e-commerce-based web-
sites than those who used Facebook-based websites. Conversely, the features of 
allowing users to chat with other people, providing an online community to inte-
ract with users, and offering online and offline events to users are more preferred 
by participants who used Facebook-based websites than those who used e-
commerce-based websites. 
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Table 3. Preference differences of social design features 

Social design features E-commerce-based Facebook-based 

 Amazon Groupon Starbucks Green day 
Providing product recommendations 2.20(0.83) 2.13(0.76) 2.31(0.89) 2.43(0.81) 
Significance  F=7.689, P=0.000 
Offering experts advice on what to 
buy 

2.11(0.82) 2.06(0.93) 2.16(0.82) 2.21(0.96) 

Significance F=10.884, P=0.000 
Allowing users to create “Wish-lists” 2.21(0.89) 1.94(0.83) 2.51(0.92) 2.54(0.89) 

Significance F=8.112, P=0.000 
Allowing users to chatting with 
people 

2.75(0.90) 2.79(0.99) 2.21(0.93) 1.87(0.70) 

Significance F=11.730, P=0.000 
Providing online community to inte-
ract with users 

2.44(0.95) 2.40(0.92) 2.14(0.78) 1.93(0.62) 

Significance F=4.271, P=0.001 
Offering online-offline events to users 2.48(0.71) 2.44(0.87) 2.24(0.73) 2.13(0.77) 

Significance F=2.667, P=0.022 

 
These results may signal that although the two categories of social commerce web-

sites have utilized social features to facilitate the online buying and selling of products 
and services, the goals of users’ visit to these websites are significantly different. 
Actually, users visit e-commerce-based websites primarily for purchasing products. 
However, users go to Facebook-based websites with the purpose of communicating 
and information sharing. These implications also echo the view of other social com-
merce studies, such as Marsden [18], which indicates that the essence of using social 
media tools on e-commerce (e.g., Amazon and Groupon) is to help people connect 
where they buy, whereas, the essence of utilizing commercial features on social media 
platforms (e.g., Facebook Starbucks and Facebook Green Day) is to help people buy 
where they connect. Therefore, it is important for business organizations to under-
stand the characteristics of different social commerce categories, and develop appro-
priate social commerce platforms to support users’ needs. 

5 Conclusion 

Evidence from previous studies indicates that social commerce design is facing big 
challenges in developing user centered social commerce websites. This research ex-
plores social design features by conducting an empirical study, with an emphasis on 
two categories of social commerce websites. We identified a set of important and less 
important social design features on the target social commerce websites, the most 
important ones being the “Comment” button provision, allowing users to give feed-
back; encouraging users to respond to comments made by others, and offering re-
wards to users; while the least important feature consists of presenting information 
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about users’ recent activities. In addition, users’ preference differences towards social 
features with regards to the two social commerce categories have been identified. 
Each social commerce website has its own business objectives so it is important to 
understand these objectives when developing social commerce. In this way, compa-
nies with different objectives can achieve their desirable social commerce design 
outcomes. Moreover, addressing the user perspective in social commerce design can 
provide concrete prescriptions for developing more user-centered social commerce 
websites that may be expected to increase user participation and the volume of sales 
by aligning with the needs of the users. 

There are limitations to this study. For example, we only selected four social com-
merce websites, which may provide a limited insight into social design feature identi-
fication. Further studies may select a larger social commerce sample as well as other 
social network–based platforms (e.g., Twitter). In addition, as indicated by Kim and 
Park [10], users’ perception significantly influences their interaction with social 
commerce. Hence, future research may investigate users’ preferences and their per-
formance with social design features in order to better understand their needs in terms 
social commerce design. 
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Abstract. In recent years, new business models for agricultural markets have ap-
peared. Under this perspective, we develop a new information system for urban
markets to facilitate the transactions. Both sides, consumers and farmers, require
certain information from markets about agricultural products. For example, con-
sumers may make requests about the exact information of agricultural products
or their safety, while farmers may want to make requests about the information
on how to boast their produce. Under the considerations of such requirements at
the markets, which may be conflicting, we propose a new information system to
assist in the negotiation between parties.

1 Introduction

In recent years, the number of agricultural-product markets is over the number of con-
venience stores in Japan. However, many farmers are experiencing a lot of problems
nowadays. Farmers are rapidly aging because young people who get a agricultural job
are decreasing in number. Consumers worry about the safety of the food which Farm-
ers produce because the problem of the quantity of the agricultural chemicals used for
agricultural products And, there is also a growing concern that the Trans-Pacific Part-
nership(TPP) has a negative influence on domestic agriculture. These problems could
be a big opportunity to try and change domestic agriculture in Japan by introducing
IT. We have already developed a Menu Recommendation System which gathers data
on what people like to eat, and with that data, it can make automatic recommendations
for an individual[9]. This idea can also be applied in developing the Agricultural Infor-
mation System for urban markets, for the benefit of farmers and the local agriculture
in Japan. This system will provide information on what agricultural products are in
demand by analyzing consumer consumption and market trends. With this information,
the farmers can have a better idea of what crops to prioritize. This can also help stabilize
the economic sustainability of farming by improving farm management. With the sys-
tem at work, it will reduce oversupply and undersupply of certain agricultural products,
and the stable supply-demand relationship will prevent the underpricing of agricultural
products and help in stabilizing market prices.
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2 Present Conditions of Japanese Gricultural

A long time ago, the Japanese agricultural system was by the self-sufficiency which
makes agricultural products by itself and is eaten by itself. The agricultural products
to need were created as needed. The farmhouse created agricultural products and con-
sumers bought agricultural products directly by development of the food system. Next,
agricultural products were sold from Central Wholesale Market from farmhouse to re-
tail, and were sent to consumers. Consumers’ opportunity to get to know the place-
of-production information on the purchased agricultural products decreased from such
change. Also at the restaurant, a customer’s opportunity to get to know the detailed in-
formation of the foods used for a menu decreased. Similarly, a farmhouse’s opportunity
to acquire consumers’ information decreased. For example, the customer needs the in-
formation what kind of products they want to buy and how season they want to get the
products.

The problem of food attracted attention since about 2000. Consumers changed to
become interested to food of secure and safe. Consumers began to ask for getting to
know how and where agricultural products were made. Consumers came to get inter-
ested also in quantity of the agricultural chemicals of agricultural products and growing
information of agricultural products. If such information about food were released to
the public, a menu has added value. For example, we think that the quantity of agricul-
tural chemicals and the information on a place of production become important. The
foods of the bastard size may also be needed at a restaurant.

Many researchers did systems development and have proposed from various view-
points [8], [5], [3].The agricultural problem is tackled also in countries other than Japan.
The food safety management system in Korea is largely managed [4].The Agri-food
Safety Information System planned to be upgraded continuously by connecting prac-
tical safety management information and by constructing Emergency Warning System
and Crisis Coping System which can be used to promptly cope with situation when a
food accident occurs. The agricultural extension system in Tanzania has faced many
problems [1], [6]. Moreover, farmers has a problem of reduction in income. Farmers
are pressed for the need for change from the old selling method. The Farmers need to
plan and grow the agricultural products which consumers regard as wanting rather than
need to create without a plan. The Farmers need to investigate best-selling agricultural
products in advance, and need to sell them in a store. However, there is a big prob-
lem here. The problem is the physical distance between consumers and farmers. Now,
many of sales information of Farmers is not managed. The Farmers have not acquired
a customer’s sales trend.

Jensen expressed whether improvements in information impact market performance
[2]. When information is limited or costly, agents are unable to engage in optimal ar-
bitrage in fishery and agriculture. Between 1997 and 2001, mobile phone service was
introduced throughout Kerala, a state in India with a large fishing industry. Using mi-
crolevel survey data, they showed that the adoption of mobile phones by fishermen
and wholesalers was associated with a dramatic reduction in price dispersion, the com-
plete elimination of waste, and near-perfect adherence to the Law of One Price.We think
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Fig. 1. Configuration of the Farmers Information System

farmers release information and sharing information leads to the stability of the prices
of agricultural products from this case.

In addition, IT-related company has begun entry in agriculture [7]. They are applied
for agriculture using a clud-computing. They have focused on introducing the latest
technologies (sensors, wireless networks and Cloud computing), radically revising ap-
proaches to agriculture and conducting business feasibility studies to make a hypothesis
model of Cloud services that truly contribute to agriculture.

However, it is very difficult for farmers to build the large-scale system which has
a network all over the country. Therefore, it is difficult for farmers to share informa-
tion mutually. Moreover, it is very difficult for local farmers to do the same measure
as a major company. In this research, we consider those problems, and we aims at the
configuration of the farmers information system which can be used also in district agri-
culture(Figure1 ).

3 Problem and Solution

We think there are three problems about agricultural management. The first problem is
stabilizing agricultural management. If the quantity of production is unstable, market
prices would also be unstable. If supply and distribution is indefinite, the income of a
farmer is also indefinite, thereby making it difficult to recruit the younger generation
to engage in farming. This particular problem means that the farming industry work-
force is not infused with new laborers while the existing farmers become older. In 2010,
the percentage of farmers aged 65 and over was 62percent. The average age of farm-
ers is 66 years old. The income that farmers make today is only half of what a farmer
makes 20 years ago. The area of agricultural land which is not being used and cultivated
is continuously increasing. The farming experience and wisdom of the expert farmers
are not being put to good use and because there is no one to inherit their knowledge
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of farming. If the farmers do not adjust their farming schedule to fit the demand of
consumers, they automatically loose that sales opportunity. It is then very important
that the farmers take into consideration what the consumers really want, to avoid not
being able to sell their products or worse, sell it for a very low price. Farmers should
focus on producing products that has actual consumer demand. They have to adjust
their farming schedule in a way that by the time they harvest, their product is actually
sought upon by consumers. For example, the farmers should only plant watermelons
just in time for the summer, when it is popular.

The next problem is the unstable supply of agricultural products. Long term storage
of certain agricultural products just to maintain a steady supply is difficult to do because
some agricultural products have short shelf life. This problem makes it impossible for
farmers to supply market demands for certain periods of time. Sometimes, certain en-
vironmental phenomenon, like the weather, affects the planting, harvesting and even
delivering goods to the market difficult. Our goal is to design a system that will provide
farmers information on when to plant so that the harvesting can be synchronized with
actual market demands. To accurately approximate the time between the planting prepa-
rations up to the time of harvest, information on rate of seedling growth before plant-
ing, growing information and shipping time approximations until the product reaches
the markets, will be used make a planting prediction. This information is then disclosed
to the public via the web. This way, ordinary consumers, the food service industry, the
farmers and other sectors than can benefit from this information may have access. The
information on which agricultural products the Farmers can supply and be made avail-
able to the market at a given time, may be known buy prospective buyers and consumers
alike. If this is so; consumers and buyers can plan their purchases in advance. The food
service industry can also take advantage of this information by being able to plan ahead
the kind of food they can serve on the menu during that certain period. This system will
give both farmers, consumers and the food industry sufficient time to prepare and make
necessary adjustments and preparations.

The last problem is that worth of agricultural products is cheap, even though Farm-
ers grew the agricultural products carefully. It is necessary for the farmers to provide
the consumers the information related to the production of the products. Consumers are
interested with the process because they need to be secure that the products they are
buying are of good quality and that they were grown carefully. This agricultural infor-
mation system would include pictures of the actual farmers and their farms, information
on growing practices and methods will also be included, along with the information on
what type of chemicals or fertilizers were used in growing the products, or what type
of preservatives were added to the products, if ever there was any. The objective of the
system is to provide consumers information that cannot be known by simply looking
at the products. This information can be considered as a value added to the products,
thereby resulting to better acceptance of the products and better market prices.

4 Farmers Information System

This system is a system which connects farmers, a customer, and a sales store. The
system has some pages. Farmers disseminate the information on agricultural products.
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Fig. 2. FIS’s Top of System Fig. 3. FIS of Input Form

The system can perform an information input simply. For example, a farmer only sends
the photograph taken by the cellular phone by e-mail. The system can exhibit what kind
of agricultural products farmers are making. The system can exhibit the date of sched-
uled harvest of agricultural products. Moreover, farmers can display relief on web by
displaying the photograph of products. The photograph and comment which contributed
are immediately displayed on a system. Consumers can peruse the page of farmers.
Consumers can also write a comment to the photograph and comment which farm-
ers posted. They can peruse the cooking method of the purchased vegetables. More-
over, they can post the dish of boast built using the purchased vegetables. A grocery
store has a duty which gives the information of farmers to consumers. Many infor-
mation gathers for a system. The information is printed by paper like a newspaper.
Consumers can see the information on a system with a personal computer or a cel-
lular phone. However, it is also effective to distribute information to the consumers
who came to the store in paper. The new information in a system is published by
paper.

Figure2 and Figure3 shows the details of a system. There are some functions in
the system. A function summarizes the new information on a system to one sheet.
The information on one sheet becomes like a newspaper. At the store, shop assistant
can give the newspaper to customers who do not see the web site. The other function
posts the information on the Farmers and agricultural products which the store ob-
tained. The shop assistant can post easily from a cellular phone or a personal computer.
New information is displayed on this space(Figure2). This space is posted by Farm-
ers, consumers, seller, sommelier of vegetables, etc. The other function is information
effective in consumers and the master chief of a restaurant. Consumers can know that
agricultural products are raised safely. The master chief of a restaurant can know the



Effects of Sharing Farmers’ Information Using Content Management System 301

Fig. 4. Visitor of FIS

Fig. 5. Audience over view of FIS

information on the agricultural products harvested next, when creating a menu. Farm-
ers who checked this web site can acquire various information. Usual, there was no
opportunity for Farmers to get to know how the agricultural products which he raised
are eaten by consumers. Farmers become an opportunity to get to know consumers’
comment over agricultural products. The information is useful for next cultivation for
Farmers. A system has a page of Farmers, a page of information sending, a page of
a recipe, an event page, etc. other than a top page. The detailed information of the
agricultural products into which each agricultural products raise the page of Farm-
ers is displayed. The page has the harvest time and the amount of agricultural chem-
icals of agricultural products. The calender with harvest information can be known
visually.

5 Results

We report the results of analysis of the system about the visitor. Figure4and Figure5
show the percentage of visitors and new visitors of the system. In this period, SEO and
listing advertising measures have not done. New visitors accounted for approximately
65% in spite of not doing the advertising. Figure6 lets you see where visits originate.
Location is derived from mapping IP addresses to geographic locations. A figure shows
that there are most visits from Kobe which is an enforcement place of this study. As
an attention point, many visiting places to the 2nd are Shibuya in Tokyo distant from
Kobe. The good effect of transmission of information has shown up.
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Fig. 6. Ration of Total Visit Region

6 Conclusion

In this paper, farmers information system for carrying out a remedy to three prob-
lems was proposed. The problem about the present agriculture was shown in this pa-
per.Solution was proposed to those problems and the support system was developed.
The structure which connects Farmers, consumers, and a store was built. The solution
of the problems takes much time. However, this system will be useful for a problem
solving.

As future works, the authors will support social activities towards the applications
for marketing and policy planning by understanding customer’s attributes and activi-
ties from stored data through the operation in the real worksite. This study hopes to
construct a business support model for restaurants considering some external factors
from the viewpoint of entire optimization, but the local improvement only for mall. To
achieve this objective, a simulation model is needed to be constructed. The authors are
planning to make a computational model based on the game theory which enables to ex-
amine the changes of overall benefit depending on collaborative relationships between
restaurants.
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Abstract. Social media have changed how patients, caregivers and physicians 
produce, manage and use information when making medical treatment deci-
sions. Because Multiple Sclerosis (MS) patients rely on online information to 
self-educate about treatment options, it is important to determine whether online 
decision-making tools are reliable and useful given patients’ knowledge of their 
disease and varying information literacy skills.  Therefore, this study investi-
gates the online search practices, perceptions, and usability of web-based in-
formation among MS patients. Perceptions of MS patients are measured by  
a questionnaire administered to a convenience sample of MS patients. Their on-
line search practices are evaluated to determine the kind of information sought 
and used. Second, online search behaviors and needs are examined for  
trends related to MS disease type, stage and severity. Third, the relationship be-
tween online search behaviors and perceived impact on patient-neurologist 
communication is examined.  Recommendations are offered for improved pa-
tient-neurologist communication and the development of inclusive treatment 
decision-making tools. 

Keywords: Information seeking, decision making, information usability, in-
formation literacy, web navigation, Web 2.0, Multiple Sclerosis, patient  
communication. 

1 Introduction 

For over a decade, Web 2.0 technologies and the social networks they enable have 
brought about significant changes in the ways medical information is produced and 
exchanged.  Similarly, the development of “Health 2.0,” “eHealth” and “Medicine 
2.0” as global phenomena points to the ways that access to social networks within 
which health-related information is exchanged has become increasingly important to 
patients and physicians. Of particular importance for the practice of medicine by 
health professionals as well as the experiences of diseases among patient populations 
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is the use of internet-based health information for the purpose of making course-of-
treatment decisions.  Despite this significant context in which to investigate physi-
cian- and patient-user informational needs, research in fields as diverse as information 
architecture, cyber informatics, health sciences, and human-computer interaction have 
largely overlooked the needs of Health 2.0 participants within the context of medical 
treatment decision-making, offering instead a vast amount of research focusing on 
health-related Web 2.0 tools, their affordances, and design [1], as well as Web 2.0 
tool use for general health educational purposes, training health professionals, or on-
going collaboration among medical specialists [2].  Less evident in Health 2.0 infor-
matics research are population-based accounts of patients’ online search practices and 
perceptions of web-based health information, particularly with attention to the specif-
ic contexts that motivate information search practices relevant to patient-users (i.e., 
searching for a health provider, initial self-diagnosis, or, in the case of the present 
study, to make treatment decisions). Underlying the questions regarding use of inter-
net-based health related information is a concern for information access.  Indeed, the 
types of health related information patients to which many patients have access is no 
longer determined solely by physicians, patients search for health related information 
online in different ways, and patients value different kinds of information based on 
their own experiences of their diseases [3], and the types of information patients 
access is only part of the information available to patients.  Prior to any accurate 
rendering of information usability within Health 2.0 participant populations is the 
examination of those populations’ perceptions of and practices locating online health 
related information.   

As part of a larger investigation of patient, neurologist, and caregiver perceptions 
and use of web-based health information and the role of web-based health information 
in making treatment decisions, this article details a pilot study investigating one 
Health 2.0 participant population’s internet search practices and perceptions of online 
health related information; namely, Multiple Sclerosis (MS) patients located in 
Southwestern region of the state of Ohio, in the United States.  The MS patient  
population presents a unique case in which to examine perceptions of and practices 
locating web-based health information.  With no known cure for MS and often trial-
and-error methods of selecting among treatment options [4], a diverse set of symp-
toms and lengthy diagnostic process [5], a wide range of disease types – the relation 
between which is still contested [6], a varied set of drug treatment and complementary 
therapy options, and, as a central nervous system disease, highly idiosyncratic sets of 
treatment side effects, MS patients must negotiate a particularly large set of consid-
erations when making course-of-treatment decisions. Yet, MS patients have long been 
considered a well-informed patient population, although informational needs have 
been found to differ depending on patients’ length of diagnosis [7], [8].  In this study, 
we ask the following questions: what sources do MS patients consult when searching 
for MS-related information online, and with what frequency?  What kinds of infor-
mation do MS patients search for online?  And what are patients’ motivations for 
searching for MS-related information online?  Through an examination of the MS 
patients’ search practices and the types of and frequency with which online sources 
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are consulted, the data presented in this report can lead to better understandings of the 
factors that influence patients’ perceptions of MS-related online information.   

Central to the analysis of patient perceptions of online health information is an ex-
amination of the types of health related information patients seek.  Prior research 
examining patients’ self-education suggests that the types of information patients seek 
are related to variables of patients’ disease type, stage, and severity [9], [10].  Despite 
this, prior research within MS clinics suggests that while many MS patients report 
using web-based information to prepare for an initial consultation, online information 
searches correlative to disease severity and type were less apparent among patients 
post-diagnosis [11].  This apparent contradiction suggests that information searching 
online is variable across different diseases; for patients with a chronic diseases like 
MS, information types will likely differ across time.  Understanding the relationship 
between information needs and perceptions of web-based MS-related information 
within the context of treatment decision-making must likewise account for patients’ 
already existing informational schema and the ways in which prior knowledge of their 
disease impacts patients’ motivations for online information searches.   

A guiding supposition concerning the study of patient perceptions of online MS-
related information is that patients’ self-reports of search practices are indicative of 
the qualities of information patients require to make course-of-treatment decisions.  
Consequently, it is important to consider the role of patients’ information literacy 
when examining search practices as a way to account for how perceptions of online 
MS-related information are formed out of and in response to the information patients 
are able to retrieve from online sources. Patients’ perceptions of online information 
invoke judgments concerning the validity, reliability, comprehensiveness, accuracy, 
currency, and personal relevance of web content [12], [13], [14]. These judgments 
concerning information attributes rely on individual patients’ subjective positions 
toward the content they are able to access.  It is for this reason that information lite-
racy is a fundamental indicator of patients’ online search practices.  However, over-
whelmingly, research on the relationship between information literacy and patients’ 
informational needs has failed to define “information literacy” despite several claims 
about its role in patients’ access to and perceptions of medical information [15], [16] 
even in the context of medical treatment decision-making [17]. By “information lite-
racy,” we do not mean to suggest a particular set of autonomous skills all users might 
employ in the process of searching for information online.  On the contrary, informa-
tion literacy – and the kinds of online search practices different kinds of information 
literacy allow – is a social practice [18], highly contextual and localized ways of 
working with online information, and these practices vary according to the kinds of 
information for which internet users search, the domains in which information is used, 
and change over time [19].  Viewing information literacy as a social practice pro-
vides a conduit between patients’ informational needs, how they search for these in-
formational needs online, and the ways in which patients construct their perceptions 
of web-based MS information.   

Related to information literacy, the examination of patient demographics, such as 
participant internet access (including the tools through which patients access the in-
ternet and the reliability of internet connectivity these tools provide, such as mobile 
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devices or desktop computers, as well as the location of these devices through which 
patients access web-based information, like workplace, community, and home envi-
ronments) is particularly relevant to the study of online search practices.  These de-
mographic questions provide an important framework for understanding patients’ use 
of online information and the material conditions in which patients’ search practices 
are carried out.   

To better understand MS patients’ search practices, the online sources patients rely 
on for MS-related information, and patients’ motivations for engaging in these search 
practices, we designed a quantitative study to measure MS patients’ information 
needs and generate initial data about how patients carry out their online searches.  In 
the following sections, we detail the study’s design and discuss initial results pertain-
ing to MS patients’ information sources, frequency of visitation to these sources, and 
purposes for engaging in online information searches.   

2 Methodology 

2.1 Questionnaire 

The pilot questionnaire comprised six parts: background health information related to 
MS, types and frequency of information resources used, online interactivity, relation-
ship of information and healthcare management, information usability, demographics, 
and instrument feedback. These questions attempted to quantify how patients with 
MS search, perceive, and use online information resources for healthcare decision-
making. Many questions were developed to bridge the information usability, health-
care satisfaction, and patient-physician communication literatures.  

The instrument included a variety of question types, including nominal, ordinal, in-
terval, and ratio-level measures. A total of 65 measures were used: 13 open-ended, 2 
contingency, 25 multiple choice, and the remaining were matrix. The instrument 
yielded categorical and numerical data as well as qualitative information. 

A web-based survey on www.fluidsurveys.com was used to facilitate ease of com-
pletion and future assessment of large patient populations. A complete copy of the 
questionnaire and a detailed description will be available from the researchers when 
the current data collection effort and instrument validation are complete. 

2.2 Sample 

The participants comprised patients with Multiple Sclerosis in the southwest Ohio 
region of the United States. The participants were recruited from a convenience sam-
ple of self-identified MS patients who regularly participate in ongoing research activi-
ties and MS physical therapy programs offered through the home institution’s Doctor 
of Physical Therapy Program and Center for Neurology. One hundred sixty-nine pa-
tients were invited to participate in the study.  Email invitations were distributed 
using FluidSurveys.com invitation feature. Due to the pilot nature of this study, no 
incentives were available to encourage participation. The sample size was 39 and the 
response rate was 23%.  
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Approximately 65% of respondents were aged 45–64 years of age. Twenty-four 
percent were male and 76% were female. Fifty-six percent had a 4-year post-
secondary degree and 67% accessed the internet multiple times per day from home.  

3 Results 

The data were cleaned, processed, and imported into SPSS. For the purposes of this 
article, only the descriptive statistical analyses are reported. Results from the correla-
tion, regression, and cluster analyses will be shared in a future article. 

3.1 Background Health 

Participants were asked what form of MS they have. Sixty-nine percent reported Re-
lapsing-Remitting type. In terms of general health, 82% indicated they are in good to 
very good health; however, 82% gauged the status of their MS as fair to good. The 
strong majority (95%) reported that they are under the care of a neurologist for their 
MS treatment, and 68% of respondents visit their neurologist twice per year. 

3.2 Information Resources and Information Practices 

Table 1 summarizes answers from a questionnaire item that asked what source was 
consulted first during a most recent need for MS-related information.  

Table 1. First source consulted most recently for MS-related information 

Source Average percentage 

Neurologist 45 
Book 3 
Health-related website 26 
MS Organization 13 
MS Online Discussion Board 3 
A family member with MS 0 
A non-diagnosed family member 0 
A peer/friend with MS 8 
A non-diagnosed peer/friend 0 
Other 3 

 
Participants were asked to cite the source they would consult the next time MS-

related information is needed. Only two categories increased: 54% selected neurolo-
gist and 36% would use a health-related website. The remaining categories decreased 
or remained the same. In terms of online sources, participants infrequently consulted 
formal MS organizations and discussion forums (See Tables 2 and 3.). 
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Table 2. Online visitation of MS organizations 

Organization website Daily 1x/wk 2-3/mo 1x/mo <1x/mo Never 

www.nmss.org 0% 3% 18% 21% 45% 13% 
www.msassocation.org 0% 0% 11% 18% 47% 24% 
www.msfocus.org 0% 0% 5% 16% 50% 29% 

Table 3. Online visitation of health discussion forums 

Forum Daily 1x/wk 2-3/mo 1x/mo <1x/mo Never 

Everyday Health 
(www.everydayhealth.com) 

3% 3% 0% 3% 16% 76% 

MS-related Facebook Groups 5% 11% 3% 3% 5% 74% 
MedHelp (www.medhelp.org) 0% 0% 0% 5% 21% 74% 
MS Connections 
(www.msconnection.org) 

0% 0% 8% 24% 29% 39% 

MS World (www.msworld.org) 0% 3% 3% 8% 18% 68% 
Patients Like Me 
(www.patientslikeme.com) 

0% 3% 0% 5% 21% 71% 

This Is MS (www.thisisms.com) 0% 0% 0% 0% 11% 89% 
WebMD (www.webmd.com) 5% 3% 18% 11% 39% 24% 

 
Regarding the MS-related topics for which participants search online, the majority 

conducted inquiries less than once per month (See Table 4.). Participants were asked 
to rate the importance of various reasons for online MS-related searches. Primary 
reasons for many participants included preparation, interpretation, supplementation, 
and investigating (See Table 5.).   

Table 4. Frequency of online search for MS-related information 

Information topics Daily 1x/wk 2-3/mo 1x/mo <1x/mo Never 

Disease-Modifying Drugs 0% 3% 13% 3% 71% 11% 
Treatments for MS symptoms 0% 3% 18% 8% 71% 0% 
Alternative/Complementary Ther-
apies 

0% 0% 16% 8% 61% 16% 

Side Effects of Treatment or Drugs 0% 0% 3% 24% 68% 5% 
Emerging Research 3% 0% 13% 29% 42% 13% 
Patient Advocacy issues 3% 0% 8% 16% 47% 26% 
Peer-Groups/Patient to Patient 
Support 

3% 5% 3% 21% 39% 29% 

MS Health Services Providers 0% 3% 0% 11% 53% 34% 
Neurologist Credentials 0% 0% 0% 3% 55% 42% 
Caregiver Credentials 0% 0% 0% 5% 18% 76% 
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Table 5. Motivation importance of online search MS-related information 

Motivation Extremely 

Important 

Important Neutral Low Im-

portance 

Not at 

Important 

N/A 

To prepare for an upcoming doc-

tor’s visit 

18% 37% 13% 18% 13% 0% 

To interpret a doctor’s response 13% 45% 21% 5% 11% 5% 

To supplement the information 

provided by a neurologist 

11% 61% 8% 11% 5% 5% 

To find how other people are deal-

ing with a specific MS-related 

problem 

8% 47% 18% 3% 16% 8% 

To research MS drug options 

available 

16% 47% 11% 21% 3% 3% 

To learn about emerging new 

treatment options (alternative drug 

therapies, clinical trials, etc.) 

21% 37% 18% 11% 8% 5% 

To look for alternative treatment 

options (physical therapy, acu-

puncture, etc.) 

16% 32% 24% 13% 11% 5% 

To find out how other people are 

managing their MS 

8% 37% 24% 13% 8% 11% 

To evaluate my neurologist’s cre-

dentials 

3% 8% 26% 11% 24% 29% 

To evaluate caregivers’ credentials 0% 8% 13% 5% 18% 55% 

4 Future Research and Limitations 

As a pilot investigation, the limitations of this study include participant population 
size.  The use of convenience sampling limits the participant population to MS pa-
tients located in a particular geographic region.  In addition, the use of a web-based 
questionnaire limits MS patient participation to those with access.  Future work in 
this study will provide multiple methods of access for patient participation, including 
the use of print questionnaires and face-to-face participant recruitment.  

The data reported here also provide preliminary results regarding patients’ percep-
tions of web-based MS health information through indirect measures of patients’ self-
reports of the source types and frequencies with which online sources are accessed.  
These data offer initial understandings about patients’ perceptions of web-based in-
formation, yet further research examining the qualities of web-based MS information 
patients search for can be augmented by qualitative means.  A mixed methods de-
sign, employing methods such as interview protocol or simulated internet searches, as 
well as revision of the current survey instrument, will enable the study of patients’ 
perceptions through complementary measures.  Including these complementary 
measures can also lead to developmental heuristics for use among patients, caregivers, 
and physicians of varying disease types.   
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Additionally, within the context of the deliberative process in which course-of-
treatment decisions are made, it is necessary to not only expand the participant base 
among MS patients beyond the geographical limitations of the pilot study, but also to 
consider the perceptions and practices of online MS-related information among other 
constituencies involved in the MS treatment decision-making process; namely MS 
caregivers (both professional and non-professional), and neurologists specializing in 
MS.   

Finally, more data is needed to consider larger questions raised by this study; for 
example, how is web-based MS related information used within treatment decisions?  
Does this information play a significant role in the deliberative process for treatment 
decisions, or is the role of online information ancillary to physician-supplied informa-
tion? And how can patients’ perceptions of web-based health information be used to 
design better health information systems?  The questions raised by this preliminary 
investigation demand attention if health professionals are to understand how to miti-
gate the use of web-based health information in professional practice.  

5 Conclusion 

This article presented the results of a survey of 39 patients with MS from the south-
west region of Ohio. The purpose was to understand different aspects of MS patient 
online search practices and how various information sources are perceived. Descrip-
tive statistics were reported to identify the general patterns of online information 
seeking in terms of source types and frequencies of visitation to these sources, as well 
as patients’ motivations for engaging in online searches.  Results indicate that pa-
tients prefer neurologist-supplied information, but also frequent health-related web-
sites.  The specific sites patients visit vary significantly according to both type (MS 
organization’s sites, general health websites, social networking sites) and frequency.  
Contrary to prior research, participants in this study rarely search for caregiver  
credentials online, and more frequently search for drug treatment side effects and 
emerging research.  Similar to prior research, patients’ motivations for searching 
MS-related information online include preparation for upcoming doctor’s visits.  
Patients also indicated searching for drug therapies, new treatment options, and emer-
gent new alternative therapies.  Further research is required to understand the role of 
MS patients’ search practices within MS treatment decision-making.   
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Abstract. We investigate supporting higher quality deliberations in online  
contexts by supporting what we call "social deliberative skills," including pers-
pective-taking, meta-dialog, and reflecting on one's biases. We report on an ex-
periment with college students engaged in online dialogues about controversial 
topics, using discussion forum software with "reflective tools" designed to sup-
port social deliberative skills. We find that these have a significant effect as 
measured by rubrics designed to asses dialogue quaility and social deliberative 
behaviors.  

Keywords: E-participation and e-democracy, Empathic online communities, 
Communication and deliberation skills, scaffolding. 

1 Introduction 

A key human capacity is the ability to negotiate situations involving differing opi-
nions where a resolution of ideas is sought, e.g., in dispute resolution, collaborative 
problem solving, knowledge building, and civic deliberation processes. The need for 
this deliberative capacity is seen in all realms of human activity from international 
politics, to collaborative work, to mundane familial squabbles (Gastil & Black, 2008; 
Spragens, 1990; Kögler, 1992; Toulmin, 1958).  Conflict and difference too often 
result in unsatisfactory outcomes that can be attributed to insufficient skill, or an ina-
bility to bring existing skills to bear in difficult situations. Throughout the various 
contexts mentioned above many of the same underlying skills and capacities are 
called for. For example, Jordan et al. (2013) propose two important skill sets for skill-
fully addressing  "complex societal issues, such as gang-related crime, deteriorating 
residential areas, environmental problems, long-term youth unemployment, [and] 
racist violence" (p. 34.). These skills are "complexity awareness" and "perspective 
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awareness." Our work involves studying how such skills can be supported in online 
deliberation and collaboration.  

Participants engaged in extended collaborative knowledge-building or problem 
solving eventually encounter moments of tension in which they are challenged to 
understand each other's perspectives and opinions. These moments are microcosms of 
and foreshadow key moments in the social and civic life of adults writ small and 
large. Both the literature on creative problem solving and the literature on civic deli-
beration emphasize the importance of having diverse perspectives represented in col-
laborative processes, but scholars often do not acknowledge the skillfulness needed to 
work productively with these differences. 

We use the term "social deliberative skills" (SD-skills) to indicate the capacity to 
deal productively with heterogeneous goals, values, or perspectives, especially those 
that differ from ones own. SD-skill includes social perspective taking, meta-dialogue, 
social inquiry, systems-thinking (complexity thinking), and self-reflection. Though 
the teaching/learning/support (including computer-based support) of these related 
skills have been researched intensively, the prior research does not adequately address 
some key challenges in building mutual understanding and mutual regard when inter-
locutors encounter the disequilibrium of diverse perspectives. This research makes an 
incremental contribution in this area.  

2 Background 

One of the goals of education is to produce competent national and global citizens 
capable of participating in democratic self-governance and capable of wrestling with 
the difficult questions and dizzying array of information and opinion they face in our 
technologically advanced society.  Engaging with others on complex topics requires 
not only learning the relevant facts and concepts and making logical inferences, but 
also engaging with the perspectives and opinions of others who may not share one's 
views or goals. Doing so requires skills that can be systematically supported (King & 
Kitchener, 1994; Rosenberg, 2004; Herzig & Chasin, 2006; Holman et al., 2007).  

We differentiate our research from others that focus on argumentation, which aims 
to help learners generate logical, well-formed, well-supported explanations and justi-
fications (Andriessen et al., 2003, Baker et al. 2007), usually framed in objective ra-
ther than intersubjective terms. That is, they are about finding the right answer or the 
most efficient and effective solution to a technical or scientific question—but don't 
adequately address the specific moments of deliberation or collaboration where op-
portunities for mutual understanding and mutual recognition arise.  

Our research draws on prior studies of higher order skills in: social metacognition 
(Lin & Sullivan, 2008; Joost et al., 1998), reflective judgment and epistemic skill 
(King & Kitchener, 1994; Kuhn, 1999, 2000; Winne et al., 2006), social perspective-
taking and empathy (Desiato 2012; Dahlbert 2001), and perspective seeking and ques-
tion asking (Graesser et al., 2008).  

Prior studies of computer-based support of higher order skills are directly applica-
ble to our research on SD-skills (a subset of higher order skills). Researchers are  
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developing educational software that scaffolds metacognitive and higher order skills 
including inquiry skills, metacognition and self-regulated learning skills, and reflec-
tive reasoning skills (see White et al., 1999; Puntambekar & du Boulay, 1997; Azeve-
do et al., 2004; Linn, 2000), and evaluations indicate that such support can be quite 
successful (Baker et al., 2007; Suthers et al., 2001; Scardamalia, 2003). There has also 
been significant R&D in systems to support argumentation skills (Baker et al., 2007; 
Suthers, 2008; Scheuer et al., 2010). These studies indicate that under ideal conditions 
technological scaffolding in the form of prompts, awareness tools, and feedback can 
improve metacognitive skills, epistemological understanding, and other higher order 
thinking skills, though studies differ on the enabling conditions necessary for such 
improvement (Reiser etl all 2001; Suthers et al. 2001; Soller et al. 2005).   

3 Method 

For the online discussions we used the Mediem deep dialogue discussion forum soft-
ware created by Idealogue Inc. (see Figures 1, 2).1 In addition to standard (semi-
threaded) discussion forum features, Mediem has a number of features intended to 
support deeper engagement and reflection (based in part on the designers’ many years 
experience with members of the National Coalition on Dialogue and Deliberation).  

Hypothesis. Participants were put in three experimental groups: 1) the “Vanilla” 
(control) group using only plain discussion forum features; 2) the “Sliders” group 
using a slider tool to rate opinions; and 3) the “Reflective tools” group using tools 
designed to support meta-dialogue, good question asking, and self-reflection (de-
scribed below). The primary research hypothesis was that the features intended to 
support SD-skills, i.e. in groups 2 and 3, would be shown to do so based on hand cod-
ing of participant posts. We are also interested in relationships among skill use, post-
ing activity, response relationships, and survey results.  

Mediem Features. Mediem has been used in a number of dialogue contexts including 
interfaith discussions among college students. Figure 1A shows the Mediem home 
screen, with sections listing Dialogues ("Conversations"), Opinion Sliders, Partici-
pants, and Resources. Each section lists items that can be expanded for full view. 
Dialogues are semi-threaded discussion forums with additional features mentioned 
below. Normally participants in open-ended discussion will propose their own dialo-
gue topics and "set the table" for a conversation by specifying certain parameters 
(number of participants, demographic information, etc.) and inviting others to join; 
however, in our study we used pre-determined dialogue topics entered by the facilita-
tor. The Participants section shows participant profiles, and the listing can show 
graphical indications of demographic and other participant information. The Re-
sources section allows participants to upload documents and links related to the con-
versation. We did not use the Participants or Resources features for this study. 

                                                           
1  We worked with Idealogue to create an API for exporting the data from the dialogue (posts 

and other user actions) for our monitoring and data analysis. We also worked with them to 
build additional customization features supporting experimental trials. 
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The software includes an Opinion Slider, a polling feature used in the “Sliders” 
group, shown in Figure 1B. (As with Conversation topics, participants usually set up 
their own Opinion Slider questions, but ours were pre-defined for the classroom di-
alogues.) Sliders are thought to provide a motivational, brainstorming, and group-
awareness function similar to Student Response Systems (“clickers”), which draw 
attention to differences, similarities, and diversity of opinion within the group as a 
whole. The slider gives a summary view of where participants stand on an issue.  

Participants and Discussion Questions. Twenty six students in a college Alternative 
Dispute Mediation class discussed two topics (one each week over two weeks) in 
moderated discussions using Mediem. Students were randomly broken into three dis-
cussion groups of 8-9 members each, with all groups given identical questions. The 
activity was a required assignment that was part of the course and students were given 
class credit based on participation alone (not the content of participation). They were 
required to post at least once every day. In a prior class session students had brains-
tormed interesting and controversial topics for this activity. The discussion topics 
chosen were 1) Trayvon Martin killing in Florida, and 2) Gun Control.  

Facilitation. We employed the service of experienced facilitators. To keep the control 
and experimental groups comparable, the facilitators were asked to keep their inter-
ventions to a minimum, and if they made an intervention in one group to do some-
thing similar, or at least something of similar length, in the other groups. Facilitator 
#1 facilitated all three groups during the Trayvon Martin discussion (week #1) and 
facilitator #2 facilitated all three groups during the Gun Control topic (week #2). 

Data Collected and Analyzed. The three groups had similar numbers of students 
participating in the discussions (Vanilla 9, Sliders 8, Reflective Tools 9). There were 
8 males and 14 females ranging in undergraduate grade level from sophomores to 
seniors, with one non-degree student. All text from student posts was collected; in 
addition, "reply" connections between posts were collected. Data were collected on 
Slider, Story, Conversation Tag and Thermometer use in the groups where these fea-
tures were offered. All subjects were given a post-survey including 18 questions using 
a 5-point Likert "agree...disagree" scale.  

Coding. Text of student posts was divided into segments and coded by two indepen-
dent coders using a coding scheme developed by our group that focuses on social 
deliberative skills and other indicators of dialogue quality. Our coding scheme has 42 
categories, 17 of which indicate deliberative skill. This scheme synthesizes prominent 
frameworks found in the literature (Black et al., 2011; Stromer-Galley, 2007; Stolcke 
et al., 2000) and adds codes for dialogue quality specific to SD-skills (Murray et al., 
in preparation). Cohen’s Kappa Interrater reliability measure for this coding scheme is 
71%, (76% agreement) averaged over five dialogue domains we have used it in(this 
level is considered “good” (ref) and is particularly good given the complexity of our 
coding scheme). For this classroom data that is the subject of this paper the interrater 
agreement is 77% and the Cohen’s Kappa is 72%. 

For this experiment, 7 codes were singled out for data analysis: Intersubjectivity: 
perspective awareness, perspective taking or question asking; MetaTopic: Birds eye or 
systemic view of the topic (related to complexity or systems thinking); MetaD: Meta-
dialogue, discussing the quality of the dialogue and proposing changes to its structure; 
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Appreciation: Gratitude, affirmation of another's idea or situation); Apology: noting 
and/or taking responsibility for one's errors; and Source Referencing: mentioning a 
source for a fact or idea. A Total-SD-Skill score was computed for each segment by 
adding the scores of the seven skill measures for that segment. An average Total-SD-
Skill score per segment was then computed for each student in each discussion.  

Students who posted fewer than 5 times for both topics combined are excluded 
from statistical comparisons. Also, preliminary analysis revealed several issues with 
the Sliders group sufficient to lead us not to include this group; we compare only the 
Vanilla and Reflective tools groups.2 Students in these two groups who met the crite-
ria for inclusion happen to be balanced in total number and in gender, though not in 
grade level. Although the individual codes included in the study had been determined 
to show no effect due to grade (within-group ANOVAs ranging from p = 0.25 to p = 
0.78), due to the difference in distribution of juniors and seniors, we continue to in-
clude grade as a potential factor in correlations. 

4 Results 

In this section we will report on: (1) the main question of whether the group using 
reflective tools showed higher (total and subskill) skill levels than the control (Vanil-
la) group; (2) look for possible relationships between SD skill scores and gender, post 
size and frequency, post reply statistics, tool use statistics, and survey results.  Partic-
ipation and basic statistics for the Vanilla and Reflective Tools groups:  

• The data set over the two groups contains 241 posts and 516 segments; for an aver-
age of 15.06 posts for each student over both topics (SD = 7.45).  

• The mean words per post was 53.60 (SD = 42.12) and the mean characters per post 
was 299.40 (SD = 241.95).  

• We found no significant relationship between the number of posts and the length of 
posts among participants.  

The average student skill scores as percentage of each student’s segments were: 

Intersub Meta_D Meta_Topic Apology Apprec. Fact_Src Src_Ref 
25.08% 0.88% 5.51% 0.22% 1.30% 0.28% 1.20% 

The main results of the study include  (see Stephens et al. 2013 for more detail): 

• A main effect between Total-SD-Score and grouping, F(1, 14) = 6.89, p = 0.02*, 
d = 1.46 (a very large effect) in favor of the Reflective Tools group. Thus our 
main hypothesis was confirmed.   

                                                           
2  In the Sliders group one student failed to follow instructions (did not use the sliders). This 

student dominated the discussion, contributing over a third of the total posts.  Two other stu-
dents in this group did not post enough to be included in the analysis. One student wrote a 
note to the facilitator claiming that one student in this group seemed overly critical and not 
respectful, which affected her feeling of safety. 
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• A significant relationship between Intersub and grouping, F(1, 14) = 4.81, p = 
0.05*, d = 1.05 (a large effect) in favor of the Reflective Tools group. Intersub 
was strongly correlated with Total-SD-Skill, indicating that most of the effect of 
Total-SD-skill comes from the Intersub subskill. There was no significant rela-
tionship between any of the other subskills and group. 

• ANOVAs revealed no difference due to gender on the Total-SD-Skill score or on 
any of the subskills except for Appreciation, where females scored higher, F (1, 
14) = 5.59, p = 0.03. Six females had at least one segment coded Appreciation; 
none of the males did. 

• From the survey, there was some positive correlation between Total-SD-Skill and 
self-reported Engagement (r = 0.44) and Learning (r = 0.21). These results con-
form to our intuitions that those exhibiting more skill would find the experience 
more positive, though we cannot infer causation in either direction.  

Next we look more closely at two phenomena: the use of the reflective tools, and the 
reply structure among participants. 

Student Replies to Each Other. The number of contributions that reply to (or refer 
to) other contributions is one indicator of a robust deliberation (Stromer-Galley, 2007; 
Suthers 2008). We analyzed several quantitative metrics related to this phenomenon. 
Our hypotheses were: 1. students with higher skill (especially the intersubjective 
code); 2. students showing positive survey opinions would post more replies; 3. the 
reflective tools would support more replies. 

• The average number of posts per student that were explicit replies to posts of 
another student (Replies_by_me) were 10.59 (SD = 3.41), about 71%.  

• The average number of replies each student received (Replies_to_me) was 10.35 
(SD = 6.86).  

• There was a correlation between Replies_by_me and Replies_to_me: R = 0.8284. 
In other words, students who replied more to posts of their fellow students re-
ceived more replies in return. 

• There was no main effect on Replies-by-me or Replies_to_me due to experimen-
tal group and no significant relationship between Replies_by_me or Rep-
lies_to_me and grade level within either group. 

• There was no significant difference between genders in the numbers of Rep-
lies_by_me or Replies_to_me within the Reflective Tools group. However, with-
in the Vanilla group, females replied to others significantly more often than 
males, t = 2.68, p = 0.04*; females replied more than twice as often as males.  

In summary, our hypothesis that reflective tools would support more replies was not 
supported. A majority of the posts were replies to other posts and were replied to in 
turn; students who replied more to posts of their fellow students received more replies 
in return; and, interestingly females in the Vanilla group replied to the posts of others 
more than twice as often as did the males within that group. 

Use of Reflective Tools. The reflective tools group had at their disposal a set of three 
tools that constitute innovations over what is offered by most discussion forum soft-
ware: the scaffolded post comment tool, a discussion temperature rating, and a story 
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tool where participants could write personal stories about the topic (see Figure 2). We 
hypothesized that there would be a positive relationship between the amount of tool 
use and evidence of social deliberative skill (presumably because making use of the 
scaffolding supports bringing skills to bear in the dialogue, but causation can not be 
inferred from the data). This hypothesis was confirmed in finding a positive correla-
tion between intersubjective speech acts and total tool use (R=.54) and dialogue tem-
perature tool (R=.85) (this was for the Trayvon topic, as discussed below). 

 

  

Fig. 3. A: Reflective tool use vs. topic; B: story words vs. topic 

The amount of tool use is shown in Figures 3a and b. For this analysis we sepa-
rated the data by discussion topic because we noted more tool use in the first topic, 
Trayvon Martin. As can be seen, students posted less in their stories, used the discus-
sion temperature tool less, and posted fewer comments for the second topic (Gun 
Control). We believe this could have been due to several factors: the novelty and mo-
tivation to do this homework task could have worn off after the first topic; the Tray-
von topic was more specific (involved specific people) and could have been related to 
more easily than the Gun control topic; Trayvon was salient from recent news reports; 
the second topic was facilitated by the less experienced facilitator.  In general, the 
participation levels in the reflective tools group were acceptable but not particularly 
high. This concurs with the average survey Engagement rating, 4.0 in a 1-5 scale.  
This analysis also highlights the potential large effects of choice of topic and other 
context variables on measures of student deliberation and problem solving.   

5 Summary 

Internet-based social and technological innovations usually support increasing quanti-
ties of information and connectivity (e.g. the growing WWW, number of FaceBook 
friends, number of email and text messages per day) without supporting—and some-
times sacrificing—its quality. We join those calling for research and development of 
online systems that support communication and information quality, specifically, 
supporting more reflective thinking, deliberative dialogue, and mutual understanding 
in communications. This study suggests that simple scaffolding features can increase 
skillful deliberation online. We found a significant effect with (very) large effect size 
of reflection tools as supportive scaffolding for SD-skills.  

Trayvon

Gun Control
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Our attempts to use text classification to automate SD-skill assessment lead to only 
modest results, and we are working on further machine learning models for SD-skill 
classification, with earl encouraging results (Murray et all 2012; in submission; Xu et 
al. 2013). We are also developing a Facilitators Dashboard for visualizing deliberative 
dialogue properties and showing the visualizing the results of real-time automated 
analysis. Identifying methods for gently and broadly scaffolding SD-skills in online 
deliberation could impact many contexts: knowledge-building, situated learning, civic 
engagement, and dispute resolution.  
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Abstract. Aging is a new step of life with a lot of changes that could be related 
with physical, cognitive and social frailties. Rather than addressing autonomy 
and dependency issues for which a variety of assistive technologies has been 
designed, our aim is to define how ICTs could alleviate elderly loneliness, in 
order to cope with their social frailty. We make the hypothesis that TV is a 
good medium for this purpose and we design Smart TV applications dedicated 
to foster the social interaction among elderly. We adopt a living lab approach, 
which assure us of an early engagement of the end-users. 

Keywords: Elderly, Online communities, Design, Living lab, Smart TV. 

1 Introduction 

Nowadays, elderly are encouraged and are willing to stay at home as long as possible, 
rather than entering institutional care. This issue has been addressed in several 
research initiatives focusing mainly on the development of a variety of assistive 
technologies. From our point of view, ageing well cannot be reduced to physical and 
cognitive frailties and technologies have to tackle the quality of life of the elderly by 
improving their psychological well-being and self-esteem.  

Extensive research has established the strong relationship between social isolation 
and health. Even, recent studies have showed that the lack of social relationships 
influences the risk of mortality for aging people [1]. Older adults may be particularly 
vulnerable to social isolation and diminished social network because of transitions 
from work, loss of a spouse, and the onset of illnesses that limit social participation. 
Older adults with poor or weak social networks are 60% more likely to develop 
cognitive decline due to isolation or high stress levels caused by the death of a spouse 
[2]. Social isolation and the gradual reduction of the mobility and autonomy lead 
older people to depression, which could have a fatal impact on their health and 
longevity.  
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This paper charts a work in progress in the frame of the European AAL project 
FoSIBLE1. This project aims at providing technological support for social interaction 
among elderly people. 

In the following, a description will be given of our research context and issues, the 
adopted design methodology and the involvement of elderly people in the design 
process. We explain user sampling and how interviews were done in France (the end-
user association which is one of the partners of the FoSIBLE project is French). User 
requirements are presented in the form of result synthesis and design implications. We 
conclude by describing the derived services and perspectives to adapt usability testing 
to suit our selected participants. 

2 Online Communities and Social Support among Elderly 
People 

Interacting with other people, participating in groups and social relationships are 
critical to people’s well-being [3] [4]; social relationships support social well-being 
directly as well as indirectly by increasing self-esteem [3]. Social engagement, which 
refers to making social and emotional connections with people and the community [5] 
is increasingly being seen as critical to health and general well-being of elderly [6].  

A means of fostering social interactions and enhancing social connectedness is to 
make use of technologies that enable individuals to access information and  
to communicate with others. In particular, providing individuals with the opportunity 
to use the Internet may be one means of reducing social isolation because it offers the 
opportunity to increase contact with others, to communicate with new social groups 
and to pursue old or new interests—in essence, to reconnect with the world in a new 
way. This, in turn may have a positive impact on psychological health [7]. Research 
results emphasize the potential of modern technology to help reducing the risk of 
social isolation and compensating disabilities [8][9]. This body of work has shown the 
potential of these services to enable older adults to keep in touch with their social 
network and to improve their quality of life. 

So, contrary to some critics addressed to the Internet, it does not pull people away 
from face-to-face contact, making them less sociable, less able to relate to other 
people. In contrary, virtual communities could help promoting social inclusion among 
elderly [10]. Online community involvement encourages greater social contact via 
other means, especially face-to-face and telephone. In fact, the engagement in the 
online community increases the involvement of the members in the offline 
community [11]. Moreover, older adults friendships have been found to contribute to 
psychological well being of older adults in more positive ways than family 
relationships [12]; elderly participating in age-designated online communities appear 
to value personal recognition, along with the opportunity to learn from peers, and to 
interact socially with members of their peer group. By asking their peers in forums 
and chat groups, they may readily get access to the help they need. 

                                                           
1 Fostering Social Interactions for a Better Life of the Elderly. 
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Many online communities involving elderly have been studied. One of the largest 
virtual communities for elderly is the Australian GreyPath, which offers various 
available options, such as forum, blogs and chat rooms. In interviews [13], members 
of GreyPath frequently expressed feeling like they belong to this community of 
people who share their life experiences and with whom they could discuss things 
relevant to their age group. The assumption is that perceived friendliness will have a 
positive effect on the elderly’s attitude toward using a social platform.  

3 Research Issues  

Within the FoSIBLE project, our researches are devoted into creating services for 
elderly by rethinking the use of well-known existing technologies and to broaden their 
scope to be more affordable by older people. 

The questions that arise are related to the role of technologies to cope with social 
isolation and are methodological: 

1. Could we consider the development of innovative services based on an interactive 
Smart TV platform as a solution for elderly’ social isolation issues? In general, 
elderly are reluctant to use computers and most of them consider computers as a 
working tool rather than a communication media [14]. We suppose that TV is a 
good alternative for the elderly reluctance about using computers. Moreover, 
knowing that their relatives are watching the same program than them could be a 
good opportunity to start a discussion whereas it is not always obvious for them to 
start an interaction, as they may be afraid to disturb. 

2. Acknowledging that it is technically possible to develop online applications for 
social interaction among older people will the feelings of mutual trust and of 
belonging be sufficient to build virtual community among elderly who are used to 
face-to-face interactions?  

We can find excellent ergonomic guidelines to support the design of interfaces for the 
elderly and to help developers in building applications for interactive television [15], 
[16]. The use of these guides provides a real added value in terms of accessibility, 
however it does not reflect the functional needs of the future users and it is not 
focused on sharing among different stakeholders. Thus, designers do not have any 
tool allowing them to focus on the social aspects of interactive television applications, 
even if there is recent research that attempts to provide answers to this issue, 
including Geerts and Grooff [17], who introduced heuristics to support the social 
practices through interactive television services. It is essential for our research to have 
effective methods to interact with elderly end-users and to collect data on their needs 
concerning relationships. Then, how could we adapt the established user-centred 
methods for developing innovative applications for elderly people accessible via TV? 
More precisely, how these methods could be adjusted to allow us to effectively gather 
the expected needs of the elderly in terms of social interaction[18]? Having in mind  
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that a real-life experiential environment allows all stakeholders to concurrently 
consider both the performance of a service and its adoption by users at the earlier 
stage of research and development, we have adopted a Living Lab approach. 

4 A Living Lab Approach for User Centered Innovation 

Direct and autonomous involvement of the future users in the technical design of 
functionality and in their evaluation is needed to promote a more proactive role by 
bringing ideas from their experience, practices desires and frustrations. Such 
participation ensures that a broad range of interests, needs, and values are addressed 
in the design work. For so doing, we are adopting a living lab approach. It will allow 
us to put the users’ perspective at the forefront of every design decision. The real 
challenge of adopting a living lab approach consists in involving all the stakeholders 
in the design process by taking into account the micro-context of their everyday 
contexts for discovering emerging scenarios, usages and behaviors. A living lab 
approach is particularly promising due to the opportunity it gives to try out, and 
obtain user feedback on services at different levels of development, where relatively 
large numbers of users may be involved in the innovation process.  

We have established a small-scale living lab. Services access was given to a 
relatively small number of users and the feedback loop between users and designers is 
made as short as possible. Such approach will enable us to learn from older people 
what functionality and attributes are important to them, what motivates them to use a 
product or service, and what factors would hinder the usability, as well as to 
conceptualize how parts of older people’s lives could be improved by the use of 
technology. It is also important to be aware of the context provided by older people’s 
lives, and to discover when technology should be introduced and when its 
introduction would have a negative effect on the older person’s quality of life. 

4.1 Involving Elderly in the Design Process 

Older people are frequently perceived and portrayed as being resistant to technology. 
In fact, some of them are willing to accept novel digital technologies into their lives. 
The issues that arise with acceptance do so because the ways in which older people 
construct their decision to use or not use these technologies are fundamentally 
different to the ways younger adults do.  

Designing digital technologies for older people is not simply a matter of addressing 
the immediate consequence of the most obvious functional impairments. In practice, 
the designers are ill equipped to design technologies for older people [19]. 
Inappropriate design is a mechanism through which society disables people with 
impairments by ignoring them. 

End-Users Selections Process 
For the selection of the potential end-users, we organized a meeting which took place 
on the conference room of Les Arcades (the end-user organization which participates 
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in the FoSIBLE project), in Troyes (North- East of France). The participants received 
an invitation letter from Les Arcades, announcing the purpose of the FoSIBLE 
project. During this meeting, we presented the project. Two brochures were made for 
this occasion and given to the participants. One gives a general overview of the 
project and the other includes a set of usage scenarios of social television, so that 
participants can get an idea on some potential opportunities for using the system that 
we intend to design. 

The involvement of the end-users is based on voluntary participation. Ten 
volunteers were recruited, eight women and two men aged between 65 and 90 years. 
Two Participants were never married and the others are widowers and do have 
children and grandchildren. Almost of the participants do not suffer from chronic 
physical disability except one who suffers from arthritis affecting her hands and feet. 
Four of them are basic computer and Internet users.  

The volunteers did not feel isolated and so not really convinced that the project 
objectives are related to their situation and directly relevant to their interests. But, 
they stated that they were widely interested in new technologies and defining services 
which could be helpful for the future. Understanding an older person’s interaction 
with a design depends on the older person showing realistic levels of motivation and 
this was a consideration in recruiting our volunteers.  

Two of the participants quitted the project before the in-house rollout. One because 
of family issues with their children and the second was afraid not to be able to 
perform the experience. She argued that she is ok with her TV and does not want a 
new one. 

A Set of Personas 
Personas [20] are user archetypes whose goals and behavior patterns are well 
understood. Personas help to visualize and imagine the typical and realistic usage 
workflow and environment of the real user. Design for the archetype conduct to 
satisfy the broader group of people represented by that archetype. We defined a set of 
personas from the first series of semi-interviews with the participants [21]. Their 
description includes behavior patterns, goals, skills, attitudes, and environment, with a 
few fictional personal details to bring the persona to life. Such detailed persona is a 
key to the suppression of any tendency for the developers to usurp or distort the real 
end-user lead to the situation where developers make products solely based on their 
own interpretation of the older person’s needs, a solution that can be ineffective and 
patronizing. 

4.2 The Existing and Expected Use of TV 
The interviews revealed the picture of the daily activities and current use of existing 
technologies in the daily life of our participants. The obtained information also 
provided us with design implications and user requirements.  

TV as a Communication Device 
Face to face social interactions mostly take place in societies, and especially in Les 
Arcades. The research confirms that certain relationships appear to reduce subsequent 
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loneliness: going to church, volunteering, seeing friends or neighbors, and talking 
with them on the phone. Interviewees expressed needs in relation to the use of their 
TVs to allow sharing real-life moments: grandchildren making them drawings, 
sharing comments during watching their favorite programs and also after (water 
cooler effect) instead of doing it on the phone. For those who have friends at the 
retirement house, they would appreciate to communicate with them through television 
(as they say TV is the main occupation in the retirement house). The idea of 
communicating with other people than family or friends to discuss various topics 
(television programs, shared interests) seems also good opportunity from their point 
of view. 

Features have also been proposed like recording broadcasts or movies in order to 
share them afterwards, and searching for information. We also note that participants 
focus on sharing and communicating about their activities rather than around the TV 
programs. 

Reflecting the situation that many of the elderly had to give up their former 
hobbies, it would be interesting to offer them media supported possibilities to help in 
doing this hobby again. This could be constructed as some coaching activities or by 
virtualizing the hobby, for example online book club. By those activities we could 
build up social communities which could lead to a better social integration of the 
elderly. 

TV for Collective Activities 
In terms of cooperative activities, our interviewees proposed some very interesting 
features that would be useful in their daily lives and would help them feel better:   

• They would appreciate to learn things on television and to share their comments 
and impressions with others – for instance exchanging recipes during or after a 
cooking course. They would also like to exchange reading tips and to share 
advices.  

• They would enjoy participating to dedicated and tailored sessions on television 
(e.g. yoga), and especially virtually attending to sessions at the same moment than 
their friends from Les Arcades.  

• They would enjoy virtually sharing games (crosswords, sudoku, bridge) with their 
relatives and friends.  

• They would like to benefit from on-line poems written by one of their friends.  

Another participant also mentioned the importance of common interests. For example, 
a support group for those suffering from a health issue, or for informal caregivers. 

Usability Issues 
Participants expressed the need for more accessible and less complicated interfaces 
than computers. About control interface, participants who do not have disabilities 
think using a keyboard would be possible but not very practical. They would prefer a 
digital tablet with digital pen, even if they find that the voice control is also a simpler  
 



 A LivingLab Approach to Involve Elderly in the Design of Smart TV Applications 331 

 

interface than the keyboard. The digital control interface could be used for collective 
games as crosswords, puzzles or sudoku, and to exchange drawings with small 
children. For the participant suffering from arthritis, the digital tablet with digital pen 
is also difficult to use.  

Given mentioned requirements results, we here summarize the translation of the 
collected data from the study into functionalities by having in mind present 
technology possibilities and expressed user needs. 

4.3 Prototypes and Derived Functionalities 

Applications implementing expressed needs by our users are developed on a smart 
TV platform. Smart TV2 is a set of web-based services running on an application 
engine installed in digital TV connected to the Internet. A Smart TV application is a 
special type of widget that is implemented on a browser and runs on the TV screen. 
Viewing an application is very much like viewing web pages using a web browser on 
an ordinary PC. Screen resolution, hardware specifications and remote controller 
make differences between applications and web pages. An application is a web page 
consisting of HTML, CSS and JavaScript. The smart TV service makes possible to 
extend the functions of the TV, so that users can obtain useful information and 
interesting contents on their TV screen.  

Combining the possibilities offered by this technology and the collected data from 
the end-users, we have identified that the following services would be helpful for the 
elderly:  

• Awareness services through the use of a “buddy list” 
• Synchronous communication services: being able to chat with some “buddies” 

when looking at the same TV show. 
• An asynchronous communication service taking the form of integrated clubs 

organized by interests. Thus, new communities of interest could arise which are 
able to build or expand their knowledge collaboratively.  

The users access the platform by widgets. The background is slightly transparent so 
the image of the TV program can still be visible. On this platform users will be able to 
use a tablet PC (figure 1) as an additional terminal to navigate on the TV menu, but 
also to enter text. The tablet can additionally be used to display messages, when the 
TV is switched off or to be able to read messages in another room (e.g. read a recipe 
sent by a friend in the kitchen).  

When looking at a TV show, the user can decide if one of these three widgets 
should appear: “Online Friends”, “Chat”, and “Participate in clubs”.  

When the user selects “Online Friends” using the tablet or the blue button of the 
remote control, s/he will be able during the TV program to see a buddy list with all 
the friends who are watching TV at that time, with the channel information and their  
 

                                                           
2 http://www.samsungdforum.com 
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Fig. 1. Tablet Interface for Entering Text 

recent activities on the platform. “Chat” can be opened and closed via the tablet or the  
red button on the remote control. It allows sending short messages to the online 
friends for instance to initiate a discussion when watching a TV program. The 
messages are typed on the tablet. 

“Participate in Clubs” is launched using the yellow button of the remote or the 
tablet. It shows the list of existing clubs (yoga, philo cafe, cooking, poetry, reading 
...). After entering a club, one can comment or create a new topic by using the tablet. 
For example, in the reading club, one can browse existing reviews, comment them or 
add a new one (figure 2) 

 
Fig. 1. Browsing Reviews in the Reading Club 

5 Next Step –Evaluating the Proposed Services 

In order to get a deeper understanding on how users perceive the developed services, 
and according to the living lab approach that we have adopted, we have planned 
evaluation at home of the elderly, during one year, together with design iterations.  

Our participants are enthusiastic and enjoy the opportunity to provide their 
perspectives and influence. However, incorporating them in the evaluation process 
involves taking into account their doubts or anxiety about their ability to successfully 
perform or complete the activities.  
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Participants are now equipped at home with the FoSIBLE system and we are still 
working on the evaluation protocol. Information about the capabilities, limitations, 
and needs of older adults will be collected during this evaluation phase. 

6 Conclusion 

Monitoring is a solution for older people to be able to live in their environment as 
long as possible, especially for those suffering from disabilities related to age or 
diseases. However, we believe that we need to take into consideration social isolation 
due to loss of relatives and weak social network as a factor contributing to depression 
and may have negative impacts on the general health status. For that, we would like to 
allow elderly to interact online using the devices they already have at home.  

We are iteratively designing SmartTV applications to support socially oriented 
activities for older people. They are actually being developed and the InHouse rollout 
started this month and will last six months. Rollout includes TV, Tablet, and the 
Integrated Widgets. The analysis and evaluation of the use of this platform being 
designed in a user-centred approach will help us to answer our research issues.  
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Abstract. Resource tagging has become an integral and important feature in 
enabling community users to easily access relevant content in a timely manner. 
Various methods have been proposed and implemented to optimize the identifi-
cation of and access to tags used to characterize resources across different types 
of social web-based communities.  While these user-focused tagging methods 
have shown promise in their limited application, they do not transfer well to in-
ternal business applications where the cost, time, tagged content, and user re-
sources needed to implement them is prohibitive.  This paper provides a case 
study of the process, tools, and methods used to engage users in the develop-
ment and management of a tag taxonomy (folksontology) used to characterize 
content in an internal technical support community in the Cisco Global Tech-
nology Center. 

Keywords: component; tag, taxonomy, folksonomy, social community, folk-
sontology, case study. 

1 Introduction 

Cisco launched an internal technical support community to enhance support and 
troubleshooting collaboration among 3500 support engineers across eight primary 
technical centers, as well as numerous other smaller technology groups around the 
globe.  The focus of the internal support community (called TechZone) is to replace 
the historical standard of practice using internal email mailing lists to post questions 
and request assistance from experts.  The use of the mailing lists relied heavily on the 
submitter’s knowledge of the mailers associated with specific technologies and the 
willingness of the email list members to respond to those requests.  This type of inte-
raction led to poor predictability of when and whether a response would be received.  
In addition, different support engineers would repost the same requests when they 
encountered the same problem at a later time.  

One goal of the support community is to provide a better structure for posting re-
quests for assistance; to make submission targets more obvious; and to prove a mental  
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model of the technologies and the semantics of the technology hierarchy. Cisco has 
thousands of products and services that are supported by the Cisco Technical Services 
group, each with its own vocabulary to describe the product, its features, and the types 
of problems encountered by customers using it.  This issue is similar to large retail 
and community support web sites where web site structure and navigation is impor-
tant to guiding users to the correct location and obtain product support. User enabled 
support communities are common on the internet.  Companies and end user com-
munities establish them to facilitate the sharing of configuration and troubleshooting 
lessons learned among community members.  The business impact on a company 
when a user fails to post to the correct discussion board or does not receive a correct 
and timely response via this type of free service is minimal since the user is getting 
what he paid for.  When a company, such as Cisco, uses the same user support com-
munity to assist support engineers who are in turn assisting paying customers the 
impact to the company could be considerable.  Cisco considered it paramount to 
address the navigability of the over 290 support communities supported in TechZone 
in order to ensure proper posting and facilitate timely response.  A number of product 
hierarchies exist within Cisco to support various business activities associated with 
designing, developing, manufacturing, and selling products.  None were deemed 
applicable since our support organizations were not consistently organized around 
products. This paper describes how Cisco employed collaborative tools to enable 
target users of the community support system to construct and manage the naviga-
tional structure of the internal support site. 

A second goal of the development of the support community is to capture the 
knowledge developed during discussion posts and convert it into content available to 
other engineers to avoid future repetitive posts.  Various enhancements were made to 
the community application to improve access to the available content.  The en-
hancements required a quality of content characterization (metadata) which was not 
available from the content in the system.   Tagging is common among content rich 
web sites (e.g. Flickr, Delicious) to improve resource (e.g. pictures, websites) access.  
In order to maximize content “findability” and to move the organization to a common 
support-focused vocabulary, the development team worked with the internal support 
community using social collaboration tools to develop an augmented folksonomy1 to 
improve content access.  The logic, tools, and processes that were employed in this 
effort will be described below. Three efforts within the overall implementation effort 
are discussed in the paper: 

1. Definition of the discussion board navigational model,  
2. Identification of the structured vocabulary (folksonomy)  used to characterize the 

discussion posts and knowledge content in support of timely and accurate access. 
3. The design and development of a tool to enable members of the community to self-

manage the structured vocabulary. 

                                                           
1  A folksonomy is a system of classification based on the activity of sorting information into 

categories based on the consensus of the users of the information.   
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2 Tags, Taxonomies, Folksonomies and Labels 

Web sites such as Delicious (formerly del.icio.us) and Flickr and the research asso-
ciated with their use demonstrates the importance of augmenting user supplied con-
tent with tags as a method to improve user access [1-2].  The emergence of folkso-
nomies [3], including user-created and managed tag sets, demonstrates the efficacy of 
utilizing tag taxonomies to further enhance user content accesses [4] and to provide 
additional structure to the deployed tag set.  The majority of the research around 
collaborative tag assignment and tag taxonomy focuses on two areas.  The first focus 
is on the assignment of tags involving the collaboration of a group of content review-
ers.  Their goal was to assign the appropriate tags to a piece of content [1].  The 
second area of focus is on the application of computational logic to large, pre-tagged 
content data set with the goal of surfacing tag-relatedness in support of identifying tag 
navigational hierarchies [5,9] or tag presentations in the user interface (e.g. tag 
clouds).  Both methodologies require specific resource availability. Collaborative 
tagging requires the availability of users who can review content and assign the ap-
propriate tags, while algorithmic analysis requires the availability of large data sets, in 
terms of tag content, in order to characterize tag usage. 

Note: Cisco utilized Social Support Online Community software licensed from  
Lithium to implement the TechZone support community.  The Lithium software 
provides both a tag and label infrastructure for annotating content (discussions and 
articles).  The tag system is consistent with the community-based unmanaged, infor-
mal functionality common to Web 2.0.  The label infrastructure utilizes an adminis-
trator controlled folksonomy system [1].  In order to avoid confusion between the 
two terms in this paper and to be consistent with prior research, the term tag is be 
used in place of labels. 

The application of existing research methods to the TechZone support community 
is problematic. As noted earlier there are 290 separate communities within TechZone: 
in essence a community of communities. Each community targets a specific technolo-
gy and contains discussions and articles focused on that technology.  The TechZone 
underlying infrastructure supports a document library of articles developed to address 
specific product problems and solution. An analysis of the available articles was con-
ducted during the development of the new tag taxonomy.  At the time of the analysis, 
the one year old site contained over 6,000 articles.  The number articles per commu-
nity ranged between 4 and 233, with an average of 21 articles per community.  A 
detailed analysis of the tag utilization revealed that on average only 2.7 tags were 
assigned per article with a range between 2 and 22.  Considering that the system 
required that at least one tag be assigned to an article prior to publication and that 
required tag was automatically assigned based on the content type of the article (e.g., 
How-to, Troubleshooting, etc.), users were assigning fewer than 2 tags to characterize 
an article.  Applying established tag refinement methods to the available data set was 
considered impractical. Collaborative tagging would require the time and coordina-
tion of support engineers across the globe whose job responsibilities preclude such an 
effort; moreover, there was no management buy-in to the process.  The existing data 
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set is not sufficient within each communities to apply the techniques used in prior 
research since the since tag sets would need to be community-specific (a tag used in 
the Security Firewall community would not necessarily be applicable in the TelePre-
sence Call Control community). 

A hybrid, targeted folksontology [6] approach was taken to construct a tag tax-
onomy that identified the common tags across communities as well as those that 
would be specific to a single or subset of communities. A folksontology combines the 
distributed, community driven tag set with the disambiguated, hierarchical and for-
mality of a taxonomy.  Our approach involved technical leaders from each of the 
different technologies (e.g. IP Telephony, LAN Switching, etc.) who worked together 
using collaboration tools to construct the set of communities and associated list of 
tags targeted to their technology.  Technical leaders were paired with a taxonomist to 
augment that tag set with structure and additional metadata to improve overall utility 
of the resulting tag set [4].  This approach accommodated the rollout plan of new 
technology to the different groups (which included training, communications, and 
content migration) while at the same time afforded the construction of a tag taxonomy 
that included tags common across technologies (e.g. install, configure, troubleshoot) 
as well as those specific to the technology (e.g. AAL2 Trunking, ASR5000). 

2.1 Tag-Zation with Representation 

Kiu and Tsui [7] identified two problems associated with constructing and using tax-
onomies traditionally constructed by taxonomists and/or domain experts: 1) the dis-
connection between the terms identified by the “experts” and those employed by the 
vocabulary users and 2) the difficulties involved and costs associated with keeping the 
taxonomy up-to-date.  Kiu and Tsui’s propose the application of computational  
algorithms and data mining techniques to address these issues.  We chose a more 
user-centric design approach, one that actively engaged representatives of the user 
communities and gave them ownership of the tag taxonomies (to their taxonomies) in 
order to address the disconnection and update problems. 

In order to provide direct control of the tag taxonomy to members of the communi-
ty, we designed and implemented an application to enable the technology community 
representatives to manage the tag set (additional information about the Label Manager 
can be found in the corresponding section later in this document).  Previous research 
on the use of controlled vocabularies versus social tagging demonstrates some advan-
tages to using controlled vocabularies in terms of content retrieval [8]. 

In order to address the issues of tag differentiation, group think tendencies, and re-
levant tag availability, we decided to provide richer information about a tag to en-
hance the end user’s access to and understanding of a tag.  In addition, there was an 
interest in expanding the application of the tag taxonomy into other areas of the busi-
ness.  One area of interest is in the streamlining of the flow between the creation of a 
customer support case, the content in TechZone available to address the case and the 
support engineers with the knowledge and expertise to provide assistance. A single, 
common vocabulary to characterize a support case, content, and support engineer 
knowledge provides a foundation for automation.  
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The need to share and exchange the tag taxonomy within Cisco and with Lithium 
and a desire to base our development on industry standards led us to select the Sim-
ple Knowledge Organization System (SKOS).  SKOS provides a standard method 
to represent knowledge organization using the Resource Description Framework 
(RDF) [11].  The SKOS schema provided the foundation for many of the metadata 
elements needed to support tagging.  The table below identifies the tag metadata 
used: 

Table 1. Tag metadata used 

Attribute Description 
ID System generated unique ID 
Preferred Tag Tag that will be used by the system when presenting the tag to the user 
Definition Text describing the tag – could include an expanded acronym 
Scope Note Text describing the context (technology or sub technology) where the tag is 

intended to be used 
Alternate Tags Set of tags that are equivalent to the preferred tag such as synonyms and ex-

panded acronyms 
Hidden Tag Set of tags that are equivalent to the preferred tag but are not displayed to users 

(e.g. project code names) 
Category Specialize grouping of tags based on their similarity, used to make user tag 

access easier – Activity, Content Type, Environment, Feature, Miscellaneous, 
Problem, Cisco Product, Third-Party Product, and Protocols & Standards 

Communities Set of support communities where the tag has a strong affinity 
Broader/Parent Set of tags that have a more general definition than the tag (the parent in a 

parent-child relationship) 
Narrower/Child Set of tags that have a more specific definition than the tag (the child in a 

parent-child relationship) 

Tag metadata is used by the search, filter, and tag assignment components in the UI 
to improve the overall usability of tags in the following ways: 

• Tool tips presented when a user moved the mouse pointer over a tag displayed the 
tag description and the broader and narrow information if present. 

• The preferred, alternate and hidden tags are used during search and when assigning 
tags to content. 

• Tag category and the broader/narrower attributes are used display the tags in a 
hierarchy component used for filtering and assignment. 

• The community attribute is reserved for future use (see the Future Plans section). 

3 Support Community Identification 

3.1 The Process 

A participatory design approach [10] was utilized during the construction of both the 
community structure and the tag set.  A design team was established for each of the 
major technology areas.  Each design team consisted of experts from the technology 
group, a program manager, a developer, and human-computer interaction expert  
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(who also played the role of the taxonomist). Each technology design team completed 
the following process: 

1. Held a kickoff meeting in which the overall process was discussed along with deli-
verables and timelines. 

2. Trained technology experts on the social community application which included 
the different capabilities they were expected to configure (community hierarchy, 
tags, etc.). 

3. Seeded a pad in Etherpad [13] with a template which included instructions and an 
example structure to follow.   

4. Established a schedule with checkpoints for group review. 
5. Mapped the community to existing problem code taxonomy to facilitate system-to-

system data exchange.  This step was purposefully sequenced after the group  
constructs the community hierarchy in order to prevent the existing structure from 
influencing how team organizes the community. 

6. Identified the set of tags to characterize the content for each of the identified com-
munities (details of this process are provided in the Tags and Taxonomy Process 
section of this document). 

3.2 Lessons Learned 

Using Etherpad to collect the community structure proved to be a good method for 
collaboration among the team members. The ubiquitous access to the pad enabled 
users across different geographic locations and time zones to collaborate on the build-
ing and refinement of the community structure. A signification shortcoming however 
was the inability to provide comment or the reasoning behind a change or suggested 
change. Typically these kinds of discussions migrated to email and became unavaila-
ble to some of the team members. 

4 Tag and Taxonomy Identification 

4.1 The Process 

The support community structure developed during the initial phases of a deployment 
was used as the framework onto which the tags were identified and organized.  The 
following process, similar to the one used for the community structure, was used: a 
kickoff meeting, followed by training, interim checkpoint meetings, and a finalization 
meeting.  The goal of the training was to educate the design group on how the users 
in the support community would leverage the tags to search for and filter content.  
The training also provided some general guidelines and heuristics for identifying rele-
vant tags.  We wanted to avoid being too prescriptive in terms of the number of tags 
we were expecting and avoided providing hard and fast rules that needed to be fol-
lowed.  Our desire was to have the design teams identify the tags most used for folks 
in their organization to characterize their questions (discussion posts) or to find the 
solutions to their problem (articles). 
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4.2 Tag Identification Guidance 

The following guidance was provided as part of the technologist training: 
When to add a new tag 

• Tag does not exist or new tag is not an alternate to an existing tag 
• Existing tags do not provide the differentiation needed 

When to use acronyms versus words 

• Acronyms should be used when they are the common method of identification 
• Do not create new acronyms, only use established ones 

Using single word versus multiple word tags 

• A tag should not combine object and action 
• Multi-word tags should be composed of words that are unable to stand alone (Ac-

tive Directory) and identify the intended target 
• Avoid using existing tags in new multi-word tags (categories and product names 

are the exception) 

When to modify an existing tag 

• Changes to shared tags (used by other dictionaries) should be negotiated where it 
makes sense 

Use the lemma/headword as a tag 

• Other forms should be alternate tag (configure – configuring)  

Differentiate noun and verb version of a headword 

• Example - Install (verb) and Installation (noun) 

How to identify product model numbers 

• Avoid the use of model numbers without qualifier (e.g., “7921 IP Phone” instead 
of “7921”) 

4.3 Tag Identification 

The technology representatives collaborated in the identification of the tags using the 
Etherpad created to construct the community structure.  When the community struc-
ture was complete, reviewed and agreed upon, the Etherpad was versioned and all 
subsequent changes to the finalized tag set were either communicated to the Tax-
onomist for update or were created using the Tag Manager application (see below for 
more details).  We found that some groups migrated to other tools to identify their 
tags (such as Microsoft Excel) in order to better track common versus community-
specific tags. 



342 D.M. Allen and T. Schneider 

 

4.4 Role of the Taxonomist 

During the early phases of the technology rollouts to Tech Zone the Taxonomist 
played an active role to ensure that the proposed tags followed the guidelines pre-
sented during training to preserve the integrity of the tag metadata.  There was a pro-
pensity demonstrated by some groups to combine product and activities together into 
a single tag (e.g. “Configure ASR500”) and for acronyms to be added without the 
corresponding expanded version.  Additional tag refinement was required in the Ac-
tivity category in order to differentiate the task being performed versus situations 
where the task had already been performed (e.g. installing a router versus configuring 
an installed router). 

5 Tag Infrastructure 

As noted earlier many social communities have moved toward tag hierarchies pri-
marily driven by computational analysis of tags or user collaboration to create tag 
taxonomies.  Cisco lacked the body of tagged content and the business justification 
for user collaboration (i.e. the cost associated with engaging support engineers by 
taking them off the work queue).  Our decision was to develop a tag taxonomy infra-
structure that could support our tag metadata, hierarchical needs and would integrate 
into an existing user interface of the deployed support community web application.  
We worked with Lithium for approximately a year to get the infrastructure in place in 
Social Support Community (Lithium) and to design and implement an application to 
manage tags (Cisco - see the next section). 

5.1 Tag Management 

A tag management application (representative self-managed tag taxonomy) was de-
veloped to provide the technology representatives a tool to create, edit, and update the 
shared tag set used within the support communities.  The application included the 
ability to search for tags as well as to filter the tag set based on community and tag 
category.  In order to address the need for tags that are specific to certain technolo-
gies, a user is able to add tags to communities they have permission.  To support 
common tags users are able to associate exiting tags to their communities.  The ap-
plication supports user entry of all of the metadata described above.  A number of 
usability enhancements were added to prevent users from entering duplicate tags ei-
ther as single or multiple word tags. 

The Tag Management application is a web-based application deployed via Apache 
HTTP server and Apache Tomcat. The internal data representation of the tag taxono-
my is based on the Resource Description Framework (RDF) which is based on the 
W3C standard to describe metadata [11], provide an interoperable taxonomy ex-
change format, and can easily be merged with other Cisco ontologies.  The Sesame 
[12] infrastructure was used for backend storage of the tags, user access/authorization, 
and the storage of the community discussion board hierarch. 
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5.2 End User Request for Tag Changes 

A technical community within TechZone is used to engage end users in the tag man-
agement process.  Users can post new tag requests to the discussion board to facili-
tate discussion with their peers and to interact with the taxonomist and technology tag 
representatives.  Once a change has been properly vetted the Tag Manager applica-
tion is used to update the tag set and push the update to TechZone. 

6 Future Plans 

6.1 Automatic Tagging 

Ideally technology could be used to automatically assign the tags to content or to 
suggest tags to the user based on an algorithmic analysis.  We are currently evaluat-
ing natural language processing capabilities that might be able to enable this.  We 
suspect having a controlled tag vocabulary will make this processing a bit easier; 
however, some degree of specialized logic (such as considering context) will be re-
quired to ensure the user is not overburden with spuriously relevant tags.  We hope to 
report on this work in the future. 

6.2 Existing System Integration 

As with any large, established company there are a number of existing systems that 
might benefit from understanding the mapping of the TechZone tags into their 
workflow.  A couple of efforts currently underway include: 1) Automating the asso-
ciation of tags in a legacy document publishing system used in the external publica-
tion of content to Cisco’s public site to streamline moving TechZone articles to that 
site, and 2) Integrating the use of the TechZone tag set into our customer case report-
ing and management tool to enable the cross communication between the two systems 
more efficient. 

6.3 Tag Lifecycle Management 

As other researchers have noted, in order to maintain the freshness and relevancy of a 
tag set it is important to analyze the use of tags within the system.  To efficiently 
perform this analysis tools are needed that can map historical tag utilization against 
product lifecycle for both Cisco and Third Party products.  Understanding tag usage 
as it relates to the evolution of a product (initial introduction, updates, and end-of-life) 
is critical to effectively manage product tags.  It will not be enough to look at simple 
tag utilization to understand the usefulness of a tag; evaluations must be done in con-
text.  Combining the data and the product lifecycle will be a challenge. 

The role of a tag taxonomist in the tag management process is one we must explore 
and resolve.  The breadth and depth of product, feature, and problem knowledge 
required to manage such a large content domain is too large for a single person to 
undertake.  Adopting a hybrid model combining the skills of the technology special-
ist sand taxonomists appears to provide a viable approach; the details of that relation-
ship have yet to be sorted out. 
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7 Conclusions 

This paper described a process and an application developed that addresses the re-
quirement to develop a tag taxonomy in a business environment where neither the 
content needed to algorithmically identify neither tags nor the business justification 
for engaging community users in the tag identification process were present.  The 
material presented proposed a method for engaging technology experts in the tag 
identification process as well as in the maintenance of the tag taxonomy.  Monitoring 
and analysis of the use of tags in TechZone and the tag maintenance activities of the 
technology experts should provide insight into the efficacy of this approach. 
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Abstract. Continuous problems and deficits in developing complex and
ever-changing (software) systems led to agile methods, e.g. Scrum. Never-
theless, the problem of considering a plethora of different functional as well
as nonfunctional requirements (N/FRs) remains unsolved and gains in
importance when engineering state-of-the-art software. The current tide
of approaches aims at handling every single NFR by an individual pro-
cess integrated into Scrum, yielding a process complexity which can not
be handled properly. Scrum-based AFFINE1 was designed explicitly to
provide an alternative solution to over-complex design- and development-
processes and still considering all kinds of NFRs early enough in the
process. In this paper, we discuss collected findings by using AFFINE in
various projects dealing with the development of software for user-centered
online communities towards some evidence of its suitability.

Keywords: Agile Software Process, Nonfunctional Requirements Engi-
neering, Security and Usability, User Experience, Scrum, AFFINE.

1 Motivation

Applications, covering many collaboration measures and social aspects for many
important areas of our professional and leisure life activities, are increasingly
used in our information society. Technical support for this is mainly provided
through different kinds of collaborative applications also known as groupware.
Software systems and applications supporting collaboration are considered as
socio-technical systems in the Human-Computer Interaction (HCI), IT Security,
and Computer Supported Collaborative Work (CSCW) research fields [1–3]2.
Shneiderman et al. state in [1] that most computer-based tasks will become col-
laborative because most work environments have social aspects. From a general
software engineering (SE) point of view, the socio-component is related to human

1 Agile Framework For Integrating Nonfunctional requirements Engineering.
2 Due to the multidisciplinary nature of our contribution and difficulty to consider
related work from each research field, we cite in the following one representative
work from each research community for argumentation completeness.

A.A. Ozok and P. Zaphiris (Eds.): OCSC/HCII 2013, LNCS 8029, pp. 345–354, 2013.
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factors (developers, end-users etc.) and their influence on Information Systems
and Information Technology (IS/IT) projects is significant from various perspec-
tives (i.e. development and management perspectives). The inherent involvement
of the (non-deterministic human) socio-component makes the significance and
impact of human factors in the development of collaborative applications more
crucial than in other IS/IT projects. The ultimate goal of any IS/IT project is
to efficiently reach the following aims:

1. reducing costs by optimizing resource allocation,
2. minimizing product delivery failure risk (increasing so opportunity of suc-

cess), and
3. reaching end-users/customers satisfaction by ensuring good product quality

and User eXperience (UX).

Researchers from various fields recognized that solutions of static nature cannot
satisfy changing needs, e.g., requirements emerging from the usage of a software
system. With respect to collaborative applications, different agile approaches
promise better consideration of changing requirements and of human factors. They
at least strongly and constantly early involve end-users and better react on un-
certainties in the development process (e.g. difficulties related to requirements
elicitation, negotiation, etc.). Thus, various user-centered and participatory de-
sign methodologies with different degrees of agility are increasingly adopted to-
day when building sophisticated groupware solutions. Furthermore, various hu-
man factors related issues arise due to the adopted agility, e.g., between users’ and
developers’ needs. Such needs remain mostly neglected in our opinion and have
to be better considered. Agile development is believed to help in reaching these
aims, even evidence is still investigated for different project aspects. SE practi-
tioners agree on the need of evidence supporting this believe and state the rarity
of studies confirming it. Lack of evidence is the most-cited criticism against agile
development methodologies even they are gaining importance.

In this paper, we report on experiences of agile development for building col-
laboration software with AFFINE [4] by handling nonfunctional requirements
(NFRs ) at different levels (i.e. management and development level) and avoiding
the complexity within the process thereby. The remainder of this paper is struc-
tured as follows: Problem analysis is addressed in the following Section. Section 3
presents AFFINE’s design while Section 4 discusses first collected experiences by
using it for building collaborative applications for online communities. Section
5 concludes our contribution.

2 Problem Analysis and Statement(s)

Recently, agile method(ologie)s such as Extreme Programming (XP) and Scrum
are becoming popular in industrial and academic fields. They are used in order to
better match changing requirements and human factors3 in the development of

3 Human resources constitute an average of 70% of SE projects costs.”Project man-
agement issues (costs, time, schedule) are often considered as non-functional require-
ments as well”, however, at the project organizational/management level [5].
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groupware (e.g., [6]). Scrum as an agile framework [7] is experiencing a wide ac-
ceptance nowadays [8]. It provides explicit support for addressing human factors
related issues in its framework, as shown in recent studies, over the influence of
human factors on IS/IT projects [9, 8]. However, practitioners of agile method-
ologies stress, that adequate support for NFRs is not provided (e.g., it is not
easy to consider NFRs in user stories). With respect to Scrum, Ambler states
in [10] that ”Scrum’s product backlog concept works well for simple functional
requirements, but as I described in ’Beyond Functional Requirements on Agile
Projects’ (www.ddj.com/architect/210601918), it comes up short for nonfunc-
tional requirements and architectural constraints.” [SIC]. In this respect, the
identified gap of properly considering NFRs in agile methods is the main rea-
son preventing the adoption of agility in the security (requirements) engineering
area for instance. Indeed, a systematic literature review shows explicit reserve
[11]. This is originating from various factors i.e.: (i) the nature of security ori-
ented research targets to be formal as possible in order to assess traceability of
requirements, their completeness etc., and (ii) security requirements engineering
methods were designed and mostly used with classical software life cycle pro-
cesses (e.g. waterfall or V model cf. Fig. 1) with expected slots for assurance
and risk analysis techniques etc., thus being not easily portable or even suitable
to agile methods [12] (at least without further research [13]). However, recently
one also can notice an emerging need for more investigation with respect to the
suitability of agility for security, especially to spare costs while ensuring earlier
consideration of security requirements. Figure 2 depicts a suggestion made by
some practitioners4 from the industrial field on how to extend an agile process
(Fig. 2-a) to consider security best practices (Fig. 2-b).

Fig. 1. Software security best practices within a sequential process (from [12])

In contrast to usability, such reserve against agility cannot be noticed in
the HCI community. In fact, usability engineers and UX experts tend to ask
for agility since it supports earlier involvement and tests while developing the

4 Agile and Secure: can we do both?
http://jazoon.com/portals/0/Content/ArchivWebsite/jazoon.com/

jazoon09/download/presentations/7102.pdf (Last access: March 2013).

http://jazoon.com/portals/0/Content/ArchivWebsite/jazoon.com/jazoon09/download/presentations/7102.pdf
http://jazoon.com/portals/0/Content/ArchivWebsite/jazoon.com/jazoon09/download/presentations/7102.pdf
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Fig. 2. Suggested extension of an agile process to integrate security practices (by Jason
Li and Jerry Hoff)

intended product. However, one can state that most of software and requirements
engineering method(ologie)s and development processes followed in each research
community are going their own way for dealing with their NFR of importance.

For instance, Lee et al. presents an integrated approach known as eXtreme
Scenario-based Design (XSBD) towards agile UX. Figure 3 (a) depicts the ”curse
of complexity” when trying to extend the basic Scrum scheme (lower part) with

Fig. 3. Usability best practices integrated into agile Scrum (from Lee’s Tutorial Mate-
rials at CHI’12 and [14])
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different sub-processes for the plethora of different methods addressing NFR
(upper part) in analysis, design and implementation phases for complex systems.
Based on further experimentation and comparative analysis they also currently
try to address XSBD usage for distributed teams by considering time factors in
the process [14] (cf. Fig. 3-b).

We argue that, while the first tide of ignoring NFRs mostly took place at
the level of addressing them as ”add-ons, often postponed, not considered as
system-wide properties”5 etc., the current tide is doing it at the level of studying
their consideration and integration in agile method(ologie)s and processes (and
mostly contemplated separately from other (N)FRs as shown above for security
and usability people). From both presented extensions of agile processes above
(in each example), it is obvious that the consideration of all (N)FRs is a crucial
task and one can ask him/herselfs the following questions:

– How could a consideration/integration of all NFRs look like in agile methods?
What will be the resulting scheme of the steps to be followed in the resulting
method(ology) or process?

– How much best practices from each ”NFR” Engineering field should be
adopted and explicitly addressed? Who will decide that (by considering that
in the same research community different directions exist, mostly not har-
monizing with each other)? Which effect has the nature of the product to be
developed on such decisions (e.g. critical safety products will surely follow
established and well-proven processes)?

– Will the resulting method(ology), process etc. then still be applicable and
by whom (in terms of qualifications)? How much will such an adoption cost?

3 AFFINE’s Design and Its Suitability for Our Purposes

The result of our research for answering related issues to the previously listed
questions is reflected in AFFINE [4]. AFFINE’s main targets consist of simulta-
neously addressing previously cited deficits by:

1. conceptually considering NFRs early in the development process,
2. explicitly balancing end-users’ with developers’ needs, and
3. proposing a reference architecture providing support for NFRs in order to

overcome conceptual lack of guidance and support for efficiently fulfilling
NFRs in terms of a software architecture in general.

The nature of our (collaborative) scenarios and prototypes/products to be de-
veloped, implies earlier consideration of privacy and (multilateral) security along
with other competing NFRs, such as usability and social/group awareness
throughout the whole software life cycle process. In our case this nature demands
an agile way of development. We do this exemplarily in AFFINE by extending
Scrum to enforce their earlier consideration at development as well as manage-
ment level. Choosing Scrum is not just based on mentioned arguments above

5 As stated by Santen for Security in [15] and which remains true for all NFRs.
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such as selected practitioners’ experiences and empirical studies (e.g. [16, 9, 8]),
but also on own positive experiences in other projects. Constitutive requirements
for AFFINE were gathered based on a detailed analysis of existing work from
various research fields (i.e. HCI, CSCW, Security, and SE) as well as based on
experiences from various projects on designing and implementing groupware sys-
tems or applications needing privacy and (multilateral) security consideration in
general.

Fig. 4. The big picture of the Scrum-based AFFINE (from [4])

In summary, Scrum was chosen due to its high tailorability, its support for
human factors consideration6, not only at the level of development but also at
the management level, and its increasing adoption in industry as well as posi-
tive first-hand management experience with Scrum. Nevertheless, even though
Scrum is helping in overcoming many issues in this respect, some of the impor-
tant phases need to be specified more sharply as this is the case for requirements
engineering/gathering in it (cf. [16]). E.g. the usage of a common document7 in
AFFINE (s. Fig 4) helps in better eliciting requirements and keeping track of
changes (e.g. traceability of change requirements, decisions for solving conflicts
for a given design among NFRs, etc.). The consideration of NFRs best practices
is ensured by explicit involvement of experts in the respective iterations. While
in our case, Scrum defines the coarse agile production process, experts still have
the chance to integrate their wished practices while developing the product (in
the requirements engineering phases, i.e. gathering, elicitation and negotiation).

6 In contrast to other agile approaches, Scrum supplies the support for agile project
management in general. XP, e.g., primarily focuses on development aspects [7].

7 Agile methodologies tend to avoid documentation. However, many extensions in
different research fields suggest recently to rethink such practice.
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Choosing the necessity as well as degree of accuracy is delegated to them and ne-
gotiation as well as conflict solving mechanisms are defined in AFFINE (refer to
[4] for how AFFINE is executed, e.g. follow numbering in Fig. 4 for a perfect iter-
ation without breakdowns that could result from conflicts among stakeholders).
Furthermore, we suggest a concrete mapping of NFRs by using Service-Oriented
Architectures (SOA) and Aspect-Oriented Programming (AOP) techniques (fol-
lowed since 2006 in our group for this kind of socio-technical software).

4 Experiences by Using AFFINE

We used AFFINE in various projects from 2009 until now to investigate some
evidence about its suitability for building collaborative applications. The most
important ones are the iAngle8 and iFishWatcher9 projects which deal with
support for online mobile communities. The iAngle project itself emerged as a
spin-off from the EU project PICOS10 that dealt with privacy and identity man-
agement in mobile communities. PICOS followed a user centered and scenario
based proceeding for eliciting the gathered needs and requirements (such as user
stories, interviews and questionnaires) for three different mobile communities
(Taxi Drivers Community, Angling Community, and Gamer Community). The
Angling Community is built by recreational anglers who explore water bodies
and coastal areas, to an extent that is unattainable by scientific projects. They
spend enormous time and effort investigating fish communities. The PICOS and
iAngle location-based services (LBS) scenarios are of collaborative nature which
means, that they presume the interaction of the community members (i.e. en-
tering watercourses and fishing spots, rating those spots, etc.). The prototypes
implemented various LBS scenarios such as ”Sharing Fishing Sites” with dif-
ferent use cases like ”Show Fishing Spots” and ”Add Fishing Spots”; as well as
”Localizing Contacts around Me”. Various functional extensions followed with
the time and are reflected in the results listed on the respective websites.

The iAngle project was started at the University of Siegen after PICOS lab
and user trials which took place on the 27th/28th November 2009 in Vienna
and 12th/13th December 2009 in Kiel. Lab and user trial tests were conducted
by members of the Center for Usability Research & Engineering in Vienna and
Leibniz Institute of Marine Sciences in Kiel. While the iAngle and iFishWatcher
projects strongly followed AFFINE, PICOS played a big role in designing it as
well as unintentionally comparing it with classical SE processes. A full descrip-
tion of the results goes beyond the scope of this paper. The interesting point
is that stakeholders who observed the development process described it as fol-
lows:”The process methodology followed for the Picos project during development
was different within the teams: One team, referred to as the AFFINE-team, fol-
lowed the AFFINE framework described in this paper. The other three software
development teams followed traditional software engineering methods such as the

8 http://www.uni-siegen.de/fb5/itsec/projekte/iangle/index.html
9 http://www.ifishwatcher.org/news.php

10 http://www.picos-project.eu

http://www.uni-siegen.de/fb5/itsec/projekte/iangle/index.html
http://www.ifishwatcher.org/news.php
http://www.picos-project.eu
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waterfall model”. The AFFINE team was responsible for developing LBS as well
as communication functionalities for the Angler Community for the first proto-
type. This includes also the design of the graphical user interface (UI). A single
document containing these scenarios and related use cases was then circulated.
The development team involved 3 developers and a product owner as well as a
facilitator. This document used UML for further eliciting the requirements and
provided first UI prototypes. After this, the document was circulated to the end-
users again, then to the privacy and usability stakeholders and so on. A PICOS
Platform stakeholder, responsible for integration, was only contacted if missed
functionality had to be supported. At a given time, the usability stakeholders in-
troduced a sophisticated click dummy to reach better prototyping. The AFFINE
team oriented further UI work to fulfill the click dummy UIs. However, the agile
method followed, corresponded not to standard Scrum.

The three projects primarily focused on the evaluation of usability and pri-
vacy/security, involved usability experts formulated their observations with re-
spect to AFFINE as follows: ”The expert usability evaluation for the different
prototypes was carried out through heuristic evaluations. Usability problems and
security aspects were assessed by criteria relevant for usability and guidelines.
The reviews from the expert evaluations were communicated via multiple chan-
nels such as emails or telephone conferences including small reports. A general
observation is that reaction to changes was faster in the AFFINE team than
in the other teams in the case of PICOS. Moreover the AFFINE team actively
asked for usability feedback during implementation, which made the process even
more proactive and faster. Considered from a usability expert perspective in PI-
COS, the usability feedback for the AFFINE team approach was more focused
and delivered in small portions. This approach reliefs the usability reviewer from
evaluating hundreds of screens and enables them to focus on certain aspects. Be-
sides the expert evaluations, end-users are additionally directly integrated in the
project through lab and field tests. The results will be communicated and influ-
ence a second phase of development. The review for lab and field tests is not of a
quick nature as it is more complex to set up lab tests with real end-users and gain
results. Therefore quick usability reviews are more suitable for agile approaches
such as AFFINE.”

They also stated that: ”The AFFINE approach allowed the integration of HCI
instruments such as usability expert evaluations during the whole development
process while considering privacy and security as well. Usability expert evalua-
tions are very suitable to solve the ad-hoc problem solving needs inherent to agile
methods. Generally this approach is more successful insofar as, the sooner NFR
problems (such as usability and privacy problems) are detected, the less cost sen-
sitive are the changes. This is even more important, as deficits in usability and
UX have great impact on privacy issues as well. E.g. it is a well known fact, that
good usability and UX are important factors for trust .. the team implementing
the AFFINE process achieved better results regarding usability, user experience
and privacy on the interface level than teams implementing following a tradi-
tional software engineering process. The AFFINE framework requires involving
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NFRs such as usability, user experience or privacy throughout the development
process; therefore they have been an integral part from the beginning of the de-
velopment process. The framework itself incorporates several small cycles that
assures all stakeholders to be included. The AFFINE-team reacted instantly to
the feedback given by the usability team and used it for further implementation ..
In general, design for usability and for privacy have to be an integral part from
the beginning of the project, and the agility, flexibility and rapidness of AFFINE
meets the aims of reacting to changes very quickly. Especially in projects in
the context of NFRs, appropriate agile methods to overcome these challenges
are beneficial in direct comparison to traditional approaches.”. The iAngle and
iFishWatcher projects involved under- and post-graduate students from the Uni-
versity of Siegen and partner institutes (in addition to Germany, from Spain
and the Philippines). These students were introduced to AFFINE (and Scrum).
Stakeholders in both projects are listed on the websites (i.e. students who par-
ticipated and performed tasks under supervision of experts for usability, privacy
and security as well as SE experts). In the case of iAngle/iFishWatcher, the
same PICOS Angling Community was involved. The sprints were very short (5
to 6 days), however, not continuos due to restrictions in academic settings. In
general, the evaluation with all experts stated that also this kind of distribution
of work was still conform to Scrum and reached at the end very good acceptance.

5 Conclusions and Future Work

The AFFINE framework incorporates several short cycles which assure that all
stakeholders are included and that reaction on needed changes can happen in an
agile way. To be accurate, the core assumption of this contribution is based on
the following: (i) AFFINE is suitable for the development of collaborative appli-
cations which could profit from agility due to their complex nature, (ii) AFFINE
provides an empirical framework that is powerful enough to handle the problems
of early and adequately (according to experts) addressing NFRs without making
the process of production complex, and (iii) experts’ involvement helps in meet-
ing (i) and (ii) in a multilaterally and qualitatively acceptable manner for all
stakeholders within the project. Without (iii) the reader might imagine which
process will emerge, if stakeholders are simultaneously extending a process to
meet their best practices within their community of interests. Currently we are
in the process of analyzing collected data for AFFINE (also in other projects, e.g.
the EU funded di.me project) and preparing the results for more accurate sci-
entific dissemination in respective communities (e.g. Empirical SE, Security and
Usability Requirements Engineering conferences etc.). Further, we introduced
the AFFINE method to practitioners in workshops. A first resonance showed
the simplicity of understanding and performing AFFINE-based exercises (e.g. in
form of simulation or in different projects works). In summary, first experiences
promise great suitability of AFFINE for future work of multidisciplinary nature
(HCI and IT Security/Privacy communities in this contribution). Further efforts
will focus on the questions listed above and that still need answers and evidence.
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Abstract. Information system management in distributed interaction spaces is 
not an easy task because the information should be contextualized in the space 
it is being manipulated in order to keep it consistent and coherent to the users. 
For instance, museum visitors usually have difficulties to associate the informa-
tion provided by an electronic guide while they are moving inside the building. 
The association/contextualization of the information to a physical space is not 
an easy task. This article presents the system of management of contextual in-
formation CAIM to solve this problem from the management point of view, al-
lowing managing virtual contexts, and from the point of view of the end user. 
CAIM assures that the information is provided with coherent and consistent 
manner in the different contexts from distributed interaction spaces. The article 
shows a case of use study and an evaluation of CAIM system implemented by 
means of technology RFID. 

Keywords: HCI, Virtual Contexts, Evaluation. 

1 Introduction 

Every day the scenarios are more common where several users participate simulta-
neously to make tasks in common, with great variety of personal devices and interac-
tive screens. This tendency does that the use of the new paradigm of distributed inte-
raction scenarios is becoming increasingly important and is moving to the traditional 
interaction scenarios. 

There are a great variety of distributed interaction scenarios. Next, some of them 
are enumerated like for example the work meetings scenarios: WallShare [1], i-Land 
[2], Connectable [3]; e-learning scenarios: MPrinceTool [4], Co-Interactive Table [5]; 
tourist and cultural scenarios: Interactive EcoPanels RFID [6], etc. This work is cen-
tered in a concrete type of scenarios, the scenarios where through interactive panels, 
provided with technology RFID, certain contextual information referring to these 
panels or referring to the environment is shown to the users. 
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The paradigm of the distributed interaction spaces entails a series of problems. One 
of them is that these spaces consume or generally make use of information that must 
be available in a set of devices that lodge the user interfaces. In addition, a typical 
problem that we can be found in this type of scenarios is to detect the change between 
contexts, so that the information shown the user is coherent with the context. 

Some problems also affect the administrators of the resources, for example when it 
must associate the objects with the RFID tag that are made generally on a plane of the 
surroundings, instead of in this way making it in-situ on the own objects, causing 
possible errors at the time of associating them. Another problem with the administra-
tors is at the time of making the maintenance of the labels. Until now we worked with 
the identifier of label RFID, therefore whenever a label was replaced, the data base 
had to be updated in the server and offline devices have to be updated.  

System CAIM puts solution to these problems from the point of view of the man-
agement and from the point of view of the end user, allowing the management and 
consumption of contextualized information. 

The document is structured of the following way. In this section an introduction to 
the problem is made and the proposal appears briefly, later is made a review by some 
related works. In section 3 the proposed system is described, next in section 4 consid-
ers a case of study that is evaluated in section 5, in the section 6 we present a discus-
sion, concluding finally with results in section 7. 

2 Related Work 

In this section we will see some works related to the system that we propose. We have 
identified a series of works that they have in common the RFID technology and inter-
active panels for the provision of services, and works designed to computerize the 
cultural spaces offering multimedia information to users. Finally, a concept that we 
consider is slightly related to context management such as Content Management  
Systems. 

Interactive EcoPanels RFID [6] is a collaborative and context-sensitive application 
attached to the concept of social software. Its main purpose is to allow users to share 
opinions and ideas related to the environment, using simple natural gestures and  
sensitive panels with RFID technology. Another interesting project is Smartmaps [7] 
consisting sensorised map using RFID technology, through which the user interacts 
via gestures with your mobile device. Within the field of video games there are inter-
active games based on RFID to improve care in children with TDAH and people with 
intellectual disabilities [8, 9]. In the environment of cultural spaces can be found 
works as GUIMUININ, which allows anyone through your mobile device to know 
where is located and through its location receive multimedia information. Similar 
works are Cyberguide [10], Guide [11], Smart Sight Tourist Assistant [12] e Irreal 
[13]. The Context Management Systems (CMS) [14] allow you publish, edit  
and modify multimedia content which is then accessible by users. Our Context  
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Management Systems shares certain features with the CMSs. Of all the works men-
tioned none of them faces the challenge of context management in distributed interac-
tive spaces and that is where our proposal takes interest. 

3 Management Context in Distributed Interaction Spaces  

In this section is presented the context management in distributed interaction space 
scenarios. Abstraction of the context is one of the challenges that are facing the ad-
ministrator or Manager of the spaces that you want to provide information, is the 
create locations that enable you to organize different information containers so that 
they are consumed by users. Depending on the conceptual model used, the Manager 
of the space will have different options for modeling different containers. 

Here is proposed the use of a conceptual model for the description of containers of 
information which is completely abstract. Within the framework of our proposal, we 
introduce the notion of context in order to model any physical entity or not. In this 
way you can model any distribution manager need, without being limited to combin-
ing contexts and nest them. Administrators will benefit since the organizational ab-
straction will allow them to use any desired distribution, without having to be tied to 
previous assumptions or predefined objects. It provides flexibility and consistency to 
the created models. Users are also benefit thanks to the abstraction of contexts. It 
offers a navigation control according to the context that ensures that information dis-
played at all times correspond to informative containers that the user is consulted. 
Systems that provide information to users, for example in museums, are often based 
on the fingering of a code. This process can lead to errors. The use of the RFID sys-
tem combined with the management of contexts makes the system information dis-
played to the user that corresponds according to their physical location at all times. 

3.1 Device-Independent and Centralized Information Management Protocol 

The establishment of a protocol for the management of flexible information, enabling 
your update and handling of quick and convenient way to properly is essential to 
achieve an improvement over existing systems. To achieve that the system fits to the 
described parameters, has established a protocol for the management, updating and 
consumption of information. 

First of all, taking advantage of the capabilities of writing of RFID tags, has been 
established in make the association between the multimedia resources (images, text, 
video and audio) and containers of information, RFID tags. In earlier proposals the 
information was directly related to the ID of the tag. This identifier must be present in 
the database of the application. Through our proposal, if realized a substitution of a 
label, the only action that is performed is the partner resource again through a simple 
and straightforward action. In the same way, if you decide change resources asso-
ciated with an RFID tag, simply replace them with a natural gesture, in a simple way. 
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The second, designed a protocol for information management that allows the inde-
pendent Association of the RFID tag, discussed earlier, but which also allows that the 
management, distribution and updating of information is conducted in such a way that 
it meets the desired objectives, simplicity and flexibility. The Protocol establishes the 
structure of the information that is stored within the data space, write RFID tag mem-
ory. This structure can be seen in Figure 1. 

 

 

Fig. 1. Information management protocol in RFID tags 

The site represents the context that you want to model, representing anything likely 
to contain other contexts or entities. The entity represents an object within the site, 
which will have associated text, image, audio or video resources. The last field of the 
structure, is used to select the type of media (text, image, audio or text) that you want 
to display within the entity, as well as the navigation (next or previous) among them. 
Note that the Protocol is independent of the label ID. 

3.2 Generalization of the Context Management Protocol 

The way in which we can abstract the context to describe the units of information is 
explained in section 3.1. Later in section 3.2 has been proposed the Management Pro-
tocol the context implemented RFID technology with the aim of facilitating your 
understanding on a specific technology.  This section aims to be a generalization of 
the context management protocol to facilitate its implementation on other similar to 
the RFID technologies that could do a similar job. Examples of these technologies 
include the QR [15], ISO/IEC 15426-1 [16] and NFC bar code [17]. 

The Protocol establishes that regardless of the technology used by each entity or 
command should have a mark or label to allow storing certain information and that it 
can be read later. The stored information will be as follows depending on whether a 
command or entity. If entity, the information store is composed of 13 digits (5-digit 
code for the site + 5-digit code of the entity + 000 which represents the neutral com-
mand). If command, the information store is composed also-13 (5-digit code for the 
site + 00000 representing the neutral entity + 3-digit command code). 

Command codes are the following: 000 = neutral command (indicates that this is 
an entity and not a command), 001 = show text, 002 = show image, 003 = show video 
004 = show audio, 011 = next, 012 = previous.  

Explained the generalization of the protocol you can easily see how to detect a 
change of context (site) is trivial, simply it is necessary to compare the latest site code 
read with new site code that is read. 
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4 Prototype CAIM: Manager of Virtual Spaces 

For higher compression system will happen to explain a series of important concepts 
used in the platform, relating to the creation and management of Web management 
platform of virtual system contexts CAIM virtual contexts, as well as the process of 
partnership between the different virtual contexts and multimedia resources.  

The term "Site" is that use hereafter to refer to different virtual contexts. A site can 
be any space that you want to manage and contain within other sites. For example in a 
Museum, would be the main site Museum, this site would have sites children could be 
Sala1, Sala2 and Sala3, within Sala1 can have another site that is Vitrina1, etc. 

A site in turn can contain one or many "entities". An entity will be the logical re-
presentation of the physical RFID tag that represents a point of information of the 
interactive panel, i.e. after its adaptation to physical and real space will be a 'hot zone' 
interactive panel. Each entity is associated with one or more multimedia resources, 
resources can be in text, image, audio or video. For example the Museum site has a 
welcome entity which is a panel that is in the entrance of the Museum. 

The term "resource" we mean different multimedia resources that will finally play 
users. Resources will be associated to the corresponding entities. 

CAIM system consists of three applications: two mobile applications and a Web 
application. The first is the final application which users consume the different mul-
timedia resources of interactive panels. Everything will work through gestural interac-
tion, i.e., if a user wants to view the images of an area of the pane, you must follow 
the steps that are shown in Figure 2. Step A is to hold the device to the area label 
which we wish to obtain information, in step B approach the device resource type 
which in this case will be image and finally in step C approach the device the "follow-
ing" tag to navigate to the next resource. 

 

 

Fig. 2. Process to consume information panels. (a) select the location on the map, (b) select the 
type of resource to display and (c) navigate to the next resource. 

The other mobile application of the system is the part of administration of interac-
tive panels. From your mobile device administrators of cultural space will connect to 
the Web management system platform and can manage all of the panels of their cul-
tural space in a fast and easy way. Once the administrator has downloaded and up-
dated files from the management application, he can see the elements. The next step 
will be through this mobile application reconfiguring interactive panels of their space. 
The association is written in the memory of the RFID. In addition, this mobile device 
management application will allow the administrator change easily interactive panels 
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three city areas. For this example we will create a simple virtual structure, we will 
have a main site, called “Cordoba panels” (“paneles de Córdoba”), which will en-
compass 3 sites, “Tourist Office” (“Oficina de Turismo”), “Mosque” (“Mezquita”), 
“Roman Bridge” (“Puente Romano”). Once we have list the structure of Sites, the 
next point is to associate different Entities (hotspots of the interactive panel) we need 
to each site. 

After you associate the entities to the sites it is necessary to associate various mul-
timedia resources to each entity and finally select the main site that we want and to 
carry out the process by which leaves a compressed file on the server with all directo-
ries and resources you need to manage the real space, according to the protocol. 

6 Proposal Evaluation 

The resources needed for the collection of information have been the following: 
Participants. Among the users selected for the experiment we find two types: 

among eight users, four of them were experts and the remaining users had no expe-
rience on these topics. Ages have ranged between 18 and 35 years. None had seen 
before the application to evaluate, therefore all departed from the same conditions. 

Tasks. Tasks were designed to cover all the main functions of the system. Task 1: 
Login. The user must authenticate to the Web management platform, with a user 
name and password given. Task 2: Create virtual structure of cultural space. The user 
must go to the Site Administration, and create a primary site. Then, the user must add 
three sites. Task 3: Creation of entities. User must associate the necessary entities to 
the sites created previously. Each site must contain two entities, which will represent 
an interactive panel with two "hotspots" at each site. Task 4: Assign Resources. Each 
entity must have at least one resource from text, image, audio and video. Task 5: 
Generate content. The user must enter the area of content generation, select the 
created Site and press the button to generate content. Task 6: Close Session. Once the 
user has generated contents, ends the session by clicking the "Logout". 

Location and users’ profile. The evaluation was carried out in the building I3A at 
the University of Castilla-La Mancha. Expert evaluators observed participants. We 
clarified to users that it was not measured their ability, but the ease of use of the sys-
tem on which they had to perform each of the tasks proposed. We also informed to 
them about the basic concepts on know to make use of the management platform. In 
addition, we also explained the association between the different panels of real space 
with virtual entities of the system. We also explained to them the proposed tasks for 
the session, and the environment to be used to carry them out. Evaluators gathered 
relevant data such as: time used, mistakes, if they could do the task or not, etc. Once 
finished all tasks, we provided them with a questionnaire, called reduced SUMI, 10 
questions and is thanked them for their participation. They were also asked to provide 
us a comment about the usability or any aspect. 

Here are the results obtained after the experiment. The metrics necessary for the 
analysis have been: the time and the completeness of the tasks, the frequency of errors 
and user satisfaction.  
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Effectiveness 
Task completeness: Completed tasks are those in which the user achieving to perform 
what he/she asks for each task. Tasks that have not finalized their implementation are 
considered not completed. We can highlight that all users found the tasks very simple 
to perform, fast and affordable to all types of users. Only one user was unable to 
complete the Task 5, by internet connection problems. 

Frequency of errors: The frequency of errors is calculated by measuring the errors 
made by users. Since all users have done all tasks correctly, we will highlight some 
aspects as possible error that may have delayed the purpose of the task.  The user 
confuses the visual metaphors. Occasionally they cannot understand all virtual space 
structure to manage. When you add different entities from the entity add form, the 
feedback is not adequate in some cases, because the confirmation message "Entity 
successfully added" is maintained, which means that a user is not sure if the entity has 
been added. 

Efficiency 
Average task time: It is measured in minutes and gives us the average temporary effi-
ciency obtained when performing tasks. These data are the time medium that has 
taken 8 participants for each task and will determine the productivity and efficiency 
offered by the system. The task times (from Task 1 to Task 6) where the following: 
0,11 minutes; 1,06 minutes; 1,88 minutes; 4,60 minutes; 0,08 minutes and 0,03 mi-
nutes. 

Results show that the four task has been that more time has consumed. This is be-
cause each entity has associated different multimedia resources, and this entails more 
time than the other tasks. Remaining tasks are performed in less time. 

Satisfaction 
In the test done to measure the user satisfaction have been provided ten statements 
and three possible answers; agree, undecided and disagree. They were numbered in 
the following way: 1 -> Agree, 2 -> Undecided, 3 -> Disagree. After analyzing in 
detail the results we have calculated the proportional value of each statement, below 
all twenty-five statements will be explained. 

1. This software responds too slowly to inputs. Of those surveyed, 87.5% are in dis-
agreement with the statement and 12.5% replied that is undecided. This means 
that the system responded quickly to the demands of users. 

2. I would recommend this software to my colleagues. 75% of users would recom-
mend the software to colleagues against 25% who was undecided. 

3. The instructions and prompts are helpful. 50% of users think that the instructions 
and dialogues are useful, compared with 37.5% which are undecided and 12.5% 
were disagreement with this statement. This means it would be advisable to im-
prove them. 

4. This software has at some time stopped unexpectedly. 87.5% of the people who 
used the software found that it worked quite fluently. But 12.5% met with little 
fluidity at some point. 
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5. Learning to operate this software initially is full of problems. 75% of respondents 
felt that it is very easy to learn to use the program. However, 25% were unde-
cided. The statement showed that we get a program intuitive and easy to use. 

6. I sometimes don't know what to do next with this software. The results were that 
25% of users felt indecisive something using the application, compared to 75% at 
all times able to react to tasks required. 

7. I enjoy the time I spend using this software. 75% of users enjoyed the session, 
however there were 25% undecided. This means that none of the tested users had 
tense or frustrated with the software. 

8. I find that the help information given by this software is not very useful. Most us-
ers think that the information was useful to 75%, compared with 25% that they 
were undecided if the information given was useful or not. 

9. If this software stops it is not easy to restart it. 87.5% of respondents did not have 
to restart the session, because they had no problem. 12.5% had to restart the ses-
sion and they seemed that it could restart easily. 

10. It takes too long to learn the software functions. 100% of users did not take hardly 
anything to learn the software commands. 

7 Conclusions and Future Work 

The scenario of interaction in which a user interacts with more than one device to 
perform same task is known as distributed interaction space. The profusion of mobile 
devices like tablets and smartphones, operating together with traditional desktop or 
portable systems thank you Internet services, make up this new distributed environ-
ment of interaction.  One of the most pressing problems that appear in the distributed 
interaction spaces is how to manage the context of information that the system pro-
vides to the user based on, for example, of its geographical location. The issue occurs 
when the system is not able to manage the change of context as the user moves, caus-
ing that this can be lost to receive information that does not match your current loca-
tion. This article proposes the system Cayman as a solution for the management of 
contexts in spaces of interaction distributed to maintaining coherence and consistency, 
both the interaction and information. CAIM system solves the problem both from the 
point of view of the user who consumes the information, as the responsible adminis-
trator associate digital resources to the different locations. CAIM system can manage 
distributed both physical and virtual spaces. Tests with users, as well as provide in-
formation for improving the system, confirm that the adopted solution solves effec-
tively providing contextualized according to the physical location information. 
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Abstract. This paper firstly introduces three levels of research on online social 
networking and the corresponding three levels of research on multi-cultural so-
cial networking in our project: individual level, interaction level and conse-
quence level. Our studies on multi-cultural online social networking through 
these three levels are then presented in more detail, ranging from the discussion 
of previous cross-cultural research at each level, to the research designs and 
main findings of our studies. Lastly the combined results from the three studies 
are discussed to achieve an overall picture of this phenomenon.   

Keywords: Social Networking, Cross-cultural, Social Capital. 

1 Introduction 

According to Boyd and Ellison [3], social networking sites are “web-based services 
that allow individuals to 1) conduct a public or semi-public profile within a bounded 
system, 2) articulate a list of other users with whom they share a connection, and 3) 
view and traverse their list of connections and those made by others within the sys-
tem”. Social networking sites therefore allow users to build up and manage their on-
line social networks, to present themselves, to view other users’ presentations and to 
interact with other users through networked connections. Not surprisingly, social 
networking research to date has focused on three levels corresponding to these fea-
tures of social networking sites: 1) individual level (e.g. self-presentation [19], priva-
cy concern [1]); 2) interaction level (e.g. network analysis [5], motives and use of 
social networking sites [8], [16], [18]); and 3) consequence level (e.g. social capital 
[9], [10]). 

Social networking sites have been popular with university students (e.g. Face-
book), but have also been introduced in large global organizations (e.g. IBM Bee-
hive). Such communities typically contain people from many different nationalities 
and cultures, and the many multi-cultural connections existing in these offline com-
munities may be mirrored in those connections on social networking sites. In order to 
determine the nature of multi-cultural social networking, attention should be directed 
towards the three different aspects, or levels of social networking research, mentioned 
above. Firstly, for the individual level, how do cultural differences influence the way 
individuals present themselves and perceive others? Secondly, for the interaction 
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level, how do cultural differences influence the nature of social interactions? Thirdly, 
for the consequence level, how do the previous two combine to determine the benefits 
of multi-cultural social networking?  

In our project, different research methods were applied to examine three levels of 
research. Study one focused on the individual level of multi-cultural social network-
ing, by investigating through experiments, the effects of cultural differences on the 
perception of online presentations [14]. Participants were asked to make judgments 
about personality and interaction desirability of the presenters. Study two, which  
focused on the consequence level, used the concept of social capital to measure cross-
cultural social networking effectiveness. A combination of survey research and inter-
view research was applied in order to quantitatively establish the existence of the 
relationships between cross-cultural social networking and social capital, and then 
qualitatively examine the nature of those relationships [15]. Finally, study three ex-
amined the interaction level of multi-cultural social networking. It explored factors 
that influence users’ decisions on whether and/or how much effort was place upon 
each type of social networking, through interview analysis. The factors identified 
were tested in an experiment.  

In this paper we explain why such a multi-level approach is needed and provide 
examples of studies into multi-cultural social networking that we conducted at each of 
these different levels. By combining the studies’ findings, as opposed to focusing on 
just a single aspect, we gain a more comprehensive insight into the phenomenon.  

2 Three Levels 

This section outlines our studies at three levels, by following and contributing to the 
existing literature.  

2.1 Individual Level 

Cross-cultural research on online social networking has addressed the area of self-
presentation at the individual level. De Angeli [7] compared the differences of online 
presentation between British and Chinese students on one of the early social network-
ing sites – Windows Live Space - through three aspects: effort, communication style 
and self-disclosure. She found that Chinese people put more effort into the presenta-
tions of their personal spaces because they are more concerned about the results of 
their presentations perceived by the audience. Secondly, Chinese users tended to be 
more polite and formal in their virtual space presentations, whereas British users 
tended to be more open and direct. Lastly, British users were more likely to disclose 
their individuating information, whereas Chinese users disclosed more social-related 
information. 

These cultural differences found in online social networking can be linked to the 
cultural differences suggested by previous cultural theories. For example, the differ-
ences in communication styles and self-presentation styles reported in De Angeli’s [7] 
research, is similar to Hall’s [12] low context and high context culture theory, which 
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suggests that in the former culture, people need to speak explicitly and follow a direct 
communication style; whereas in the latter, people do not need to communicate expli-
citly as they rely more on the context (the culture) to explain. One reason for this is 
that people from a high-context culture tend to live interdependently with others and 
as such, through the development of a common understanding, are able to understand 
others better. This is in contrast to people from a low-context culture, who want to 
make everything clear and straightforward, in order to let others understand their real 
needs. Secondly, people from a high-context culture may be more considerate of other 
people’s feelings and reactions towards what they say, making some speech implicit. 

As De Angeli’s [7] study suggested that cultural differences did exist in the self-
presentation in online social networking between presenters from different cultures, 
and that these differences are well connected with previous cultural theories, the  
following research questions were constructed for our study. Firstly, do cultural differ-
ences in online self-presentation affect audiences’ perception of the presenters?  
Secondly, do people from different cultural backgrounds have different ways of per-
ceiving other people’s online self-presentation? We focused upon cultural differences 
in perception of others in online social networking at this level, because this may affect 
users’ further interactions in cross-cultural social networking context. Our study [14] 
hypothesized that cultural differences in presentation styles would affect the viewers’ 
perception of the presenters. It was also hypothesized that viewers from different cul-
tural backgrounds tend to focus on different cues (i.e. verbal cues and non-verbal cues) 
of self-presentation when building up their perception. To test these hypotheses in an 
experiment, two specially constructed online blog styles of a typical British and a typi-
cal Chinese person were created, reflecting different presentation styles in verbal  
content. These blogs were designed based on the cultural differences suggested by 
previous cross-cultural studies ([12], [13], [20]). The content of blogs reflected seven 
cultural characteristics that were summarized from these studies describing the cultural 
differences between Western and Eastern cultures (e.g. direct and indirect; long- and 
short-term relationship orientation; social equality and hierarchical). Cultural differ-
ences suggested by cross-cultural online communication research were also addressed 
in the blog design. For example, people from a Western culture like to use the word 
“I”, whereas people from an Eastern culture like to use the word “we” when describing 
their activities [24]. In addition to the two blogs, two profiles were created: one with a 
Chinese name and an East Asian face; the other with a British name and a Caucasian 
face, reflecting non-verbal content. The two blogs and two profiles were combined to 
make four different personae of Windows Live Space homepages presenters: two con-
gruent combinations (i.e. Chinese style blog and Chinese, British style blog and British 
profile); and two incongruent combinations (i.e. Chinese style blog and British profile, 
British style blog and Chinese profile). 40 Chinese and 40 British participants were 
invited to view these personae and rate their perceptions via the interpersonal attraction 
scale (social attraction, physical attraction and task attraction) [22] and the source cre-
dibility scale (trustworthiness, caring and competence) [21]. 

The results showed that differences in presentation styles of blogs did affect view-
ers’ social perception. Moreover, British and Chinese viewers tended to pick up upon  
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different cues when judging other people’s online self-presentation. Chinese viewers 
were more sensitive to the verbal content, as they tended to judge the personae with 
Chinese style blogs as being more caring and more socially attractive (i.e. the viewers 
would like to be friends with the presenter). These perceptions revealed Chinese us-
ers’ preference of interacting with people from their own cultural group; however, 
Chinese viewers judged the personae with British style blogs as having higher compe-
tence. On the contrary, British participants tended to focus more upon the non-verbal 
content when perceiving other people’s online self-presentation. Based upon their 
perception, British viewers gave the personae with a British profile higher scores in 
competence, compared to the personae with a Chinese appearance. One surprising 
result was that the incongruent combination of the personae with a Chinese profile 
and a British style blog, scored higher on task attraction (i.e. the viewers would like to 
work with the presenter). From the participants’ answers towards the question - where 
do they think the persona they viewed is from - most participants regarded this perso-
na was from Hong Kong or a British Born Chinese. This may explain why partici-
pants thought this persona was most attractive to work with, because these groups of 
people tend to have a higher level of cross-cultural engagement. If this is true, it could 
be seen that when people form their perception of others online, they may trigger a 
stereotype perception, based on their experience.  

2.2 Consequence Level 

Although cross-cultural research on social networking sites through the individual 
level is in its infancy, none of previous research has addressed cross-cultural research 
regarding the consequence (or benefit) of social networking through the concept of 
social capital. According to Bourdieu [2], Coleman [6] and Putnam [23], social capital 
is generated from networked relationships (or social networks) and can bring benefits 
to the actors who keep the relationships (or that lies in the networks). From a network 
point of view, there are two types of social capital: bridging social capital and bond-
ing social capital. A bonding network tends to be denser (i.e. most actors are con-
nected with each other) and closer. It usually contains homogeneous groups of people 
[23], and it is easier to share understanding, build social norms and store trust. With 
higher levels of trust and understanding, actors should be more likely to share limited 
resources and provide substantive support to other actors within the network. This is 
because they should have a greater level of confidence that other actors who benefit 
from them can pay back their effort in the future [6]. Furthermore, it would be easier 
for actors to use these connections to enable mobilization [26]. These benefits men-
tioned above are associated with bonding social capital. A bridging network tends to 
be sparser (i.e. only few actors are connected) and more open. It usually contains 
more heterogeneous groups of people [23]. It is easier to develop new connections 
through bridge connections for previous unknown connectors [4]. Moreover, this is a 
greater opportunity to diffuse reciprocity, disseminate and receive new information 
[26]. These benefits are associated with bridging social capital. Granovetter [11] ar-
gued that relationship strength could be distinguished as strong ties and weak ties 
according to interaction frequency, and the levels of trust and intimacy. Strong ties are 
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more likely to offer the benefit of bonding social capital, whereas weak ties are more 
likely to provide the benefits of bridging social capital.  

Williams [26] developed scales to test online social capital based on the concept of 
bridging and bonding social capital, in order to test the effectiveness of online interac-
tions. This online social capital scale contains ten items for bonding social capital and 
ten items for bridging social capital. Ellison and colleagues [9] examined the relation-
ship between Facebook use and the amount of social capital perceived by student 
users. They adapted Williams’ [26] scales, and included a dimension called main-
tained social capital, in order to assess one’s ability to maintain relationships with 
previous inhabited friends (e.g. classmates after graduation). Their results showed all 
three forms of perceived social capital were positively associated with intensive Face-
book use. Steinfield and colleagues conducted a similar study [25]. They also applied 
the concept of bridging and bonding social capital to measure various dimensions of 
organizational social capital, and they examined the use of an internal social network 
site for employees in an enterprise. They found all forms of social capital were posi-
tively associated with the intensity of social networking use. These results provided 
evidence that using social networking sites could help people not only to maintain a 
larger network with heterogeneous contacts (bridging social capital), but also to well 
maintain and deepen their friendships with existing strong connections (bonding so-
cial capital). These studies illustrated that social networking is associated with social 
capital, however it is still unknown whether this is the case for cross-cultural social 
networking because of differences in building social relations that exist across cul-
tures [17]. It appears therefore a study looking at this area by linking cross-cultural 
social networking and social capital is necessary to contribute to cross-cultural social 
networking research at the consequence level. 

Our research of this level followed previous research ([25], [9]) on social capital 
and social networking. Being interested in cross-cultural Facebook interactions 
among student users in an international university campus, the first concern was 
whether cross-cultural Facebook interactions exist, and secondly whether these inte-
ractions were associated with users’ perceived increase of online social capital. By 
adapting Williams’ [26] and Ellison and colleagues’ [9] scales, a cross-cultural social 
capital scale was devised for measuring users’ perceived amount of bridging, bonding 
and maintained social capital from their cross-cultural online networks. In a survey 
study of 100 British and 100 Chinese university students, participants were asked to 
rate these scales, in addition to answering questions about their general Facebook use 
and intensity of cross-cultural Facebook interactions. Regression analysis results sug-
gested that intensive cross-cultural Facebook interactions were positively associated 
with all three forms of cross-cultural online social capital, especially bridging and 
bonding cross-cultural online social capital. One cultural difference was that British 
users reported a lower amount of perceived cross-cultural bonding social capital than 
Chinese users. These results were further explored through a follow-up interview 
study in order to understand why users could perceive the increase of cross-cultural 
bridging and bonding online social capital, as well as why British users tended to 
perceive less cross-cultural bonding social capital.  
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The interview study asked 15 British and 15 Chinese interviewees who participated 
in the survey study to report their interactions with different kinds of cross-cultural 
relationships on Facebook and what benefits they received through these activities. 
Three Facebook interaction types emerged from the interview analysis: observing (i.e. 
view other people’s information or activities without giving a response or further 
interactions); communicating (i.e. one-to-one communication via the public Facebook 
walls or private chat); and grouping (i.e. interact with more than one friend through 
Facebook groups or Facebook walls). These emerging interaction types mainly cor-
respond to Facebook functionality. Moreover, four types of bridging social capital 
benefits were found (i.e. broaden views, enlarge friend circle, get new resources, and 
diffuse reciprocity); in addition to three types of bonding social capital benefits (i.e. 
receive access to limited resources, obtain substantive support, and mobilizing soli-
darity). The ones who provided these benefits to interviewees were distinguished 
according to relationship strength: strong ties and weak ties. The results suggested 
that all Facebook interactions with all relationship types in cross-cultural Facebook 
interactions can provide bridging social capital benefits. However, cultural differences 
did exist in British and Chinese interviewee reports of their cross-cultural bonding 
social capital. British interviewees only reported one way of receiving one benefit of 
cross-cultural bonding social capital (e.g. mobilizing solidarity through grouping with 
cross-cultural strong ties); whereas Chinese interviewees reported a few ways of re-
ceiving two benefits of cross-cultural bonding social capital (e.g. getting substantive 
support through communicating with cross-cultural strong ties; and acquiring access 
to limited resources through both communicating and grouping with cross-cultural 
strong ties).  

2.3 Interaction Level 

At the interaction level, cross-cultural research on online social networking has ad-
dressed the general motivations behind and the usage patterns of social networking. 
Kim and colleagues [17] compared the motives for and usage patterns on social net-
working sites between American undergraduate students in the US, and Korean un-
dergraduate students in Korea. They found five common motives for using social 
networking sites in general: seeking friends, social support, entertainment, informa-
tion and convenience; these were similar between the two sample groups. Neverthe-
less, they found differences in usage patterns. American users tended to put more 
effort into establishing casual relationships (e.g. through common experience), mak-
ing the size of their online social networks larger than their Korean counterparts. Ko-
rean users however were more likely to use social networking sites to maintain exist-
ing close relationships for obtaining social support.  

The differences in motives and usage patterns of social networking reported in 
their [17] study, correspond to the cultural differences mentioned by previous cultural 
theory. For example, Markus and Kitayama’s [20] self-construal theory suggests  
that the interdependent selves (i.e. usually people from Eastern culture) tend to  
define themselves through their role and relationship with others, whereas the inde-
pendent selves’ self-concept (i.e. usually people from Western culture) is grounded in 
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autonomy and uniqueness; other people are still important to them, but mainly for 
social comparison. The difference in self-construal affects people’s interactions with 
others, with the former being more likely to consider other people’s feeling and needs 
when making their decisions as well as rely more on other people’s social support; 
and the latter tending to be more independent with less concern or constraint from 
other people.  

As Kim and colleagues [17] compared American and Korean social networking 
users’ general motives and usage patterns, our study at this level focused more upon 
the factors affecting users’ decision-making when they perform activities on social 
networking sites. The analysis started from reviewing interview answers of British 
and Chinese interviewees towards the following questions: What did users do with 
friends on Facebook; why users did these actions on Facebook? The categories 
emerged from this interview analysis were similar to those reported in our conse-
quence level study: three types of Facebook interactions (i.e. observing, communicat-
ing, grouping), four types of bridging social capital benefits (i.e. broaden views, en-
large friend circle, get new resources and diffuse reciprocity), three types of bonding 
social capital benefits (i.e. get substantive support, access to limited resources and 
mobilize solidarity), two types of relationship strength (i.e. strong ties and weak ties), 
and three types of Facebook communication content (i.e. self-disclosure, information 
exchange and support).  

Relationship strength was the first factor that affected users’ decision on how much 
and what type of Facebook interactions they perform with online friends. British in-
terviewees tended to observe and communicate with strong ties; however the relation-
ship strength did not affect their grouping behaviors. Chinese interviewees reported 
that they tended to communicate and group with strong ties; however the relationship 
strength did not influence their observing behaviors. 

This study also found that social capital benefits were not only the consequences of 
social networking use (as suggested by our study at the consequence level), but also 
the drivers of social networking use (as the second factor that affect users’ decision on 
social networking activities). For example, when British interviewees explained why 
they group with weak ties in addition to their strong ties, they answered the aim was 
to enlarge their friend circle - a typical bridging social capital benefit. Similarly, when 
Chinese interviewees explained why they observe their weak ties through social net-
working in addition to their strong ties, they answered the aim was to broaden views 
and get new resources - typical bridging social capital benefits. Furthermore, Chinese 
interviewees seemed to be affected more by bonding social capital benefits. For ex-
ample, in order to get substantive support from their strong ties, they tended to put 
effort towards supporting their strong ties through communicating and grouping.   

In order to check the reliability of these results, an experimental study to test the 
interaction patterns that had emerged through the interview analysis was conducted. 
In this experiment, types of social capital benefits, types of relationship strength and 
the nationality of participants were designed as independent variables. Types of Face-
book interactions and content of Facebook interactions were measured as dependent 
variables. Types of social capital benefits and types of relationship strength were ma-
nipulated based on the subcategories that had emerged from the interview analysis, 
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through descriptions in scenarios. The scenarios basically described a group of British 
friends or Chinese friends with either strong or weak tie relationships with the  
audience, and the potential bridging or bonding social capital benefits that can be 
generated from interacting with the group of friends on Facebook. 80 British and 80 
Chinese participants were asked to read the scenarios and rate how likely they were to 
choose different interactions with these friends in the scenarios, compared to their 
normal activities on Facebook. The experiment examined both cross-cultural relation-
ships (e.g. when Chinese participants read the scenarios about their British friends) 
and in-cultural relationships (e.g. when Chinese participants read the scenarios about 
their Chinese friends) in this setting. The experimental study confirmed most of the 
results from the interview analysis. In addition, the experiment results suggested that 
Chinese participants were more likely to observe and communicate with their cross-
cultural weak ties, which seemed to bring bridging social capital benefits to them 
(according to our study at the consequence level).  

3 Discussion 

Combining the three levels, our studies in which British and Chinese social network-
ing users were systematically compared, suggest that cultural differences exist in 
different levels. At the individual level, cultural differences in self-presentation styles 
affected the audiences’ perception of the presenters. British and Chinese users had 
tended to focus on different cues when perceiving other users’ online self-
presentations (the former focus on non-verbal content; the latter pay more attention to 
the verbal content details). At the consequence level, the case study on Facebook 
showed cross-cultural social capital (especially cross-cultural bonding and bridging 
social capital) was positively associated with cross-cultural social networking. How-
ever, British participants perceived a lesser amount of bonding social capital from 
cross-cultural social networking. Further interview analysis revealed that all kinds of 
social networking interactions (i.e. observing, communicating, grouping) could help 
users obtain the benefits of bridging social capital (e.g. acquiring new information and 
diffusing reciprocity); however only communicating and grouping with strong rela-
tionships brought different aspects of bonding social capital benefits to British and 
Chinese users. For instance, communicating and grouping helped Chinese users re-
ceive substantive support and access to limited resources; whereas grouping with 
strong relationships helped British users mobilize solidarity. The cultural difference at 
the consequence level is that British users perceived less amount of bonding social 
capital from cross-cultural online social networking in terms of both quantity and 
quality. Lastly, at the interaction level, three main factors may influence users’ deci-
sions regarding multi-cultural social networking interactions: (a) relationship strength 
- although both British and Chinese users tend to communicate mostly with strong 
relationships, they have differences in observing and grouping with different relation-
ships. British users tend to observe mostly strong relationships and group with all 
relationships, whereas Chinese users tend to group mostly with strong relationships 
and observe all relationships; (b) perceived benefit of social capital - only bridging 
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Abstract. This work investigates visual support for easing the config-
uration of interdependent security goals. The interdependent nature of
security goals did not receive sufficient attention in related work yet. A
formal approach to adequately model interdependent security goals are
multi-criteria optimization problems which can be solved either exactly
or heuristically. This however depends on the question if the user is able
to articulate his/her preferences regarding security goals. Furthermore,
heuristic approaches confront users with possibly unlimited alternative
configurations where each solution is equally well. In order to support
users in the process of articulating preferences and selecting a suiting al-
ternative, we provide visual facilities at the level of the user interface. The
need for handling such issues emerged from the analysis of the EU funded
di.me project which explicitly requires that such configurations are car-
ried out by lay users. We present an approach tackling these issues by
means of visual concepts triggering a service selection in the background
which respects the interdependence of security goals. We concretely dis-
cuss the application of our approach by addressing a scenario concerned
with deployment decisions in the di.me project.

Keywords: Interdependent Security,Decision-support,PreferenceArtic-
ulation, Trade-off Visualization, Security and Usability, User Experience.

1 Introduction

The majority of applications, processing data of users offer security settings
for ensuring different levels of protection depending on the user’s needs. This
is mostly supported for instance by respective wizards in the user interface
(UI). Security preferences are seen as quality attributes and the usability of pro-
vided wizards strongly affects the user experience (UX). Indeed, usability is a
prerequisite for security [1]1 and UX is related to every aspect of the user’s

1 The inherent interplay between usability and security with respect to easing security
configuration in general was realized as early as 1883 by Kerckhoffs who formulated
it as his sixth principle for building secure systems [2]. An english translation of
the original french article can be found at http://www.petitcolas.net/fabien/

kerckhoffs/index.html#english .
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interaction with a product, service, or company that make up the user’s percep-
tions of the whole2[SIC].

Supporting visual configuration of interdependent security goals did not re-
ceive sufficient attention in related work yet. Since these kind of security ob-
jectives can either strengthen, weaken or implicate each other, respective visual
configuration facilities should reflect emerging trade-offs resulting from this in-
terdependence i.e. at the level of the respective application’s UI. To our best
knowledge, the only application tackling this issue is described in [3] for SSONet
system. The solution does however not address any kind of user feedback at
the level of the UI. The foundation of our approach is a model to describe in-
terdependent security goals, formulated as multi-criteria optimization problem.
Problems of this class are characterized by the circumstance, that they can usu-
ally only be solved heuristically. Exact solutions can only be obtained (if at all)
if users articulate their preferences with respect to the objectives. Otherwise the
result is a possible unlimited set of solutions where each solution represents an
equally well compromise with respect to the objectives. In order to support users
in the process of articulating preferences and selecting a suiting alternative, we
provide visual facilities at the level of the UI. To our best knowledge, this kind of
facilities were not proposed in the field of interdependent security configuration
yet.

The rest of the paper is structured as follows. Section 2 introduces the EU
funded di.me project which forms a test bed for the approach presented here.
Consequently the requirements analysis in section 3 is based on this project.
Section 4 presents our approach for tackling the issues discussed above as well
as the implementation in di.me and Section 5 concludes the paper. It should be
noted that along the whole paper, we concretely discuss the application of our
approach by having in mind a scenario concerned with deployment decisions in
the di.me project.

2 Target Community and Use Case

The EU funded project di.me3 specifies a platform incorporating user-control
deeply in design: a private service (PS) and userware offer a central user node
in a decentralized network connecting to other user nodes or external services,
like social networking platforms, through distinct identities [4,5] (cf. Figure 1).
This node integrates all personal data in a personal information sphere, includ-
ing user interests, contact information, and social network services. Intelligent
features further guide user interactions within the digital sphere, illustrated by
context-aware access control, trust and privacy advice, or organizing their per-
sonal information sphere [6,7].

2 According to Usability Professionals Association’s (UPA) Glossary:
http://www.usabilitybok.org/glossary

3 http://www.wiwi.uni-siegen.de/itsec/projekte/dime/index.html.en

http://www.usabilitybok.org/glossary
http://www.wiwi.uni-siegen.de/itsec/projekte/dime/index.html.en
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Fig. 1. The big picture of di.me

One of the main objectives of the di.me userware is to be under full control
of end users, which implicates enabling them to be able to host the userware on
any trusted node they state as secure enough for their usage purposes (e.g. on a
desktop PC at home which is accessible via the Internet). With this, the deploy-
ment of the PS onto cloud infrastructures was required as cloud computing (CC)
as a facility for the deployment of user-controlled servers is a growing trend4.
Furthermore, various industrial5 partners explicitly required supporting this fea-
ture along with enabling di.me to support multi-user/multi-tenant hosting6. In
the case of di.mes’ industrial partners, the end-user carrying out the deployment
task is the administrator at the respective company. Because of this, di.me has
to support lay as well as experienced users in performing the CC deployment by
considering ease of configuration (incl. consideration of interdependent security
goals). For meeting our gathered requirements, we proposed in [8] a solution,
which is formed by an ”Environment for secure cloud applications by adapt-
able virtualization and best practice consideration” or ESCAVISION for short.
ESCAVISION is the core of our approach and supports lay as well as experi-
enced users in considering security best practices. The requirements gathering,
elicitation and negotiation process followed the AFFINE methodology involv-
ing all stakeholders (i.e. end-users, experts, developers) and enforcing the earlier

4 One main cause is the high availability and various cost-reducing factors in compar-
ison to own hosted PSs.

5 i.e. industrial partner interested in di.me exploitation later.
6 One of the main objectives of di.me is to evaluate developed concepts with a large set
of users. This technical/infrastructural challenge led to the discussion if the userware
should not be extended to multi-user/multi-tenant support for trusted communities,
e.g. a family or friends servers.
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consideration of functional as well as non-functional requirements (i.e. usability
and security) in an agile way [9,10]. In the following, we analyze the requirements
and present our approach with the deployment support scenario in mind.

3 Preliminaries and Requirements Analysis

As mentioned before, security objectives are interdependent and can either
strengthen, weaken or implicate each other [3] (see Figure 2). As an example
consider anonymity and accountability. A high level of anonymity makes it hard
to account single events to certain users while a high degree of accountability
makes it hard for users to upkeep their anonymity. Thus anonymity and ac-
countability are mutually weakening each other. Because of the interdependent
nature of security objectives, the problem of determining the security level of
applications such as service compositions can be formulated as multi-criteria op-
timization problem [11,12]. The basic idea is to assess the influence of technical
as well as organizational factors such as encryption algorithms and admission
control policies on security objectives. These objectives can thus be formulated
as interdependent objective functions (for further details, the interested reader
is referred to [11]).

Fig. 2. Correlation of protection goals (from [3])

A challenge remains solving multi-criteria optimization problems. Usually
such problems have a set of optimal solutions where each solution represents
a compromise with regards to the objective functions. Depending on the ques-
tion if the decision maker is allowed to articulate her preferences before (a pri-
ori), during (interactive) or after (a posteriori) performing the search algorithm,
it is possible to employ either exact algorithms or heuristic approaches [13].
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In this paper we focus on a priori and a posteriori approaches as one of the
design goals of our prototype (see next section as well as [11]) was to determine
near-optimal solutions with minimal user-interaction.

Articulation of preferences a priori or a posteriori has however also effects on
the exploration of the search space. While approaches with a priori articulation
of preferences allow for finding exact solutions, they restrict the search space.
On the contrary, approaches with a posteriori articulation of preferences are
heuristic but allow for exploring the search space without limitation.

Another issue is the selection of the solution which best fits the decision-
makers needs. As stated above, each solution of a multi-criteria optimization
problem represents a compromise with regards to the single objective functions.
Therefore it is not possible to automatically decide which solution is ”the best”.
Instead, decision-makers need to decide, based upon the trade-offs of each solu-
tion which one fits their needs best. This can however become hard in the face
of numerous objective functions.

Supporting decision-makers in the process of (a) preference articulation and
(b) selecting the solution which best fits their needs thus yields the following
requirements:

1. Decision-makers need facilities to articulate preferences a priori as well as a
posteriori (R1).

2. Consequences of preference articulation by means of received solutions (ex-
act vs. heuristic) and search space exploration need to be communicated to
decision-makers (R2).

3. Decision-makers need support to better evaluate the trade-offs of single so-
lutions (R3).

4 Approach

In this section we will present our concepts for tackling the requirements iden-
tified above. The concepts are illustrated with a prototypical implementation
within the Service Selection Workbench (SSW). The SSW is a tool for deter-
mining secure service compositions for given workflows. It was first introduced
in [11] which provides more information about the tool. In this paper we will
focus on the selection facilities and how decision-makers are supported visually
for the di.me deployment scenario introduced in section 2. For di.me we apply
workflows with one task to find a suiting deployment option offering security
facilities that match user requirements. While from a service composition point
of view, di.me is less interesting, the issues described in section 3 still apply. The
typical sequence of tasks in service selection is as follows:

1. The user formulates requirements for each protection goal.
2. If desired, the user can express preferences regarding protection goals.
3. A service selection is performed by solving a multi-criteria optimization prob-

lem with the user requirements being the constraints. If the user articulated



380 F. Karatas, M. Bourimi, and D. Kesdogan

preferences in step 2, the problem can be solved exactly. Otherwise a pre-
defined number of heuristic solutions (e.g. 10) is determined.

4. The user selects from the determined solutions the one which best fits her
preferences.

4.1 Preference Articulation (R1)

We concentrated on two methods for a priori preference articulation, namely
weighting of objective functions and lexicographic ordering of objectives (see
Figure 3). The decision-maker must specify, which kind of a priori preference
articulation she prefers (if any). Weighting of objective functions is straight-
forward. Decision-makers can enter a real value w ∈ [0, 1] for each objective
function where the sum of all weightings must be ≤ 1. For ordering functions,
decision-makers are provided with buttons next to each objective function. The
rule is that the highest function is optimized first. The result set of the first
function represents the input for the second and so on. In order to give decision-
makers a visual feedback of the relevance of each objective function in the order,
objectives are automatically colored according to their rank from green to red.

(a) Objective Weighting (b) Lexicographic Ordering

Fig. 3. Different methods for preference articulation

4.2 Communication of Structural Consequences (R2)

As already mentioned, preference articulation a priori leads to exact solutions
at the cost of search space restrictions. On the other hand, heuristic approaches
allow for searching the search space more thoroughly. In order to visualize these
structural consequences to decision-makers, we implemented a view showing
icons depending on the problem structure (see the upper right corner in both
screenshots in Figure 3).

Currently we take effects on search method (see Figure 4) and search space
exploration (see Figure 5) into account as these apply on each optimization
problem. Other effects such as primal degeneracy which only apply to certain
classes of optimization problems [14], were not included (yet).
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(a) Exact (b) Heuristic

Fig. 4. Icons for visualizing search method properties

(a) Restricted (b) Unrestricted

Fig. 5. Icons for visualizing search space exploration

4.3 Trade-Off Visualization (R3)

In order to communicate the trade-offs regarding different protection goals, we
employ metaphors for visualization. A sample metaphor which we prototypically
implemented is a house on a hill with a sun shining above the scenery. Depicted
in Figure 6 is the metaphor representing user-requirements for single protection
goals. Depending on the security model employed, the single elements of the
metaphor need to be mapped to a protection goal. For the widely used CIA
model of security (Confidentiality, Integrity and Availability), a possible mapping
is shown in Table 1. As mentioned in section 1, the result of service selection
is a set of function values for each alternative. These function values are used
to construct a visualization for each composition alternative on the basis of
δk = pfk− rk where pfk is the function value of protection goal k for the current
alternative and rk the user requirement for protection goal k. If δk �= 0, the
corresponding metaphor element is being altered to reflect this difference. E.g.,
if integrity is less than required (δk < 0), the smile of the sun turns over to a
sad face. If it’s higher (δk > 0), the smile gets even brighter. Figure 7 shows
two examples for service composition alternatives with different than required
security properties. Alternative 1 offers better confidentiality than required, but
less integrity and availability. Alternative 2 offers better integrity and availability
than required but less confidentiality.
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Table 1. Sample mapping of protection goals to metaphor elements

Protection Goal Metaphor Element

Confidentiality Jalousies in the windows
Integrity Smile of the Sun

Availability Hill steepness

Fig. 6. Metaphor representing user-requirements for protection goals

(a) Alternative 1 (b) Alternative 2

Fig. 7. Alternative service compositions with different security properties

4.4 Deployment Scenario from di.me

The deployment scenario is concerned with creating a di.me PS at the instance
of a few mouse-clicks and deploying it on almost any cloud infrastructure. After
logging in at the website of di.me, the user can configure her di.me PS by selecting
required features from a list. Next, a personalized ISO is created which then can
be deployed on cloud infrastructure7. Integrating our proposed approach with
the current state of the deployment scenario would require the steps in section 4

7 A demo video for an adapted CRM usage of this scenario is available at: http://www.
uni-siegen.de/fb5/itsec/projekte/dime/dime-cloud-deployment-setup.avi

http://www.uni-siegen.de/fb5/itsec/projekte/dime/dime-cloud-deployment-setup.avi
http://www.uni-siegen.de/fb5/itsec/projekte/dime/dime-cloud-deployment-setup.avi
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to be executed after the ISO creation step. For each selection option, identified
by the selection algorithm, a metaphor would be generated in order to visualize
the trade-offs of that particular solution. Finally, the solution with the metaphor
which attracts the user most, would be selected and deployment of the di.me,
PS would be performed.

5 Conclusion and Future Work

In this paper, we investigated visual support for easing the configuration of in-
terdependent security goals. The need for handling such issues emerged from the
analysis of the EU funded di.me project with requirements for carrying out such
configurations by lay users for supporting a scenario concerned with deployment
decisions. Our analysis yielded the following three requirements: (i) Articulation
of preferences a priori and a posteriori, (ii) communication of consequences of
preference articulation on obtained solutions in terms of search method proper-
ties (exact vs. heuristic) as well as search space exploration (partial vs. unlimited)
and (iii) visualization of trade-offs of single solutions with metaphors. For each
requirement we presented an approach to tackle the respective issue, namely: (i)
a priori preference articulation by weighting or lexicographically ordering secu-
rity objectives, (ii) communicating structural consequences by showing icons in
a view and (iii) by presenting the user metaphors (e.g. a scenery with a house
on a hill) to visualize trade-offs of single solutions. To our best knowledge, there
is no work proposing similar facilities in the field of interdependent security
configuration. Future work will focus on continuing the implementation of the
proposed approach by following AFFINE and evaluating it with end-users as
well as experts. Another direction of future work will be implementing facilities
for articulating preferences a posteriori.
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Abstract. Nowadays, organisations and companies collaborate towards intero-
perable solutions difficult to derive in one closed research and development  
department. Currently, such concepts started to be implemented within User  
Innovation Networks, opening a new collective, productive space for the indi-
vidual and the inter-community collaboration. Also the emergence of Internet 
platforms that enable and support collaborative innovation research anchored in 
WEB 03 semantic technologies generate new challenges and opportunities in a 
period of crisis. Based upon these ideas, COMPOOL Web 3.0 Collaboration 
Platform is an innovative collaboration research proposal, focusing on develop-
ing partnerships between governmental organisations, academia and industry to 
produce new composite materials based on disruptive and incremental open in-
novation. COMPOOL ‘s main aim and functionality is to synthesize and man-
age ideas from different disciplines so to reduce time execution as well as high 
costs and risks associated with technologies in composites research and devel-
opment. The proposed COMPOOL platform uses Semantic Analysis, Human 
Computer Interaction Immersive Experience and User Innovation Networks 
aiming at real micro- and macro-scale industrial implementations for out of the 
box problem solving within diverse industries, as for example, aerospace, au-
tomotive, construction, wind energy and sports. 

Keywords: Human Computer Interaction, Composites, User-Innovation Net-
works, User Experience, Computer Mediated Communication, E-research with 
Communities, Community Based Innovation. 

1 Introduction 

Nowadays, in several occasions, companies experience difficulties in solving problems 
and turn to user communities for solutions. For example, The Deepwater Horizon oil 
spill disaster was an oil spill in the Gulf of Mexico on the BP-operated Macondo Pros-
pect, and is considered as the largest accidental marine oil spill in the history of the 
petroleum industry. As BP could not solve the problem immediately, the researchers 
turned to user communities for solutions. Innovation network community platforms 
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now serve communities of special interest; if for innovation, they can provide a revolu-
tionary model where industry, academia, non-profit organizations, along with govern-
ment organisations, collaborate to rapidly deliver solutions, new technologies and  
innovative capabilities. Such networking for research and development purposes can 
involve universities, research institutes and industry approaching artificial or mixed 
material such as composites from different point of view, e.g. engineering, physics, 
chemistry etc. In this way, by providing an open environment to support idea genera-
tion and management, the collaboration space, methods, tools and techniques can be 
used to support direct dialogue and inquiries from and with the industry. 

Composite materials are a rapidly developed field gaining new applications almost 
every day [1]. Composites consist of two or more materials with significant different 
properties which remain separate and distinct within the finished structure, however, 
with superior properties compared to its parts. Research in this field is interdisciplinary 
and can be found in chemistry, engineering, mathematics, physics etc or fields that seem 
to be completely irrelevant to composites engineering. Consequently, immediate and 
associated responses to such needs finding the right expert is of high importance and in 
some cases the solution is not the obvious. In other words, an expert can be found in 
faculties not directly connected to the composite world. Due to the fast growth and the 
complexity of these applications, industries are often facing severe problems that need 
fast solutions directly implemented within authentic environments. 

Bringing ideas into applications and reality is based on the open innovation mod-
el[2] and user innovation networks in particular. Engaging users from different back-
grounds speeds up the problem solving process faced by the industry via the rapid and 
agile development of composite applications in situ. Semantic Web 3.0 technologies 
can provide a solution to this problem by bringing together experts from governmen-
tal, industrial and academic organisations on Semantic Analysis Engineering Plat-
form. Web 3.0 is about: 

• Data, metadata, semantic search and facilitating interoperability by including se-
mantic content in web pages.  

• Encouraging and enabling users to find, share, and combine information 
• Create meaningful connections between the data, legible and meaningful (unders-

tandable) by the machine. 

User Innovation Networks (UIN) has been considered the open innovation model for 
this century as it functions entirely independently of manufacturers. Networks can be 
built up horizontally – with actors consisting only of innovation users (more precisely, 
“user/self-manufacturers”) [3][4]. Free and open source software projects are exam-
ples of such networks.  Some users have sufficient incentive to innovate and some 
other users to voluntarily distribute their innovations. If the innovation products are at 
low or no cost they can compete with commercial ones. The benefits are related to the 
identification and development of something that is missing in the market and distrib-
uted within the networks and beyond. 

2 Immersive Experience Design for Innovation Communities 

Immersive eXperience (iX)[5][6], as with User Experience (UX), is the creation of 
immediate, deeply immersive, meaningful and memorable learning experience. Thus, 
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it is appropriate, satisfying, successful, and related to humane values, also directed 
towards the specific learning objectives for each course or session. User eXperience 
(UX) is a person's perceptions responses resulting from use and/or anticipated use of a 
product, system or service.  

iX is focused on supporting users’ natural curiosity and reasoning, individual inter-
ests, drives and opening up the space for their reasoning including aligning several 
aspects of diverse information. These factors can be explicit such as cognitive, learn-
ing, social and pedagogical, and implicit such as metacognitive, affective and con-
ative such as curiosity. This is the exact reason why iX is best suitable for 
COMPOOL, a platform to support disruptive innovation and not only.  

These directly affect inductive/deductive reasoning preferences and thus, choices on 
directions learners make on learning pathways, leading to tailor-made, targeted and con-
structive anywhere-anytime learning as well as motivating and engaging in teamwork. 
Consequently, an attractive and efficient 3D iX environment provides customisable con-
trol and immediate feedback. Such functionalities can challenge the learners by providing 
creative flow conditions with enhanced awareness and sensitivity about specific needs, 
excitement, enthusiasm and joy found in imaginative and innovative activities. 

Curiosity is the desire to know, based on knowledge or experience that motivates ex-
ploratory behaviour; furthermore, curiosity is activated when there is the feeling of lack-
ing knowledge for a subject of interest. Such needed information is substantial and capa-
ble of increasing subjective feelings of competence, in our case technological and digital 
competencies. Therefore curiosity also serves as an intrinsic motivational and activation 
factor. Intrinsic motivation is an internal state typified by a strong desire to engage and 
interact with the environment with stimuli. It is reinforced by interest and enjoyment, a 
willingness to initiate and continue autonomous behaviour, and prompts an individual to 
engage in activity primarily for its own sake, because the individual perceives the activity 
as interesting, involving, satisfying or personally challenging. There are specific immer-
sive factors, conditions and associated iX Design attributes that enable and enhance the 
user’s engagement and activity on platforms that require such actions.  

Immersive Factors 

1. Clear goals as challenge level and skill high level  
2. Concentration and focused attention 
3. Loss of feeling 
4. Distorted sense of time 
5. Direct and immediate feedback 
6. Balance between ability level and challenge  
7. Sense of personal control over the situation or activity 
8. The activity is intrinsically rewarding, so there is an effortlessness of action 
9. Lack of awareness of bodily needs 

10. Absorption into the activity. 

iX 10 Design Attributes  

1. Common purpose: Have a clear & focused purpose 
2. Powerful Presence – Co-Presence: Intimacy (closeness) as the interpretation of the 

degree of interpersonal interactions[8]; Immediacy (directedness) as psychological 
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distance[9]; The degree of salience (stands out) of the other person in a mediated 
communication and the consequent salience of their interpersonal interac-
tions[10][11]; The degree by which a person was perceived as real in an online 
conversation[12].  

3. Engagement Factors: Perception via the senses; Action via the body/kinaesthetic – 
physical body functions; Emotion via the heart – emotional & instinctual nature 
functions; Cognition via the mind – rational consciousness functions; Co-creativity 
via imagination & intuition – higher consciousness thinking functions; Be in a state 
of constant flow;  Connect with each other 

4. Virtual Collaboration: Team knowledge building; Creating creativity: Users’ gen-
erated context provides the background for new collaboration; Collect-relate-
create-donate[13]; Participatory problem solving; Social innovation 

5. Zone of Proximal Flow (ZPF) is the area where flow occurs within the zone of 
proximal development[6], that is the peer-to-peer gap of knowledge and potential 
development. In this way learners’ interest and engagement counteract the anxiety 
experienced in the creative flow.  

6. Connectedness: Direction, Motivation, Activation; Knowledge, Understanding, 
Meaning; Skills, Competencies; Flow, Activities; Trust, Belonging; Learning, 
Sharing, Co-creation; Consciousness, Inter-Connectedness 

7. Engagement in Compelling & Memorable Activities 
8. Sense of Belonging 

Immersive Taxonomy. When building User Innovation Networks design and devel-
opment of an organically evolving community is needed. The following diagram de-
picts the evolution process enabling the community members to inform, share, relate 
and create new ideas for composites coming from diverse backgrounds.  

Figure 1 proposes the detailed transition from the individual contribution to the 
collective intelligence outcomes based on the evolving sense of contributing into the 
innovation community. This is possible by starting from small talks and mere infor-
mation to sharing experience and creating common dreams.  As such, active en-
gagement serves the community purposes based on trust and belonging so to be open 
for sharing and co-creating in a spiral fueled by common inspiration.  

 

 

Fig. 1. COMPOOL Innovation Community Immersive Taxonomy [6] 



 Composites Ideas in COMPOOL Immersion 389 

 

3 COMPOOL: The Composites Pool Open Innovation 
Environment  

COMPOOL platform design and development supports open community collabora-
tion for disruptive and incremental innovation by enabling idea generation and man-
agement, problem solving, and solutions and innovation development of advanced 
composites. COMPOOL brings together associated communities such as governmen-
tal, academic and industrial stakeholders. The process starts with the stakeholders’ 
registration, profiling and requirements submission and identification. Then collabo-
ration and mixing ideas ignites integration and development of diverse teams, 
project/program definition which, by using COMPOOL tools, leads to project devel-
opment and innovative solution application. COMPOOL is built on a Semantic On-
tology and Semantic Analyses techniques and language enquiries for intelligent ideas 
and solutions search to support Disruptive and Open Innovation Management. 

The COMPOOL platform is based upon WEB 3.0 technologies and shares com-
mon characteristics with intranet platforms, web portals, social networks, wikis and 
VIEs. Its basic framework consists of a shared information space that supports shar-
ing and discovery of information among users. The space is comprised of a number 
of technical standards and platforms interconnected in a network within boundaries 
of group of people and topics. All communication goes through a web-browser 
using the TCP/IP and HTTP protocols. Thus any client application can be a part of 
the platform as long as the browser is the primary client interface. The platform 
provides a variety of functionalities to its users in order to promote user engage-
ment, information sharing, data discovery and more importantly incentives for idea 
sharing and innovation. The underlying structure includes components that support 
WEB 3.0 technologies like the Semantic Analysis (LSA/ESA), ontology building, 
summarization and user adaptation. COMPOOL also supports different user catego-
ries having diverse roles and backgrounds to reach information and perform tasks in 
a personalised manner.  
 
The Underlying Information Architecture. Researching the suitable Information 
Architecture (IA) of a Collaboration environment is of great importance. Effective 
information architecture enables people to step logically through a system confident 
they are getting closer to the information they require. Lacking a suitable Information 
flow increases the risk of creating great content and functionality that no one can ever 
find. The proposed Information Architecture is based on the fact that the content is 
not going to be created by a group of administrators or content authors, but it will be 
mostly supplied by distributed research teams and their members in a collaborative 
and contributing manner. However, the distributive character of the user base makes 
the decision of the suitable information containers much more difficult. Two ques-
tions are the most prominent in this decision process: i) what is important and for 
whom? ii) What has to be accessible and for whom? 
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The Information Architecture of the system needs to answer sensibly these two 
questions for the largest part of the users possible. The proposed platform uses a 
“Pull” (or self-subscribe) rather than a “Push” model for the Information flow and the 
Notification system, in order to fulfil the above issue. That means, that each user se-
lects what is important for him and thus reaches it with less effort (the “Push” model 
is available in some functions as well, but that does not reflect the general philosophy 
of the platform). This mechanism is implemented using “Spaces” and subscriptions. 
The content is enclosed in respective Groups called “Spaces” that subscribed users 
use to access and post information. These groups are routinely created by users 
around the topic of their interest, area of expertise or even around an idea. The access 
control to these groups is user defined and thus both public and private groups co-
exist in the platform.  

The user navigation is supported by a hybrid combination of hard-coded and sys-
tem-generated links. The hard-coded navigation menu includes a global top-level 
navigation block, which provides entering users with access to spaces, topics, materi-
als, stakeholders and events, and a per-space menu block, which guides users to 
group-specific content like documents, wikis, diagrams, Q&A, bibliography lists and 
group meet-up events. Additionally, the system auto-generates an always evolving 
navigation system based on the semantic analysis of subjects, documents, terms and 
users.  

The same underlying models built by the semantic analysis components are avail-
able to a custom search engine which further aid user find related information and 
contacts. Finally, the navigation and search systems are further adapted according to 
each user’s trained user profile.  

 
Basic Functionalities 

1. User Registration: The user registration is the first logical step for a new user to 
start using the platform. It provides access to the platform, private access to per-
sonal data and subscribed groups and finally it allows the system to create a perso-
nalized user profile in order to adapt its behaviour and appearance. The next logical 
step is the creation of a user profile. Users may select one of the following catego-
ries or templates, when building their profile: Stakeholder, Manufacturer,  
Researcher, and Student. This aids the user discovery and provides the necessary 
initial information to the system to adapt its information architecture to the logged 
in user.  

2. Stakeholder identification and discovery: COMPOOL users, upon completion of 
their personal profile, may add specific details about their area(s) of interest, 
their knowledge/expertise, their working domain and other personal notes which 
are indexed and available to stakeholder listings and searches. The discovery of 
related stakeholders is then facilitated by a filtering and searching form, which 
additionally uses underlying models built with the semantic analysis of user 
shared content. 
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3. Spaces: A space is a virtual content container created and used by users with com-
mon interests. Spaces can be public (i.e. accessible by every user) or private (ac-
cessible only to members). The content in public spaces is parsed and semantically 
analysed by the back-end learning algorithms in order to build globally accessible 
ontologies and is available to global searches and navigation. Private spaces can be 
managed by either the space owner (creator) or by other people who are given fur-
ther access granting privileges.   

4. Dashboard: The results from the back-end semantic analysis along with traditional 
content metrics are displayed in summary pages called dashboards. Two types of 
dashboards exist: the global dashboard and the space dashboard. The global dash-
board lists personalized trending and popular content, related users and topics 
fetched by public and user-subscribed spaces. The space dashboard summarizes re-
cently posted, updated or discussed content, exclusive into this specific space.  

5. Spaces collaboration features: Several collaboration facilities are available in order 
to support different user needs, team structures and content types. The main colla-
boration facilities are: 

a. Documents and comments:  Documents are online content containers stored 
directly into the platform database. Ordinary files can be uploaded and added 
as attachments to a document permitting desktop file exchange between users. 
Documents can be further categorized in hierarchical containers called 
“Books”. This allows for the hierarchical organization of related content and 
files. Documents do not support collaborative editing, thus they better serve 
the need for personal knowledge sharing. However, a commenting system is 
available and thus feedback can be provided by partners to the content author. 

b. Wikis: Unlike documents, which do not support collaborative editing of con-
tent, wikis may be edited by more than one user, allowing thus the building of 
documents based on community rather than just personal knowledge. Wikis 
are supported by full version control so that content can survive human mis-
takes or vandalism.  

c. Questions and Answers: This facility supports the posting of user questions 
which other experts from similar or different areas of expertise may answer.  

d. Projects and Task Tracker: Spaces may facilitate also the building of projects 
among subscribed users. Projects are subdivided in tasks and a ticketing sys-
tem, named “Task tracker”, supports the delegation of tasks and monitoring of 
their progress.  

e. Micro-blogging: Inspired by the advent of social networks, spaces support also 
the need of short, informal and highly interactive conversation fulfilled by a 
micro-blogging facility, accessible to all the members of a specific group.  

f. Bibliography listing: Publications related to materials, composite materials and 
manufacturing may be shared using the bibliography section. Users may either 
post their own publications or other interesting publications useful for the 
members of the group.  

g. Surveys and questionnaires: User initiated surveys appear to be very useful to 
idea holders in order to reveal and extract patterns from stakeholder interests 
and discover trends in industry and related markets. Thus, a survey building  
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and sharing facility is incorporated in COMPOOL available to all users of a 
specific group. Surveys may be publicly shared with people with no user ac-
count in order to get greater user feedback. 

h. 2D/3D Virtual canvas. In several cases, complicated ideas may be better ex-
plained in a 2D/3D vector canvas rather than on paper, especially in the field 
of composite materials research, the geometrical structure of which is one of 
the most important factors. Ready-made objects and pattern structures are 
available in order to aid in rapid prototyping of ideas. Users may also create re-
usable objects. Moreover, 2D and 3D models can be collectively built and 
edited by authorized users, thus building better models based on community 
knowledge and experience.   

i. Meet-ups and events: The members of a space may schedule local meet-ups or 
annual global meetings in order to get in touch and further discuss their ideas 
and projects. This facility is further supported by a personalized calendar 
which is automatically generated for each user. Users may also search and dis-
cover meet-ups in public groups, filtered by distance, subject and date.  

6. Building learning material: COMPOOL supports also the creation of learning ma-
terial for students or even experts in order to support lifelong learning. Users may 
use the aforementioned spaces facilities in order to create courses which may con-
sist of books, presentations, videos and 3D interactive models. Online exercises 
may also be created using the available survey/questionnaire facility. 

7. Innovation support: COMPOOL builds on several features to support user innova-
tion and encourage the exchange of ideas among researchers and other stakehold-
ers. 

j. An idea sharing facility is separately built which is based on a collection of as-
sets like documents and 3D models and a copyright holding agreement signed 
between the owner and the contacted stakeholder. 

k. Researchers or industry representatives may search and discover publicly 
shared, related innovative ideas. 

l. Users may navigate the auto-generated ontology and discover posted informa-
tion about the related materials and their industry applications. 

m. Idea holders may reach and contact manufacturers through the stakeholder dis-
covery form. 

n. Community innovation is supported by the collaborative features of “spaces”  

8. Notifications and external communication: The semantic analysis and user adapta-
tion models may be used to provide useful timely information to the subscribed us-
ers. A summarization module, builds lists with recent information related to each 
user which are made available either through e-mail as a personalized newsletter or 
using syndication feeds (RSS). 

9. Desktop client: A desktop client may be used in order to support immersive multi-
sensory stimuli for the 3D interactive and collective model building facility. The 
desktop client is required in order to access native drivers not available to a brows-
er client and also achieve better performance through the usage of additional sys-
tem APIs. 
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Fig. 2. A view of the stakeholder identification and discovery facility 

Using the aforementioned facilities, the user engagement is significantly  
enhanced, since users feel members of a community, participate in private and open 
discussions and use tools which promote safe and rapid exchange of their ideas.   
As mentioned above, beyond the user facilities aiming to achieve innovation and im-
mersive experience (iX), an underlying back-end system is utilized to support the 
semantic analysis and language enquiries of submitted content. The methods used are 
described in the following section. 

3.1 COMPOOL Semantics 

Computing semantic relatedness between terms or documents of natural language 
texts requires access to common-sense and domain-specific world knowledge, based 
on similarities to documents of a reference corpus, this is the ontology. It can be used 
to reason about the entities within that domain and may be used to describe the do-
main and renders shared vocabulary and taxonomy. Latent and Explicit Semantic 
Analysis (LSA & ESA): LSA is a technique to analyse relationships between a set of 
documents and terms they contain by producing a set of concepts related to docu-
ments and terms. LSA assumes that words that are close in meaning will occur close 
together in text. ESA represents the meaning of texts in a high-dimensional space of 
concepts derived from Wikipedia.  

LSA and ESA have never been used for semantic similarity problems towards the 
identification of right experts, ideas and/or solutions. Therefore new Human Collec-
tive Intelligence semantic similarity algorithms need to be invented for COMPOOL. 

 

 

Fig. 3. COMPOOL diverse innovation community to support industrial innovation 
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4 Conclusions and Future Work 

This paper described the COMPOOL innovation community open environment aim-
ing at bringing together experts from diverse fields in order to facilitate industrial 
interdisciplinary research on composites. It supports the unexpected and creative solu-
tions everyday users may provide to the experts in the composites field to enhance 
multiple perspectives and diversity for disruptive and open innovation. In order to 
achieve users’ engagement, Immersive eXperience (iX) is incorporated into the com-
mon Human Computer Interaction design and development process to provide a mul-
tisensory perspective to create strong psychological attributes for groups creative flow 
engagement and sustain enthusiasm for inspiration and ideas sharing through an inno-
vation community development organic process.  

COMPOOL is based on a semantics engineering approach; users’ engagement is 
anchored in a number of Web 3.0 functionalities and semantics engineering creating 
strong vibrations to remember.  
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Abstract. As three-dimensional (3D) environments become both more preva-
lent and more fragmented, the need for a data crawler and distributed search 
service will continue to grow. By increasing the visibility of content across vir-
tual world servers in order to better collect and integrate the 3D data, we can al-
so improve the efficiency and accuracy of crawling and searching by avoiding 
both the crawling of unchanged regions and the downloading unmodified ob-
jects that already exist in our collection. This helps to lower bandwidth usage 
during content collection and indexing, and for a fixed amount of bandwidth, 
maximizes the freshness of the collection. This paper presents a new services 
paradigm for virtual world crawler interaction that is co-operative and exploits 
information about 3D objects in the virtual world. By analyzing redundant in-
formation crawled from virtual worlds, our approach decreased the amount of 
data collected by crawlers, kept search engine collections up to date, and pro-
vided an efficient mechanism for collecting and searching information from 
multiple virtual worlds. 

Keywords: Virtual World, Distributed Search, Data Crawling, Bandwidth. 

1 Introduction 

Search engines revolutionized the way we discover information in the World Wide 
Web. It seems natural that search would also vastly improve how we can discover and 
use information hidden in virtual worlds. Hence we have a need for virtual world 
crawlers, programs that automatically collect object data from virtual world servers. 
This object data is often text embedded in texture images, note cards, and chat mes-
sages that is triggered by avatar proximity or action. This means that a virtual world 
crawler must ‘touch’ the object before collecting its information. In other words, 
crawlers are expected to move around and approach objects in a region being ex-
plored. Traveling in a region, a crawler may encounter objects that have already been 
collected by previous crawls. When a crawler collects redundant object data, a craw-
ler needlessly consumes bandwidth. 

Our goal in this work was to explore a more efficient and exhaustive method of 
collecting content from virtual worlds. In this paper, we investigate the potential 
bandwidth savings that a collaborative crawling approach could achieve. In addition, 
this collaborative approach could be used to direct a crawler to a list of unvisited  
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regions or a region in the virtual world that has a high rate of change. We developed a 
focused crawler allowing us to collect data from Second Life and/or OpenSimulator 
virtual worlds. Once we gathered the data, we explored how frequently content 
changes in different regions and built a model of the rate of change in virtual worlds. 
With this model in mind, we have proposed an architecture that could allow the craw-
ler to collect new or unvisited objects in a virtual world. Our empirical experiments 
using data from Second Life servers have shown that proper management of data 
redundancy based on our proposed architecture can decrease bandwidth traffic. 

In this paper, we begin with a summary of related work on crawling data in virtual 
worlds. Then, we introduce our crawler architecture and present methods to evaluate 
data redundancy and bandwidth consumption savings during the crawling process. 
Next, we report our experimental results for this approach and discuss the impact of 
our work. The final section presents conclusions and discusses our ongoing and future 
work in this area. 

2 Related Work 

This section describes related work on crawling data in virtual world and efforts to 
support crawlers in exploring objects in 3D environment. 

Crawlers for the WWW aim to collect exhaustive, fresh content from the WWW 
while minimizing bandwidth utilization. Cooperative crawlers incorporate methods 
that exploit information about web pages such as creation dates, update dates, file size 
and request frequency for each object of a website [2]. In [3], Chandramouli et al. 
designed a collaborative architecture in which web servers combine information from 
web logs and the file system to keep track of page creation, deletion, and modifica-
tion. This information was available to web crawlers via a web service. They showed 
that, with this collaborative architecture, the crawler could discover new and valuable 
pages with reduced server traffic. 

Interoperation among several virtual world environments remains a major chal-
lenge. The lack of interoperation on several current and possibly future virtual worlds 
is the main constraint on the growth of virtual worlds. Several researchers have been 
working to mitigate this constraint. Bell et al. [1] introduced VWRAP (Virtual World 
Region Agent Protocol) which addresses the problem of interoperability for a family 
of current and future virtual worlds, while [8] proposed an architecture and protocol 
for decentralizing multiuser virtual environments in which multiuser applications can 
exchange user agents and assets. 

Among the current virtual worlds, Second Life1  and OpenSimulator (OpenSim)2 
are the two most active worlds and have the most subscribers. There are two existing 
search services for Second Life and broader virtual worlds. The official Second Life 
search relies on the internal content database and does not extend to emulator worlds. 
The second service appears to rely on a combination of avatar crawlers and indirect 
database access for OpenSimulator worlds. OpenSimulator worlds can be connected 
                                                           
1  http://secondlife.com/ 
2  http://opensimulator.org/wiki/Main_Page 
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to by any Second Life client, but can also be hosted separately and combined into ad 
hoc grids to form separate virtual worlds.  

There has been some work on exploring virtual worlds. Researchers have created a 
framework to collect avatar-related data using Linden Scripting Language (LSL) [10]. 
In [8], a crawler is used to collect spatial data of a user in Second Life in order to 
reveal relationships between behavior of real world humans and avatars in the virtual 
world. 

Crawling data in virtual worlds is an essential task for the development of a distri-
buted search service for 3D environments. Eno et al. ([4], [5] and [7]) demonstrated 
that virtual worlds could be effectively crawled with an autonomous agent that be-
haves like a normal human. They emulated a client protocol with an intelligent crawl-
ing agent to mimic normal user behavior. Their crawler   navigates a region through 
an expanding spiral survey path[4]. In other work [6], Eno et al. examined landmarks 
and the picks to analyze the link between the regions. Their results showed that re-
gions in the virtual world are linked similarly in pages of the flat web. Although they 
primarily studied regions within Second Life, they detected evidence of existence of a 
denser link structure on virtual world sites hosted in OpenSimulator. 

In other work, Varvello et al. [9] analyzed Second Life’s scalability, popularity, 
staleness of objects and quality of the user experience based on counting the objects 
in various regions at different points of time. However, staleness may not be accurate-
ly assessed merely by counting the number of objects. In our work, not only did we 
take the number of edited objects at different points of time into account, but we also 
compared the identities of the objects to get a count of unique objects. In this paper 
we focus on calculating the bandwidth required when regions are repeatedly crawled 
completely, including the collection of stale objects, and contrast that with the band-
width needed by a collaborative architecture modeled on [3], a web service that pub-
lishes information about the virtual world’s updates to the crawler. 

3 Our Approach 

Our goal is to estimate the amount of redundant data collected by a traditional crawler 
that repeatedly revisits regions and downloads all of the objects it can access. To do 
this, we developed a crawler that visited sample regions and analyzed the data col-
lected, week by week, to identify any changes within that region. We then estimate 
the amount of data redundancy in this collection and describe a new architecture that 
would avoid the collection of redundant data, reducing bandwidth and the time neces-
sary to update a search service’s database. This section describes our virtual world 
crawler and the methods we used to identify redundant data as well as potential 
bandwidth consumption savings. 

3.1 Overview 

This section describes an overview of our proposed architecture that would support 
search across distributed virtual worlds by incorporating a collaborative crawler.  
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We have developed a search engine collection system that includes a knowledge 
base and indexing programs to store the collected data in addition to crawler software 
that gathers the content collection. The content collection is done by a set of virtual 
world client emulators interacting with the virtual world servers such as Second Life, 
OpenSim, etc. As the content is discovered, it is added to both a metadata database 
and an inverted index structure for query retrieval.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Proposed System Architecture Overview 

Unlike the web service paradigm proposed by [3] for flat web, we propose the de-
velopment of a web service for each virtual world server such that each server shares 
object metadata in XML format with a collaborative crawler (Fig. 1.). The crawler 
then exploits this metadata information to identify the objects that have been added or 
modified since its last visit and focus on collecting only those objects. As another 
benefit, if the metadata also includes information about deleted objects, the crawler 
can remove those from the search engine’s content collection, increasing the collec-
tion’s accuracy. The crawler can also save metadata about the rate of change per re-
gion so that future crawls can target fast-changing regions more frequently. 

As a first step to this, we developed a traditional crawler that visits regions and 
downloads all of the objects it can find. By repeatedly visiting sample regions, we 
develop a model of the rate of change of objects in different regions (additions, mod-
ifications, and deletions) so that we can estimate the potential benefits of our pro-
posed architecture. 

3.2 Collaborative Crawling in Virtual Worlds 

We have developed collaborative crawler agents designed to collect user-generated 
content in Second Life and related virtual worlds. The crawling system architecture 
contains different components that are dedicated to crawling, coordination, and sto-
rage tasks. Specifically, the server manager starts the crawling tasks by assigning 
specific regions to crawl for individual agents. Then, it keeps track of completed and 

VW 
 Server 

VW 
 Server 

VW 
 Server 

Search 

Service 

Content  

Collection 

Web 

Service

Crawler 

Metadata 

Crawler 
Web 

Service

Web 

Service



 Supporting Distributed Search in Virtual Worlds 399 

 

queued regions as well as the status of the crawler in each region. The coordination 
layer consists of a server management program that coordinates individual crawlers 
and includes components for duplicate detection and queue management for the entire 
virtual world. Once the data is collected from each region, it is saved by the storage 
layer that includes both database storage and searchable index storage for the archi-
tecture [4]. 

When a crawler instance is assigned to explore data from a specific region, it will 
attempt to teleport to that region. When the crawler agent teleports successfully to a 
region, it begins storing object positions as they are automatically sent from the serv-
er. Scripts associated with objects are triggered when the crawler agent begins moving 
around the region to come into close proximity or touch the object. 

Though more objects were discovered when the crawler agent moves near the ob-
ject, the number of objects collected did not improved significantly with navigating 
the region when compared to the number of objects collected while standing at the 
landing area of the region. So, instead of navigating the region of interest, we sent the 
crawler to the landing area and let it to rotate around. For our preliminary experiment, 
we have selected 100 different regions from Second Life virtual world and let our 
crawler harvest data from these regions over several weeks. The data crawled were 
stored in the database. 

3.3 Data Redundancy 

The main issue for any information crawler is avoiding the collect of data that has 
already been downloaded. This creates unnecessary Internet traffic and wastes search 
engine resources during page collection and indexing. 

In the virtual worlds, given the increased time necessary to physically navigate the 
3D environment, it is particularly important to avoid collecting redundant data and to 
prioritize collecting the newly added objects or modified objects. We calculate the 
data redundancy collected by traditional crawling techniques by counting the common 
objects between two crawler collections, divided by the total number of unique ob-
jects collected by either crawl.  100 

where UC is the number of unchanged objects which are crawled in a region, and TC 
is total number of objects crawled from that region. The average data redundancy is 
calculated using the average UC and TC values over all regions that are crawled. 

3.4 Bandwidth Consumption Saving 

In this section, we present a measure that estimates the potential savings in bandwidth 
consumed by the crawler using the proposed architecture. The bandwidth consump-
tion savings metric is defined as follows: 
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 100 

with UC and TC are defined in the above section. This bandwidth consumption sav-
ing value represents the percentage of savings that a crawler can achieve by avoiding 
the collection of redundant data.  

4 Experiments 

Our crawler has the task of interacting with the virtual world environment to collect 
content. It has been built using the OpenMV library available from Open Metaverse. 
This C# library provides the Second Life client emulation functionality necessary to 
connect to a Second Life server, move around, and interact with other objects or ava-
tars. Multiple instances of the crawler connect to the virtual world at one time, coor-
dinating their activities through the Server Controller. We have designed a test scena-
rio that would determine the effectiveness of our crawler and help us characterize 
different classes of objects that are found in Second Life regions.  

4.1 Data Collection 

Our first task was to select regions to crawl. Initially, a list of regions is obtained by 
configuring our crawler to teleport to random Second Life regions from a seed region. 
From 300 regions selected from Second Life servers, we calculated the normalized 
number of objects crawled and the normalized time rate of collecting objects from 
each region (Fig. 2). The smallest regions took only a few minutes to be crawled 
while the largest regions required several hours to visit. Most of the regions among 
the 300 took from 6 to 12 minutes to crawl. In order to experiment with average sized 
regions, we excluded 100 regions including smallest and largest regions, and random-
ly selected half of the remaining 200 regions to obtain our final set of 100 regions. 

In order to see how effectively the crawler captures objects in the virtual world, we 
launched the crawler with the same input parameters four times in four consecutive 
weeks. We started the crawler in a fixed time of the week (Thursday at 9:00AM) and 
saved data crawled for each week. Among 100 experimental regions, there were 3 
regions from which the crawler was unable to collect objects; therefore we report our 
results over 97 regions. Table 1 shows a summary of data crawled over four weeks. 
For each snapshot, we report the total number of objects crawled. We then compare 
object records from consecutive crawls and calculate the number of objects added, 
deleted, modified and unchanged during each snapshot. Notice that the number of 
objects added and the number of objects deleted are relatively consistent from snap-
shot to snapshot, and are roughly 33% as large as the total number of objects crawled. 
The number of objects with modified attributes is also consistent from snapshot to 
snapshot, but these values are less than 2% of the total number of objects. Finally, the 
number of unchanged objects is roughly 66% of the number of objects crawled. 
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Fig. 2. Selection Second Life regions for experiments 

Table 1. Data collection from 4 weeks 

 #Objects 
crawled 

#Objects 
added 

#Objects 
deleted 

#Objects 
modified

#Objects 
unchanged 

Week 1 snapshot 490,850       0 0 0 0 
Week 2 snapshot 486,294 157,492 162,048 5,627 323,175 
Week 3 snapshot 481,313 154,860 159,841 8,074 318,379 
Week 4 snapshot 449,729 136,653 168,237 8,293 304,783 

4.2 Evaluation 

Data Redundancy. Our goal with this experiment was to get a sense of how much 
redundant information is collected during each region crawl. Fig. 3 represents the data 
redundancy reported over four weeks. The DR_W2 curve shows the data redundancy 
between weeks 1 and 2. Similarly, the DR_W3 and DR_W4 curves show the redun-
dancy between weeks 2 and 3, and between weeks 3 and 4. In all three cases, the  
redundancy values for each region have been sorted in decreasing order. Fig. 4 com-
bines the data redundancy over four weeks, plotting the average data redundancy for 
each region crawled over the 4-week experiment. Notice that the median value for 
data redundancy is roughly 66%, which is consistent with the data in Table 1. 

For each crawl, we also calculated the number of new objects that are created, the 
number of objects deleted, and the number of objects that are modified. In Table 2 we 
illustrate how the total number of objects changed is distributed in each week. 
TC_W2 is the total number of objects changed between week 1 and 2 for selected 
regions. Similarly, TC_W3 and TC_W4 are the total number of objects changed be-
tween week 2 and 3, and between week 3 and 4 respectively. We present the main 
percentile values at the 25th, 50th and 75th positions in order to see how the number 
of objects varies over four weeks. 

Bandwidth Savings. A main advantage of our approach is its ability to analyze the 
data redundancy and decrease the amount of bandwidth used by crawlers. Fig. 5 
represents the average bandwidth consumption saving for the whole data collection 
over four weeks. 
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Fig. 3. Data Redundancy over 4 weeks 

 
Fig. 4. Average Data Redundancy 

 

Fig. 5. Average Bandwidth Saving 

Table 2. Percentile of number of objects changed over 4 weeks 

Percentile TC_W2 TC_W3 TC_W4 

25th 4,138 4,119 4,072 
50th 1,815 2,012 2,172 
75th 1,324 1,213 1,287 

5 Discussion 

After investigating the data collected from our four weekly crawls of 100 regions of 
Second Life we have analyzed in detail the number of objects added, deleted and 
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modified in each region. Using this information, we calculated the bandwidth savings 
that would be provided by our proposed architecture. Table 3 shows a summary of the 
25th, 50th, and 75th percentile values of bandwidth saving over four weeks. These 
values are very consistent from week to week.  The bandwidth savings for the 25th 
percentile region averaged 48.50%, which indicates that roughly ½ of the objects in 
these regions remain unchanged from week to week.  The 50th percentile region had 
an average bandwidth saving of 31.70%, which is a significant drop from the 25th 
percentile region.  Finally, the 75th percentile region only had a bandwidth saving of 
16.37%, which is only 1/3 of the 25th percentile value. 

Table 3. Percentile of bandwidth savings over 4 weeks 

Percentile Saving Week 2 Saving Week 3 Saving Week 4 Average Saving 

25th 45.86% 46.31% 49.70% 48.50% 
50th 29.61% 30.14% 31.45% 31.70% 
75th 15.16% 14.89% 16.50% 16.37% 

 
According to our investigation, the crawler seemed to collect redundant data over 

the weeks because many of the objects in a virtual world, objects like chairs, trees, 
towers and buildings, are static. On the other hand, the crawler failed to collect certain 
data, particularly data pertaining to dynamic objects. Dynamic content such as sand 
boxes, avatar outfits, billboards and some robots may appear at a place and time only 
to disappear at another time. Similarly, when the crawler moves, some objects are 
missed because they are far away from the crawler avatar, not in the range of visibili-
ty. Of course another reason that the crawler failed to collect data about some object 
is that the object has actually been removed from the region. 

6 Conclusions 

The goal of our research was to implement and validate an intelligent crawler that 
collects data from virtual worlds. We have demonstrated that crawler performance 
can be significantly enhanced in terms of bandwidth consumption savings. Our ap-
proach to reduce bandwidth usage was to avoid redundant object collection. 

We have shown that there is typically a considerable amount of data redundancy in 
crawling virtual worlds. This can lead to unnecessary bandwidth usage if this redun-
dant data is collected by a crawler. Our approach was empirically tested using data we 
collected from Second Life servers that contain different kinds of objects in virtual 
worlds. The experimental results showed that our approach’s ability to analyze the 
data redundancy in crawling potentially helps to reduce resource consumption of the 
collection process by downloading only unvisited and newly added content.  

Our future work includes research into appropriately weighting objects and using 
interactive content that could guide the crawler to collect more useful object data, 
while avoiding previously collected objects. We also plan to extend the search func-
tion with flexible input parameters to create search service more appropriate for vir-
tual world environments. 
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Abstract. Recently, social games have attracted considerable attention. Build-
ing a relationship with other players can heighten the enjoyment derived from 
these games. However, many users play social games only with their fixed 
friends. There are functions to assist users to find friends in social games and 
SNS, but the existing functions are not simple enough to find friends easily. In 
our previous research, we proposed methods of reducing the barrier that hinders 
making contact with unknown users. In this study, we propose a function to fa-
cilitate finding new friends using these methods. 

Keywords: Social Games, Community forum, Network Analysis, Visualization. 

1 Introduction 

Social networking services (SNSs) are growing in popularity. SNSs are web-based 
online services that build and reflect the social networking among people. Typical 
SNSs in Japan include Facebook, Mobage, mixi, and GREE. Their business model of 
these SNS companies is based on a large membership count, and online advertising 
through their website is a major source of revenues. Therefore, it is very important for 
SNSs to attract large number of users. In this situation, social games have also been 
attracting attention [1][8]. Interesting social games can bring together many users, 
which is why SNS companies are aggressively introducing these social games.  
Social games have following two special features: 

─ They are easy to play and the contents are simple. 
─ They can be enjoyed more by building a relationship with other players. 

Social games leverage the player's social network [2]. For example, FarmVille, a farm 
training game developed by Zynga in 2009, is a very simple and easy game. Players 
can share information and their experiences with like-minded people and friends. At 
the height of its popularity, this game had more than 100 million players. Therefore, 
in social games, playing with like-minded people and friends is just as important as 
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any other aspect of the game. Therefore, it is important for social game developers 
and SNS companies to provide functionalities that can support ways to find like-
minded people and friends easily [7].  

Usually, there are two ways to contact unknown users in a social game. One way is 
through a search function to find friends, which is provided by the game. However, it 
is difficult to connect with unknown users using this function because it does not 
provide sufficient information to communicate with the other users. Another way is 
by joining a (formal or informal) community forum provided by the SNS. We think 
that this is a very good way to start new relationships, because it includes a large 
amount of information. However, this is not enough to find good like-minded people 
and friends easily in a social game. 

There has been a lot of research about the different aspects of the SNS [3][4][5]. 
For example, there has been research focusing on the structure of large-scale friend 
networks [5], analysis of network structures [10][11], and growth models of SNS[12]. 
Moreover, there has been research on small-scale SNSs (Regional SNS) that pays 
attention to the relationships between friends, and studies the network analysis using 
active users and an active link that changes dynamically [13]. Therefore, the research 
on social games offered by large-scale SNS has stopped only at the research on a 
characteristic business model from the height of the novelty. 

2 The Purpose of Our Research 

Social games have attracted a lot of attention in recent years. They have also ex-
panded the market size and now serve as a major attraction of the SNS. Moreover, we 
think that social game is an effective tool to make new friends. We focus on this fea-
ture of social games. We think that it is necessary to examine how to effectively exhi-
bit the search functions in social games. In this study, we focus on social games, and 
consider and propose functions to find new friends easily. 

We focused on “Bandit Nation,” a famous Japanese social game on Mobage (a 
leading Japanese SNS). The “Bandit Nation” players have two aims, becoming the 
leader of the banditry, and collecting treasures by stealing them from the other play-
ers. Players can also register other users as their companions, to enable exchange of 
items and treasures. Most users are, therefore, playing a game in cooperation with 
their friends. Therefore, this game is more enjoyable when played along with many 
companions. Hence, it is important for the SNS site to offer functionalities to increase 
the number of users who play together. 

3 Problems of Existing Functions Offered by SNS and Social 
Games 

At first, we carried out surveys (251 users) and interviews (15 users) in order to iden-
tify the problems associated with social gaming. The two main questions we asked 
were: 
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• What kind of social games do you play? 
• What kind of people do you play with? 

From the responses to the questionnaires, we found that many of users did not make 
new friends through social games. They were playing social games with other users 
already known to them. They felt social games were enjoyable, but found it difficult 
to make new friends. Therefore, we interviewed social game players (15 people) 
about this difficulty. From these interviews, we found that many players were appre-
hensive when they made contact with unknown users. In addition, we identified the 
following two important problems:  

1. It is difficult to find new friends, because there are many users who have a wide 
variety of similar personal information. 

2. Many players of social games who want to expand their friend lists do not know 
the kind of information needed to connect with unknown friend candidates. 

Social game players wanted to increase the number of friends they play with, but they 
found it difficult to make new friends using the existing search function. The existing 
function does not lower the barrier while contacting unknown users and are insecure. 
Therefore, we proposed functions that support finding new friends easily. Our func-
tions used two methods to solve the two important problems. First, we examined the 
visualization method using the user information to solve the former problem (it is 
difficult to find new friends, because there are many candidates who have a wide 
variety of personal information). Second, we examined the specifying and extraction 
methods that should be shared among users to solve the latter problem (Many players 
of social games who want to expand their friend lists do not know the kind of infor-
mation needed to connect with unknown friend candidates). Our function proposed 
combining these two methods. 

4 Proposal of the Functions That Support Finding New Friends 
in Social Games 

4.1 The Outline of Our Proposal System 

We propose functions that support finding new friends using a player’s personal in-
formation. Our proposed function has the following two features:  

• We offer a network diagram using the information about games, game categories, 
and communities the player belongs to so that the relationship between the players 
can be made out easily.  

• We extract information about manners, merits, and communication from large 
amount of information in the bulletin board and offer them so that the player can 
contact the friend candidates easily.  

In our previous research, we examined the visualization method which uses player’s 
personal information [6]. When visualizing in the social games community, it became 
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The development environment is shown below.  

─ Visualization was performed using CytoScape1, a Java-based software for network 
analysis.   

─ Specifying and extraction are performed by KHCoder2, a software for text analysis. 

Our proposal function has the following steps: 

1. Using friend search service of a social game and bulletin board of an SNS, a friend 
candidate is selected based on the quantitative data. 

2. Individual attributes are added to the elected friend candidates. 
3. Write-in contents are added to the elected friend candidates. 
4. Using the information in 2 and 3, a network diagram is created. 
5. There are represented as a network diagram, and users can identify the relation be-

tween a candidate and themselves. 

A visualized network diagram follows the following rules (table 1). 

Table 1. The rule used in the case of visualization 

Item names Note 

Player node large gray triangle 

Candidates of friends (cf) node small triangle 

Friends' candidates' friends node large circle 

Community node small ellipse 

Game title node small square 

Game category node small diamond 

Paths to communities and games from cf black path 

Paths to friends from cf gray path 

Paths to game categories from cf black and dots path 

Paths to game categories from Game gray and dots path 

 
Our function used two methods (visualization method and specifying and extrac-

tion method) in order to solve the two important problems described in section 3.  

5 Experimental Evaluate 

We got 11 subjects to use the function. The subject's attributes are as shown below: 

─ Eleven men and women (6 men, 5 women) aged 20 to 25-year-old. 
─ The average time that the experiment took was 28 minutes. 
─ The average play years of a social game was 15 months. 
                                                           
1  http://www.cytoscape.org 
2  http://khc.sourceforge.net/en/ 
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Subjects evaluated the existing functions and proposed function in five steps about the 
following two points:   

• A friend candidate's appropriateness 
• The time of the candidate sorting takes. 

Each evaluation result is shown below. 

Table 2. Evaluation about existing function and proposal function 

Common evaluation criteria Bulletin 
board 

Random 
search 

Proposal  
function 

A friend candidate's appropriateness 3.8 2.5 4.4 

The time of the candidate sorting takes. 2.4 4.6 4.2 

 
From these results, it is seen that the proposed function is excellent compared with 

existing functions. 

6 Conclusion and Future Subject 

In this paper, we focused on social games provided in SNS. First, we identified the 
problems of finding new friends in social games. There are two important problems: 
“It is difficult to find new friends, because there are many candidates who have a 
wide variety of personal information” and “Many players of social games who want 
friends do not know what kind of information is needed to get contact from unknown 
friend candidates smoothly”. Social game users want to play with friends, but they 
find it difficult to make new friends using existing functions because of security fears 
and their reluctance to contact with unknown users. Then, we proposed functions for 
finding new friends easily on the basis of a visualization method, along with specify-
ing and extraction methods. We found that the performance of the proposed functions 
is superior to that of existing functions. We believe that the use of the proposed func-
tions can enable users to expand their friend network. 

In the future work, we will implement a support system with our proposed func-
tions and evaluate it in actual use. 
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Abstract. Nowadays, technology allows for a better understanding of user 
needs through system design (recommender system) methodologies that posi-
tion the individual at the center of all his actions. In this paper we start by re-
viewing the state of the art in both individual and group recommender systems 
technologies. On this ground we cluster the main characteristics of recommend-
er systems with respect to the tasks they perform, the methods they employ and 
the issues they address. The other theoretical part we rely on is derived from so-
cial choice theory and voting. The main objective of this paper is to highlight 
the role of voting in group recommender systems, more precisely discussing 
several voting methods together with their characteristics. Our main contribu-
tions focus on: reviewing the state of the art literature related to voting in GRS, 
proposing an innovative and transparent voting mechanism and highlighting the 
current development of our music recommender system, GroupFun. 

Keywords: Behavior, Social choice, Game Theory, Group Decision Making, 
Incentives, Preference Aggregation, Recommender Systems, Voting. 

1 Introduction 

Online recommendation technology, for instance, offers the possibility of understand-
ing users’ preferences after just a few clicks. In addition, the interaction of various 
online services can offer a more precise user decision model and propose products 
that might interest him. Another dimension explored in recommender systems in re-
cent years is the use of social resources to elicit users’ preferences and reduce indi-
vidual effort. Thus, individuals can benefit from excellent recommendations through 
their network or group of friends. The ubiquitous nature of recommender systems in 
online commerce websites suggest this new approach helping users make effective 
decisions, filtering information and allowing companies to increase their revenue 
through product promotion by targeting an entire group rather than a single, isolated 
individual. 

A (individual) recommender system is a system which, through an information filter-
ing technique, attempts to recommend information items - e.g.: music, movies, TV pro-
grams, videos on demand, books, news, images, web pages, research papers etc.) which 
are likely to be of interest to a single user. In individual recommender systems the  
more effort a user puts in stating his preferences the more accurate recommendations  
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he will obtain. The challenges associated with recommender systems focus on the lack 
of data: they need a lot of information to effectively make recommendations. Further-
more, recommender systems are “biased towards the old and have difficulty showing 
new”: the issue of changing data. Also, users’ preferences change over time. This 
change cannot be very precisely measured and predicted.   

In group recommender systems (GRS) the challenges are a lot more complex: e.g. 
users do not need to interact with the system more and still obtain group-satisfying 
recommendations. Their preferences need to be understood by the recommender fol-
lowing social rules. Also, users need to have an incentive for stating their preferences 
truthfully for the entire group. Research in the game theory field provides mechan-
isms for truthful preference elicitation. Recommender systems, on the other hand, 
have been used for solving social choice issues such as: information adaptation, prefe-
rence aggregation and automated negotiation. They offer the potential for substantial-
ly improving preference aggregation and elicitation.   

Understanding group recommenders issues relate to the interaction between the 
system and the users. However, applications of game theoretic methods to group re-
commenders are still an open research area. The development of such theoretical con-
sideration and applications is a research priority for the social group recommender 
systems and human computer interaction research fields. Findings in this field are 
related to truthful preference elicitation, recommendation understanding and user 
adoption. 

The significance of the current article is two folded: on the one hand we discuss 
theoretical concepts grounded in game theory such as incentives for truthful prefe-
rence elicitation and voting strategies for influencing a group decision, and, on the 
other, we showcase on implementation of a truthful voting scheme implemented in 
our Facebook application. In GroupFun, users can contribute music to their group and 
rate each other’s songs while seeing others’ ratings. Through this design we can 
measure the extent to which some users are more individualistic trying to get their 
songs voted to the top of the playlist whereas others are more group oriented, giving 
“fair” ratings. The results mentioned in this paper have an impact in dynamic online 
environments when users vote (and change their votes) numerous times. Instead of 
competing for the desired outcome we shown how a probabilistic voting scheme can 
help users state their preferences truthfully. Using a simple algorithm we have defined 
an incentive-compatible scheme in which scores are interpreted as probabilities. 

2 Recommender Systems and User Preferences 

The way an individual recommender system works is that typically it compares a user 
profile to some reference characteristics, and tries to predict the 'rating' that a user 
would give to an item they had not yet considered based on these characteristics 
which may belong to the information item (the content-based approach) or the user's 
social environment (the collaborative filtering approach) (McCarthy et al. 1998). 

A group recommender system is a recommender system aimed at generating a set 
of recommendations that will satisfy a group of users, with potentially competing 
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interests. The challenges associated with this simple statement deal with: considering 
how to record and combine the preferences of many different users as they engage in 
simultaneous recommendation dialogs (Jameson, 2004). 

Recommender systems are widely extended in most online applications and plat-
forms. They help users reach the items they want instead of searching them online by 
finding out which might be of interest to the user. Social networks can be of help in 
the sense that one’s friends can decide which items may be recommended for some-
one else through means of sharing the same interests. Furthermore expertise can be 
both useful and not: sometimes the experts’ approvals do not reach the mass. From an 
economic point of view 2/3 of Netflix rented movies are due to recommendations, 
38% of Google News clicks are due to recommendations and 35% of Amazon’s sales 
are due to them also (Adomavicius et al. 2010). On the internet everything can be 
recommended under the generic name of “item”: music, books, news, advertisements, 
cloths, programming code, friends, cafes, restaurants, etcSocial Choice Theory 

Social choice theory is a theoretical framework for measuring individual interests 
or welfares as an aggregate towards collective decision (Chevaleyre et al. 2007). So-
cial choice theory and decision-making theory are strongly connected. Much ad-
vancement in both fields contributes to the success of the other field: social choice 
deals with evaluation of methods for collective decision-making while decision mak-
ing helps putting decisions into practice for maximizing social welfare. When extend-
ing individual decision-making or set of preferences to a group or collective decision 
making process one needs to take into account far more preference levels and intensi-
ties related to the field of choice in order to maximize a common welfare state, payoff 
or satisfaction function (Gruenfeld 2006, Hastie and Kameda 2005). 

The main challenges discussed in the social choice literature are related to: social 
filtering, group formation, strategy-proofness, unconditional privacy, satisfaction 
measurement (Masthoff 2005, Masthoff 2006), coalition formation, recommendation 
collaboration and negotiation (Chevaleyre et al. 2007). 

Jameson (2004) explores the challenges for group recommender systems while 
finding the response to four novel research issues: “What benefits and drawbacks can 
member preference specification have, and how can it be supported by the recom-
mender system?”, “How can the aggregation procedure effectively discourage mani-
pulative preference specification?”, “How can relevant information about suitability 
for individual members be presented effectively?” and “How can the system support 
the process of arriving at a final decision when members cannot engage in 
face−to−face discussion?” 

Jennings et al. (2001) examine the space of negotiation opportunities for autonom-
ous agents with the purpose of defining automated negotiation prospects, methods and 
challenges Negotiation is presented as the best method for management and resource 
sharing in a multi-agent environment. It also evaluates negotiation key techniques and 
presents some major challenges for future automated negotiation research. The gener-
al negotiation framework is modeled on the basis of agreements and proposals. The 
space between negotiation acceptance (agreement) and refusal opens the discussion 
for efficiency and effectiveness. 
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3 Voting in Recommender Systems 

Recommender systems have emerged in the mid-1990s when forecasting theories and 
information retrieval algorithms have linked this domain with social choice modeling. 
The most basic formulation of a recommender system is that of aggregating a set of 
user preferences – which can be either implicit or explicit – into a common social 
welfare function which would maximize the satisfaction of all users. For online appli-
cations especially voting is one of the most common used ways for users to manifest 
their preferences. Ratings can come after users’ interaction with the system or by 
interpreting his/her preferences as extract of personal data. Once votes are submitted 
the recommender system should come up with solution corresponding to the highest 
scored items. The difficulties encountered by such a system are numerous: the number 
of users, their preferences, cold start or initial recommendation, complex interpreta-
tion of preferences, utility statements, fact and desirability, etc. Voting difficulties 
relate back to: number of votes, user interaction, voting scale, which items to be dis-
played first, voting estimation for non-voted items, voting differences in interpretation 
across users, lack of an absolute framework, etc.   

In recommender systems utility is typically represented through users’ votes or 
ratings. The central problem of voting in recommender systems is connecting rated 
items with unrated ones. Through their nature, group recommendation systems aim 
at recommending items that are most relevant for the common interest of a group 
of users. In most cases voting mechanisms assume that users rate all (or some) 
items in order to identify the item (or a group if items) that suits the preferences of 
all group members. This represents a very strong assumption since it is mostly 
desirable that users should do the least of effort while expecting that the recom-
mender system will know their common preferences. So the above assumption 
proves as not being feasible in sparse rating scenarios which are very common in 
the field of recommender systems. Compared with other decision mechanisms such 
as negotiations, coalitions and actions, voting is a very common and easy frame-
work for helping users reach a common output. It becomes desirable to determine 
the winning item(s) while using a minimal set of the group members’ ratings, un-
der certain assumptions of the voting mechanism of the recommender system. Vot-
ing can be a very computationally costly mechanism thus yielding the need for 
effectiveness. Heuristic algorithms prove to be extremely useful in scenarios de-
pending on user interest and their effort: minimizing the number of user required 
ratings, for instance.   

4 GROUPFUN 

GroupFun is a Facebook application available at the address http://apps.facebook. 
com/groupfun/ and hosted at EPFL. 
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Fig. 1. "Party list" tab in GroupFun 

4.1 Home 

The “Home” page contains the visual identify of the GroupFun and three playlists: 
Top 8 GroupFun, Christmas and Lausanne Party. Three entities are samples of what 
GroupFun can have as output, as shown above. 

4.2 My List 

Users can create their own playlist from a number of 10.000 songs. After the playlist 
is created, the user can rate the songs, as in the figure 2. The music player, soundma-
nager, can help the user to take the right decisions. The user can edit his/her playlist 
and add/remove songs from the playlist. 

4.3 My Friends 

The user can invite his/her friends to use the application and check their activity: they 
accepted or not the invitation and what are their music preferences. In the implemen-
tation, we used the standard Facebook request fb:multi-friend-selector, customized 
with 6 maximum invitations and 5 friends per column. The activity of user's friends is 
available, in case that he/she wants to check their music preferences. This feature 
increases the interaction within a group of friends, as some users can rate the songs 
already rated in the system. A preview is available in the figures below. 



 Group Recommender Systems as a Voting Problem 417 

 

4.4 My Scrobbler 

Using the Last.fm music recommender system called “Audioscrobbler”, we imported 
users data into GroupFun by taking advantage of the profile of each user's musical 
taste after recording details of the songs the user listens to, either from Internet radio 
stations, or the user's computer or many portable music devices. This information is 
transferred to Last.fm's database (“scrobbled”) and then scrobbled again into Group-
Fun. The profile data is then displayed on the user's profile page. 

4.5 Party List 

Users can express their preference related to the songs from the event playlist. For the 
“Party list” page, we implemented two recommendation algorithms and the output is a 
common playlist, based on the preferences of all the users. 

5 Voting Mechanism 

The motivation of this research was to find a preference elicitation and aggregation 
method for a group deciding on a joint outcome. Two criteria are important for devel-
oping this method: it must maximize the group satisfaction, and it must encourage 
users to state their preferences truthfully so that group satisfaction actually corres-
ponds to satisfaction of user preferences. This problem is a general instance of social 
choice and often modeled as a voting problem. We let A be the set of all users and S 
the set of all possible outcomes that can be rated. In a group music recommendation 
setting, the outcomes are songs si to be selected in a joint playlist. We let each user aj 
submit a numerical vote score(si,aj) for each song si that reflects its preference for 
that song. These votes are given as ratings, for example 4 out of 5 stars, and norma-
lized so that the scores given by each user sum to 1. We then assign a joint score to 
each song that is computed as the sum of the scores given by the individual users: 

score(si) = score(si, aj)
aj∈A

  (1)

To choose the songs to be included in a playlist of length k, a deterministic method is 
to choose the k songs with the highest joint rating. This is a generalized plurality rule. 
However, this method is not truthful: consider a user who very much likes a song X 
that is certainly not liked by anyone else, but also has a second best song Y that many 
others like. This user has no interest to give a high vote for X, since X will never 
make it into the k songs with the highest joint score. Instead, she should give a 
stronger vote to Y, which actually has a chance to make it into the selection. In fact, a 
famous result in game theory, the Gibbard-Satterthwaite theorem, shows that there 
does not exist a truthful deterministic voting method. However, we note that this theo-
rem does not apply to non-deterministic methods where the choice includes a random 
element. Consider for example the random dictator rule: we randomly pick one of the 
users with equal probability, and let this user decide the next song to be chosen. Once 
chosen, the user knows that her choice will be included, so she will report it truthfully 
even if it is not very popular among other users. 
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5.1 Voting Algorithm 

As a method for choosing a joint playlist, we thus propose a method we call the prob-
abilistic weighted sum (PWS) that is equivalent to the random dictator rule: we itera-
tively choose each of the k songs randomly according to the probability distribution: 

p(si) = score(si)
score(si )

si∈S
  

(2)

To illustrate how PWS works, we consider the following example. In the table  
below, user1, user2, and user 3 represent group members. The score distribution for 
each of the candidates is displayed in the respective row, and the joint scores are 
shown below. 

Table 1. An example of three users and 6 candidates using PWS 

User1 Song 1: 0.1 Song 2: 0.3 Song 3: 0.2 Song 4: 0.1 Song 5: 0.1 Song 6: 0.2 
User2 Song 1: __ Song 2: 0.1 Song 3: __ Song 4: __ Song 5: 0.4 Song 6: 0.5 
User3 Song 1: 0.4 Song 2: 0.2 Song 3: __ Song 4: 0.2 Song 5: __ Song 6: 0.2 

Total score Song 1: 0.5 Song 2: 0.6 Song 3: 0.2 Song 4: 0.3 Song 5: 0.5 Song 6: 0.9 

 
For a playlist of size 2, the plurality rule would always choose songs 6 and 2, and 

User3, who prefers song 1, would have no interest to vote for that song. After norma-
lizing the total scores by the sum of the scores, we obtain the following probability 
distribution for the set of outcomes. 

 
Probability Song 1: 0.16 Song 2: 0.2 Song 3: 0.1 Song 4: 0.06 Song 5: 0.16 Song 6: 0.3 

 
It would choose the playlist by choosing one song after another using this probabilis-
tic distribution. Compared to other social choice based algorithms, PWS is incentive 
compatible. That is, it is to the best interest of the individual to reveal his/her prefe-
rences truthfully. It is in fact equivalent to a random dictator method, where the dicta-
tor will choose a song randomly with the probabilities given by its degree of prefe-
rence – a reasonable method since nobody wants to hear the same song over and over 
again. This is because the probability of a song si to be chosen can be written as: 

p(si) = score(si)
| A | =

1

| A |aj∈A
 score(si, aj)  (3)

or, in other words, the probability of choosing user aj times the normalized score that 
user aj has given to song si. And indeed, User3’s preference for song 1 yields a signif-
icant probability that this song will be included in the playlist. 

Advantages of PWS Compared with Other Methods 

• Users are free to choose as many or as few songs as they like 
• Users can easily rate each song and the system will turn it to utility score 
• Ratings are updated permanently 
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• The algorithm is computationally simple 
• Incentive-compatible truthful property is observed 

Disadvantages 

• Difficult to quantify rating differences between distinct users. The weights given 
by each user cannot be compared with the ones given by another. 

• Self-selection effect: most popular songs will receive most votes (not ideal if long 
tail distribution is desired). 

5.2 Evaluation 

More than 100 users have tested our system during various pilot tests and experiments 
organized by uploading and rating music in a small group. Here we report only the 
results concerning the role of the probabilistic weighted sum algorithm in music rec-
ommendation. We planned and carried out an experiment in which 24 individuals 
evaluated 4 algorithms under the name of Alg1 (Deterministic Weighted Sum), Alg2 
(Probabilistic Weighted Sum), Alg3 (Least Misery) and Alg4 (Probabilistic selection). 

The results highlighted in the chart and table below together with users comments 
and inputs are very fruitful for our development of the probabilistic weighted sum 
algorithm. With colored lines are presented all of the users’ ratings (due to space con-
cerns we include only 8 users’ ratings) and with a dashed black line the average of all 
results (16 recordings).  We notice a favorable trend for the first two algorithms. The 
least misery one is less preferred in general by all members compared with the first 
two whereas the random or probabilistic selection received the least scores. 

The last row in the table shows that the average scores for PWS and DWS are very 
close: 3.625 for the first one and 3.875 for the second one. Given the fact that in our  

 

 

Fig. 2. Evaluation of algorithms 
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experiment users did not have the time to experience the advantages of PWS in many 
voting sessions we find this result very encouraging for future research. Moreover, we 
note that none of the users gave a score lower than 3 (out of 5) for PWS and DWS. 
Other 2 algorithms received very low ratings. Out of the reasons mentioned by our 
users favoring PWS we report: serendipitious and non-popular music recommenda-
tions, transparent information of other members’ ratings and discovery effects. 

6 Conclusions and Future Work 

Recommender systems have known significant improvement in the past years. Many 
of them have been due to voting protocols and the fact that the system could under-
stand better users’ preferences.  The work proposed in this paper is strongly con-
nected to dynamic online environments in which users vote and change their votes 
numerous times. Instead of competing for the desired outcome we have shown how a 
probabilistic voting scheme can help users state their preferences truthfully. Using a 
simple algorithm we have defined an incentive-compatible scheme in which scores 
are interpreted as probabilities. The static and the dynamic cases further contributed to 
measuring user preference for the deterministic case. 

This advances previous work carried on for understanding the voting mechanism 
as well as its dynamics and user choice. Users are free to state their preferences indi-
vidually as well as modify them according to some group dynamics factor and inter-
mediate common decision. In real-life examples the two cases presented are very 
frequently encountered and numerous applications stated in the beginning denote the 
need for adaptive group recommender systems. GroupFun is one of these systems 
designed for users to spend the least amount of time stating their preferences and be 
able to reach the common music playlist goal. 

Future work will consider best ways for allowing group members to interactively 
achieve common outcomes that they are willing to consume. By studying user interac-
tion in a group recommender system we will be able to match group dynamics with 
music preferences and group satisfaction for a set of events. Fairness is another study 
point worth investigating in the evaluation. Furthermore we plan to deduct what inspi-
rational process produces user motivation for deciding upon a specific playlist. 
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Abstract. This paper questions whether and to what extent social media 
matches its many presumed desirable attributes, through references to social 
media in the United States and China, and in light of data that indicates that so-
cial media use tends to be dominated by a small group of elite users and driven 
by conventional forces. It concludes with implications for policy development. 

1 An Ill-Defined Phenomenon 

The promises of social media are many. “Everyone is a media outlet” proclaims 
Shirky’s Here Comes Everybody (2008).  A list of common descriptive features of 
social media includes interactive, user-generated, collaborative, shared, social net-
work and rapid information dissemination (Kaplan & Haenlein, 2010). This paper 
questions whether and to what extent social media does or can realize the positive 
potential embedded in such a catalog of presumed desirable attributes.  

Scott states that “there isn’t a hard- and fast- definition of social media that every-
one agrees on” (2007, 64), with the consequence that “there seems to be confusion 
among managers and academic researchers alike as to what exactly should be in-
cluded under [the term social media]” (Kaplan & Haenlein 2010, 60). Cohen (2011) 
found some of his respondents defined social media by their platform and outputs, 
and others by the interactive communications they enable. Greenstein identifies this 
as a basic dichotomy in approaches to the term, that not only is social media the 
“technologies (people use to) share content, opinions, insights, experiences, perspec-
tives, and media,” but that social media is also the “practices” by which people share 
content (Cohen, 2011). We can discern two basic approaches: to consider social me-
dia as a wide range of “interactive digital tools” (Fraustino et al, 2012) or platforms; 
or to focus on the mode of social media, the way its content happens and is used, “to 
the interaction of people and also to creating, sharing, exchanging and commenting 
contents in virtual communities and networks” (Ahlqvist et al, 2010).   

Lack of a widely accepted definition of the term social media1 muddies the com-
munications waters, as does a frequent conflation of social media with the much larg-
er concept of social network, which has widespread acceptance in the sociological 

                                                           
1 See also FEMA 2012, Lindsay 2011, Xiang & Gretzel 2010. 
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literature. This is especially true when communication is urgent, for example in the 
origination and dissemination of alerts and warnings at the time of an emergency, or 
when the subject is in some way controversial. In short order, legal, political and so-
cial issues arise. Exemplar areas of concern include privacy, credibility, security, free 
speech, trust and censorship.   

The definitional confusion reflects a wider debate in the literature, between those 
who depict the “inexorable rise (of social media)… while legacy media are still in 
decline” (O’Connor, 2012: 259), and others like MacKinnon (2012) and Carr (2010) 
who warn about the need to govern the new technologies and to pay attention to what 
may be lost as well as what is gained through such technology. In short, the contrast is 
between the potential of social media as technologies, and the cultural, economic, 
historical and social settings that provide their context. 

Evaluating social media becomes problematic without this context, epitomized in 
the debacle of the initial offering of shares in Facebook in May 2012, which dropped 
by 45 percent in value in the first five months. In part, this was a reflection of uncer-
tainty about the worth, effectiveness and impact of the social media phenomenon, in 
turn signaling confusion over the meaning of the term. For example, can impact be 
measured with a yardstick other than subscriber base? Is effectiveness to be measured 
by the means, the tools of social media (e.g., which platforms should be considered, in 
what priority, for which audience?) or by the mode of delivery, whether a push (pub-
lishing) or a pull (not only receiving information, but also actively soliciting input 
from the public) or a relay (passing on information)? 

The problem is compounded when social media goes international. In authoritarian 
China, for example, "social" and "media" are terms loaded with alternate meanings. In 
the view of government, Chinese social media are likely to be defined and contextua-
lized as a mixture of user-generated contents, a variety of social networks (layered on 
top of physical social networks), and social control. In terms of the Chinese user, 
another layer of meaning is suggested by the underlying idea of social networking, the 
potential for development of a civil society parallel to or beyond that mandated by 
communist party control.  

Further, the mechanics of social media can differ. The Chinese equivalent of Twit-
ter is Sina Weibo, which claims registered user figures comparable to Twitter’s 500 
million (Cooper, 2013). Weibo is a direct translation of the word “microblog”; how-
ever, weibo is more of a Twitter-Facebook hybrid than a pure Twitter clone. Like 
Twitter, weibo allows users to post and share short messages with 140 characters or 
less, and allows users to “follow” another user or to repost (or “retweet”, in Twitter 
parlance) another user's post to one's own readership. There are important differences, 
however, including the capability to repost a post with one's post as a separate entity 
on weibo (Twitter allows only 140 characters for the retweeted post and user com-
ment together), and the fact that the nature of the Chinese language is such that each 
“character” is potentially an ideogram, with embedded meaning, so that a Chinese 
post translated into English could be many sentences long. These differences change 
the dynamics of conversation on weibo systems to make them more like a dialog, as 
weibo also organizes threaded comments for individual posts. 
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The purpose of this paper is to focus on the frequent mismatch between the prom-
ise of social media (as captured in some of the citations above) and the reality as 
shown through observation and research. Consequently we are primarily interested in 
describing social media in terms of communications processes, the practices rather 
than the technologies, and in focusing on various characteristics that are commonly 
attributed to them. We broaden the consideration of social media from the technologi-
cal means (the platforms) to the manner of communication itself. 2  In part this is for 
the practical reason that the social media technologies and platforms are so remarka-
bly diverse. For example, Fraustino proposes a categorization schema of ten different 
social media types, illustrated with 26 separate social media examples, all American. 
We choose to focus on characteristics of two of the types identified by Fraustino: 
microblogs (American examples: Tumblr, Twitter; Chinese examples: Sina Weibo, 
Tencent Weibo) and social/professional networking (American examples: Facebook, 
Google +, LinkedIn, MySpace; Chinese examples: Renren, Kaixin). 

2 Characteristics of and Differences from Common Perceptions 

In the following sections we discuss and question some common perceptions of social 
media. 

2.1 Participation 

Over the past decade, the notion that the Internet has opened up the public sphere to 
increased participation has been widely shared (see Benkler, 2006; Kline & Burnstein, 
2005; Dahlberg, 2001). More recently the nature and extent of that participation has 
come under scrutiny. Starting in 2009 Bakker carried out a representative survey of 
more than 2,000 Dutch people to determine their use of “participatory media” defined 
as “blogs, Twitter, discussion forums, social networks and comment sections of blogs 
and news sites,” in order to ascertain who actively engaged in political discussions or 
contributed content to online forums. Bakker found a major imbalance between the 
active and the passive audience, a division between those who consume and those 
who actually contribute content. For example, very few (6%) contributed to social 
media political discussions. And they were the usual suspects: already engaged in 
such discussions, often male and usually highly educated (Bakker, 2013). 

2.2 Interactivity 

The above findings reinforce a number of studies into the phenomenon of participa-
tion inequality (see Nielsen, 2006) and reflect negatively on another social media 
shibboleth, the notion that social media represent bi-directional communication, i.e. 
interactivity, especially in contrast to the traditional media which are seen as one-way 
communication. As Bakker indicates, this seems to be overstated – only a small group 

                                                           
2 The authors chose not to emphasize the question of content, due to space considerations.  
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of social media users are actively speaking while most are primarily listening. One 
quantitative indicator is the percentage of lurkers among users, representing the pro-
portion of social media users who follow the posts but never contribute. Nielsen de-
scribes the 90-9-1 rule, that 90% of users are lurkers, 9% contribute from time to 
time, while 1% are heavy contributors, with some social media, such as blogs and 
Wikipedia, being even more heavily skewed (Nielsen, 2006). In China, a recent Sina 
weibo study revealed that 57% of 30,000 randomly sampled weibo accounts have 
nothing in the timeline, indicating that this group of users did not write anything  at 
all (Fu & Chau, 2013). These findings suggest that even if social media have consi-
derable potential to empower human interpersonal communication, only a minority of 
users exploits that potential. Most communication among social media users, whether 
in the U.S. or in China, is unidirectional – like broadcasting. They also bring into 
question other characteristics commonly attributed to social media, such as the ideal 
of a collaborative space for users – this may be the exception, not the rule, especially 
in the case of microblogs, where only a small percentage of the messages are original, 
and most are retweets (Yu et al, 2012) – and of sharing, when in fact this may be the 
exception, not the rule (ibid). 

2.3 Homophily 

Even if social media users do manage to interact with each other, i.e. social network-
ing does take place, they are likely to share pre-existing similarities. Similarity breeds 
connection, in the phenomenon known as homophily or “Birds of a feather flock to-
gether” (McPherson et al, 2001). Both Twitter and Sina Weibo share in this behavior, 
with the Chinese social media site users having especially pronounced homogeneity, 
and also being notably more hierarchical in structure, with users tending to follow 
those at a higher or similar social level (Chen et al, 2012).  At worst, this serves to 
polarize opinion development or reinforce the segregation of user communities. Con-
over et al (2011) found a “highly segregated partisan structure” in their analysis of 
political communication on Twitter during the 2010 U.S. congressional midterm elec-
tions (Conover et al., 2011), although interestingly this applied to the retweet network 
(in which users are connected if one has rebroadcast content produced by another), 
not to the user-to-user mention network (in which users are connected if one has men-
tioned another in a post, including the case of tweet replies). 

2.4 Rapid Information Dissemination 

The speed of social media is a given, and of great importance in countries like China, 
where users engage in a constant game of cat-and-mouse with the authorities. Bakker 
points out that, contrary to his general finding that there is limited political use of 
online participatory media, in countries with low levels of press freedom, participa-
tion in online social networks is relatively high (Bakker, 2013: 36).  Tufekci & Wil-
son (2012) describe social media, in particular Facebook, as key news sources which 
the government could not easily control at the time of Egypt’s Tahrir Square protests 
in 2011, and as playing a vital role as facilitators of protest participation. However 
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rumor enjoys the same advantage. During the Hurricane Sandy disaster, the Federal 
Emergency Management Agency (FEMA) had to set up a rumor control center on 
their website to counteract the large amount of misinformation provided on social 
networks.3 Hill (2012) identified one individual microblogger as being particularly 
prominent in the spreading of false information, made more problematic by the fact 
that some of his tweets were true. However social media itself was used to quickly 
separate the false from the accurate (ibid).  

In China, reliable information is scarce, official sources are not seen as trustwor-
thy, and the public information system is not well-developed. The Chinese govern-
ment has developed a long track record of hiding sensitive and controversial informa-
tion, leading to a popular tendency to discount government information but place 
relatively higher trust in unofficial information sources, which may partly explain 
some recent cases in China when rumors went viral on Sina Weibo. Examples include 
stories of “Tanks in the streets of Beijing"4 at the time of the sudden fall of  a party 
leader, Bo Xilai, and fears of radiation from the tsunami-damaged Fukushima Daiichi 
nuclear-power complex in Japan reaching Chinese coastal cities, leading to residents 
in Shanghai to stock up on iodine pills.5 Especially during a crisis, trust is an over-
arching mediating factor in the information exchange involving the authorities and the 
people and both traditional and social media in credibility-seeking, no matter whether 
it is situated in American or Chinese settings (White & Fu, 2012). 

3 Old Media, New Media: How Much Has Changed? 

The proudest claim of social media may be that they have opened up the public sphere 
to voices that otherwise would be ignored. The following case history from China 
suggest that while this claim may be true in part, the amplification effect from other, 
traditional media still makes a major difference. 

After Xi Jinping was elected to be General Secretary of the Chinese Communist 
Party in November 2012, the identities of a number of corrupt Chinese officials were 
revealed by journalists and by citizens who disclosed evidence, photos, and video on 
Sina Weibo. The posts were retweeted massively and discussed openly, and for the 
most part were not censored by the authorities.  It remains unknown whether the 
relative lack of censorship was deliberate or coincidental. 

The Journalism and Media Studies Center team collected samples of more than 20 
such incidents about corrupt Chinese officials from November to December 2012. 
Their results showed that online versions of the traditional media (including  
Sina.com, Southern Metropolis Daily, People’s Daily, and Phoenix TV) remain major 
                                                           
3 http://www.fema.gov/hurricane-sandy-rumor-control. 
4 “Rumor, Lies, and Weibo: How Social Media is Changing the Nature of Truth in China.” 

http://www.theatlantic.com/international/archive/2012/04/rumo
r-lies-and-weibo-how-social-media-is-changing-the-nature-of-
truth-in-china/255916/ 

5 “China Fights Fears and Rumors of Japan Radiation.” http://blogs.wsj.com/ 
chinarealtime/2011/03/16/china-fights-fears-and-rumors-of-
japan-radiation/ 
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fourth top retweeted microbloggers were 凤凰网围观 (551) and 鳳凰網歷史 (87) . 
Both accounts belong to online branches of Phoenix Television (凤凰卫视), which is 
a commercial television broadcast channel in mainland China. 

In Figure 3, the diagram presents the microbloggers’ retweets generating a network 
connected by retweets (arrows) between users (nodes). Nodes 551 and 87 form the 
“epicenters” of the two major clusters of retweets that help propagate the original post 
to a larger and broader network of microbloggers. This exemplifies the significant 
role of the online presence of traditional media in weibo message diffusion, indicating 
that social media alone may not be sufficient to distribute information from an 
individual to the society at large. Social media may be user generated, but often it is 
the megaphone provided by the mainstream media that let’s the user voice be heard. 

 

Fig. 3. “Broadcasting” social media 

3.1 Developing Trust  

Finally, on a more positive note, the real promise of social media may lie in a differ-
ent direction, that of credibility, trust building and information prioritization. White 
and Fu (2012) proposed “trust” as a key variable in their iterative credibility seeking 
model of the communication process at times of emergency and consequently called 
for the inclusion of new forms of mediated interpersonal communication, including 
social media, in that verification process. They emphasized the importance of such 
communications for the disconnected (because of social or economic circumstances) 
or disadvantaged (such as people with disabilities). This suggests a direction where 
the promise of social media might be realized. In their analysis of the real-time use of 
social media in an actual emergency situation (the presence of an armed intruder on a 
college campus), Tyshchuk et al (2012) found that Twitter played an important role in 
the warning and verification process. Gilbert and Karahalios (2009) built a predictive 
model that mapped social media data from Facebook to tie strength, with implications 
for privacy controls, message routing, and friend introductions. 
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4 Implications for Policy Development 

The expectation is that social media will empower people, allowing them to express 
opinions and to contribute to the formation of public discourse on a variety of social 
platforms. The OECD foresees that such modes of online participation can establish a 
new avenue for enriching political discussion and societal debates, potentially increas-
ing diversity of opinions and promoting pluralism (OECD, 2007). Many countries 
around the world have initiated e-government activities, including the United States. 
In 2009, President Obama committed to “creating an unprecedented level of openness 
in Government” by working to “establish a system of transparency, public participa-
tion, and collaboration” (The White House, 2009).  The push for open government 
promoted many government agencies “to [develop] and [expand] their presence via 
social media technologies with several agencies using social media such as Facebook, 
Twitter, Flickr, and YouTube for various purposes, depending on mission and goals” 
(Bertot et al, 2010).  

We argue for caution in evaluating such expectations.  The optimism that is regu-
larly associated with social media may be built on an ill-defined, misconceived, and 
technologically deterministic conception, which in some cases contrasts with reality. 
This apparent reality gap can have significant policy implications, for example, the 
notions of participation inequality and homophily, as described above, can undermine 
the potential of social media for promoting pluralism or may even encourage its oppo-
site.  Fake information and distrust in the social media message may discourage di-
versity of opinions and de-motivate people from participation, and can have a serious 
negative impact on the use of social media at times when it could be particularly valu-
able, such as disasters and emergencies, or for those whose communications needs are 
acute, such as people with disabilities. 

We should also leave room for caution when gauging the impact of social media. 
Social media create massive data sets collected from the virtual world’s user profiles, 
content, and usage activities. These are extensively extracted, analyzed, and manipu-
lated in the hope of better understanding “real world” problems, such as disease sur-
veillance or the recovering and analysis of censored social media posts in China (Fu, 
Chan, & Chau, 2013). Too often such data mining is done in the services of overtly 
political or commercial ends, and we might do well to heed the warnings of boyd & 
Crawford (2012), that “given the rise of Big Data as a socio-technical phenomenon, 
we argue that it is necessary to critically interrogate its assumptions and biases.” 

Finally, attention is due to what has always been a challenge for media, whether 
new or old, that of censorship. Internet censorship is no longer a policy restricted to 
authoritarian states like China, but also exists, by different means, in democratic so-
cieties. As noted by Bambauer (2013, 1): 

Internet censorship has evolved. In Version 1.0, censorship was impossible; 
in Version 2.0, it was a characteristic of repressive regimes; and in Version 
3.0, it spread to democracies who desired to use technology to restrain un-
wanted information. Its latest iteration, Version 3.1, involves near-ubiquitous 
censorship by democratic and authoritarian countries alike.  
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The internet and social media are global, and that is the stage on which censorship 
policy as applied to social media is being developed. While social media in China is 
avowedly censored, employing a “distributed, heterogeneous strategy for censorship 
that has a great amount of defense-in-depth” (Zhu et al, 2013:11), to date, specific 
attempts at censorship in the West have been isolated, and controversial. At the time 
of riots in English cities in August 2011, Prime Minister Cameron announced to Par-
liament talks with companies including Twitter and Facebook to discuss actions that 
could limit their reach, as social media were widely used to co-ordinate the riots 
across the country (Scotsman, 2011), but apparently those actions did not occur. 
While political censorship of the Internet in the West will always be contentious (but 
as various reactions to Wikileaks show, not beyond consideration), a greater concern 
may be corporate self-censorship. For example, while China has recently imple-
mented a real name registration system for all Internet users, companies like YouTube 
and Google, have expressed interest in requiring the disclosure of real identities to 
minimize trolling, so that if a user wants to post an Android app review, a public 
Google+ account, i.e. the user’s name, is required. Early research into the impact of 
real identity requirements imposed on Chinese microbloggers is not encouraging, as it 
suggests that the new policy might already have stopped some microbloggers from 
writing about social and political subjects (Fu et al, 2013). 
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Abstract. Twitter is a social networking service (SNS) that is specifically used 
to report the user’s current status and what is going on in the presence of the us-
er. One interesting new trend on Twitter is to tweet while watching a TV pro-
gram. This paper proposes a method of analyzing emotions expressed in tweets. 
Our method assigns the emotional polarity values to tweets based on the depen-
dency analysis as well as morphological analysis. The results of emotional 
analysis are used in indexing scenes in TV program viewer, and each scene is 
characterized with the emotions expressed in tweets posted at that time. This 
viewer allows users to search a TV program by referring to other Twitter users’ 
emotional impressions for each scene. 

Keywords: Twitter, emotion analysis, exploring TV programs. 

1 Introduction 

In recent years, the number of users for social networking services (SNSs) has been 
rapidly increasing. Twitter is one of the most popular SNSs and specifically used in 
reporting the user’s current status and what is going on around the user. One interest-
ing new trend on Twitter is to tweet (i.e., to send a message on Twitter) while watch-
ing a TV program. Users send their program-related tweets to exchange their opinions 
and share their feelings about impressive scenes. Such usage of Twitter enhances the 
users’ enjoyment of the TV program together with other Twitter users.  

However, people do not always watch TV programs when they are on the air. 
People frequently record the programs and watch some of them later by searching and 
selecting interesting ones. For these purposes, video-viewing supporting functions 
have been developed. As a basis for such systems, it is important to develop automat-
ic video-indexing technologies that pick up important and/or interesting scenes and 
mark them. Previous indexing technologies determine the indexes by processing au-
dio-visual signals, such as colors and textures of the visuals, and the loudness of the 
sound. However, with such methods, the opinions of the audience are not considered. 
Based on this background, we have proposed an emotion-based scene indexing me-
thod that characterizes scenes and assigns emotional indexes to scenes by analyzing  
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Table 1. Emotion polarity dictionary 

 

 
emotional expressions embedded in program-related tweets [16]. However, our pre-
vious method simply uses morphological information, and does not take account of 
the relationship between morphemes. Therefore, our previous method does not prop-
erly handle negation, and the negation of positive feeling is interpreted as positive. In 
this study, we improve our method by adding a dependency analysis in Japanese and 
considering the syntactic structure in interpreting emotions in Japanese tweet messag-
es. Then, we use the result of emotion analysis in indexing scenes.  

2 Related Work 

Various video-indexing techniques have been proposed that variously utilize colors 
and textures in graphics [1,9], style of camera operation, sound type and loudness, 
subtitles, and features of human faces [5, 8,12]. On the basis of these techniques, vid-
eo-viewing interfaces have been proposed, such as those that identify interesting 
scenes based on the visual characteristics of the video [3], search scenes [13,15], and 
show the digest of the program [4].  

For TV programs indexed using Twitter, Nakazawa et al. [10] proposed a method 
to determine the climax of a TV program by looking at a histogram of tweets related 
to the program. In addition, they showed that it is useful to analyze the content of 
tweets when identifying the factors that trigger the climax. This research is different 
from these studies in that it focuses on analyzing emotions expressed in tweets, and it 
uses the results of TV program indexing, which allows the users to search a TV pro-
gram by referring to other users’ opinions on Twitter. 

3 Emotional Polarity Dictionary 

3.1 Emotion Model 

To analyze the emotional characteristics of tweets, an emotion model needs to be 
defined. In this study, we employ Plutchik’s model of emotion [11], which classifies 
eight primary human emotions: anger, fear, sadness, disgust, surprise, anticipation, 
trust, and joy.  
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3.2 Emotional Polarity 

We selected 112 emotional words from the WordNet-Affect and translated them into 
Japanese. We also selected 116 emoticons, such as (・∀・), from the Japanese Emo-
ticon dictionary. To collect emoticons that are frequently used in Japanese tweets, we 
randomly chose 2,000 tweets and selected emoticons that were used multiple times. 

The emotional polarity values for 8 types of emotions were assigned to each emo-
tional word and emoticon based on the 11-point scale ratings by human annotators. 
Examples of emotional polarity values are listed in Table 1. For instance, “cute” and 
“grateful” have strong polarities for positive feelings such as joy and trust. On the 
other hand, “enviable” has a strong polarity for negative feelings such as disgust and 
sadness. For emoticons, (・∀・) has a strong polarity for positive feelings such as 
joy and anticipation.  

3.3 Expanding Emotional Words Using WordNet 

Since the number of annotated emotional words (112 words) was insufficient, we 
added additional emotional words using the Japanese WordNet thesaurus [2]. As a 
result, we increased the number of emotional words in the dictionary to 2,278 words. 
Moreover, we assigned emotion polarity values to these words using the similarity 
produced by WordNet. For example, the similarity between “liking” and “favoritism” 
is 0.08, and “liking” has an emotion polarity value 8 for the joy dimension. In this 
case, by multiplying the value of “liking” (8) by the similarity value (0.08), 0.64 is 
assigned to “favoritism” as the emotion polarity value for joy. 

4 Twitter Emotion Analysis System 

The process of our Twitter emotion analysis system is shown in Fig. 1. First, tweets 
related to a TV program are retrieved from the Twitter server. The emotions ex-
pressed in the tweets are then analyzed. The results of the analysis are visualized as a 
graph that displays the temporal changes in emotion polarity values. Components 
consisting this system are shown in Fig. 2. In the following subsections, we will ex-
plain the process of each component in further detail. 

4.1 Collecting Tweets from the Twitter Server 

First, the tweet collection module collects tweets. We used the Java API Twitter4j 
[14]. The Twitter server accepts requests at a rate of up to 350 requests per hour from 
a single account. Therefore, our system can send a request to the Twitter server every 
10.3 s. We collected tweets by specifying the time and search queries. In the current 
system, the search queries need to be specified by users because useful words for 
retrieving specific tweets differ depending on the TV program. 
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Fig. 1. System architecture 
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Fig. 2. Processing flow 

4.2 Linguistic Analysis 

Collected tweets are analyzed in the morphological analysis module and the syntactic 
analysis module. As the morphological analysis module, we use the MeCab [6] Japa-
nese morphological analyzer. This module splits the sentence into morphemes and 
outputs a list of words and their morphological information, such as part of speech 
information and the original form. Emoticon is treated as a special punctuation mark, 
and is also processed as a morpheme.  

To take into account of the dependency relations between words, syntactic informa-
tion is necessary. For this purpose, we use Cabocha [8] as the syntactic analysis mod-
ule. The dependency relations are used in calculating the weight to each emotional 
word which is identified based on the morphological analysis.  
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Fig. 3. Dependency rules 

4.3 Emotion Analysis 

In the emotion analysis, first, the morphological information obtained from the mor-
phological analysis module is used to find emotional words and emoticons in a tweet, 
and assign the emotional polarity value to each tweet. If the general form of a word is 
matched with an entry in the emotion polarity dictionary, the emotional polarity val-
ues of the entry are assigned to the tweet (Examples are shown in Table 1). If multiple 
emotional words and emoticons are found in a tweet, the sum of the emotion polarity 
values is calculated. To avoid an undesirable effect of the number of emotion words 
on the values, the values are normalized using the following equation: 

e 'i = ei

emax

 

In this equation, ei indicates the emotion polarity value for the i-th dimension in the 
eight-dimensional model before normalization, e'i indicates the value after normaliza-
tion, and emax indicates the maximum value among the eight dimensions. Thus, the 
maximum value for e'i is 1. 

After assigning the emotion polarity values, dependency rules are applied to the re-
sults of syntactic analysis. The rules are defined in XML format. Dependency rules 
can be added and customized by the users. Thus, the users can create their own rules 
that fit to a specific genre, such as dramas and music shows.  

Fig. 3 shows a set of example rules in XML. A set of words is defined by “cluster” 
tag, and a set of word clusters is indicated by “wordset” tag. For example, the JOY clus-
ter consists of “楽しい (joyful)”, “嬉しい (pleased)”, and “面白い (interesting)”,  
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Fig. 4. Result of syntactic analysis 

and the EMPHASIS cluster consists of “すごく (tremendously)”, “とても (very)”, 
and “非常に (extremely)”. In addition, dependency rules are defined in “grammar” tag. 
The “word” attribute indicates the target word or a target wordset. The relation attribute 
specifies the dependency relations, such as emphasis and negation. The “type” attribute 
specifies the dependency type. In this example, three types dependency types are de-
fined; forward dependency, backward dependency, and sentence level dependency 
(modifying the whole sentence). The “value” attribute indicates the weight and its polar-
ity. 

The first rule in Fig. 3 is an example of adverbial modification using forward de-
pendency. In this grammar rule, if a word is included in JOY cluster and modified by 
an adverb included in EMPHASIS cluster using forward dependency, its polarity 
value is multiplied by 1.5. The second rule is a negation rule. If the word label is “か
わいい (cute)” and a negation relation “ない” is expressed using backward depen-
dency, then the emotion polarity value of this word is multiplied by -0.5, which means 
that the emotion polarity of this message is changed. The third rule is an example of 
sentence level dependency. In this rule, when a contradictory conjunction “だけど” 
modifies the whole sentence, the emotion polarity values in this sentence are multip-
lied by 1.2.  

4.4 Example of Emotion Analysis 

Fig. 4 shows an example of syntactic analysis. In this tweet, the morphological analy-
sis extracts two emotional words; “bad (悪い)” and “good (よい)”. The syntactic tree 
shown in Fig. 4 indicates that “bad (悪い)” is modified by “little (ちょっと)”, and 
“good (よい)” is modified by “tremendously (すごく)”. In addition, a contradictory 
conjunction “but (けど)” modifies the second half of the sentence. If the rules in Fig. 
3 are applied to this example, emphatic adverb strengthens the emotion polarity value 
for “good”, and weakens the emotion polarity value for “bad”. In addition, “but (け
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ど)” also strengthens the value for “good”. As a result, the emotion polarity value for 
“good” becomes most salient in this tweet message.  

4.5 Visualizing Emotion Polarity Values 

The latest 100 tweets are retrieved from the tweet database every 10 s, and the sum of 
their emotion polarity values is used to characterize a scene for 10 s. The weight for 
each tweet is determined according to the elapsed time after posting the tweet. The 
weight is calculated by the following equation: 

1
10

)(sec)__(
1

+−=
timepostingtimecurrent

weight  

 
Each emotional polarity value is multiplied by the weight. Thus, the closer the time 
that the tweet was posted to the current scene, the more the tweet affects the emotion 
values for that scene. The impact becomes smaller with time. Fig. 5 shows the output 
of the emotion analysis mechanism. It shows the change in emotion polarity values 
over time. In the graph in Fig. 5, where joy is represented by a thick blue line, there is 
a clear peak at the graph’s second half, at a time period corresponding to a scene 
where the hero proposes marriage to the heroine. 

 

Fig. 5. Estimated emotions displayed in graph format 

5 Preliminary Evaluation 

We created a simple rule set for adverbial modification using forward dependency, 
negation relation with backward dependency, and checking whether the modified 
word is actor’s name or the program title. We expect that the last rule is useful for 
distinguish emotional expressions for a TV program from that for an actor.  

We collected 300 tweets for variety shows, and counted the number of times that 
our dependency rules are applied. The rules were applied to 30% of the collected 
tweets, and the emotion polarity values for these tweets were properly modified by  
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applying the dependency rules. This suggests that such a simple rule set is effective in 
emotional analysis at least for 30% of the tweets if the users define appropriate rules 
for their target genre.  

6 Prototype of a Scene Exploring System 

Finally, we propose a scene exploring user interface that implements the proposed 
method. Fig. 6 shows the snapshot of the system. This interface consists of four pa-
nels: Movie, Twitter, Graph, and Timeline. The Movie panel plays a recorded TV 
program. The Twitter panel shows a list of tweets posted relating to the program. The 
Graph panel visualizes the emotion polarity values. In this example, the values for 
sadness and joy are displayed. Finally, the Timeline display provides another type of 
visualization for the emotion polarity values; the x-axis indicates the time, and the y-
axis indicates the intensity of the feeling. The Movie panel is synchronized with the 
Graph and Timeline panels. Therefore, as the movie is played, the Graph and Time-
line panels are updated to show the current status. In addition, when a user clicks 
anywhere in the Timeline panel, the movie jumps to the scene at the time.  

The presented interface may support the user in exploring TV programs in two 
ways. First, by viewing the Timeline panel, the user can find a peak for a feeling in 
which he is interested. The user can then watch the most interesting scene by clicking 
on the peak in the Timeline panel. Another way of using this interface is to watch the 
graphs as they update while also watching the TV program; in this way, users are able 
to both see how other users feel while watching a specific scene, and share that feel-
ing with other users. 

 

Fig. 6. Snapshot of the scene exploring system 
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7 Conclusion and Future Work 

This study proposes emotion analysis method in Twitter. Our method assigns the 
emotional polarity values to tweets based on the dependency analysis as well as mor-
phological analysis. The results of emotional analysis are used in indexing scenes in 
TV program. In this system, the users can freely define the dependency rules. A pre-
liminary evaluation showed that the dependency rules improve the emotion analysis at 
least 30% of tweets if the users define appropriate rules for a given genre.  

As a future direction, the emotion analysis mechanism needs to be improved by 
adding functions that can handle colloquial expressions and unknown words. Since 
the users send their message after watching a scene, there is a time lag between the 
time that the user watched the scene and that the tweet was sent. It is necessary to 
diminish the time lag. Moreover, while the dependency rules can be created by the 
users, it would be preferable if default dependency rules are provided for each genre. 
To define the default rules, it is necessary to investigate what rules are necessary in 
what genres.  
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Abstract. Sentiment Classification of web reviews or comments is an important 
and challenging task in Web Mining and Data Mining. This paper presents a 
novel approach using association rules for sentiment classification of web re-
views. A new restraint measure AD-Sup is used to extract discriminative fre-
quent term sets and eliminate terms with no sentiment orientation which contain 
close frequency in both positive and negative reviews. An optimal classification 
rule set is then generated which abandons the redundant general rule with lower 
confidence than the specific one. In the class label prediction procedure, we 
proposed a new metric voting scheme to solve the problem when the covered 
rules are not adequately confident or not applicable. The final score of a test re-
view depends on the overall contributions of four metrics. Extensive experi-
ments on multiple domain datasets from web site demonstrate that 50% is the 
best min-conf to guarantee classification rules both abundant and persuasive 
and the voting strategy obtains improvements on other baselines of using confi-
dence. Another comparison to popular machine learning algorithms such as 
SVM, Naïve Bayes and kNN also indicates that the proposed method outper-
forms these strong benchmarks. 

Keywords: Association rule, sentiment classification, text categorization. 

1 Introduction 

Sentiment Classification, also referred as Polarity Classification or Binary 
Classification, aims to determine whether the semantic orientation of the given text is 
positive or negative. The rise of social media such as blogs and social networks as 
well as e-commerce suppliers such as Amazon and EBay has fueled interest in 
sentiment analysis. Automatic detection and analysis of consumer reviews or 
comments from the Web holds great promise for customer research, business 
intelligence, recommendation system and Smart City applications which need the 
human feedback analysis. As the number of Web reviews for any product (movies,  
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e-commerce, social network content etc.) grows rapidly, it is hard for a potential 
consumer to make informed decision when reading hundreds of reviews on a single 
product, and if he/she reads part of the reviews, he/she may get a biased view point. 
For manufactures or online shopping sites, it also requires great effort to manage and 
keep track of the large scale review dataset. So, sentiment classification is becoming a 
challenging and interesting topic in text mining area.  

Effective sentiment classification relies on multiple disciplines, such as machine 
learning, natural language processing, linguistic, statistic etc. One of the main metho-
dologies for sentiment classification is to treat sentiment classification as a special 
case of Text Categorization [1], which has been a well studied field in the last few 
decades. Comparing with text categorization, the difference in sentiment classification 
is that the predefined labels only include “positive”, “negative” and sometimes “neur-
al”, rather than the topics. Comparative studies demonstrated that these general tech-
niques provide strong baseline accuracy for sentiment classification and outperforms 
other method based on lexicon analysis.  

Pang [2] firstly tried to classify movie reviews into positive/negative by using sev-
eral supervised machine learning methods: Naive Bayes, Maximum Entropy and 
SVM. In their following work [3], they added in subjectivity detection with minimum 
cuts algorithm to avoid the sentiment classifier from dealing with irrelevant “objec-
tive” sentences. As reported in their work, the classification performance of product 
reviews is worse than that of normal topical text categorization. One of the main diffi-
culties is that people typically use both positive and negative words in the same re-
view. In analyzing political speeches, [4] exploited the argument structure found in 
speaker reference links to help determine how a members of congress would vote 
given their congressional floor speeches. The method in [5] used bag-of-words, Part-
Of-Speech information and sentence position as features for analyzing reviews, 
representing reviews as feature vectors. In [6], the problem of attributing a numerical 
score (one to five stars) to a review is presented using Naïve Bayes and SVM. 

Among all the text categorization method, there is still a lack of investigation on 
sentiment classification based on association rules. Association rule based classifiers 
(associative classifier) originate from association rule mining task of data mining. 
Since association rules reflect strong associations between items and includes more 
underlying semantic and contextual meaning than individual word, it has been devel-
oped within the text mining domain in different aspects [7] [8] [9].  

In this paper, we investigate the association rules in sentiment classification prob-
lem. The motivation is to the convert this general classification approach into a binary 
and special domain classification problem. The main contributions of this work in-
volve: first, we introduce the AD-Sup metric to extract discriminative frequent term 
sets and eliminating terms with no sentiment orientation which contain close frequen-
cy in both positive and negative reviews; Second, optimal rule set is generated to 
abandon the redundant rules to construct classifier; Third, in rules matching phase, we 
propose a new metric named Maximum Term Weight and a multiple metric voting 
scheme to solve the problem when matched rules are not applicable or not confident 
enough.  
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2 Proposed Method 

The proposed method includes four steps: (1) Data pre-processing and feature selec-
tion; (2) Frequent term set extraction and rule mining; (3) Mining optimal classifica-
tion rules; (4) Predicting test review with multiple metric voting.  

Before extracting frequent term set, feature selection is conducted for dimension 
reduction using Information Gain (IG) [10]. In this study, the magnitude of dimen-
sions is reduced from 105 to 103. An important reason that makes feature selection 
essential is that the number of frequent term sets extracted from single terms grows 
exponentially when the input terms increase. So, the input number of single terms 
must be restricted to a reasonable scale. 

2.1 Frequent Term Set Extraction 

In text mining issues, each document d in D = {d1,d2,…dn} is treated as a transaction 
and the set of terms T = {t1,t2…tm} contained in D corresponds to the items set. A 
term set S in T is frequent if ( ) -Sup S min sup≥ . The min-sup constraint of term set is 

a key measure for frequent sets extraction because it determines the scale and quality 
of the selected frequent sets. When applied to text mining problem, the concept of 
support count corresponds to Document Frequency (DF). However, support count 
cannot be simply substituted by DF because DF only measures the occurrences and 
this is not sufficient to differentiate the discriminative effect of the frequent term sets. 
To solve this problem, our previous work proposed a new metric Average Deviation 
Support (AD-Sup), considering the distribution discrepancy of term sets in each class. 
Assume the documents set have n classes {class1,… classi,… classn} and let FS de-
note the term set and t is the term in FS, AD-Sup can be formulated as : 

2

1

{ ( ) ( ( ))}

- ( )
( ( ))

n

i
i

Sup FS Ave Sup FS

AD Sup FS
Ave Sup FS

=

−
=


             
(1)

The expression of AD-Sup (1) can be deemed as a modified support deviation, where 
Sup(FS)i means the local support of FS in class i and Ave(Sup(FS)) denotes the aver-
age value of Sup(FS) in all the classes. The frequent term extraction procedure is 
implemented using Apriori strategy [8]. After obtaining all the frequent term sets 
(FS), AD-Sup restraint is used to select the frequent features. The selected FS will 
involve more term sets that are not only frequent but distributed unevenly in different 
classes. 

2.2 Optimal Rule Mining 

Following the extraction of frequent term sets, an association rule is an implication 
denoted by X Y , where both X and Y are subset from a frequent set. For 
classification problem, the consequent of the rules are class labels. However, it suffers 
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the following problem:(1) the confidence and support restraint is not always suitable 
for any mining pr paper problem;(2) the number of association rules are usually too 
large which makes the pruning quite challenging;(3) the vast amount of association 
rules involve much redundant information. To overcome these obstacles, many 
interesting metrics and pruning strategies have been proposed to find “optimal rules”. 
There is no standard definition for “optimal rules”. This paper utilizes a similar 
strategy close to [11]: 

Definition (optimal association rule set): A rule set is optimal with respect to an in-
terestingness metric if it contains all rules except those with no greater interestingness 
than one of its more general rules. Given two rules P C  and Q C  where 

P Q⊂ , the latter is more specific than the former and the former is more general than 

the latter.  

2.3 Predicting Sentiment Class by Association Rules 

For general association rule based classification, the classifier is a collection of se-
lected rules using different rule matching strategies. However, for sentiment classifi-
cation, these strategies may fail to predict correctly in some cases. Given covered rule 
sets with positive and negative classification rules, following examples are hard to 
judge the sentiment: First, the covered positive rules have the highest confidence but 
the difference with that of the negative rules is quite small, while the number of nega-
tive rules is much more than that of the positive rules. In this case, the test review 
should be negative rules but it will be predicted to be positive. Second, the number of 
covered rules and the max-confidence of rules are both equal. Third, the situation can 
be more complicated, where the negative rules have a higher confidence with a little 
priority than the positive but besides the highest confidence rules, comparing other 
covered rules, the positive rules are more persuasive. 

To overcome these obstacles, borrowing the ideas of democratic regime, we pro-
pose a new association rule based class predicting method by a voting scheme of the 
following metrics. The class label of test review will be determined by a combination 
of voting score. 

0

( _ ) ( )
m

i jScore test review Vote metric=             (2)

The vote on a metric is 1,-1,or 0 depending on the different metric value on covered 
positive rules (PR) and negative rules (NR). Vote(metircj)=1 if me-
tricj(PR)>metircj(NR), and respectively, if metricj(PR)<metircj(NR), Vote(metircj)=-
1, if metricj(PR)=metircj(NR), Vote(metircj)=0. The assigned class label depends on 
whether vote score of metrics is a positive number or negative number. 

The metrics that are evaluated here include: 

Definition 1 (Max-conf): the highest confidence value of covered rules. 
Definition 2 (Cover-len): the number of rules in the covered rule set. 
Definition 3 (Minor-conf): the average confidence of covered rules excluding the 

highest one. 
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All the above 3 metrics can be obtained by counting the recorded value generated in 
the rule mining procedure. However, sometimes there is no promising rule with a high 
confidence in the covered rules. When the Max-conf is not very high or the Max-conf 
in PR and NR are very close, it is hard to predict if it belongs to any category. To 
solve this problem, we propose a new metric named MTW (Max Term Weight): 

Definition 4 (MTW): Maximum Term Weight, the average term weight of each rule 
clusters in covered rules. In this paper, we use the information gain (IG) of each term 
obtained in the frequent term set mining procedure for its weight. A rule cluster is a 
collection of rules which contains the same term. Given a covered rule set, the algo-
rithm to get max term weight can be described as follows: 

 
Algorithm 1: MTW metric generation    
Input: single term set (TS) in descending order 
 For each term Ti in TS: 
   If covered rule set is not empty 
     For each rule in covered rule set: 
     If(Rulej contains Ti ) 
     Add Rulej to rule cluster(RCi); 
     Set:weight(RCi)=GetTermWeight(Ti); 
     Delete Rulej in covered rule set; 
         end If 
     end For 
        end If 

end For 

Return: ( )( )
k

i

iweight RAvera Cge  

 
The motivation of MTW is to make use of discriminative measurement of single 

terms contained in the covered rules. Besides IG, similar measurement like TF*IDF 

and 2χ are also applicable here. 

3 Experimental Results 

In this paper, Multi-Domain Sentiment Dataset [12] is used for experimental evalua-
tion. This dataset contains product reviews taken from Amazon.com from many prod-
uct types (domains). We selected four domains of this datasets: DVD, Book, Kitchen 
and Electronic. Each domain contains 1000 positive and 1000 negative reviews. All 
the above reviews are pre-processed by stemming and stop-word elimination. The 
evaluation is conducted through 3-folds cross validation. 

3.1 Frequent Term Sets Extraction 

The frequent term sets extraction starts from the selected single terms by IG. The first 
scan generates frequent term sets with two terms and these double term sets are used 



 Sentiment Classification of Web Review Using Association Rules 447 

 

as the input term sets for the candidate-generating algorithm. Then the iteration starts 
until no candidate is selected to be frequent term set. In this paper, input number of 
single terms is set to be 600 and min-sup is 2%.Table 1 reports more details of 
selected terms and extraction results. The top single terms are ranked by its IG value, 
followed by the frequent term sets by support count and refined term sets by AD-Sup. 
Note that the stemming changes the form of the words and makes the stemmed terms 
appear to be different from the real words. On Electronic dataset, all the top 5 
frequent term sets by min-sup contain word “i”. They are selected due to their high 
occurrences, but “i” is a common pronoun without discriminating value. We can 
observe similar results in all the four datasets. Contrarily, term sets selected by AD-
Sup contain more sentiment oriented words and also have better consistency with the 
most important single terms. A min-AD-Sup threshold is then used to prune these un-
discriminative term sets before mining classification rules. 

Table 1. Top Single term and frequent term sets in Electronic and Kitchen dataset 

Top5 
terms  

Frequent 
termSets 

Refined Term 
Sets  

Top5 terms Frequent 
termSets 

Refined Term Sets  

great us/i terribl/i/ easi num/my return/time/first/ 
return work/i refund/i return my/so worst/ever 

excel i/get worst/i great num/so wast/monei/do 

price i/all return/i/bui love my/time wast/monei/even 

wast i/when wast/work disappoint my/get wast/monei/what 

 
We set min-conf as 50% in this experiment to extract classification rules. Table 2 

lists the top classification rules of the two datasets. 

Table 2. Top positive (Pos) and negative (Neg) rules for Electronics and Kitchen dataset 

Pos Rules  Neg Rules Pos Rules  Neg Rules 

excel/price terribl/i easi/so/love wast/monei 
perfect/i/us refund/i easi/num/love return/product 

perfect/us return/bui easi/great/love return/bui 

price/good/well worst/i/ love/dishwash return/again 

great/perfect support/call best/so/can worst/ever 

3.2 Sentiment Prediction Using Multiple Metric Votes 

Figure 1 is the F1 value comparison of classification result on the four dataset. To 
demonstrate the effectiveness of the metric voting method, we select two baseline 
algorithms: the Single Rule tries to match the maximum confidence rule of the  
covered rules set, and the Multi-Rules compares maximum confidence + average 
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confidence value. The results show that in all the four datasets, our strategy 
outperforms the other two baselines. The maximum improvement of 2.8% was 
obtained on DVD. On each dataset, all the algorithms were implemented with 
different min-conf. The results also prove that 50% is the best min-conf to generate 
classification rules. When the min-conf increases to 70% and 80%, the performance 
declined rapidly because the number of rules decreases to a very little scale and 
makes too many test documents covered by none of the rules.   

 

 
(a) Book (b) DVD 

 
(c) Electronic (d) Kitchen 

Fig. 1. Classification results of different strategies on four datasets 

Table 3. Classification results vs. other classifiers : F1 (%) 

Dataset SMO LibSVM NB kNN Voting 
Score 

Book 77.1 81.8 77.7 66.6 82.1 

DVD 78.7 76.0 77.1 66.4 80.3 

Electronic 82.5 75.6 73.5 67.4 81.9 

Kitchen 82.1 81.9 75.6 58.5 83.9 

 
Table 3 summarizes the classicization results of the proposed method comparing 

with other popular machine learning classifiers. SVM, Naïve Bayes (NB), kNN are 
well studied text document classifiers with very good performance track in many 
previous researches. SVM was implemented with two algorithms, LibSVM and SMO. 
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In three of the four datasets, the F1 value of multiple metric voting strategy surpassed 
the other four benchmark algorithms, except for Electronic where the result of our 
method is very close to SMO. 

4 Conclusions 

This paper has presented a novel approach using association rules for sentiment clas-
sification of web reviews. To extract discriminative frequent term sets, a new restraint 
measure AD-Sup was used which considers more on the term set distribution on dif-
ferent sentiment classes. The experiment results on multiple domain reviews from real 
web sites demonstrated that AD-Sup was an effective metric to eliminate terms with 
no sentiment orientation which contain close frequency in both positive and negative 
reviews. An optimal classification rule set was generated which abandons the redun-
dant general rule with lower confidence than the specific one. In the class label pre-
diction procedure, we proposed a new metric voting scheme to solve the problem 
when the covered rules are not adequately confident or not applicable. The final score 
of a test review depends on the overall contributions of four metrics. To demonstrate 
the effectiveness of the voting strategy, we compared the classification performance 
with different baselines of using confidence and the result shows 50% is the best min-
conf to guarantee classification rules both abundant and persuasive, and the voting 
method obtains improvements on all the four datasets. We also compared the pro-
posed method with popular machine learning algorithms such as SVM, Naïve Bayes 
and kNN. The result also shows that our strategy is effective and outperforms the 
other strong benchmarks. Since this research focused on binary classification, our 
future work will concentrate on a further optimization and the extension to multiple 
label classification problem. 
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López-Ornelas, Erick 3
Luong, Hiep 395

Mashat, Abdulfattah S. 182
Matsumoto, Shimpei 296
Matsutomi, Tatsuo 296



452 Author Index

Meiselwitz, Gabriele 67
Miranda, Paula 191
Mporas, Iosif 385
Murray, Tom 313

Nakano, Yukiko I. 432

Otake, Kohei 405
Ouyang, Yuanxin 442

Panjganj, Vahid 278
Penichet, Vı́ctor M.R. 355
Perkmann Berger, Stefan 76
Pifano, Sara 191
Popescu, George 412
Porras, Jari 40
Preece, Jennifer 23

Richter, Stefan 76
Rodgers, Karen 240

Sa, Ning 86
Sakurai, Akito 405
Sambhantham, Arunasalam 278
Schneider, Thomas 335
Sheng, Hao 442
Shi, Chung-Kon 50
Shi, Yuanyuan 94, 120
Shrikant, Natasha 313
Sookhanaphibarn, Kingkarn 201
Steiner, Michael 104
Stephens, Lynn 313
Stieglitz, Stefan 104

Taslim, Jamaliah 113
Tesoriero, Ricardo 355
Thomas, Patrick 304
Thomas, Ursula 240
Tokel, S. Tugba 210
Tsotra, Panayota 385

Uetake, Tomofumi 405

Valdespino, Jordan 216
Villanueva, Pedro G. 355
Vincenti, Giovanni 240

Wan Adnan, Wan Adilah 113
Wang, Yuanqiong (Kathy) 222, 240
Wei, June 216
Weinhardt, Christof 13
White, James 422
Wibowo, Aditya 156
Wing, Leah 313
Woolf, Beverly Park 313

Xiong, Zhang 442
Xu, Xiaoxi 313

Yamauchi, Takashi 432
Yuan, Man 442
Yuan, Xiaojun 86
Yue, Xitong 94, 120
Yue, Yanzhen 250

Zafar, Bassam 137
Zepeda-Hernández, J. Sergio 3
Zuhlke, William 216


	Foreword
	Organization
	Table of Contents
	Part I User Behaviour and Experience in On-Line Social Communities
	User Generated Content: An Analysis of User Behavior by Mining Political Tweets
	1 Introduction
	2 State of the Art
	3 Extraction of Tweets in Order to Constitute the Corpus
	3.1 What Is a Tweet and How It Is Composed?
	3.2 Extraction of Tweets and Constitution of the Corpus

	4 Analysis of Tweets by Using SentiWordNet 3.0
	5 Conclusions and Further Work
	References

	Well-Being’s Predictive Value
	A Gamified Approach to Managing Smart Communities
	1 Introduction
	2 Related Work
	2.1 Davies J-Curve and Social Disruption
	2.2 Beyond the Vision: BeWell

	3 Attributive Prediction and the J-Curve: A Use Case
	3.1 Establishment of a Baseline
	3.2 Predicting Human Flourishing
	3.3 Towards Validating the J-Curve

	4 Conclusions and Future Work
	References

	You Are Not Alone Online: A Case Study of a Long Distance Romantic Relationship Online Community
	1 Introduction
	2 Related Work
	3 Studying LDRR Online Community Practice
	3.1 Research Site: LDRR Public Page on Renren
	3.2 Data Collection
	3.3 Data Analysis

	4 Findings
	4.1 Use of the LDRR Public Page
	4.2 Motivations for Participating in the LDRR Public Page
	Learning.
	4.3 Different Patterns of Initial and Continued Motivations
	4.4 A Comparison of Motivations and Benefits

	5 Discussion
	6 Conclusions
	Acknowledgments.

	References

	Motivations of Facebook Users for Responding to Posts on a Community Page
	1 Introduction
	1.1 Consumer–Brand Relationships and Post Content
	1.2 Motivation in User Behavior

	2 Methods
	3 Results
	3.1 Effects of Customer–Brand Relationship on User Responses to the Posts
	3.2 Effects of User Motivation on User Responses to the Posts
	3.3 Effects of Content Categories on User Responses
	3.4 Gender Difference

	4 Discussion and Conclusion
	References

	Quantifying Cultural Attributes for Understanding Human Behavior on the Internet
	1 Introduction
	2 Literature Study
	3 Methodology and Observations
	4 Quantitative Results
	5 Qualitative Cod ding
	6 Discussion and Limitations
	7 Conclusions and Lesson Learned
	Reference

	Assessing the Possibility of a Social e-Book by Analyzing Reader Experiences
	1 Introduction
	2 Research Objective
	3 Research Method and Process
	3.1 Social Reading Project 1 - “The Analects of Confucius”
	3.2 Social Reading Project 2 – “Classic and Humanities vs. Popular Literature”
	3.3 The Significance of the Text – Social Interaction Model

	4 Results
	4.1 Three-Pronged Ana alysis
	4.2 Length of Annotation and Profundity of Thought
	4.3 Degree of Fine-Grained Interactions

	5 Discussion
	References

	Exploratory Study on Online Social Networks User from SASANG Constitution- Focused on Korean Facebook Users 
	1 Introduction
	2 Literature Review
	2.1 Personality Traits and OSNs Uses
	2.2 SASANG Constitution
	2.3 Research Hypothesis

	3 Experiment
	3.1 Subjects
	3.2 Measures
	3.3 Facebook Questionnaire

	4 Results
	5 Conclusion
	References

	Readability Assessment of Policies and Procedures of Social Networking Sites
	1 Introduction
	2 Research Method
	3 Results
	3.1 Flesch Reading Ease Score and Flesch Grade Level
	3.2 Reading Grade Level Using Average of Several Instruments
	3.3 Categories

	4 Conclusion
	References

	Online Idea Contests: Identifying Factors for User Retention
	1 Introduction
	2 Theoretical Background
	3 Methodology
	4 Findings
	5 Discussion
	5.1 Theoretical and Managerial Implications
	5.2 Limitations and Further Research

	References

	What Motivates People Use Social Tagging
	1 Introduction
	2 Methodology
	2.1 Population and Sampling Method
	2.2 Survey Design

	3 Results and Discussion
	3.1 Demographic Characteristics and Use Frequency
	3.2 User Motivations
	3.3 Comparison of User Behavior on Different Websites

	4 Conclusions
	References

	Understanding Social Network Sites (SNSs) Preferences: Personality, Motivation, and Happiness Matters
	1 Introduction
	1.1 SNSs Users’ Motivations
	1.2 Personality and SNSs Usage
	1.3 Aims of Current Study

	2 Study 1: Personality, Motivations and SNSs Usage
	2.1 Participants
	2.2 Methods
	2.3 Results and Discussion
	2.4 Conclusions

	3 Study 2: Happiness and SNSs Usage
	3.1 Participants
	3.2 Methods
	3.3 Results and Discussion
	3.4 Conclusions

	4 General Conclusions
	References

	Influence of Monetary and Non-monetary Incentives on Students’ Behavior in Blended Learning Settings in Higher Education
	1 Introduction
	2 Literature Review
	2.1 Blended Learning
	2.2 Satisfaction and Incentives in E-Learning Environments

	3 Empirical Study
	4 Results and Discussion
	4.1 Descriptive Data
	4.2 Survey Data

	5 Conclusion
	References

	Eye Tracking Analysis of User Behavior in Online Social Networks
	1 Introduction
	2 Existing Research on User Behaviour in Social Network
	2.1 Eye Tracking Technique in User Behavior Studies

	3 Method
	4 Analysis and Re esults
	5 Conclusions
	References

	Who Are Seeking Friends? The Portrait of Stranger-Seeker in Social Network Sites
	1 Introduction
	2 Purpose
	3 Methods
	3.1 Study One
	3.2 Study Two

	4 Conclusion
	References


	Part II Learning and Gaming Communities
	The Effect of Leaderboard Ranking on Players’ Perception of Gaming Fun
	1 Introduction
	2 Background
	3 Method
	3.1 The Project
	3.2 Recruiting Testers
	3.3 Analysis
	3.4 Potential Issues

	4 Key Findings
	5 Conclusions
	References

	Using Facebook for Collaborative Academic Activities in Education
	1 Introduction
	2 Performed Work in Schools Related to Social Networks
	3 Educational Patterns Used in Social Networks
	4 Architecture
	4.1 Teachers FB Applications
	4.2 Administrators FB Applications

	5 Conclusion and Future Work
	References

	Improvement of Students Curricula in Educational Environments by Means of Online Communities and Social Networks
	1 Introduction
	2 State of Art
	3 System Needs and Definition
	4 Educative Patterns Used within Online Community
	5 System Architecture
	6 Case Study
	7 Conclusions
	References

	Metaheuristic Entry Points for Harnessing Human Computation in Mainstream Games
	1 Introduction
	2 Background and Definitions
	2.1 Isomorphs
	2.2 Meta-heuristics Algorithms and Combinatorial Problems

	3 Proof-of-Concept Games
	3.1 Swarm-Miner for ACO in Games
	3.2 Monster Racer for GA in Games

	4 Discussion on Our Approach
	5 Conclusion
	References

	Project Awareness System – Improving Collaboration through Visibility
	1 Introduction
	1.1 Motivation and Aims
	1.2 Related Work
	1.3 Structure

	2 Description of the PAS
	2.1 General Considerations
	2.2 Overview of the PAS

	3 Conclusion
	References

	A Comparative Review of Research Literature on Microblogging Use and Risk in Organizational and Educational Settings
	1 Introduction
	2 Methodology
	3 Discussion
	4 Conclusion
	References

	Being Example: A Different Kind of Leadership, Looking for Exemplary Behaviors
	1 Introduction
	2 State of Art
	2.1 Social Networks in Secondary Schools
	2.2 Previous Works

	3 A Survey: Looking for Weaknesses
	3.1 Looking for Leaders Features
	3.2 The Survey Description
	3.3 Survey Consequences

	4 Being Example
	4.1 “Being Example” New Features
	4.2 Changes in the System

	5 Conclusions
	References

	WEB 2.0 Technologies Supporting Students and Scholars in Higher Education
	1 Introduction
	2 Web 2.0 and Higher Education: Enthusiasm
	3 The Teaching Process: Teachers 2.0
	4 Learning in the Social Web Age: Students 2.0
	5 Web 2.0 and Higher Education: Caution
	6 Conclusion
	References

	Empirical Study of Routine Structure in University Campus
	1 Introduction
	2 Student Daily Life with Wireless Network
	2.1 Wireless Network Technology
	2.2 Internet and Its Uses in Daily Life
	2.3 Wireless Access Data as a Research Tool

	3 Framework of Applying Eigen-Decomposition
	4 Experiments
	5 Results and Discussions
	6 Conclusions and Future Works
	References

	Communication and Avatar Representation during Role-Playing in Second Life Virtual World
	1 Introduction
	2 The Study
	3 Results
	References

	A High-School Homeschooling Education Model Based on Cloud Computing
	1 Introduction
	2 High-School Homeschooling Education Services Model
	3 Features in High-School Homeschooling Education Services
	4 Database Design Using Microsoft Access
	5 Conclusions
	References

	Adult Learners and Their Use of Social Networking Sites
	1 Introduction
	2 Literature Review
	2.1 Participation in Higher Education
	2.2 Adult Learners
	2.3 Social Networking Sites
	2.4 Social Networking Sites in Academia

	3 Survey and Participants
	4 Results and Discussions
	5 Conclusions and Future Work
	References


	Part III Society, Business and Health
	The Influence of Social Networking Sites on Participation in the 2012 Presidential Election
	1 Introduction
	2 Methodology
	2.1 Questionnaire

	3 Results
	3.1 SNS Involvement
	3.2 Political Involvement
	3.3 Political Involvement on SNS

	4 Discussion
	4.1 Limitations

	5 Conclusion
	References

	Teaching about the Impacts of Social Networks: An End of Life Perspective
	1 Introduction
	2 Research Methodology
	3 Survey Results
	3.1 Demographics
	3.2 Results

	4 Discussion
	5 Conclusions
	References

	The Effects of Navigation Support and Group Structure on Collaborative Online Shopping
	1 Introduction
	2 Literature Review and Theoretical Foundations
	2.1 Situational Awareness Theory
	2.2 Dual Task Interference Theory

	3 Research Model and Hypotheses Development
	3.1 Perceived Ease of Uncoupling Resolution
	3.2 Perceived Usefulness
	3.3 Moderating Effects of Group Structure

	4 Research Method
	5 Data Analysis
	5.1 Manipulation Check
	5.2 Hypotheses Testing

	6 Conclusions
	References

	Building and Sustaining a Lifelong Adult Learning Network
	1 Introduction
	1.1 Background

	2 Methodology
	3 Research Findings
	4 Conclusions
	5 Discussion
	References

	City 2.0 and Tourism Development
	1 Introduction
	2 City 2.0
	2.1 Collaborative Process with Local Players

	3 Mashup Exploration in Tourism Design
	4 Sociology of Modern Tourist
	5 Game Theory and Neuroscience View on Participative Web
	6 Conclusion
	References

	Looking Back at Facebook Content and the Positive Impact Upon Wellbeing: Exploring Reminiscing as a Tool for Self Soothing
	1 Introduction
	2 Social Networking and Wellbeing
	2.1 Positive Reminiscing and Self Soothing

	3 Method
	4 Results
	4.1 Demographics and General Facebook Usage
	4.2 Facebook Activities and Their Impact Upon Wellbeing
	4.3 The Self Soothing Effect of Facebook Activities on People with Mental Health Issues

	5 Discussion
	References

	User-Centered Investigation of Social Commerce Design
	1 Introduction
	2 Related Work
	3 Methodology
	4 Discussion
	4.1 Important and less Important Social Design Features
	4.2 Social Design Feature Preferences

	5 Conclusion
	References

	Effects of Sharing Farmers’ Information Using Content Management System
	1 Introduction
	2 Present Conditions of Japanese Gricultural
	3 Problem and Solution
	4 Farmers Information System
	5 Results
	6 Conclusion
	References

	Untangling the Web of e-Health: Multiple Sclerosis Patients’ Perceptions of Online Health Information, Information Literacy, and the Impact on Treatment Decision Making
	1 Introduction
	2 Methodology
	2.1 Questionnaire
	2.2 Sample

	3 Results
	3.1 Background Health
	3.2 Information Resources and Information Practices

	4 Future Research and Limitations
	5 Conclusion
	References

	Supporting Social Deliberative Skills Online: The Effects of Reflective Scaffolding Tools
	1 Introduction
	2 Background
	3 Method
	4 Results
	5 Summary
	References


	Part IV Designing and Developing Novel On-Line Social Experiences
	A LivingLab Approach to Involve Elderly in the Design of Smart TV Applications Offering Communication Services
	1 Introduction
	2 Online Communities and Social Support among Elderly People
	3 Research Issues
	4 A Living Lab Approach for User Centered Innovation
	4.1 Involving Elderly in the Design Process
	4.2 The Existing and Expected Use of TV
	4.3 Prototypes and Derived Functionalities

	5 Next Step –Evaluating the Proposed Services
	6 Conclusion
	References

	The Role of the Community in a Technical Support Community: A Case Study
	1 Introduction
	2 Tags, Taxonomies, Folksonomies and Labels
	2.1 Tag-Zation with Representation

	3 Support Community Identification
	3.1 The Process
	3.2 Lessons Learned

	4 Tag and Taxonomy Identification
	4.1 The Process
	4.2 Tag Identification Guidance
	4.3 Tag Identification
	4.4 Role of the Taxonomist

	5 Tag Infrastructure
	5.1 Tag Management
	5.2 End User Request for Tag Changes

	6 Future Plans
	6.1 Automatic Tagging
	6.2 Existing System Integration
	6.3 Tag Lifecycle Management

	7 Conclusions
	References

	Experiences by Using AFFINE for Building Collaborative Applicationsfor Online Communities
	1 Motivation
	2 Problem Analysis and Statement(s)
	3 AFFINE’s Design and Its Suitability for Our Purposes
	4 Experiences by Using AFFINE
	5 Conclusions and Future Work
	References

	Context Management for RFID-Based Distributed Interaction Spaces
	1 Introduction
	2 Related Work
	3 Management Context in Distributed Interaction Spaces
	3.1 Device-Independent and Centralized Information Management Protocol
	3.2 Generalization of the Context Management Protocol

	4 Prototype CAIM: Manager of Virtual Spaces
	5 Case Study
	6 Proposal Evaluation
	7 Conclusions and Future Work
	References

	A Three-Level Approach to the Study of Multi-cultural Social Networking
	1 Introduction
	2 Three Levels
	2.1 Individual Level
	2.2 Consequence Level
	2.3 Interaction Level

	3 Discussion
	References

	Towards Visual Configuration Support for Interdependent Security Goals
	1 Introduction
	2 Target Community and Use Case
	3 Preliminaries and Requirements Analysis
	4 Approach
	4.1 Preference Articulation (R1)
	4.2 Communication of Structural Consequences (R2)
	4.3 Trade-Off Visualization (R3)
	4.4 Deployment Scenario from di.me

	5 Conclusion and Future Work
	References

	Composites Ideas in COMPOOL Immersion: A Semantics Engineering Innovation Network Community Platform
	1 Introduction
	2 Immersive Experience Design for Innovation Communities
	3 COMPOOL: The Composites Pool Open Innovation Environment
	3.1 COMPOOL Semantics

	4 Conclusions and Future Work
	References

	Supporting Distributed Search in Virtual Worlds
	1 Introduction
	2 Related Work
	3 Our Approach
	3.1 Overview
	3.2 Collaborative Crawling in Virtual Worlds
	3.3 Data Redundancy
	3.4 Bandwidth Consumption Saving

	4 Experiments
	4.1 Data Collection
	4.2 Evaluation

	5 Discussion
	6 Conclusions
	Acknowledgements.

	References

	A Consideration of the Functions That Support to Find New Friends in Social Games
	1 Introduction
	2 The Purpose of Our Research
	3 Problems of Existing Functions Offered by SNS and Social Games
	4 Proposal of the Functions That Support Finding New Friends in Social Games
	4.1 The Outline of Our Proposal System

	5 Experimental Evaluate
	6 Conclusion and Future Subject
	References

	Group Recommender Systems as a Voting Problem
	1 Introduction
	2 Recommender Systems and User Preferences
	3 Voting in Recommender Systems
	4 GROUPFUN
	4.1 Home
	4.2 My List
	4.3 My Friends
	4.4 My Scrobbler
	4.5 Party List

	5 Voting Mechanism
	5.1 Voting Algorithm
	5.2 Evaluation

	6 Conclusions and Future Work
	References

	Social Media: An Ill-Defined Phenomenon
	1 An Ill-Defined Phenomenon
	2 Characteristics of and Differences from Common Perceptions
	2.1 Participation
	2.2 Interactivity
	2.3 Homophily
	2.4 Rapid Information Dissemination

	3 Old Media, New Media: How Much Has Changed?
	3.1 Developing Trust

	4 Implications for Policy Development
	References

	Searching Emotional Scenes in TV Programs Based on Twitter Emotion Analysis
	1 Introduction
	2 Related Work
	3 Emotional Polarity Dictionary
	3.1 Emotion Model
	3.2 Emotional Polarity
	3.3 Expanding Emotional Words Using WordNet

	4 Twitter Emotion Analysis System
	4.1 Collecting Tweets from the Twitter Server
	4.2 Linguistic Analysis
	4.3 Emotion Analysis
	4.4 Example of Emotion Analysis
	4.5 Visualizing Emotion Polarity Values

	5 Preliminary Evaluation
	6 Prototype of a Scene Exploring System
	7 Conclusion and Future Work
	References

	Sentiment Classification of Web Review Using Association Rules
	1 Introduction
	2 Proposed Method
	2.1 Frequent Term Set Extraction
	2.2 Optimal Rule Mining
	2.3 Predicting Sentiment Class by Association Rules

	3 Experimental Results
	3.1 Frequent Term Sets Extraction
	3.2 Sentiment Prediction Using Multiple Metric Votes

	4 Conclusions
	References


	Author Index



