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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Don Harris, contains papers focusing on the thematic
area of Engineering Psychology and Cognitive Ergonomics, and addressing the
following major topics:

• Cognitive Issues in HCI
• Measuring and Monitoring Cognition
• Cognitive Issues in Complex Environments
• Productivity, Creativity, Learning and Collaboration



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker
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• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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Christin Kirchhübel, Alex W. Stedmon, and David M. Howard

A Detection Method of Temporary Rest State While Performing
Mental Works by Measuring Physiological Indices . . . . . . . . . . . . . . . . . . . . 142

Shutaro Kunimasa, Kazune Miyagi, Hiroshi Shimoda, and
Hirotake Ishii

Affective Priming with Subliminal Auditory Stimulus Exposure . . . . . . . . 151
Juan Liu, Yan Ge, and Xianghong Sun

Novel Chromatic Pupillometer: Portable Pupillometry Diagnostic
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

Peyton Paulick, Philipp Novotny, Mark Bachman, and
Herbert Plischke

Estimation of Operator Input and Output Workload in Complex
Human-Machine-Systems for Usability Issues with iFlow . . . . . . . . . . . . . . 167

Stefan Pfeffer, Patrick Decker, Thomas Maier, and Eric Stricker

Effects of Task and Presentation Modality in Detection Response
Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Roman Vilimek, Juliane Schäfer, and Andreas Keinath
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Tove Helldin, Göran Falkman, Maria Riveiro, Anders Dahlbom, and
Mikael Lebram

Design of a Guided Missile Operator Assistant System for High-Tempo
Intervention Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Tobias Kloss and Axel Schulte

Enabling Dynamic Delegation Interactions with Multiple Unmanned
Vehicles; Flexibility from Top to Bottom . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Christopher A. Miller, Mark Draper, Joshua D. Hamell,
Gloria Calhoun, Timothy Barry, and Heath Ruff



XXIV Table of Contents – Part II

“Person to Purpose” Manpower Architecture Applied to a Highly
Autonomous UAS Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Jon Platts, Scott Findlay, Andrew Berry, and Helen Keirl

Human Factors and the Human Domain: Exploring Aspects of Human
Geography and Human Terrain in a Military Context . . . . . . . . . . . . . . . . . 302

Alex W. Stedmon, Brendan Ryan, Pat Fryer, Anneley McMillan,
Nick Sutherland, and Alyson Langley

Cognitive Issues in Health and Well-Being

Web-Based Architecture for At-Home Health Systems . . . . . . . . . . . . . . . . 315
Tiffany Chua and Mark Bachman

Inclusive Design: Bridging Theory and Practice . . . . . . . . . . . . . . . . . . . . . . 323
Anita H.M. Cremers, Mark A. Neerincx, and Jacomien G.M. de Jong

Online Single EEG Channel Based Automatic Sleep Staging . . . . . . . . . . . 333
Gary Garcia-Molina, Michele Bellesi, Sander Pastoor,
Stefan Pfundtner, Brady Riedner, and Giulio Tononi

CogWatch – Automated Assistance and Rehabilitation of
Stroke-Induced Action Disorders in the Home Environment . . . . . . . . . . . 343

Joachim Hermsdörfer, Marta Bienkiewicz, José M. Cogollor,
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Abstract. Latency has been identified as a major bottleneck for usability of 
human-system interaction devices. However, the theoretical basis of the effect 
of latency on action control mechanisms remains weak. In this study, we aimed 
to investigate the cognitive implications of latency for Human-Computer Inter-
action. We proposed models of agency (i.e., mechanism underlying the feeling 
of control) as a possible interpretative framework on the nature of the transfor-
mation induced by latency. In a series of 3 experiments, we propose to tackle 
this problem by (1) characterizing the effects (performance and agency) of 
transmission delays on UAS camera control, and (2) designing and evaluating 
HMI solutions to mitigate these effects with regard to the agency principle.  
Our results showed that (1) latency decreases sense of agency and human per-
formance, (2) models of agency could provide HMI solution for latency com-
pensation. Interests of agentive experience accounts for better system design are 
discussed. 

Keywords: Latency, Agency, Action Control, UAS, Cognition. 

1 Introduction 

Latency, or lag, is the time delay in device position updates [4]. Latency has been 
shown to dramatically degrade human performance in motor-sensory tasks with inter-
active systems as well as planning and performance in teleoperation scenarios [2; 8; 
14; 15]). In general, the effect involves a reduction in control accuracy which ulti-
mately drives the operator to adopt a “move and wait” strategy when latency exceeds 
about 300 ms (see [3; 11; 12; 13]). This problem of latency is particularly true when 
you consider Unmanned Aircraft System (UAS) operation, latency generally exceed-
ing 300 ms in such system. Clearly, data transmission latencies between Unmanned 
Aerial Vehicles (UAVs) and control stations affect the effective operator control of 
these UAVs.  

However, if lag is currently considered by User Interface Designers as a major  
bottleneck for usability of human-system interaction devices [8], the theoretical basis 
of the effect of latency on action control mechanisms remains weak. We assume  
that characterizing how latency impacts the cognitive processing involved in action  
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control should provide guidelines to User Interface Designers for latency compensa-
tion. A possible interpretative framework on the nature of the transformation induced 
by latency can be tracked back to the mechanism of agency. When we act, we usually 
have a clear feeling that we control our own action and can thus produce effects in the 
external environment. This experience of oneself as the agent of one’s own actions 
has been described as “the sense of agency” (for reviews, see [5]). Models of agency 
suggest that the experience we have of causing our own actions arises whenever we 
draw a causal inference linking our thought (or intention) to our action. This inference 
occurs in accordance with principles that follow from research on cause perception 
and attribution (see [5; 6; 9; 10]). Interestingly, temporal contiguity is central for 
sense of agency: immediate cause–effect pairings are generally privileged [18; 17; 19] 
and task-meaningful temporal windows introduced between a cause and its effect is 
necessary [1]. So that, to perceive a sense of control, the effect cannot start too soon 
or start too late; it has to be on time just after the action.  

In this context, we hypothesized that (1) the data transmission latency directly im-
pacts the sense of agency, (2) designing HMI solutions offering the maximal agency 
could compensate the negative effect of latency on a teleoperation control task. In a 
series of 3 experiments, we propose to tackle this problem by (1) characterizing the 
effects (performance and agency) of transmission delays on UAS camera control, and 
(2) designing and evaluating HMI solutions to mitigate these effects with regard to the 
agency principle.  

2 Experiment 1: Latency and Agency in Simple Paradigm 

The first experiment was designed to characterize the link between agency and la-
tency. To address this issue, we used the classical Fitts’ task in a discrete version. In 
this paradigm, participant had to move a cursor as quick and as accurate as possible, 
toward a target from a home position (one-dimensional movement). Latency was 
introduced between the initiation of the physical movement of the device (stylus) and 
the time the corresponding update appears on the screen (movement of the visible 
cursor). Effect of input device latency on human performance and sense of agency 
were computed. As showed by), we hypothesized that the latency directly impacts (1) 
human performance in such pointing task (see [8]) and (2) the sense of agency  
(see [19]).  

2.1 Method 

Participants. Nine right-handed from the French Aerospace lab volunteered to par-
ticipate in this experiment. All had normal vision and were naïve as to the hypothesis 
under investigation. Their mean age was 24 (range = 21–32 years). 
Materials and Apparatus. We used an interactive graphics system using targets 
displayed on a LCD (Dell P2210, 22”) and a cursor manipulated by an input device 
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(graphic tablet WACOM Intuos 4 XL + stylus). Stylus movements over a graphics 
tablet motion of a vertical green line cursor. A vertically elongated white bar on the 
screen represented the target against a grey background. The stylus’ position was 
sampled at a frequency of 150 Hz. An adjacent monitor (17’’ touch screen) showed 
two horizontal lines used for agency measures recording (see later). 

Procedure. The participants' task was to move a cursor as quick and as accurate as 
possible, toward a target from a home position (one-dimensional movement). The 
sequence of events on each trial is described in Figure 1. (1) Participants’ cursor is 
situated at the central position. (2) After a short interval, a sound got the signal for the 
beginning of the movement. (3)  The participant moved the cursor as quick as possi-
ble towards the target. (4) The cursor reached the target. (5) After a controlled tempo-
ral delay, an acoustic feedback concerning the success of the target was given. (6) 
After each trial, measures of agency were computed (details in Measure of agency 
section). In order to test the effect of latency on agency, a temporal gap was intro-
duced between the initiation of the physical movement of the device (stylus) and the 
time the corresponding update appears on the screen (movement of the visible cursor). 
Four different levels of latency were tested (0, 250, 750 or 1500ms). In a last condi-
tion, called control condition, the movement of the cursor was externally produced 
(i.e., participant only observed). Task difficulty was also manipulated by using two 
different target sizes (30 mm for ID2 versus 10 mm for ID3). 

Measure of Agency. If the sense of agency has been proved to be difficult to quan-
tify, it is now accepted that different aspects has to be considered, conscious and un-
conscious aspects. Conscious aspect refers to the explicit judgement of causal control. 
In contrast, unconscious aspect refers to change involved in voluntary action (i.e., 
agentive situation), particularly perceptual change. An interesting one relates to the 
perceived duration of intervals between actions and effects. Recent research has 
shown that human intentional action is associated with systematic changes in time 
perception: the interval between a voluntary action and an outcome is perceived as 
short as the interval between a physically similar involuntary movement and an out-
come. This phenomenon called intentional binding [7] offers an implicit measure of 
the sense of agency. Relative to these two aspects of agency, two measures were col-
lected for each trial. Unconscious aspect of agency was evaluated by the temporal 
delay perceived between action and effect. Participant had to estimate on a scale from 
0s to 1s the temporal delay perceived between the entrance in the target and the ap-
pearance of the success feedback. If they were told that the possible range of delays 
was between 1 ms and 1000 ms, only three Action/Effect delays (250 ms, 500 ms, and 
750 ms) were presented, in a random order. Conscious aspect of agency was evalu-
ated by judgement of agency. Participants has to report how strongly they felt that 
they controlled the pointing movement, using a scale from 0 (no causal involvement) 
to 1 (strong causal involvement). 
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Fig. 1. Typical sequence of events for one trial 

To summarize, we have (1) five conditions of latency, (2) two index of difficulty 
(ID2 versus ID3) and (3) three effective Action/Effect delays. Each participant made 
two trials for each combination of Latency, Difficulty and Action/Effect Delay, being 
in total sixty trials per participants. The trials were tested in random order.    

2.2 Results and Discussion 

In this study, our primary concern is the relationship between latency and sense  
of agency, at both unconscious and conscious levels. The impact of latency on  
performance is also computed.  

Unconscious Aspect of Agency: Temporal Judgement. The first measure of agency 
collected concerns the perceived duration of intervals between actions and effects. As 
previously introduced (see Intentional binding effect), if latency reduces the sense of 
agency, action/effect interval estimation should increase with the level of latency. To 
test this hypothesis, we performed a 5*2*3 ANOVA with Latency (0, 250, 750, 
1500ms, control condition), Difficulty (ID2, ID3) and Action/Effect delay (250, 500, 
750 ms) as within subject factors. Our results (see Figure 2A) show a significant ef-
fect of Latency on interval estimation (F(4,68)= 11.91, p<.01). Post-hoc analysis re-
vealed that interval estimates increased monotonically with the level of latency: the 
more the cursor movement was delayed, or the less it relied on participant’s actual 
movement, the longer the action-effect interval was perceived, and this even if the 
actual action/effect delays are completely independent of the latency introduced in the 
system. Interestingly, no significant difference (p>.01) was observed between the 
conditions with large latency (750 and 1500 ms) and the control condition (movement 
externally produced). These results indicate that the unconscious aspect of agency is 
sensitive to the latency, with increasing latency leading to a higher interval estimate, 
which we interpret as a gradual decrease in sense of agency. 
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Conscious Aspect of Agency: Explicit Judgement of Agency. The second measure 
of agency collected concerns the judgement of agency: How much do you feel in 
control? As for the unconscious aspect of agency, this feeling of control should de-
crease with latency. Our results (see Figure 2B) confirm such hypothesis, since a sig-
nificant effect of Latency on verbal reports was observed (F(3, 51) = 60.76, p<.01). 
Post hoc analysis shows that judgement of causality decreased monotonically with the 
level of latency (all ps,.01). These results indicate that the conscious aspect of agency 
is sensitive to the latency, with increasing latency leading to a gradual decrease in 
judgement of agency. A significant effect of Difficulty is also observed (F(1,17) = 
25.96, p<.01). Post-hoc analysis for Difficulty reveals that subject have larger sense of 
control for easier task (ID2), results not observed for time estimation (F(1,17)= 1.32, 
n.s.). More particularly, conscious aspect of agency seems more sensitive to perfor-
mance than unconscious aspect. A possible explanation could be found regarding the 
relation between performance and judgement of agency. 

Performance: Movement Time. Finally, we computed the effect of the latency on 
movement time. As previously observed by MacKenzie and Ware [8], we observe a 
significant effect of Latency on movement time (F(3,51) = 51.37, p<.01) (see Figure 
2C). Post-hoc analysis reveals a progressive decrease in movement time in regard to 
the latency. These results indicate that the performance is sensitive to the latency, 
with increasing latency leading to a poorer performance (i.e., a larger movement 
time).  

 

Fig. 2. Modulation of (A) Interval Estimates, (B) Judgement of Agency, and (C) Movement 
Time by actual level of Latency 

3 Experiment 2 and 3: Wegner Principle for Latency 
Compensation 

Our first experiment indicates that latency (1) decreases conscious and unconscious 
aspects of agency, (2) impacts human performance. It clearly demonstrates that  
increase in latency is correlated to a decrease in sense of agency. Such decrease is 
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congruent with models of agency (see [18; 17]). Indeed, as claimed by priority princi-
ple, to perceive a sense of control, the effect cannot start too soon or start too late; it 
has to be on time just after the action. In this context, we hypothesized that designing 
HMI solutions that enhance agency (particularly in regard to priority principle) could 
compensate the negative effect of latency. To tackle this question, we focused on 
teleoperation control task. The aim was to propose human-machine interface (HMI) 
solutions that reduce the effects (oscillatory behaviour) of latency on an operator’s 
performance.  

The HMI solution developed was a predictive cue called the “Payload Director”. 
The goal of this help is to provide immediate feedback to the operator about the pre-
dicted position of the payload due to the user input.  The aim of the design is to satisfy 
the condition of temporal contiguity for sense of agency. Indeed, by presenting an 
anticipated effect of the action, we decrease the gap between the command sent by the 
operator and the perceived effect of this action, even if action is really effective  
only several seconds after. Figure 3 is the screen shot of the payload director. The 
circle indicates the position which the crosshair will centre on as a result of the user 
input. The position of the circle is calculated using the known control function of the 
payload controller. Figure 4 illustrates the function of the Payload Director.  

 

Two experiments were designed to evaluate this HMI solution in a complex setting 
involving controlling a UAS camera for target acquisition. Particularly, two groups of 
participants performed respectively a pointing task (acquire a fixed target as quick as 
possible) and a tracking task (track a moving target). These two experiments were 
conducted using ONERA’s remote piloted system simulator. This simulator com-
prises a UAS pilot station which includes payload control sticks (for camera com-
mand) and video screen (for camera control, i.e. visualization of the camera’s image). 
Delays were introduced between the stick command input and the movement of the 
camera and their effects on agency and performance were observed with or without 
the Payload Director. 

 
 

  

Fig. 3. Payload Director (PD) Fig. 4. Illustration of PD’s function 
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3.1 Method 

Participants. Eight and ten right-handed from the French Aerospace lab participated 
respectively in the pointing and the tracking tasks. All had normal vision and were 
naïve as to the hypothesis under investigation. Their mean age was 26 (range = 22–31 
years) for the pointing task, 27 (range = 23–34 years) for the tracking task. 
Procedure for the Pointing Task. The participants' task was to move a cursor as 
quick and as accurate as possible, toward a target from a home position (two-
dimensional movement). The sequence of events on each trial was as follows (see 
Figure 5). At the beginning of each trial, participants’ cursor is situated at the central 
position (home position).  (2) After a short interval, a target appeared. There were 6 
different target positions at equi-distance from the crosshair of the payload (see Fig-
ure 6). (3)  The participant moved the camera as quick as possible towards the target. 
(4) The cursor reached the target (visual feedback for target acquisition). (5) After 
each trial, measures of agency were computed. Relative to the two aspects of agency 
(conscious and unconscious), two different measures were collected. Unconscious 
aspect of agency was evaluated by the temporal delay perceived between action and 
effect. Particularly, participant had to estimate on a scale from 0s to 2s the latency 
perceived between their action on the stick and the movement of the camera. Con-
scious aspect of agency was evaluated by verbal reports. Participants made an explicit 
judgement of agency, by reporting how strongly they felt that they controlled the 
pointing movement, using a scale from 0 (no causal involvement) to 1 (strong causal 
involvement). In order to test the effect of latency on agency, four different levels of 
Latency were tested (0, 250, 750 or 1500ms). Finally, each level of latency was  
performed with or without help. Altogether, each participant performed 32 trials (4 
repetitions for each combination Latency/Help). The trials were tested in random 
order. 

 

Procedure for the Tracking Task. The participants' task was to keep the payload 
cursor on a moving target from a moving UAV (two-dimensional movement). The 
sequence of events on each trial was as follows (see Figure 5). At the beginning of 

 

Fig. 5. Typical sequence of events for one trial Fig. 6. Equi-distant targets  
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each trial, participants’ cursor is situated at the central position (home position).  (2) 
After a short interval, a moving target appeared. There were 24 different paths made 
up of repeatable components in different order for similar difficulty. Frequency and 
sharpness of turns are controlled. Path time was of 50 seconds. (3) The participant 
moved the camera to keep crosshair in the moving target. (4) After each trial, meas-
ures of agency were computed in the same way than in the pointing task. Three dif-
ferent levels of Latency were tested (0, 500, or 1000ms). Finally, runs were performed 
for each level of latency with or without help. Altogether, each participant performed 
24 runs (4 repetitions for each combination Latency/Help). The trials were tested in 
random order. The measure of agency was computed at both unconscious (temporal 
estimation of latency) and conscious (explicit judgement of control) levels. 

3.2 Results and Discussion 

As observed in our first experiment, latency reduces the sense of agency at both un-
conscious and conscious levels, but also human performance. In this study, we aimed 
to propose an HMI solution to compensate these negative effects. If efficient, our help 
should increase sense of agency and performance in presence of latency. In other 
words, for a same level of Latency, we anticipated better performance and sense of 
control in presence of the help proposed (the Payload Director) than without. 

Unconscious Aspect of Agency: Temporal Judgement. At the unconscious level, a 
decrease in agency leads to a larger estimation of the temporal delay between my 
action and its effect (Action/Effect interval). We hypothesized that the Payload Direc-
tor could partially mitigate this effect. To test this hypothesis, we compared the effect 
of Latency on Action/Effect delay estimation with and without the Payload Director 
in the two tasks. Whatever the target, fixed or moving, we observed a significant dif-
ference in Action/Effect delays estimation with or without the Payload Director (with 
F(1,7) = 52.15, p<.01 for fixed target and F(1,19) = 45.62, p<.01 for moving target) 
(see Figure 7A). Post-hoc analysis reveals that the Action/Effect delays are estimated 
shorter with the Payload Director for the two experiments. These results indicate that 
the HMI solution proposed partially mitigates the effect of Latency in regard to the 
unconscious aspect of agency.  

Conscious Aspect of Agency: Explicit Judgement of Agency. At the conscious 
level, a decrease in agency leads to a decrease in the judgement of control. As hy-
pothesized for unconscious aspect of agency, we anticipated that the Payload Director 
could partially mitigate this effect. To test this hypothesis, we compared the effect of 
Latency on judgement of agency with and without the Payload Director in the two 
tasks. Our results (see Figure 7B) showed a significant difference in judgement of 
agency with or without the Payload Director (with F(1,7) = 29.33, p<.01 for fixed 
target and F(1,19) = 25.16 p<.01 for moving target). Post-hoc analysis reveals that 
subjects have larger sense of control with the Payload Director than without for the 
two tasks. These results indicate that the HMI solution proposed partially mitigates 
the effect of Latency in regard to the conscious aspect of agency.  
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Performance. Concerning the performance measure, we used the time for acquisition 
in the pointing task, and the percentage of time the payload cursor is on the moving 
target (Ratio of time Crosshair-Over-Target or COT Ratio) for the tracking task. In 
the two tasks, we observed an increase in performance with the Payload Director. In 
the pointing task, our results showed a significant difference between time for acquisi-
tion with and without the Payload Director (F(1,7) = 55.92, p<.01). Post-hoc analysis 
reveals shorter time for acquisition with the Payload Director (see Figure 7C). The 
same effect was observed in the tracking task. Wilcoxon Signed Rank Test shows that 
the overall difference in performance between Payload Director and No Help condi-
tion were statistically significant (p<.01). Particularly, the time over the target is  
larger with the Payload Director than without. These results indicate that the HMI 
solution proposed partially mitigates the effect of Latency in regard to the operator 
performance. 

 

Fig. 7. Modulation of (A) Latency Estimates, (B) Judgement of Agency, and (C) Performance 
(Movement Time or COT ratio) by the HMI solution proposed (i.e., the Payload Director) 

4 Conclusion 

In the current context of continue increase in complexity, latency problem becomes a 
major human factors question. This is particularly true considering the use of UAS. In 
this context, we aimed to investigate the cognitive implications of latency for Human-
Computer Interaction. Our study yielded two important results. First, we showed that 
the sense of agency evolves as a function of latency. Particularly, increase in latency 
leads to a decrease in sense of agency. Second, we showed that the Wegner formal 
framework of agency (for a review, see [16]) provides principles to design Human-
Machine Interfaces capable of compensate the negative effects of latency on action 
control. By this way, we show that psychological ideas about the self, and particularly 
the concept of agency, can help to (1) understand the theoretical basis of the effect  
of latency on action control mechanisms, (2) propose HMI solutions to mitigate la-
tency effect on action control. More generally, we consider that accounts of agentive  
experience could provide guidelines for better system design.  
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Abstract. Novel interaction techniques have been developed to address
the difficulties of selecting moving targets. However, similar to their
static-target counterparts, these techniques may suffer from clutter and
overlap, which can be addressed by predicting intended targets. Unfor-
tunately, current predictive techniques are tailored towards static-target
selection. Thus, a novel approach for predicting user intention in moving-
target selection tasks using decision-trees constructed with the initial
physical states of both the user and the targets is proposed. This ap-
proach is verified in a virtual reality application in which users must
choose, and select between different moving targets. With two targets,
this model is able to predict user choice with approximately 71% ac-
curacy, which is significantly better than both chance and a frequentist
approach.

Keywords: User intention, prediction, Fitts’ Law, moving-target selec-
tion, perceived difficulty, decision trees, virtual reality.

1 Introduction

Selection of moving targets is a common task in human–computer interaction
(HCI) and more specifically in virtual reality (VR). Unfortunately, most of the
HCI studies on selection, based on Fitts’ Law [4], have focused on static targets
(for a compendium, see, for example [6]). Recently, however, new performance
models [1] and interaction techniques [8] have been proposed to address the
specificities and difficulties of moving-target selection.

Novel moving-target selection techniques, such as Comet and Ghost [8], en-
hance pointing by expanding selectable targets or creating easier-to-reach prox-
ies for each target, respectively. Nevertheless, these techniques may suffer from
clutter and overlap when the number of selectable objects is increased [8]. A pos-
sible solution to these limitations, also present in static selection, is to predict
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the intended targets [8,15]. Unfortunately, to the authors’ knowledge, current
predictive techniques are tailored towards static-target selection.

Current static-target prediction techniques are based on the trajectory and ve-
locity profiles of the pointer [13,17,21,15]. The peak accuracy rates for prediction
using these techniques require a wide window of user input—at least 80% of the
pointing movement—but some of them are intended to predict endpoints [13,21],
rather than intended targets [17,15].

In contrast with static-target prediction techniques, this study explores the
feasibility of predicting intended moving targets based only on the initial physical
states of both the user and the targets, namely initial hand position, target
position and target size, in a 3D selection task. To exclude factors, other than
size and position, that may bias these predictions, the targets in the analyzed
3D task are kept identical in every other aspect, such as color and speed.

1.1 Identical Choices, Mental Effort and Fitts’ Index of Difficulty

In the mid 90’s, Christenfeld [3] conducted a series of real-life studies in which
he found the middle position to be up to 75% predictive of people’s choices
when selecting among otherwise identical options, such as items from the same
product in a supermarket or restroom stalls. In the same series of studies, he
also explored route selection and found participants tended to choose based
on the initial segment of the route and not on the optimal route—this was
posteriorly named the Initial Segment Strategy [2]. Christenfeld suggested that
these outcomes are consistent with the principle of minimizing mental effort,
although he did not formalize this notion.

From a human-performance standpoint, selecting the middle choice among
identical objects minimizes Fitts’ Law’s Index of Difficulty [4] (ID, see Equa-
tion 1 for its so-called Shannon Formulation [14]), since middle objects have the
smallest distance (D) relative to the person and thus the smallest ID. Recent re-
search also suggests that Fitts’ ID can be related to perceived difficulty [5,12,20].
Thus, in Christenfeld’s studies, people may have minimized their perceived effort
by choosing the objects with the minimum ID.

ID = log2(D/W + 1) (1)

This research explores the hypothesis that this relationship between ID and
perceived effort can be used to predict user intention in 3D selection tasks. To
do so, however, the influence of target distance (D) and width (W ) on such
predictions must be evaluated; as opposed to distance only, the common factor
in Christenfeld’s item selection studies. More importantly, it is possible that the
correlation between ID and perceived effort will decrease with the addition of
target motion, since the correlation between ID and selection time is reduced
in moving-target selection relative to static selection [10]. Regardless, we hy-
pothesize that ID, or another function of target size and initial distance may
be predictive of user intention in moving-target selection tasks. Additionally, in
accordance with the Initial Segment Strategy, we hypothesize that in the case of
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a sequential selection task, the first target’s ID will be more predictive of user
intention than the sum of IDs in the sequence.

2 Methods

2.1 Participants

Twenty-six unpaid participants, from the city of Chalon-sur-Saône, France aged
23 to 47, participated in the study. There were eighteen males and eight females;
only two participants were left-handed.

2.2 Apparatus

The experiment was developed in VR JuggLua [18], a Lua wrapper for VR
Juggler and OpenSceneGraph. The application was deployed in the “MoVE”,
a 4-surface CAVE-like virtual environment with three walls and a floor. The
3×3×2.67 m environment was projected using passive, Infitec stereo [11] at
1160×1050 pixels per face. Four infrared ART cameras tracked the pose (posi-
tion, P , and orientation, Q) of each participant’s head and wand, using reflective
markers mounted on Infitec stereo glasses and an ART Flystick2, respectively.
This allowed each participant to have an adequate 3D perception and interact
with the virtual world.

2.3 Procedure

Each participant was asked to stay in the middle of the MoVE (x = 0, z = 0)
facing the front wall and was instructed to complete a series of target selection
tasks. In each trial, they were presented with a horizontal array of virtual spheres
of different sizes, starting in front of them and flying towards them in z. All of
the spheres had the same texture, scaled accordingly to the sphere’s size. Each
participant was instructed to touch each sphere by extending their arms only to
reach the spheres—as opposed to wait for the spheres with their arms already
extended. If a sphere was touched, or if it got 0.5 m past the participant’s head
in z, it disappeared. Each trial ended when the participant had touched all of
the spheres, or when the remaining spheres got past their head.

Visual and auditory feedback were used to indicate participant’s performance.
A virtual counter was placed in front of the participant at (0, 0,−5), which would
show the number of missed spheres during each block; the counter would be reset
to zero at the beginning of each block of trials. When a participant hit a sphere,
a spatialized sound would be played, co-localized with the wand position; a
different spatialized sound would be played, co-localized with the overall centroid
of the remaining spheres, when the spheres got past the participant’s head.

At each frame of the application, the elapsed time, head pose (Ph, Qh), wand
pose (Pw, Qw), sphere positions (Pi) and possible collisions between the wand
and the spheres were recorded in a log file. The experimental setup is depicted
in Fig. 1.
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Fig. 1. Experimental setup with an array two spheres

2.4 Design

A within-subjects, factorial design was used, with two blocks of trials, each with
a different number of conditions presented in a random order. In every trial, all
of the spheres appeared 0.3 m below the participant’s head and 5 m in front of
them (Pi,y = Ph,y − 0.3, Pi,z = −5).

In the first block each trial had only one sphere, moving at a constant speed of
2.5 m/s in z. Factors were sphere radius (r1 = [0.1, 0.2]) and sphere position (left :
P1,x = 0.5, center : P1,x = 0, and right : P1,x = 0.5). Each of the six conditions
was presented to the participant in a random order until completing five trials
per condition (30 total). The first block was intended only for training, so that
users could become familiar with the environment and the task.

After completing the first block, the number of spheres was increased to two
and velocity was decremented to 1.5 m/s in z. The spheres were positioned 0.5 m
apart in x but the pair could appear offset to the right (P1,x = −0.5, P2,x = 0),
left (P1,x = −0.5, P2,x = 0), or centered (P1,x = −0.25, P2,x = 0.25) with
respect to the user (see Fig. 2). Factors were sphere radius (ri = [0.1, 0.2]) and
row position (left, center and right). Each of the 12 conditions was presented
to the participant in a random order until completing five trials per condition
(60 total).
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Fig. 2. Possible row positions—left, center and right—with respect to the user in the
two-sphere block

3 Analysis

Trials in which a participant did not touch any sphere were discarded. Based on
the initial wand position (Pw), sphere diameter (W1,W2) and initial sphere posi-
tion (P1,P2), different values were calculated, including wand-sphere distances,

D1 = |Pw − P1| (2)

D2 = |Pw − P2| (3)

wand–sphere indices of difficulty,

ID1 = log2(D1/W1 + 1) (4)

ID2 = log2(D2/W2 + 1) (5)

inter–sphere distance,
Dsph = |P2 − P1| (6)

inter–sphere indices of difficulty,

ID1,2 = log2(Dsph/W2 + 1) (7)

ID2,1 = log2(Dsph/W1 + 1) (8)

and total indices of difficulty

IDT1 = ID1 + ID1,2 (9)
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IDT2 = ID2 + ID2,1 (10)

Using the Weka machine-learning suite [7], feature-sets {IDT1,IDT2}, {ID1,2,
ID2,1}, {ID1,ID2} and {D1,D2,r1,r2} were evaluated with the J48 classifier, an
open source implementation of the C4.5 decision tree algorithm [19], to predict
the first selected sphere.

The classifier chooses its decision nodes recursively, based on the feature that
yields the greatest Information Gain (I)—a measure of the diminution of entropy
(H , a measure of uncertainty) on the training set (S) when splitting it by the
values of feature (A). In this experiment, the equations for I and H are the
following:

I(S,A) = H(S)−H(S|A) (11)

H(S) = −p1 log2 p1 − p2 log2 p2 (12)

H(S|A) =
∑

vεV alues(A)

|Sv|
|S| H(Sv) (13)

where pi is the relative frequency (see Equation 14) of sphere i (sphi) within
set S and Sv corresponds to the subset obtained by splitting S with the value
v of feature A. The advantage of this classifier is that it produces easy to in-
terpret rules, choosing the simplest decision tree from the input attributes. In
this study’s scope, the decision trees allowed representation and analysis of the
possible participant strategies to solve each task. To avoid over-fitting to the ex-
perimental data, 10-fold cross validation was used on the generated tree models.

Finally, data were also analyzed using a frequentist approach, by calculating
the relative frequency of choosing either sphere:

pi = ni/N (14)

where ni corresponds to the number of trials in which sphi was chosen and N is
the total number of trials. This approach allows generating a simple, one-node
decision tree with an empty feature-set (∅) that always predicts the sphere with
the highest frequency.

4 Results

Participants showed an overall preference for the right sphere. The decision tree
generated using the frequentist approach always predicted sph2 as the selected
sphere with approximately 64% ± 2.4% accuracy, with a 95% confidence level
(see last row of Table 1).

Decision trees generated with the J48 algorithm from feature-sets 1–4 (see
Table 1) yielded approximately 71% ± 2.26% accuracy on predicting the se-
lected sphere, with a 95% confidence level, which is significantly better than
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both chance and a frequentist approach. Statistically, none of the tested feature-
sets seemed to perform significantly better (or worse) than each other; however,
the generated tree for feature-set 1 is more complex than those generated for
feature-sets 2–4, making it less practical and perhaps over-fitted to the data [16]
considering that the 5 non-leaf nodes were generated from only 2 attributes.

Table 1. Accuracy and 95% confidence intervals for the evaluated feature-sets

Feature-set Tree Size Number of Leaves Accuracy 95% Confidence Interval
1 IDT1, IDT2 9 5 70.5577% ±2.27491%

2 ID1,2, ID2,1 5 3 71.2062% ±2.26003%
3 ID1, ID2 5 3 70.9468% ±2.26605%

4 D1, D2, r1, r2 5 3 71.2062% ±2.26003%

5 ∅ 1 1 63.8132% ±2.39848%

Interestingly, the fact that feature-sets 2 and 4 had the same accuracy, 95%
CIs and a similar tree configuration (3 leaves out of 5 nodes) implies that they
are equivalent. This may seem surprising, since the only relevant factors in the
inter–sphere indices of difficulty, which compose feature-set 2, are sphere diam-
eters (W1, W2)1 (see Equations 7 and 8), whereas feature-set 4 is composed
not only of sphere radii (r1,r2), but also of wand–sphere distances (D1, D2).
A closer look at the generated decision tree for feature-set 4 (Fig. 3), however,
shows that the decision tree included only sphere radii; wand-sphere distances
(D1, D2) were probably ignored by the J48 algorithm on the basis of low infor-
mation gain. Thus, it is safe to conjecture that the radii provide an equivalent
information gain not only to feature-set 2, but also to feature-set 3, since their
generated trees had similar configurations and yielded an equivalent accuracy.

The overall tendency for choosing the right sphere (sph2) first is most likely
due to the majority of the participants being right-handed; unfortunately, there
weren’t enough left-handed participants to evaluate the effects of handedness on
the generated models. According to the decision tree generated from feature-set
4 (see Fig. 3), participants would only choose sph1 first if sph2 was smaller; if
both spheres had the same radius, or if sph2 was bigger, sph2 would be selected
first.

5 Discussion

Considering that decision trees were built based only on the initial position of
the user’s wand and the initial size and position of the spheres, predictions bore
a very high accuracy. It is likely, however, that the accuracy will decrease if the
number of targets is increased, but it is expected that the accuracy will still be
better than chance.
1 Inter-sphere distances are equal for all of the trials (Dsph = 0.5), annulling their

influence on ID1,2 and ID2,1 and, thus, on feature-set 2.
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Fig. 3. Decision tree for feature-set 4, suggesting that participants based their decisions
only on sphere size, with a preference for the right sphere. Leaves represent prediction
outcomes (sph1 or sph2), while the other nodes represent tested attributes (r1 or r2).
The numbers in parenthesis within the leaves represent the total number of instances
that fall into that leaf, over the number of incorrectly predicted instances among these
instances.

Considering that the decision tree for feature-set 4 consisted only of radii,
quantities from which every other feature-set is derived (see Equations 4–10)
and apparently equivalent in terms of information gain to the features in other
feature-sets (see the results section), suggests that size is more predictive of
intended targets than every measure of Fitts’ ID evaluated. This may be due to
the fact that the spheres get closer to the user throughout each trial, eventually
annulling the z -component of the target’s distance, this corroborates Jagacinski’s
findings on 1D selection times on moving targets [10]. The fact that absolute
horizontal sphere positions (Pi,x) did not affect user choices may suggest that
users prepared their hands horizontally, while waiting for the target, or that it
was more comfortable for them to reach for the right sphere first, followed by
the left sphere, which seems reasonable considering that most participants were
right handed.

In any case, this result suggests that participants did not have an optimal
global strategy to execute their reaching tasks. Yet, this does not imply that
participants optimized the initial segment either, at least as hypothesized in
terms of Fitts’ ID.

6 Conclusion and Future Work

The feasibility of predicting user intention in a very simple moving-target selec-
tion task was demonstrated. This approach revealed the practicality and power
of using decision trees to predict user intention. Although Fitts’ ID served as a
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good predictor of intended target selection, sphere radius seemed to yield equiva-
lent accuracy. This suggests a very basic strategy from the users in which distance
does not play an important role for choosing targets. Because the targets were
moving and there was some waiting time while the target arrived, it is possible
that users prepared the starting position of their wands prior to executing the
pointing task.

Future work should include a greater number of spheres with different vertical
positions, as well as different movement directions. Beyond size, distance and
movement, this approach could be extended to consider other factors such as
target semantics, if any, as well as user behaviors and gestures. The potential
of using other “indices of difficulty,” formulated specifically for moving-target
selection [1,9,10], to predict user intention should also be explored. Finally, it
should also be possible to refine decision trees in real time, to adapt the generated
models to each user.
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Abstract. The structural similarity index (SSIM) has been shown to be a supe-
rior objective image quality metric. A web-based pilot experiment was con-
ducted with the goal of quantifying, through the use of a sample of human  
participants, a trend in SSIM values showing when the human visual system can 
begin to perceive distortions applied to reference images. The just noticeable 
difference paradigm was used to determine the point at which at least 50% of 
participants were unable to discern between compressed and uncompressed 
grayscale images. For four images, this point was at an SSIM value of 96, while 
for two images it was at 92, for an average of 95. These results suggest that, de-
spite the wide differences in the type of image used, the point at which a human 
observer cannot determine that compression has been used hovers around an 
SSIM value of 95. 

Keywords: Applied cognitive psychology, Designing for pleasure of use,  
Display design, Formal error prediction techniques, Human error, Human  
Factors / System Integration, Psychophysics for display design. 

1 Introduction 

The Internet is rich with images and media consumption is at an all-time high. Ac-
cording to a Pew report on online usage of photos and videos, 56% of the internet 
users sampled either created and uploaded photos to the internet or took existing im-
ages and reposted them to image sharing websites [1]. Websites that cater to this be-
havior are wildly popular. Tumblr.com has a blogging service where users primarily 
post images and videos, and has ranked the 36th most visited website in the world, 
followed closely by Pinterest.com, an online pin board that essentially has a wall of 
images from all over the Internet, which has ranked 38th [2]. Imgur.com is ranked 
97th globally [2], and its only function is for users to share and display uploaded im-
ages. In an average month, there are over 61 million photos uploaded, 33 billion im-
age views, and over 4 petabytes of bandwidth used by Imgur alone [3]. With such a 
large amount of traffic, it becomes important to optimize bandwidth usage and load 
times which requires the compression of images. Imgur's policy is to automatically 
compress, resize, and adjust the quality of images that are otherwise too large in an 
effort to make them more easily viewable online and to save space [4], but this may 
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noticeably decrease the image quality. The objective of our work was to reveal 
whether an image quality index can be used to determine the point in which human 
observers cannot tell the difference between compressed and uncompressed images. 
This metric could then be applied to all compressed visual media, but here the focus is 
online image databases due to the potential impact in this domain. Online image data-
base services could use the metric as a part of an automated image adjustment proce-
dure to ensure that image compression does not noticeably detract from perceptual 
quality.  

Images are not stored as raw source signals, instead they are compressed into a 
format. According to Shen and Kuo, the quality of the compressed image depends on 
the data source, coding bit rates, and the compression algorithm [5]. For lossy com-
pression, which includes JPEG, the researchers state that there is a trade-off between 
lower bit rates at the cost of increased distortion in image quality. JPEG is an 
acronym for Joint Photographic Experts Group and is formally defined by a joint 
ISO/ITU-T standard, ISO/IEC IS 10918-1 or the ITU-T Recommendation T.81 [6]. 
Raw digital images compressed in the JPEG format are ubiquitous on the internet, in 
presentations, and in documentation. JPEG images, even at the lowest compression, 
are smaller in storage size than many other types of image formats [7]. 

Small storage size is important when dealing with large servers which contain, in 
some cases, millions, or even billions, of images. In this situation, it is advantageous 
to minimize image file sizes while maintaining sufficient image quality, such that an 
average human observer cannot perceive a distortion or loss of image quality due to 
compression of the original image. Since the JPEG format is very common on the 
internet and with digital imagery, it was chosen as the type of distortion to be applied 
to the reference images used in this study. 

Having a large sample of subjects available to quickly and efficiently determine the 
quality of an image, or determine when an image reaches a level of distortion that is 
detectable, is not practical or feasible. To address this need, there are a range of dif-
ferent methods of analyzing images compression as it relates to the perceptual capa-
bilities of the human visual system (HVS), ranging from mathematical algorithms to 
complex models that seek to analyze and quantify elements of an image based on 
features pertinent to the HVS, such as contrast, masking, and summation [8]. In light 
of the multiple different methods available, the most useful would be an analysis me-
tric that could quickly quantify the image. Traditional methods to achieve this include 
the mean squared error (MSE) or peak signal-to-noise ratio (PSNR). The usage of 
MSE, for example, may be problematic as it does not always provide an adequate 
evaluation of image quality as it would be perceived by the HVS [9]. Rather than a 
simple measurement of error between signals, an algorithm that accounts for structur-
al similarity between images would better model how the HVS perceives distortion. 
The structural similarity approach depends on the assumptions that natural images are 
highly structured and the HVS is suited for extracting structural information from 
scenes. It then follows that an accurate approximation of perceived image quality 
should be the measurement of structural similarity. Research has shown that an algo-
rithm based on a structural similarity approach, such as the Structural SIMilarity 
(SSIM) index, more closely resembles the way humans perceive structural distortions 
in an image and thus assess image quality [9]. 
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The purpose of this study was to collect and analyze subjective responses from 
human participants to determine if the point at which a compressed image is noticea-
bly different from the uncompressed original aligns with a particular SSIM value, 
which can then be used to predict the point at which the average human can begin to 
perceive distortion due to compression in an image. 

2 Method 

2.1 Reference Images 

We initially planned on using images from a common image database such as the 
University of Southern California’s SIPI database [10]. However, we discovered that 
many of these images lacked the necessary requirements that were desired in a set  
of reference images, which includes high quality and a variety of subjects. Additional-
ly, most of the images in that database were under some form of copyright protection  
or the copyright status was unknown. It was decided that the reference images used  
in the web-based survey would be of high quality and be free of any copyright  
issues. 

The six images chosen to be reference images in this study were selected from the 
Wikimedia Commons [11] website because they all met the criteria of being high 
quality and of varied subject matter. They were all freely licensed under the Creative 
Commons Attribution-Share Alike 2.5 Generic license [12]. The images exhibited 
various characteristics, including a public domain image of Albert Einstein, a land-
scape of the Arnisee region in Switzerland, a bald eagle, a complex pattern of cracks 
in desiccated sewage, an apple, and a windmill.  

ImageMagick [13], an open-source image processing utility, was used to convert 
the original color reference images to grayscale, resize them to have maximum di-
mensions of 384 pixels, and apply the various degrees of JPEG compression. This 
was done in an effort to systematically control how all of the images were processed. 
The value of 384 pixels was chosen due to the limitations of small screen resolutions 
that could possibly be used by some of the participants. Octave [14], an open-source 
numerical computation tool, was used to calculate the SSIM values for all the dis-
torted images. Figure 1 shows how various degrees of distortion affect image quality, 
as measured by the SSIM, where lower values translate to lower image quality. 

 

Fig. 1. Increasing degrees of distortion and associated SSIM values 
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2.2 Participants 

A total of 30 participants, comprised of 24 females and 6 males, completed the online 
experiment and submitted results. They were recruited through word-of-mouth re-
quests and online postings. No compensation was given for participation in this study. 
Participants were also informed of their ability to withdraw from the study at any 
time, in which case none of their biographical data or results would be submitted. The 
mean age of the participants was 34 years (SD = 15). 

2.3 Biographical Questionnaire 

If participants agreed to participate in the experiment, they were directed to a bio-
graphical questionnaire. The questionnaire collected biographical data such as the 
participant’s age, sex, primary language, quality of vision (normal or corrected-to-
normal), experience with photo editing or image processing, and computer and video 
game proficiency.  

2.4 Image Comparisons 

After completing the questionnaire, participants were presented with an instructional 
page that described the task they would be performing. A practice image comparison 
session was then given to familiarize participants with the task. The image used was 
of the Giza Necropolis, which was also selected from the Wikimedia Commons and 
processed in the same manner as the six reference images. This particular image was 
not used as a part of the actual experimental task. Participants were presented with the 
following instructions: “These images are different. One of them has severe distor-
tion. Severe distortions are noticeable by their blockiness. A distorted image may 
appear on either the left side or the right side. These messages will not be shown dur-
ing the actual experiment. They are only instructional.” Participants were presented 
with two buttons to click, “Identical” and “Different.” They were then given feedback 
about the decision they made in the practice session, but it was made known that no 
feedback would be given to participants during the actual task. 

For each of the 6 reference images, 10 degrees of JPEG compression were applied. 
The reference image and its distorted versions comprised an image set. To each im-
age, different levels of JPEG compression were applied until the image reached the 
following specific SSIM values: 82, 84, 86, 88, 90, 92, 94, 96, 98, 99.9. This resulted 
in 10 different versions of each of the six images in addition to the original reference 
with varying levels of distortion as quantified by the SSIM. 

Within an image set, the reference image was compared to itself 10 times and 
compared once per distorted version of the reference. Consequently, in each image 
set, 20 image comparisons were made. The sets were presented in a random order, as 
were the distorted and reference images in each set. The reference image was placed 
randomly on either the right or left side of its counter image. Every comparison was 
made one at a time. 
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On each page, participants were presented with the two images. Participants were 
also given the following instructions: “If you can perceive a difference in the images, 
select Different. If you cannot perceive a difference in the images, or you are unsure if 
they are different, select Identical.” One of the images was the original reference 
while the other was the same image with some level of distortion applied. Participants 
then clicked one of the two buttons, “Identical” or “Different.”  

After a selection of “Identical” or “Different”, the images disappeared for a brief 
inter-stimulus interval to reduce any visual artifacts, and the buttons were disabled to 
prevent accidental double-clicking. The next pair of images appeared 300ms after the 
previous pair had disappeared. The buttons were enabled 500ms after the new image 
pair appeared. While the buttons were disabled, no selection could be made. All the 
images were pre-loaded to avoid any delay in the image presentation. 

Participants were given the opportunity to take as many breaks as they liked. They 
could work at their own pace and were not restricted to complete the task in a particu-
lar amount of time. The client-side code was written in JavaScript. When the last 
image comparison was made, the result data and the biographical information were 
serialized from a JavaScript object into a string using the JavaScript Object Notation 
(JSON) library. The JSON-formatted string was submitted automatically without user 
interaction. The server-side code that processed and stored the results was written in 
PHP. Results could be downloaded for further analysis in a spreadsheet. 

3 Results 

Based on the answers to the biographical questionnaire, 28 participants reported hav-
ing normal or corrected-to-normal vision, with only 2 reporting they did not. Sixty-
seven percent of the participants had some type of prior image processing or photo 
editing experience, while 33% had no such experience. On average, participants spent 
about 32 hours per week using a computer for various tasks. Twenty-six participants 
reported spending little to no time playing video games. Four participants played vid-
eo games more than 20 hours per week, which raised the average of video game use 
to about 7 hours per week (SD = 15.75). 

Seventy-seven percent of the participants felt they were above average in computer 
proficiency, 13% felt they were average, and 10% felt they were below average.  
Thirty-two percent of the participants felt they were above average in video game 
proficiency, 46% felt they were average, and 22% felt they were below average. 

The data were scanned in an effort to remove those participants who may not have 
been completing the task, but rather were simply clicking buttons. As noted previous-
ly, for each of the six images the participant was presented with an image set ten 
times where both images were the uncompressed, original reference image. If they 
responded more than 50% of the time that the identical images were different, this 
indicates that they may have not been actually completing the task. We conducted the 
analysis in both the original and cleaned datasets, and while some of the averages 
were different between the two, ultimately the results were the same. We decided to 
retain the cleaned data as it is more accurate.  
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The just noticeable difference (JND) paradigm was utilized in this study. The JND 
is the point in which half of the participants report perceiving a difference between 
two stimuli. Eckert and Bradley [8], citing the previous work of Watson et al.,  sug-
gested that utilizing JND is an effective method of determining the point at which an 
individual is able to perceive the visual difference between compressed and uncom-
pressed images. Therefore, we examined the data across SSIM values for each image 
to determine the point at which at least 50% of participants were unable to discern 
between compressed and uncompressed images. See Figure 2 for a visual representa-
tion of the percentage of participants who perceived the compressed and uncom-
pressed image as being identical by SSIM value for each of the six images used in this 
study, and see Table 1 for the actual values with the JND SSIM value highlighted.  

 

Fig. 2. Percentage of participants that reported that the uncompressed and compressed images 
were identical by SSIM value for all six images 

Table 1. Percentage of participants that reported that the uncompressed and compressed images 
were identical by SSIM value for all six images with JND point highlighted 

SSIM 82 84 86 88 90 92 94 96 98 99 
Einstein 8% 4% 0% 4% 4% 38% 46% 63% 83% 83% 
Arnisee 7% 14% 25% 32% 43% 61% 68% 86% 64% 93% 
Eagle 0% 4% 4% 8% 8% 12% 23% 50% 77% 92% 
Sewage 17% 8% 17% 17% 29% 33% 38% 54% 75% 79% 
Apple 8% 0% 4% 13% 17% 58% 63% 79% 96% 92% 
Windmill 0% 0% 7% 4% 4% 14% 43% 54% 82% 96% 

 
For four images, the JND was at an SSIM value of 96, while for two images it was 

at 92, for an average of 95. These results suggest that the point at which a human 
observer cannot determine that compression has been used hovers around an SSIM 
value of 95. 
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4 Discussion 

Using the just noticeable difference paradigm, we examined the data across SSIM 
values for each image to determine the point at which at least 50% of participants 
were unable to discern between compressed and uncompressed grayscale images.  
Our results suggest that, despite the wide differences in the type of image used, the 
point at which a human observer cannot determine that compression has been used 
hovers around an SSIM value of 95. This is useful since the SSIM can be used to 
analyze images after compression to predict whether the decrease in quality will be 
perceptible by the user. 

It is important to note that two images (the landscape of the Arnisee region and the 
apple) reached the JND at an SSIM value of 92, while participants reported the JND 
for the other four images at 96. This may indicate that the content of the image itself 
affects the JND point from either a bottom-up or a top-down processing perspective. 
Regarding bottom-up visual perception, the HVS processes visual information by 
analyzing structures, which is why techniques such as SSIM are so apt at predicting 
visual perception of distorted images [15]. Future research efforts could focus on how 
different types of features that are perceived by the HVS, as represented in a wide 
variety of images, affect the JND as quantified by the SSIM. This would allow for 
parsing the components of human vision against which the SSIM algorithm can be 
tested. An alternative method would be to examine the top-down approach of visual 
perception and examine how the content, meaning the actual subject, of images affect 
the JND. For example, previous research has suggested that some images, such as 
faces, are processed in different areas of the brain as compared to other objects [16]. 
In the present study, the face of Albert Einstein was not perceived any differently with 
respect to the JND point from an image of an eagle, a windmill, or the complex  
pattern of cracks in desiccated sewage. Replicating this study that combines both 
processing perspectives with a wide variety of images that focus on familiar and un-
familiar faces and objects, as well as images that manipulate the type and complexity 
of HVS features, may reveal a different pattern of results. 

This study had some limitations. The results only pertain to grayscale images. One 
potential avenue of future research involves replicating this study using the same 
images displayed in full color to determine if the JND point changes. This is especial-
ly pertinent as it seems that the majority of images on the internet are in color, not 
grayscale.  

Another limitation of this study was the sample size. The purpose of this work was 
to develop a method of quantifying image compression perception based on SSIM 
utilizing the JND paradigm. As a pilot experiment, it revealed that this method does 
yield meaningful results. Replication using these methods on a large scale by compa-
nies that deal in image hosting services would allow for a far-greater sample size. A 
company could embed the survey within their website through a pop-up message that 
offers the user a chance to complete a survey--this is essentially a crowd-sourcing 
technique for data collection and a method already employed by some companies to 
gather customer feedback [17]. This would provide the company with information 
based on their own image set as how to best automate the compression of their images 
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based on SSIM, utilizing the JND paradigm or even selecting their own criterion (e.g., 
a website specializing in art may wish to determine the SSIM value at which 90% of 
users cannot discern between compressed and uncompressed images). Hopefully 
these steps provide additional evidence and guidance for the ways that the SSIM in-
dex value can be used to determine optimal image compression. 

5 Author's Note 

The experiment address is http://iqatest.com. The source code may be down-
loaded from Google Code at https://code.google.com/p/iqatest. It is 
released under the GNU General Public License v3, copyrighted 2010 Steve Ward. 
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Abstract. Language comprehension is an important issue in fire alarm systems. 
This study focuses on the expression of temporal information in a fire situation. 
Both absolute time and relative time were designed to compare the expression 
types of temporal information. The time sequence and spatial sequence were 
designed to explore the expressions of a complicated fire that has more than  
one point of origin. A 5-point Likert scale and ranking task were used to eva-
luate the comprehensibility of different presentation forms. The results show  
that using absolute time to describe the point of origin of the fire and its spread-
ing state aided better comprehension. The mechanism and potential reasons are  
also discussed. In addition, some suggestions for future designs of fire alarm 
systems are proposed. 

Keywords: fire alarm, temporal information, comprehensibility. 

1 Introduction 

Based on modern information technology, Automatic Fire Alarm Systems could 
present any fire situation based on information from the smoke detectors. Communi-
cating the spread of fire efficiently and effectively will help firefighters save lives and 
property. When a fire alarm is received, firefighters need to first evaluate the fire situa-
tion as quickly and accurately as possible. How to represent a fire alarm in natural 
language was an important issue in the design of fire alarm systems. Most research has 
focused on speech intelligibility[1–4] but the human factors in a fire alarm system 
have rarely been studied[5]. There are still some psychological issues, such as working 
memory capacity and language comprehension, that need to be studied. 

The comprehension of natural language is one of the crucial issues in human–
computer interaction. Stevens conducted some research about intelligibility, natural-
ness, and preference of text-to-speech synthesis[6]. The issue of content expression of 
the message was not explored much. Based on this status and practical needs, we 
conducted some research about information presentation of fire alarm systems from a 
psychologist’s perspective. The manners of information presentation were compared, 
and we found that information presented by audio and text simultaneously was the best 
method for an En Route display of Fire Information [7, 8], confirming the results of Le 
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Bigot et al.[9]. We also conducted some research about the structure of language in the 
communicating the spread of fire[10] but we were unable to determine how to organ-
ize the specific information, such as temporal information, to present a fire alarm in 
natural language. 

This study investigates how to present the temporal information about a fire effec-
tively. Two questions need to be answered in this respect. First, how can the temporal 
information of a fire’s point of origin and the status of the fire’s spreading be pre-
sented? Absolute time and relative time were designed to evaluate both conditions.  
Furthermore, how can the temporal information about a fire with more than one  
point of origin be presented? We examined the case of a fire with two points of  
origin and designed two forms—time sequence and spatial sequence—to explore the 
comprehensibility of communication for a complicated fire situation. 

2 Method 

2.1 Participants 

Twenty firefighters from two fire brigades participated in this study. All were males, 
aged from 22 to 29 years. Each of them was paid for participation. 

2.2 Materials 

Scenarios  
Six fire scenarios were used in this research, including four scenarios with one point 
of origin and two scenarios with two points of origin.  

Presentation Forms  
Absolute time vs. Relative time 
There are two time points that should be present in a fire scenario—time referring to 
the point of origin and the time referring to the spread of the fire. Firefighters estimate 
the state of fire based on this information. The temporal information can be presented 
by an absolute or a relative reference. So four combination forms were designed in 
this study, as given below:  

─ OASR: Origin using absolute time, spreading using relative time. 
─ ORSR: Origin using relative time based on current time spreading also uses rela-

tive time based on current time  
─ OASA: Origin using absolute time, spreading also using absolute time. 
─ ORSO: Origin using relative time based on current time and spreading using rela-

tive time based on origin time. 

Each scenario can be presented in these four forms. Below is an example for one  
scenario (Table 1). In total, there were 24 descriptions used in this study. The room 
type and number were modified in order to avoid repetition and to guarantee the  
consistency of complexity of each scenario. 
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Table 1. Examples of four time presentation forms 

Form Origin time Point of fire Spread time Spread state 
OASR At 14:22 Smoke was first 

detected on the 
Ground Floor in 
Break Room 026. 

3 minutes later Smoke then 
spread to the First 
Floor, near Room 
130. 

ORSR 9 minutes ago 6 minutes ago 

OASA At 14:22 At 14:25 

ORSO 9 minutes ago 3 minutes later 

Time sequence vs. Spatial sequence 
For scenarios with two points of origin, the presentation of each origin was also  
studied. There are two forms to describe the alarm information: 

─ Time sequence (TS): In this form, all events, including the point of origin of the 
fire and state of spreading, are strictly described in time sequence. 

─ Spatial sequence (SS): In this form, all events associated with one floor were  
described, followed by another floor.    

The two scenarios with two points of origin were presented in both forms. See Table 
2 for examples. So, there were eight additional descriptions for scenarios with two 
points of origin. The room type and number were also modified. In total, there were 
32 descriptions used in this study.  

Table 2. Examples of presentation for a fire with two points of origin  

Form Example 
 

Time 
sequence 

(TS) 
 

At 16:10, smoke was first detected on the second floor in 
MECHANICAL ROOM 208 and on the tenth floor in the JANITOR’S 
Room 1006. Smoke quickly spread to the second floor CORRIDOR 
207. Smoke also quickly spread into the tenth floor CORRIDOR 1007. 
By 16:15, smoke was detected in the second floor STAIRWELL 2 and 
the third floor STAIRWELL 2. By 16:20, smoke had spread to the 
eleventh floor CORRIDOR 1100.  

 
Spatial 

sequence 
(SS) 

 

At 16:10, smoke was first detected on the second floor in 
MECHANICAL ROOM 208. Smoke quickly spread into the second 
floor CORRIDOR 207. By 16:15, smoke was detected in the second 
floor STAIRWELL 2 and the third floor STAIRWELL 2. At 16:10, 
smoke was first detected on the tenth floor in the JANITOR’S Room 
1006. Smoke quickly spread into the tenth floor CORRIDOR 1007. By 
16:20, smoke had spread to the eleventh floor CORRIDOR 1100.  

2.3 Questionnaires 

Questionnaires were used in this study to investigate how to present information relat-
ing to the fire alarm. Two measurement methods were used in this questionnaire: a  
5-point Likert scale and a ranking task. 
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•  5-point Likert scale.  

The Likert scale is the most widely used psychometric scale in survey research. A 5-
point scale was used in this study to evaluate the comprehensibility of every descrip-
tion subjectively. Five ordered response levels were chosen to represent the different 
comprehensibility levels (1 = Very hard to understand; 2 = Hard to understand; 3 = 
Neutral; 4 = Easy to understand; 5= Very easy to understand). 

• Ranking task.  

The ranking task directly investigates the participants’ preference. For four different 
temporal presentations, the participants were asked to rank the order according to 
their ease of understanding. For two forms that described alarm information for a fire 
with two points of origin, the participants were asked to choose which one was easier 
to understand. 

2.4 Procedure 

We recruited volunteers from two fire brigades to participate in this study. First, we 
introduced this study to firefighters and answered their queries about the question-
naire. Then, the firefighters filled in the questionnaires individually. In the first part of 
the questionnaire, participants had to evaluate all 32 descriptions of the fire situation 
on the 5-point Likert scale. It included four time presentation forms and two sequence 
presentation forms. However, the participants were not informed about the differences 
in this part of the questionnaire; all they had to do was rate these descriptions  
according to the ease or difficulty of understanding. In the second part of the ques-
tionnaire, the differences between the presentation forms were explained directly after 
each example. Participants had to rank them from easy to hard, based on their com-
prehensibility. Demographic information was also collected. It took 10 minutes for 
the firefighters to complete this questionnaire. 

3 Results 

The data were analyzed with SPSS 17.0. 

Time Presentation Forms 
The data of subjective evaluation scores for the four time presentation forms were 
analyzed using repeated measure with one within-subjects factor. The main difference 
in the time presentation forms was significant, F (3, 57) = 10.01, MSE = .20, p < .001. 
Paired comparisons reflected that the differences between other three forms and Form 
OASA were significant. Form OASA was much easier to understand for the firefight-
ers. The descriptive data are shown in Fig. 1. 
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Fig. 1. Subjective evaluation of the four time presentation forms 

.  

Fig. 2. Ranking results of the four time presentation forms 

Data from only 18 participants were collected in the ranking task because two par-
ticipants did not complete this task. The data were transformed at first. Participants’ 
results were scored based on the weighting factor for the ranking order: 4 for the first 
one, 3 for the second, 2 for the third, and 1 for the fourth. Then, the data were also 
analyzed using repeated measure of ANOVA. The analysis revealed a significant 
difference among the four presentation forms, F (3, 51) = 2.99, MSE = 1.5, p < .05. 
Paired comparisons showed that the differences between Forms ORSO and OASA, 
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and Forms ORSO and ORSR were significant. Form OASA fared better than Form 
ORSO, while Form ORSO fared the  worst in the last three forms. The details are 
shown in Fig. 2 

Sequence Presentation Forms 
For description of alarm information for fires with two points of origin, two  tasks 
were also applied to measure their comprehensibility. The data of subjective evalua-
tion points for the two sequence presentation forms were entered into a Paired-
Samples T-test. The difference between time sequence and the spatial sequence was 
not significant, t (19) = .72, p = .48. The descriptive statistics results are shown in 
Fig.3. For the ranking task, 18 participants answered the questionnaire. Ten of them 
chose the spatial sequence to present fire scenarios with two points of origin, while 
the other eight participants preferred the time sequence. No difference was found 
between the two forms by using the chi-square test. 

 

Fig. 3. Subjective evaluation of the two sequence presentation forms 

4 Discussion 

The main findings show that Form OASA is the best method to use in time presenta-
tion forms for better comprehension. Besides, no significant difference was found 
between the sequence presentation forms. 

For the time presentation forms, subjective evaluation and a ranking task were used 
to measure the comprehensibility of each description. A 5-point Likert scale was used 
as subjective evaluation to compare the differences among the forms. The score of 
Form OASA was much higher than the other three forms. For the ranking task, Form 
OASA was significantly better than Form ORSO. The differences between Form 
OASA and OASR, and Form OASA and ORSR were not significant, but there was a 
noticeable trend where Form OASA was better than Form OASR (3.00 vs. 2.44) and 
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Form ORSR (3.00 vs. 2.72). Form ORSO not only used relative time but also used 
two base points, which were hard to understand. Combining the results from the two 
tasks, it was concluded that using absolute time to describe a fire situation is better 
than using relative time. In firefighting, the fire conditions change quickly. A one-
minute delay could lead to great risk. Using absolute time could provide specific in-
formation. This information could reduce people’s mental workload, especially in the 
case of firefighters. They could process this information more quickly and react faster 
and more effectively. Besides, absolute time supplied a fixed time point, and fire-
fighters could refresh their situation awareness conveniently. This is important in 
emergency situations. 

For the sequence presentation forms, the same tasks were used to measure the 
comprehensibility of each description. There was no significant difference detected 
between the two forms in the two tasks, but a trend was seen in the data. The score of 
the spatial sequence form was higher than the time sequence form (3.14 vs. 3.05) in 
subjective evaluation. More firefighters thought spatial sequence was easier than time 
sequence in the ranking task. For fire scenarios with more than one point of origin, 
they were the key factor to describe the fire clearly. To describe a fire in time se-
quence could lead to ambiguity in people’s minds. Describing a fire in spatial se-
quence helps build a cognitive map of the fire conditions. It is then easier to infer  
the distribution and spread of a fire situation. The mission of firefighters is to put out 
a fire, so the spatial information is more important. Fire scenarios with more than  
one point of origin were too complicated to be described under these two methods. 
Further research could consider other options to study this issue. 

There are still some limitations in our research. First, we only used questionnaires 
to study the effect of temporal information. Simulation experiments and field studies 
could provide more method and data support for this research question. Second, a fire 
situation with more than one point of origin is very complicated but very common in 
everyday life. Describing a fire of this kind is an open question and deserves to be 
explored in depth. Finally, this study focused only on firefighters opinion. A fire 
alarm system should satisfy the need of the occupants, too. Thus, the scope of future 
research should extend to all kinds of people. 

5 Conclusion 

In sum, using absolute time to describe a fire’s point of origin and its spreading state 
was found to be better for comprehension. So, we recommend the use of absolute 
time in the future design of fire alarm systems. For a complicated fire with more than 
one point of origin, presenting the points of origin in a spatial sequence may be easier 
for people to understand. 
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Abstract. This paper describes how Cognitive Work Analysis (CWA) can be 
utilized to support a system-level usability analysis. Overall, we suggest that 
CWA-derived work tasks should be considered as useful in guiding the 
development of scenario-based usability questions. We also suggest that 
usability practitioners be mindful of the importance of time consistencies in 
developing scenarios and in the appropriate timing of questions throughout the 
scenario. When evaluating the results of a system level usability experiment it is 
useful to view the results in light of cognitive and attentional biases.  

Keywords: Attention, Biases, Cognitive Work Analysis, Mental Models, 
System, Usability, Work Tasks. 

1 Introduction 

1.1 Overview  

The intent of this paper is to profile the use of Cognitive Work Analysis (CWA) as a 
tool in performing a system level analysis. Although the primary objective of this 
research project was to assess the usability and functionality of an Integrated 
Information Display (IID), this particular paper addresses the process we undertook to 
perform the usability assessment. This paper is an attempt to fill the notable gap in the 
literature with respect to system level usability evaluations. As such, we believed that 
the use of CWA to inform our assessment was unique, generalizable and worth 
reporting. We also believed that there was value in reporting on the use of mental 
models and cognitive biases when evaluating a design. This paper will also shed light 
on the valuable aspects of CWA and the challenges in using it to define system level 
usability parameters. The process we describe is generalizable and valuable for 
researchers in various domains.   

1.2 Background 

Time-sensitive military missions often require operators to incorporate and process 
data that are distributed and presented in a variety of formats. In an attempt to 
understand and reduce demands on “information analysis” (p.65) [1] in submarines, 
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Defence R&D Canada – Atlantic (DRDC Atlantic) designed an IID to aid the 
warfighting capabilities of the Officer of the Watch (OOW) [2]. This IID is the focus 
of the following usability analysis. 

As part of the IID design process a CWA was completed [2]. The CWA allowed 
for an analysis of the OOW’s work domain. In general, CWA is used in these contexts 
to expose work restrictions that define decision making [3, 4]. The majority of 
researchers use CWA to gather information to aid the design of an interface for a 
complex system [5]. CWA extracts information requirements that are needed by 
operators to make effective decisions. In essence, the information requirements 
provide an explanation of what information is important in the work domain [2]. Once 
this is complete, the second step in display design is to determine how the information 
should be presented. The challenge at this point becomes translating hundreds of 
information requirements into meaningful graphics that support operator decision 
making to complete various work goals. To do this effectively the information needs 
to be integrated in a way that defines the limits of the work system [4] and minimizes 
pressure on cognitive and attentional resources. Unfortunately, CWA techniques have 
not been optimized to easily turn information requirements into a usable design [5].  

Information from the IID was categorized in the following eight categories: Date 
and Time Group, Primary Ownship Status, Sound Velocity Profile, Tactical Picture, 
Contact Management, Schedule of Events, Alerts/Alarms, and Dynamic Information 
Area [6]. The layout of the categories on the IID are depicted in Figure 1. Due to 
issues related to intellectual property we are not able to present the readers with a 
fully mocked up display. However, certain isolated components of the display will be 
presented in this paper.   

 

Fig. 1. Represents the layout of information in the IID and the titles assigned to each [2] 
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Following the initial design layout an independent team conducted usability testing 
to assess usability and functionality prior to implementing the completed display. For 
this assessment, each of the areas depicted in Figure 1 was evaluated by submariner 
subject matter experts (SMEs) for issues related to their functionality and usability. 
To simulate the “dynamic” aspects of the display a series of five IID screenshots 
(scenes) were developed. Each of the screenshots included time relevant changes to 
the IID to mimic what would happen if the IID was fully functional. The scenes were 
manipulated by the researcher using a button press at the appropriate time in the 
evaluation. For example, Figure 2 depicts the change in tactical information in area 
four in the display from scene three (time 12:57) to scene four (time 14:06) [6]. This 
was an effective way to implement some level of dynamic fidelity without having to 
feed real data into the display. At each new “scene” we asked the user specific 
questions about the content of each display area, the functionality and usability of 
each display area, the anticipated content changes in the elements and the 
expectations for change in the next scene.  

 

Fig. 2. Scenario for the tactical picture at 12:57 (scene 3) and 14:06 (scene 4) which depicts the 
movement of contacts across time periods [6] 

2 System Level Evaluation  

Often a newly designed display is built to replace an outdated one allowing for a 
baseline evaluation between the old system and the new system [7, 8, 9]. However, 
since the IID is a new concept there was no old display available for comparison. As 
such, the display was evaluated based on these three criteria: CWA derived 
requirements, mental models, and attention biases. In the sections to follow we will 
give examples of tests using each of these criteria. It should be noted that traditional 
usability testing is efficient when evaluating the one-to-one relationship between 
elements, but these techniques are not easily applied to complex integrated displays. 
The complexity of integrated displays requires both an evaluation of individual 
components (i.e., a particular gauge) and a “holistic” evaluation of the system (i.e., 
the integration of information) [10]. The remainder of this section will outline how we 
tested this new system. It also outlines what portions of the available CWA were most 
effective in supporting our evaluation. 
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Roth and Eggleston [7] indicate that complex system usability needs to be driven 
by a "work-centered evaluation" (p.204) to determine the value of the display in 
supporting work functions and work tasks.  These types of evaluations require an 
understanding of specific work tasks and contexts, cognitive and attentional 
resources, task complexity, and performance expectations which matches well to the 
outputs of CWA [7]. This requires that scenario appropriate metrics and questions be 
designed for use in the usability evaluation [11]. Understanding when, and under what 
conditions, the display supports and overwhelms cognitive and attentional resources is 
also vital in determining the limitations of the display [11].  

3 CWA Derived Requirements  

3.1 Scenario Development 

The first task, prior to beginning the evaluation, was to develop a detailed scenario 
with enough complexity to allow for realistic work centered decisions [9, 11]. The 
literature is vague on guidelines for developing these types of scenarios, but we found 
that scenarios or storyboards used during the CWA were sufficient enough in detail to 
support “work-centered” decision making. Dynamic scenarios, regardless of domain, 
require realistic timelines and event sequences. Our experience suggests that users are 
particularly sensitive to deviations in time and the progression of elements across 
time. As such, maintaining predictability across time are key factors in scenario 
realism. When inconsistent patterns, such as slight target movement (jumping too far 
ahead or not far enough) are present in a scenario then the SME’s mental model 
becomes unreliable. This becomes particularly important for scenarios that require 
users to maintain awareness and predict the future status of the system as is often the 
case with dynamic displays [12]. Another important aspect comes from the 
naturalistic decision making literature which suggests that realistic time constraints 
are key to encouraging users to make realistic decisions. When testing a new system 
the researcher should ensure that realistic time constraints are in place to force SMEs 
to make decisions that provide a reasonable solution [13].  Providing them with too 
much time is not realistic and does not accurately reflect the way real world decisions 
are made. In effect, time is one way that researchers can induce ecological validity 
into scenario-based decision-making. 

3.2 Question Development 

Once the scenario was established a series of questions were developed. Questions 
were required as part of the system level analysis to assess if the IID supported the 
level of decision making that was intended. It is important to note that question 
development was one of the most challenging phases involved in the system level 
evaluation. It was also the phase of the analysis that leveraged the most from the 
CWA. In order to design system relevant questions we utilized the work functions 
that were extracted from the CWA design work [6]. In total, ten work functions were 
assessed for their applicability to question design. For each of the work functions a 
list of high-level and low-level work tasks were also identified. From these we 
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narrowed down the list of work functions and tasks to a set of scenario relevant 
functions and tasks. In the end, we had four relevant work functions, four high-level 
work tasks, and 22 low-level work tasks. A sample of the scenario relevant work 
functions and tasks are presented below in Table 1. 

Table 1. Outline of work functions extracted from the CWA with high and low level work 
tasks [6] 

 

We found that low-level work tasks, in comparison to high-level work tasks, were 
most suitable for constructing questions with measurable outcomes. While CWA 
results were useful for determining what tasks need to be completed to achieve a 
particular work function, they provided no indication as to when these tasks need to 
be performed. For example - is a low-level target motion analysis (TMA) task best 
made at the beginning, middle, or end of the scenario? ; is it best made before or after 
a particular event occurs?  For this reason, we had to review the availability of task 
related information at each point in the scenario to ensure that the questions were 
being posed at an optimal time in the scenario. Posing questions too early or too late 
would not provide an adequate representation of the system’s ability to support the 
work task in question.   

To answer these types of questions, we had an SME review the scenario and 
construct subtasks that could be asked as lead-up questions to the low-level work 
tasks. This allowed us to gauge how early in the scenario users began gathering 
information and what information sources on the display were most helpful in 
gathering this information. We also had the SME evaluate which areas of the display 
were most likely to support this question so that we could compare the user’s 
extraction of data to that of the SMEs.  An example of this process is provided in 
Table 2 below. 
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Table 2. Link between low-level work tasks, scenes (time), subtasks and display area 

 

4 Mental Models  

4.1 Mental Models and the IID 

While CWA derives various useful information requirements there is still a need to 
evaluate how the information requirements should be integrated and how they support 
user decision making. A “mental model” is essentially what drives users to perform in 
certain ways and to make certain decisions, and is representative of their expectations. 
A display that supports the user’s mental model reduces uncertainty and aids the 
decision making processes of the user [14]. We found it useful to assess the user’s 
mental model in an attempt to understand how users use the display and what 
information in the display best supports their decision making.  

As an example, we assessed the user’s mental model of motion. From the literature 
we know that mental representations of motion differ from static information [15]. As 
such, we believed there to be value in testing both static and dynamic forms of the 
gauges, especially since some of the dynamic gauges are slow moving and therefore 
have more static characteristics than dynamic ones. To start we isolated the static 
gauges from the whole display (Figure 3) and we asked users questions such as- "how 
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do you expect this gauge to change as fuel level decreases?" "which way do you 
expect the dashed line to move over time?" "what do you think will happen when the 
line reaches the darker colour?" [16]. These questions forced the users to verbalize 
their mental model so we could compare their mental model to the actual movement 
of the gauge. 

 

Fig. 3. Fuel gauge. Dashed line represents current fuel with 82% available 

Once we obtained an understanding of the user’s static mental model we used 
dynamic sliders and dropdown menus to simulate movement and changes to the 
system as they would happen in the dynamic display. The sliders and drop-down 
menus, presented underneath of the gauges in Figure 4, were adjusted to manipulate 
the lines depicted in the graphic. This allowed us to follow-up on the user’s 
expectations and to clarify confusing elements. We found this strategy particularly 
helpful for graphics that were less obvious. Speed (Figure 4 right graphic), was a 
particularly difficult graphic for the users to delineate because it had three separate 
colour coded lines. The meaning of these lines in the static condition was not apparent 
to the users. Motion was introduced by changing the numbers in the dropdown menus 
and by manipulating the slider. In doing this it became clear which line represented 
current speed (black dashed) and which one represented planned speed (blue line).  
We believe that testing elements in their static and dynamic form adds value to the 
assessment by tapping into both the static and dynamic mental models of the user.  

      

Fig. 4. Fuel and speed gauges with dropdown menus and sliders used to induce motion 

As a second example the IID had a new design for ownship spatial orientation 
based upon common aerospace displays (Figure 5). While CWA provided information 
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requirements, there was still a need to determine how, and what, information should 
have been integrated. We found it useful to assess mental models to determine the 
“how” for the newly integrated graphics.  Properly integrated information should be 
less effortful to evaluate than the components that make up the integrated concept. 
Again, we assessed the user’s mental model to determine how separate concepts may 
be integrated and what the spatial representation of those elements should be. In doing 
this we found that our user’s mental model of "ownship" was from a “side-view” 
which made the new graphics with "look through" perspectives difficult for them to 
understand. The OOWs view of their submarine had an impact on how they integrated 
information related to the spatial orientation of ownship. As a result of this we 
redesigned the graphic in Figure 5 for a more simplistic integration from a “side-
view” perspective. As such, we suggest that mental models that include an 
understanding of spatial representations be used to assess integrated concepts. 

 

Fig. 5. Ownship attitude indicator with depth, trim, roll, pitch, rudder angle information 

5 Attention 

5.1 Attentional Factors in the IID 

One of the main difficulties with CWA for use in display design is that it assigns 
equal priority to all information requirements as a way to support all possible decision 
making tasks. This makes it difficult to determine how information should be 
oriented, sized, arranged, and integrated in the display. In order to support the  
user and aid the design, it is imperative that priorities be assigned and accurately 
reflected in the display layout. While understanding the expectations of the user is 
important, there is also a need to understand the cognitive and attentional resources 
required to process the relevant information. Part of our assessment evaluated user 
behaviours and outcomes with respect to perceptual and cognitive biases. In doing 
this, we are better able to predict the potential shortfalls of the display in high-stress 
and high-workload conditions. 

As an example, it is known that display logistics (i.e., arrangement, size, and 
proximity of information) directs attention and display viewing patterns [17]. Display 
sampling refers to the sequence of gaze patterns, which is driven by attention, to areas 
on the display [14, 17]. Ideally more important or vital areas of the display will be 
sampled more frequently than areas of low importance. With respect to the IID we 
found that some of the areas did not hold enough real-estate to reflect the importance 



 Using Cognitive Work Analysis to Drive Usability Evaluations 47 

of the information. Of course, this is likely a reflection of the fact that priorities  
were not assigned to the information extracted from the CWA.  For example,  
we found that SMEs used Area 4 more than Area 5 (see Figure 1), yet the two areas 
were of equal size. Had priorities been assigned to the information areas we would 
have known that the tactical picture was of high importance and required more screen 
real-estate. 

While we noted that the users gathered a lot of their information from the tactical 
picture we also have concerns that making the tactical picture too large would 
promote attentional tunneling [17]. By making one area of the display larger we run 
the risk of directing the user’s attention to this area at the expense of other vital 
information in the display. To combat this bias we suggest that scanning techniques, 
such as scanning the display in a particular pattern, be presented to users to maximize 
the amount of information they retrieve from the display. This would also help 
combat “event rate” [17] (p.73) biases which direct attention to quickly changing 
areas at the expense of more static areas in the display [17, 18]. Ideally, the 
recommended sampling technique would mimic the OOWs current data extraction 
mental model to allow the user to spend more time and resources evaluating the 
acquired information and making decisions.  

6 Conclusion 

We believe that usability professionals can minimize the ambiguity of system level 
testing by utilizing CWA derived work tasks. In the current assessment, we found that 
both the work functions and high-level work tasks were too general to adequately 
formulate questions. We did find that the CWA derived low-level work tasks were 
useful in guiding the development of scenario based usability questions. However, it 
was necessary to break the low-level work tasks into subtasks. The subtasks allowed 
us to formulate time relevant specific questions with measurable outcomes. We also 
recommend that priorities be assigned to the CWA derived information requirements 
to aid the design of the system-level display. Furthermore, we found the consideration 
of mental models and attentional biases in our assessment valuable in identifying 
ways to improve design and decrease attentional load. 
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Abstract. We present our efforts on studying the effect of transliteration, on the 
human readability. We have tried to explore the effect by studying the changes 
in the eye-gaze patterns, which are recorded with an eye-tracker during 
experimentation. We have chosen Hindi and English languages, written in 
Devanagari and Latin scripts respectively.  The participants of the experiments 
are subjected to transliterated words and asked to speak the word. During this, 
their eye movements are recorded. The eye-tracking data is later analyzed for 
eye-fixation trends. Quantitative analysis of fixation count and duration as well 
as visit count is performed over the areas of interest.  

Keywords: Eye Tracking, Transliteration, Readability. 

1 Introduction 

Readability can be technically accounted as the ease with which the text can be read and 
understood. There are various factors that can be explored to measure the readability such 
as "speed of perception," "perceptibility at a distance," "perceptibility in peripheral 
vision," "visibility," "the reflex blink technique," "rate of work" (e.g., speed of reading), 
"eye movements," and "fatigue in reading” (Tinker, Miles A. 1963).  

The early research on readability date back to 1880’s when English professor L. A. 
Sherman, pointed out that average sentences length is getting shorter with time and 
attributed the fact to ease of reading shorter sentences than the longer one by common 
mass(Sherman, L.A. 1893). The first psychological study in the field was (Kitson, Harry 
D. 1921), which observed that each type of reader bought and read their own type of text 
and the respective text types differ in sentence length and word length trend, showing 
that sentence length and word length are the best signs of being easy to read. 

The research on readability since then has been explored extensively in the field of 
psycholinguistics. Major research methodologies that are employed here include 
Behavioral Tasks, Language Production Errors, Neuroimaging and Eye Movements. A 
typical behavioral task would include presenting the subject with linguistic stimuli and ask 
to perform an action in response (e.g. articulating a given word). The response to the 
stimuli is recorded and measured (if required). Often this is also complemented by 
“priming effect” where the earlier linguistic stimuli is provided along with a supporting or 
disaccording linguistic stimuli and the effect of it is compared with the earlier observation. 
Language production error methodology analyzes error patterns and investigates a 
systematic process responsible for it. Neuroimaging take advantage of medical techniques 
like positron emission tomography (PET), functional magnetic resonance imaging (fMRI), 
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event-related potentials (ERPs) in electroencephalography (EEG) and magneto 
encephalography (MEG), and Trans cranial magnetic stimulation (TMS). Eye tracking 
make use of a device called eye-tracker which can determine and record the point of gaze 
(where one is looking) or the motion of an eye relative to the head. 

Research on readability is not limited to single language but various studies 
engaging multiple languages have been performed with multilingual readers 
(Caramazza&Brones, 1979, Soares&Grosjean, 1984).  

Language pairs with different writing scripts gave a new angle to the research on 
readability with an additional factor of orthographical complexity getting introduced. 
India, with more than a hundred languages and almost each having a different writing 
script from other, provides great research opportunities. 

Kumar et. al. 2010 performed fMRI study of phrase reading for Hindi-English 
bilinguals and observed left putamen activation for the less fluent language (English). 
Das et al. 2011, also employed neuroimaging to reveal dual routes to reading in 
simultaneous proficient readers of English-Hindi orthographies.  Rao, et al. 2011 
have targeted Hindi – Urdu orthographies and did behavioral analysis on the 
readability of the two. They observed a relatively faster orthographic characteristics 
speed in Hindi word naming as compared to that in Urdu. 

The advent of digital communication mediums have given rise to the use of 
transliterated text where the text is written in different script, generally English in 
most of the cases. However, there is no major readability study yet on the 
transliterated text.  This has motivated us to study the effect of transliteration on 
human readability. We have tried to explore the effect by analyzing the eye 
movement of the subject while reading.  

In past, eye-tracking has been explored by linguistic researchers to investigate the 
human reading patterns in language (Rayner 1998). However, there are no studies on 
the readability research of transliterated text using eye-tracking.   

More recently, eye tracking has also been applied to experimental studies in 
translation process research (Jakobsen and Jensen 2008, Pavlovicand Jensen 2009, Alves, 
Pagano and Silva 2010, Hvelplund 2011, Carl and Kay 2011, Carl and Dragsted 2012, 
among others). In most of these works, eye-tracking data have provided input for 
quantitative analyses of fixation count and duration in areas of interest in texts.  

Eye-tracking studies have also contributed to the investigation of the lexical 
retrieval of words and the processing of syntax, semantics, and discourse. In reading 
studies, the movements of the eyes are recorded as sentences are read. Typical 
dependent variables are word-based duration measures such as the time the eyes dwell 
on a word before proceeding to the next word or the probability to move backwards 
from a word. Increased in this times and rates of regressions on a specific word are 
commonly interpreted as posing difficulty to process that word or one of the previous 
words (Rayner, 1998; Clifton et al., 2007; Vasishth et al., 2013). 

2 Span and Scope of Transliteration 

In this research, we have studied the effect of transliteration on human readability by 
analyzing the eye-movement of the participants subjected to reading stimuli. 

Transliteration is the process of converting a text from one writing script to another by 
substituting the alphabets. For example in Chinese, the text ‘母亲’ means ‘mother’ and 
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pronounced ‘mouchan’; to represent it in text as ‘mouchan’ instead of ‘母亲 ’ is 
transliteration.  Here the substitution is done from Chinese alphabets (source script) to 
Latin alphabets (target script). Across transliterations, the pronunciation of the lexicon 
however remains unaltered. Off late, transliteration is quite frequently seen especially in 
case of digital communication like email, chat, blogs etc. The target language in majority 
of the cases is observed to be English. This is due to that fact that there is an ease to type 
in English given Latin layout keyboard. The reverse is also seen in practice where an 
English word is observed in a different script other than Latin. This is majorly seen in 
case of borrowed vocabulary words. Globalized use of English as official language is 
accounted as the main reason for it.  

The abundant use of transliteration in digital communication has introduced a need 
for better design of text input mediums and product designers are now considering 
factors effecting readability, to come up with better display devices. However these 
are challenging issues as investigating the factors that contribute to better reading or 
writing experience  are not straight forward as writing and reading are not just 
physical but also a unique cognitive ability of humans, and cognitive aspects are 
tough to be directly articulated, identified or answered.  

Here we have made an effort towards identify such factors, by exploring the eye-
tracking technique. Eye-tracking has been extensively explored in past for readability 
research to investigate the human reading patterns (Rayner 1998). Except here we are 
having transliterated text instead of the regular text.  We have chosen Hindi and 
English languages, written in Devanagari and Latin scripts respectively, due to high 
availability of Hindi-English bilingual speakers in the neighborhoods. 

3 Experiment 

3.1 Objective 

The objective of the experiment is to report the changes in the human reading pattern 
when the text is transliterated. The independent variables in our experiment were as 
follows: 

•  Fixation Count 
•  Fixation Duration 
•  Visit Count 
•  First Fixation Duration 

3.2 Participants 

The experiment is conducted at IIIT Hyderabad which is a deemed university in South 
India, with two major streams of Computer Science and Electronics & Communication. 
The university has ample number of students from North India where Hindi is the majorly 
spoken language. Twenty-four proficient biliterate readers of Hindi-English volunteered 
from the campus. They included 17 male and 7 female students, aged 20–28 years 
approximately. All except one claimed Hindi as their native language, but all of them 
agreed to have received formal education in Hindi during schooling. The participants were 
given small incentive in form of chocolates for being part of the experiment. 
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3.3 Stimulus Material 

Our stimuli consisted of 8 
slides (Fig1). 
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3.4 Procedure 

We employ eye tracking machine Tobii X120. Tobii X120 eye tracker is widely used 
for research in the academic community, and to conduct usability studies and market 
surveys. The stimuli are loaded in the eye tracker and each participant’s response is 
recorded on the same. We maintained a random order for the above mentioned slide 
shows so that any kind of bias can be avoided .The internal order of slides in a slide 
show is also randomized. For analysis, each word is enclosed in a rectangular 
boundary and the resulting rectangle is partitioned in four equal parts (fig.2) for area 
of interest analysis, over selected parameters viz. number of fixation points, duration 
of fixation and number of visits. It is important to divide the word in areas of interest 
as we want to know which part does subject focuses on. This approach provides an 
advantage of increased statistical power over a normal whole-volume analysis 
approach. 

3.5 Task 

Each participant was subjected to above mentioned eight slide shows .They were 
asked to enunciate the word occurring on the screen thereby ensuring that they read 
the complete word. During the process their eye movements are captured with the eye 
tracker. 

 

Fig. 2. Four rectangular regions of Area of Interest analysis 

3.6 Results 

We performed the Area of Interest (AOI) analysis for the independent variables in our 
experiments. The readings recorded by the eye-tracking apparatus are processed via 
Tobii AOI analysis application. The results for visit count and fixation duration are 
shown below in Table1 and Table2 respectively. The heat maps for fixation duration 
are shown in Fig 3. The detailed results for first fixation duration and fixation count 
are not shown due to space constraint. 
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4 General Discussions 

Our experiment results show an increase in the average reading duration for the 
transliterated text over the baseline. The average fixation time in case of English 
written in Devanagari is noted to be greater than that in the case of Hindi written in 
Latin. This reinforces the observation by (Rao et. al. 2011) that the readability 
depends on the complexity of the orthography. A high concentration of fixations is 
seen in the second and the third partitions of the boundary as compared to the first and 
the fourth partition. The observation can be accounted for, from the study of 
peripheral vision and central vision by (Legge et. al. 2001). There is an increase in the 
number of visits in the AOIs over the baseline for both English and Hindi. Also, for 
both, the languages, the transliterated text, showed a subtle increase in the average 
fixation number and average fixation count for low frequency words as compared to 
their medium and high frequency counterparts.  

Table 1. ExperimentResults for Visit Count per word averaged over 24 participants. (N=Visit 
Instances, Mean =Avg. visits, Sum=Total visits, Sdev= Standard deviation) 

 

N 8.7 N 18.9 N 17.6 N 7.7 N 529
Mean 1.471 Mean 2.111 Mean 2.085 Mean 1.247 Mean 1.871
Sum 12.8 Sum 39.9 Sum 36.7 Sum 9.6 Sum 990
Sdev 0.468 Sdev 1.054 Sdev 0.944 Sdev 0.515 Sdev 1.05

N 8.4 N 18.9 N 17.8 N 7.9 N 530
Mean 1.595 Mean 2.101 Mean 1.949 Mean 1.354 Mean 1.858
Sum 13.4 Sum 39.7 Sum 34.7 Sum 10.7 Sum 985
Sdev 0.684 Sdev 0.964 Sdev 1.234 Sdev 0.493 Sdev 1.22

N 10.5 N 19.6 N 19.1 N 8.7 N 579
Mean 1.752 Mean 2.444 Mean 2.005 Mean 1.345 Mean 2.009
Sum 18.4 Sum 47.9 Sum 38.3 Sum 11.7 Sum 1163
Sdev 0.992 Sdev 1.123 Sdev 1.045 Sdev 0.471 Sdev 1.1

N 13.2 N 19.9 N 19.9 N 13.1 N 661
Mean 1.538 Mean 2.724 Mean 2.523 Mean 1.634 Mean 2.21
Sum 20.3 Sum 54.2 Sum 50.2 Sum 21.4 Sum 1461
Sdev 0.673 Sdev 1.333 Sdev 1.274 Sdev 0.7 Sdev 1.33

N 13.5 N 19.8 N 19.8 N 10.5 N 636
Mean 2.252 Mean 3.096 Mean 2.495 Mean 1.638 Mean 2.489
Sum 30.4 Sum 61.3 Sum 49.4 Sum 17.2 Sum 1583
Sdev 1.26 Sdev 1.483 Sdev 1.199 Sdev 0.806 Sdev 1.61

N 13.5 N 19.3 N 19.1 N 12 N 639
Mean 1.704 Mean 2.642 Mean 2.215 Mean 1.433 Mean 2.089
Sum 23 Sum 51 Sum 42.3 Sum 17.2 Sum 1335
Sdev 0.916 Sdev 1.261 Sdev 1.171 Sdev 0.561 Sdev 1.38

N 12.8 N 19.2 N 19.5 N 12.6 N 6
Mean 2.008 Mean 3.089 Mean 2.944 Mean 1.802 Mean 2.5
Sum 25.7 Sum 59.3 Sum 57.4 Sum 22.7 Sum 15
Sdev 0.999 Sdev 1.562 Sdev 1.687 Sdev 0.756 Sdev 2.26

N 12.6 N 19.3 N 19.3 N 11 N 622
Mean 1.841 Mean 3.114 Mean 2.233 Mean 1.582 Mean 2.312
Sum 23.2 Sum 60.1 Sum 43.1 Sum 17.4 Sum 1438
Sdev 0.911 Sdev 1.688 Sdev 1.242 Sdev 0.687 Sdev 1.71
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High Hindi

Mid English

Mid Hindi

Low English

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Rectangle 4 Total

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total

Baseline English

Baseline Hindi

Rectangle 1 Rectangle 2 Rectangle 3
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Table 2. Experiment Results for Fixation Duration per word averaged over 24 participants. 
(N=Avg. fixations, Mean =Avg. fixation time per fixation (in sec.), Sum=Total fixation time (in 
sec.), Sdev= Standard deviation (in sec.)) 

 

N 12,8 N 39,9 N 36,7 N 9,6
Mean 0,216 Mean 0,269 Mean 0,3 Mean 0,309
Sum 2,762 Sum 10,719 Sum 11,015 Sum 2,965
Sdev 0,085 Sdev 0,116 Sdev 0,137 Sdev 0,138

N 13,6 N 39,9 N 35,2 N 11
Mean 0,291 Mean 0,292 Mean 0,339 Mean 0,332
Sum 3,962 Sum 11,641 Sum 11,937 Sum 3,655
Sdev 0,115 Sdev 0,166 Sdev 0,181 Sdev 0,169

N 18,4 N 47,9 N 38,3 N 11,7
Mean 0,283 Mean 0,274 Mean 0,311 Mean 0,322
Sum 5,204 Sum 13,132 Sum 11,903 Sum 3,762
Sdev 0,136 Sdev 0,137 Sdev 0,16 Sdev 0,158

N 20,3 N 54,2 N 50,2 N 21,4
Mean 0,26 Mean 0,254 Mean 0,282 Mean 0,289
Sum 5,283 Sum 13,763 Sum 14,154 Sum 6,187
Sdev 0,127 Sdev 0,109 Sdev 0,126 Sdev 0,163

N 30,4 N 61,3 N 49,4 N 17,2
Mean 0,3 Mean 0,264 Mean 0,311 Mean 0,319
Sum 9,119 Sum 16,169 Sum 15,35 Sum 5,486
Sdev 0,17 Sdev 0,127 Sdev 0,155 Sdev 0,153

N 23 N 51 N 42,3 N 17,2
Mean 0,289 Mean 0,255 Mean 0,299 Mean 0,292
Sum 6,647 Sum 12,981 Sum 12,63 Sum 5,025
Sdev 0,127 Sdev 0,113 Sdev 0,136 Sdev 0,163

N 25,7 N 59,3 N 57,4 N 22,7
Mean 0,283 Mean 0,259 Mean 0,298 Mean 0,32
Sum 7,273 Sum 15,342 Sum 17,111 Sum 7,263
Sdev 0,121 Sdev 0,12 Sdev 0,166 Sdev 0,155

N 23,2 N 60,1 N 43,1 N 17,4
Mean 0,275 Mean 0,254 Mean 0,289 Mean 0,301
Sum 6,379 Sum 15,255 Sum 12,449 Sum 5,234
Sdev 0,118 Sdev 0,11 Sdev 0,135 Sdev 0,153

Low Hindi

High English

High Hindi

Mid English

Mid Hindi

Low English

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Rectangle 4

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

Baseline English

Baseline Hindi

Rectangle 1 Rectangle 2 Rectangle 3
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Abstract. College students spending too much time on online games every 
week tend to suffer from worsened learning ability, concentration problems, 
poor academic performance, and decreased interactions with other people. This 
study’s author conducted a questionnaire-based survey to examine how many 
hours college students from central Taiwan spend on online games per week, in 
order to find out their average daily involvement in such games. Using propor-
tionate stratified sampling, the survey respondents were selected to examine the 
weekly involvement in online games among college students from central Tai-
wan, who were divided into low-, medium- and high-involvement groups in a 
cluster analysis. Results of the survey were tested using a self-developed evalu-
ation system based on working memory and response time. Totally 36 college 
students, or 12 students from each of the low-, medium- and high-involvement 
groups, were randomly selected from the population to test how involvement in 
online games, game-playing time and display duration affected their working 
memory. Findings from this study include: I. The low, medium and high levels 
of online game involvements are defined as an average 1.34 hours, 4.84 hours 
and 10.27 hours spent on online games every day. 30.9% of the survey respon-
dents said they spent more than 4 hours on online games,  which suggests that 
online games may be the reason why college students stay up all night so often. 
II. This testing discovers that the levels of involvement in video gaming (p＜
0.05), display duration (p＜0.05), and the interaction of the two factors will all 
have an impact on visual working memory (p＜0.05). 

Keywords: Online games, involvement in online games, Display duration, 
game-playing time, Attention. 

1 Introduction 

1.1 Research Background 

According to the estimation made by the Institute for Information Industry in Taiwan 
in 2009, there are as many as 350 million broadband users worldwide.  Video games 
have also gradually transformed to grow beyond the stereotypical ideas of gambling 
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and unhealthy leisure activity.  Due to economic recession, many people face the 
problem of losing their jobs, being forced to retire, and being forced to be dismissed.  
As a result, another form of economy, “stay-at-home economy” (otaku economy), has 
been formed.  The increase of online population, speedy fiber internet, and the popu-
larity of home computers has led to the emergence of “video gaming addiction”, a 
behavior pattern developed by individuals and video games[11].  The after effects of 
being overly involved in internet gaming, including alienation, tendency toward vi-
olence, behavioral disorder, anxiety, loss of concentration, and low learning efficien-
cy have not only become personal problems of the users but major social issues[8].  
Although there are many studies focusing on middle school and elementary school 
students, there is very little research done on college students. 

The surveys are conducted through stratified sampling to understand college stu-
dents’ level of involvement in video games each week in central Taiwan[11][15].  
This study uses surveys as research tools and the survey structure is divided into three 
parts: first, variables of personal background; second, usage behavior of video games; 
third, mental and physical state.  Four thousand college students from different de-
partments are surveyed.  According to the sampling curve proposed by [9], when the 
population is 4,000, at least 351 people must be sampled and the conservative estima-
tion of the survey response rate is 80%.  As a result, the number of survey should be 
at least 439.  This research uses surveys to study the amount of time that college 
students spend each week on video games in colleges in central Taiwan to understand 
the background and behavioral pattern of video game involvement, which is one of 
the research motivations of this study. 

Early studies focused on the negative effects caused by internet addiction[11] but 
very few focused on working memory of the video game addicts.  Therefore, the 
impact of video games on visual working memory is the second research motivation 
of this study.  The examination of video gaming and visual concentration is con-
ducted with self-designed and self-developed visual code testing tools[3]. Subjects 
are randomly selected from the video gaming groups of low, middle, and high le-
vels of involvement to test the level of involvement and the impact of time length 
toward working memory.  The dependent variables of working memory generate 
the accuracy rate. 

1.2 Research Objectives 

Therefore, there are two purposes of research in this study.  The first purpose is to 
study the behavioral pattern of college students’ involvement in video gaming and the 
research subject are students in the colleges in central Taiwan.  The second purpose 
is to, based on the survey analysis from the first stage of the study, adopt cluster anal-
ysis to divide the subjects into video gaming groups of low, middle, and high levels  
of involvement based on their average time spent on video games and to analyze  
the impact on working memory caused by the levels of involvement, time length of 
involvement, and code display duration[2]. 
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2 Research Methods 

2.1 Survey of the Background and Behavioral Pattern of College Students’ 
Involvement in Video Gaming in Colleges in Central Taiwan 

Three sections of the surveys used by [5]are selected to be the survey tool for this 
study. College students were surveyed to study the different level of involvement in 
video gaming and their behavioral patterns. Stratified sampling is conducted and the 
survey time is approximately 30 to 35 minutes. The first part of the survey is “Basic 
Information” to understand background factors such as personal variables and recrea-
tional resources. The second part is “Experience in video gaming” to examine the 
type of game played by the subject, the environment of playing, the motivation of 
playing, the time of playing, feeling and evaluation for playing. The third part is 
“Video Gaming Addiction Chart.” 

In order to understand the influence of college students’ levels of involvement in 
video gaming and their behavioral pattern, survey structures of past literatures have 
been studied to summarize and generate the survey structure of this study.  The sur-
vey structure is divided into three sections: first, variables of personal background; 
second, usage behavior of video gaming; third, mental and physical state.  The sur-
vey design is completed based on the above structure.  Three sections of the survey 
used by [5] are selected to be the survey tool for this study.  

Lee [10] once applied less than one SD of the sample mean and it is 15.87%  
after the application in the group with lower level of involvement in video gamming 
while it is 15.87% before the application in the group with higher level of involve-
ment, more than one SD of the sample mean.  The group with middle level of in-
volvement is within plus or minus one SD, 68.26%, which is the middle of the sample 
scores.  This research applies cluster analysis toward the study of the groups with 
high, middle, and low levels of involvement in video gaming. 

2.2 The Impact Caused By Different Levels of Involvement in Video Gaming 
and Different Time Length on Working Memory  

Based on the analytical result of the surveys, experiment participants are divided into 
three groups of high, middle, and low levels of involvement in video gaming.  
Twelve people are randomly selected from each group and a total of 36 people from 
the three groups are tested on their visual attention to compare the difference in work-
ing memory caused by the time of video gaming, level of video gaming, and display 
duration[2].  

(1) Research subject 
Twelve people are randomly selected from the three groups of high, middle, and 
low levels of involvement in video gaming and there are a total of 36 subjects. 

(2) Research tool 
(A) A self-designed “Visual Code working Memory Evaluation System” is used 

and the software function includes the setting of the background color,  
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code color, font size, font, code number, display duration, the number of 
questions, inspection duration, total inspection duration, calculating the  
correct number of questions and the time required. 

(B) Equipment and environment setting: ambient light illumination is set at 350 
lx, PC parameter setting.  Please refer to Table 1[3]. 

Table 1. The settings of Visual Code working Memory Evaluation System 

VDT 
pixels 

Background 
color 

Code 
color

Font 
size 

Display 
duration 

Code 
number 

Font 
Inspection 
duration 

1152×864 White Black 72 
0.3 & 0.4 

Sec. 
7 Arial 10 Minutes 

 
(3) Design of the experiment 

This experiment offers the video game Runes of Magic to the participants and 
each participant must have more than five hours of experience in playing Runes 
of Magic.  The variables of the experiment are three levels of involvement de-
gree (high, middle, and low); two levels of code display duration (0.3 second 
and 0.4 second); two levels of video gaming time (two hours and three hours).  
During the experiment recording process, each set of experimental time is ten 
minutes and the dependant variables are the accuracy rate.  The experiment 
adopts a repeated measure design.  Random grouping experiments are con-
ducted with the groups of high, middle, and low involvement levels.  Within 
three minutes after the participants finished playing the video games, the partici-
pants are tested in 3 minutes. 

(4) Experiment Process 
A. Before the experiment, explain to the participants the purpose, the precau-

tions, and the operation method of the experiment.  Each participant has 
two practices with ten questions each time before playing the video game.  
The testing lasts approximately ten minutes. 

B. Setting of the testing system (please refer to Table 1). 
C. The participants play the video game Runes of Magic for a random of  

two (or three) hours and take the test within three minutes after playing 
the game. 

D. Testing of the participants: 
(A) Start by pressing any button. 
(B) Codes are displayed randomly (Arabic numerals 0-9, each number is 

one code; seven numbers will be randomly displayed at the same 
time, the number of the code might repeat). 

(C) The participants key-in the seven code numbers they remember in 
five seconds. 

(D) The participants complete the test when ten minutes has passed or 
100 sets of random codes have been finished. 
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(E) Calculate and analyze the accuracy rate of the set of codes entered by 
the participants, including all correct in 1-7 codes, 1-6 codes, 1-5 
codes, 1-4 codes, 1-3 codes, and 1-2 codes. 

3 Results and Discussion 

3.1 Survey of the Background and Behavioral Pattern of College Students’ 
Involvement in Video Gaming in Colleges in Central Taiwan 

The survey includes six aspects and a total of 104 questions. The survey for each class 
was conducted through stratified sampling; therefore there are some samples from 
each class. Deducting the surveys with missing values, the Cronbach α reached 0.944 
after correction, demonstrating good validity. 

Table 2. Cluster analysis chart of the time spent on video gaming 

 Cluster 
group 1 2 3 

Time spent on video gaming 33.9 72.4 9.4 

Table 3. Cluster analysis of the time spent on video gaming ANOVA summary 

        Cluster Deviation 
F-value P 

MS    df   MS df 
Time of playing   72433.88 2 63.556 492 1139.679 .000 
＊P＜0.05 

3.2 The Impact on Working Memory Caused by Different Involvement Levels 
In Video Gaming and Time of Usage 

Table 4. Summary chart of the MANOVA testing of the involvement levels, involvement time 
in video gaming and display duration.  

Effect terms Numeric F-value df of Assumed  df of error p 
Involvement level 

(A) 
.240 22.050    12.000 254.000 .000 

Display duration 
(B) 

.886 2.713   6.000 127.000  .016 

A*B .802 2.462 12.000 254.000 .005 
＊P＜.05; A= Involvement level, B= Display duration; A*B=Interaction of between A 
and B. 
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Table 5. Summary chart of the testing of effect terms among the involvement levels of video 
gaming of the subjects. 

Source variables SS of Type III df MS F -value p 

Involvement 

level 

The 2nd code 732.347 2 366.174  5.552* .005 

The 3rd code 1279.847 2 639.924 9.268* .000 

The 4th code 5591.625 2 2795.812 28.623* .000 

The 5th code 31918.347 2 15959.174 148.518* .000 

The 6th code 47723.181 2 23861.590 154.734* .000 

The 7th code 59062.181 2 29531.090 157.320* .000 

*p＜0.05 

Table 6. Summary chart of the effect term testing among the duration time of the participants 

Source variables SS of Type III df MS F-value p 

Duration 

Time 

The 2nd code  2.250 1   2.250 .034 .854

The 3rd code      5.444 1   5.444 .079 .779 

The 4th code    14.694 1  14.694   .150 .699 

The 5th code  403.340 1   403.340 3.754 .055 

The 6th code 1040.063 1 1040.063   6.744* .010 

The 7th code  427.111 1  427.111 2.275 .134 
＊P＜0.05 

4 Discussion 

4.1 Survey of the Background and Behavioral Pattern of College Students’ 
Involvement in Video Gaming in Colleges in Central Taiwan 

As of July 2003, there were more than 3.51 million households enjoying the internet 
and the internet penetration rate in general households were as high as 54%.  The 
estimated internet user was approximately 11,750,000, about half of the total popula-
tion of Taiwan.  According to the estimation of the Institute for Information Industry 
in 2009, there were as much as 350 million global broadband users. There are 521 
effective samples in this survey. Analytical study of the surveys indicates that 35.5% 
of the college students in central Taiwan play video game more than eight times each 
week.  On average, men are involved in video gaming for 25 hours each week, higher 
than the 13 hours of women.  There are 308 men who have been involved in video 
gaming for over three years, which is 59.18% of the surveyed population. According 
to the daily time of usage of the high-risk group is four hours, approximately 24.5 
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hours a week[5].  The standard for heavy users set by Canadian scholars is seven 
hours and above per week, which indicates that 59.18% of the college students have 
become heavy users and even high-risk users in college or even in their high school 
years.  During non-weekends and non-holidays, 30.9% of the students are involved 
in video gaming for more than 4 hours a day; as high as 42.8% are involved in video 
gaming for more than 4 hours a day on weekends and holidays.  As the time for vid-
eo gaming increases, sleeping time decreases and might cause poor school grades. 
Cluster analysis of the surveys discovers that the average number of hours spent  
on video gaming each week from the groups of middle and high levels of involvement 
are several times higher than the research result of 12.5 hours per week discovered  
by Harn[7]. 

In addition to the fact that video gaming causes poor school work, the research re-
sult of Huang [8]discovers that more boy students have played online game and have 
a higher percentage of online gaming addictions.  In terms of years of experience, 
moreover, the highest percentage of students are those with three and more years of 
experience; the higher the frequency and the longer the time spend in video gaming 
each week, the higher the tendency for game addiction.  Research shows that video 
gaming can fulfill the users’ need for self-fulfillment and social interaction yet it pos-
es the potential threat of addiction[15], leading to negative psychological responses of 
anxiety and a sense of emptiness.  When the act of video gaming is suspended, the 
person becomes anxious and hard to control his or her impulsive behavior, neglecting 
the interactive relationship between people and matters in the surrounding.  Studies 
show that the important variables of video gaming addictions include certain perso-
nality traits such as a tendency of depression, anxiety, low self-esteem, type A perso-
nality, and alienation in interpersonal relationship[6].  Previous studies show that  
obsession in video gaming might lead to addiction problems and it may cause a great 
impact of mental damage on the young students. Although research literatures also 
mention that the experience of playing video games can improve visual concentra-
tion[11], this study discovers that some college students have become heavy user, and 
even users of high-risk group, with their over-involvement in video gaming.  Psycho-
logical damages might have been caused; how to correct or adjust their life style will 
be a major challenge in future education. 

Past researches show that obsession with video gaming might cause addiction 
issues, causing psychological damage to the young students.  This study also discov-
ers that as many as 88.8% of college students play online games at home.  Therefore, 
parents should establish good communication channels with the children, understand-
ing their children’s online activities.  It would be best if the parents can regulate their 
children’s time and behavior online, educating them about the correct concept in in-
ternet use to avoid the damages caused by the internet on the children and avoiding 
the students’ indulgence in the world of online gaming. 

Information security company Norton commissioned opinion polling firm Strate-
gyOne to conduct a survey in more than 14 countries including America, England, 
and Canada about internet behaviors and experiences.  The survey included 2,800 
children aged 10 to 17 and more than 7,000 adults.  The survey discovered that child-
ren in Taiwan spend an average of 15 hours per week online, preceded only by Bra-
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zil’s 18.3 hours, showing that the children in Taiwan are overly indulged in the inter-
net.  A research done in 1998 with 2,249 students from 12 high schools and voca-
tional high schools shows a high 85% of the students goes online[4].  According to 
the analytical study of the “Internet Addiction Clinic” at the Kaohsiung Medical Uni-
versity Chung-Ho Memorial Hospital, the level of seriousness of internet addiction in 
Taiwan is the third in the world, closely following Singapore and Korea[12].  How 
do we educate the children to have correct concepts in computer usage, how do we 
restrict the time for computer games and internet use, how do we divert the children’s 
attraction to video games and the internet, and how do we develop alternative leisure 
activities are all pending issues and action items for the future. 

4.2 The Impact on Short-Term Memory Caused by Different Levels of 
Involvement in Video Gaming and Different Time of Usage 

This testing discovers that the levels of involvement in video gaming (p＜0.05), dis-
play duration (p＜0.05), and the interaction of the two factors will all have an impact 
on visual working memory (p＜0.05).  There are many testing methods for visual 
concentration. For the vision, concentration is a very important information 
processing mechanism; without concentration, recognition, learning and memoriza-
tion will become impossible.  Psychologist Berlyne[1] once pointed out that human 
beings and animals are usually most interested in things that are not too easy and not 
too complicated. 

Therefore, the goal of this study is to test if visual concentration will be influenced 
by the length of time involved in video gaming, the length of time for code display, 
the number of code displayed, and level of involvement in video gaming in the past 
(the average time spend on video gaming each day).  The result shows that the expe-
riment participants, no matter which group of involvement level, demonstrate better 
post-test scores than pre-test scores(p＜0.05).  The results also proved experiences of 
playing video gaming can promote the ability of working memory[3]. And another 
reason the phenomenon is caused by the learning effect from using the visual code 
working memory evaluation system one more time.  

A person is focused on doing requires more resources, the ability to monitor 
surrounding messages will become worse[13].  The well-known “Posner paradigm” 
has become the model for studying visual spatial selective attention.  Posner utilizes 
the length of gap between cue time and the appearance of the target to discover that 
visual attention can be divided into covert shift of attention (a shift of attention with-
out moving the eye sight) and sustained attention (attention is kept at the cue spot).  
Covert shift of attention include the process of disengage, move, and engage, which 
are mostly complete by the parietal lobe in the brain.  This process provides the fron-
tal lobe with the command of priority management, managing and strengthening the 
level of the attention.  Normally people who the average of working memory are 7±2 
[14]. The later process is the so-called sustained attention.  The study result also dis-
covers that the level of involvement in video gaming has significant impact on the 
accuracy rate of the display codes.  Display duration will influence the accuracy rate 
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(p＜0.05) for the six codes.  There is no significant difference (p＞0.05) when there 
are seven codes, maybe because the number of codes is beyond the working memory 
capacity of the subjects. 

This study adopts visual working memory evaluation system, which is based on the 
important features of visual attention mentioned by many of the scholars mentioned 
above.  Sanders and McCormick[14] make the following suggestions on the screen 
color: do not use too many colors; avoid using extreme colors such as red or blue, 
avoid using color combinations such as red and blue, red and green, and blue and 
green; increase the color contrast between the text and the background. Zhu and Tsao 
[16] point out in their study on the pairing of the target and background color that the 
best result is achieved with a combination that has a greater contrast: white target and 
black background, yellow target and black background, green target and black back-
ground.  Research results show that there are no significant differences (p＞0.05) 
when the involvement time in playing the video games is two hours and three hours.  
While analyzing the reason, it is shown that the subject of experiment had a daily 
average of at least 1.34 hours playing video games in the past, with the highest aver-
age time 10.34 hours. It is understandable that significant differences were not 
reached since the number of hours is much higher than the 2 hours or 3 hours adopted 
in this experiment. 

5 Conclusion and Suggestion 

Due to the popularity of the internet, computers and the World Wide Web have be-
come indispensable tools of living for today’s families.  Video games and the internet 
have also become major items in the lives and leisure activities of teenagers and col-
lege students.  The quality of leisure life and the level of concentration, which is 
most crucial to learning, have gradually been corroded by video games and the inter-
net.  It is important to contemplate how we can help children develop correct con-
cepts in computer usage, how do we regulate appropriate time length for computer 
usage to avoid traits of video game addiction such as tendency of depression, anxiety, 
low self-esteem, type A personality, and alienation in interpersonal relationship. Some 
students even try to fulfill their goal of self-realization through the virtual reality 
world of the video games, causing negative psychological damage such as anxiety, 
sense of emptiness, and behavioral impulses beyond control.  This study discovers 
that as high as 88.8% of the college students play internet video games at home.  
The development of parent-and-child activities in the family as a replacement for 
playing video games will effectively reduce the time spent on video games and avoid 
the potential threat caused by over-involvement. 
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Abstract. In deciding where to place a text block on an image, there
are two major factors: aesthetic of the design composition, and the visual
attention that the text block naturally attracts. We propose a compu-
tational model to address this problem based on the principles of visual
balance and the diagonal method of placing emphasis. A between-subject
study with seven participants was conducted to validate our model with
subjective ratings. Eight color photographs were used to generate a set
of text-overlaid images as the stimuli. Participants rated the stimuli for
aesthetic appeal on a seven-point likert scale. Results show that the par-
ticipants preferred text-overlaid images generated by our method of text
placement over random text placement.

Keywords: Computational aesthetics, Interface design, Visual Balance,
Diagonal Method.

1 Introduction

Some previous studies in the field of computational aesthetics have focussed on
layouts containing text blocks and images on a solid color background [1,2], but
these studies do not address the aesthetics of text-overlaid images. Sandhaus et
al [3] have dealt with the same but on an image background. These studies are
concerned with the arrangement of multiple elements on a single background.
Lai et al. 2010 [4] have proposed a computational model for overlaying a single
text element on a background image. However, their approach only works for
images with homogeneous backgrounds.

In this paper, we propose a computational model for optimal text placement
on images using the principles of visual balance. We also used the diagonal
method to improve the overall aesthetics of text-overlaid images.

Visual balance is a key principle in the study of design and composition [5,6].
In his book, Art and Visual Perception, Rudolf Arnheim [7] articulates visual
balance in terms of perceived visual weights. In recent years, there have been
several studies on computational modeling of visual balance using different kinds
of visual weights: for example, contrast for grayscale images [2], visual saliency
[8], and color contrast for colored images [4]. It is generally agreed that in a
balanced composition the visual weight is equally distributed in every directions.
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The diagonal method [9] suggests that the objects an artist wants to empha-
size are often found at one of the bisecting diagonals of the frame. A bisecting
diagonal is one that bisects a corner angle [Figure 1]. Arnheim [7] also stated
that objects when placed at the diagonals appear visually heavier than any other
location. Following this principle, text can be emphasized if placed at one of the
bisecting diagonals.

Fig. 1. Bisecting diagonals of a rectangle

2 Approach

We followed two approaches to position text on an image:

– Based on Visual Balance (VB)
– Based on Visual Balance and Diagonal Method (VB + DM)

2.1 Approach Based on Visual Balance (VB)

2.1.1 Visual Weight We defined the visual weight in terms of visual saliency
values, as follows:

W (x, y) =

{
S(x, y), S(x, y) > T
0, otherwise

(1)

Here, T is the threshold obtained using Otsu‘s method[10].

2.1.2 Saliency Algorithm We used a graph-based saliency model that also
incorporates face detection along with low-level saliency features of color, inten-
sity, and orientation [11]. Voila Jones algorithm was used for face detection [12].
This saliency algorithm does not incorporate the saliency of text; so we made
a text conspicuity map by using delta functions at the center of the text block
with 2D Gaussian with the standard deviation equal to the minimum of the sides
of the text block. We added this conspicuity map to the existing saliency map.
Now, the saliency map is the uniform linear combination of all five normalized
conspicuity maps: Color(C), Intensity(I), Orientation(O), Face(F) and Text(T)
[Figure 2].

S =
1

5
[N(C) +N(I) +N(O) +N(F ) +N(T )] (2)
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Fig. 2. Modified saliency model: An image is processed through standard color, ori-
entation and intensity multi-scale channels [13], along with face detection channel and
text detection channel. All five maps are normalized to the same range, and added
with equal weights to a final saliency map.

2.1.3 TextPlacement The center ofmass (xc, yc)was computed fromW (x, y)
, as follows:

xc =

∑h
j=1

∑w
i=1 W (i, j)× i∑h

j=1

∑w
i=1 W (i, j)

(3)

yc =

∑w
i=1

∑h
j=1 W (i, j)× j∑w

i=1

∑h
j=1 W (i, j)

(4)

Here, w= Width of the image h= Height of the image
For a balanced composition, the center of mass should be at the minimal

distance from the center of the frame. We find the quadrant in which the center
of mass was located.To minimize the distance between the center of mass and the
center of the image, the text block should be placed in a quadrant opposite to the
quadrant in which the center of mass was located. We gridded this quadrant,
with each grid cell being equal to the size of the text block. The text block
was placed at each grid cell and the center of mass was calculated again. We
calculated the Manhattan distance between the center of mass and the center of
the image.The grid cell with the least distance was selected for placement of the
text block.[Figure 3]

2.2 Visual Balance and Diagonal Method (VB+DM) Approach

This method was an extension of the visual balance method. Diagonal method
states that the salient objects should be placed at one of the bisecting diagonals,
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but it does not specify the diagonal or the location of the diagonal. After com-
puting the text location by VB method (section 2.1), the text block was moved
perpendicularly to the bisecting diagonal of the nearest corner. [Figure 3]

(a) (b) (c)

(d) (e)

Fig. 3. Overview of the approach: (a) Input Image, (b) Saliency map, (c) Visual weights
and center of visual weight (d) Text placement using VB model (red line indicates
the bisecting diagonal), (e) Text placement using VB+DM method; red lines are for
illustration only

3 User Evaluation

To evaluate the performance of our method, we conducted user evaluation study
in which we compared both models against random placement of text blocks as
well as with each other.
Seven university students (three females and four males; mean age: 23.2; age
range 20 -26) took part in the evaluation study. None of the participant had any
formal art education. Art naive participants were selected to avoid any possible
background effect of expertise in art.
Eight colored photographs were selected from http://photo.net/. All photp-
graphs were rated at least six on a seven point scale by Photo.net users. Three
variants of each photograph were prepared by placing a text block on them using
the following methods [Figure4]:

– random placement excluding the salient regions and a 10 pixel margin on all
sides.

– VB Approach (section 2.1).
– VB+DM Approach (section 2.2).

http://photo.net/
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The only difference between the variants was the location of the text. The
text block was devoid of any semantic meaning, as we are not considering the
semantics of the text while finding its optimal position.
Each participant was shown all three variants of each photograph simultane-
ously and was asked to rate each variant on a seven-point scale for aesthetic
quality. The photographs and variants were presented in random order. Their
responses were normalized per image per participant between 0 and 1. A total
of 168 (3x8x7) responses were gathered.

(a) (b) (c)

Fig. 4. Examples of the stimuli used in user evaluation study (a) Random placement
of text,(b) Based on VB model, (c) Based on VB+DM model

4 Results and Discussion

A one-way between-subject ANOVA test revealed that the mean aesthetic scores
were significantly different for all three models at p < 0.01 level[F (2, 165) =
28.455, p = 0.000]. Post-hoc comparison using Tukey HSD test indicted mean
aesthetic scores for both VB model (M = 0.3343, SD = 0.0745) and VB+DM
model(M = 0.3891, SD = 0.0771) are significantly better than random place-
ment (M = 0.2741, SD = 0.0896). The results also indicated that the mean
aesthetic score for VB+DM model is significantly higher than VB model at
p < 0.01 level.

Taken together, these results suggest that our approach using both visual bal-
ance and diagonal method performed better than random placement of text on
images. It is noteworthy that the diagonal method further significantly increased
the overall aesthetics of the text-overlaid image.
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Fig. 5. Mean aesthetic scores for all three methods

5 Applications and Future Work

There are many websites that allow users to share their photographs in public
domain, for example Photo.net.One example is a portal for online greeting cards
(e-cards), where the user supplies a message which is overlaid on the selected
image. Existing systems simply place the text message on the top of the image
and send it as an e-card. In our model, the text color is defined by the user, but
it could also be decided automatically using different color harmony schemes[14].
Different color evokes different emotional reactions [15,16]; so according to the
emotional content of the message different color harmonies could be used.
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Abstract. Visuospatial function and performance in interactions between 
humans and computers involve the human identification and manipulation of 
computer generated stimuli and their location. The impact of learning on mental 
rotation has been demonstrated in studies relating everyday spatial activities 
and spatial abilities. An aspect of visuospatial learning in virtual environments 
that has not been widely studied is the impact of threat on learning in a 
navigational task. In fact, to our knowledge, the combined assessment of 
learning during mental rotation trials and learning in an ecologically valid 
virtual reality-based navigational environment (that has both high and low 
threat zones) has not been adequately studied. Results followed expectation: 1) 
learning occurred in the virtual reality based mental rotation test. Although 
there was a relation between route learning and practice, a primacy effect was 
observed as participants performed more poorly when going from the first zone 

to the last.  

Keywords: Visuospatial Processing, Learning, Virtual Reality, Mental Rotation: 
Navigation. 

1 Introduction 

Visuospatial function and performance in interactions between humans and computers 
involve the human identification and manipulation of computer generated stimuli and 
their location. A number of neuropsychological studies have found that visuospatial 
tasks activate different cortical areas such as the Broadmann area V5, superior parietal 
lobule, parieto-occipital junction and premotor areas [1]. One measure of visuospatial 
processing in the human-computer-interaction literature is performance on virtual reality 
based mental rotation [2], which can be enhanced through practice [3]. The impact of 
learning on mental rotation has been demonstrated in studies relating everyday spatial 
activities and spatial abilities. Newcombe, Bandura, and Taylor [4] found a substantial 
positive relationship between a visuospatial relations test and a number of daily spatial 
activities. Quaiser-Pohl and Lehmann [5] found significant relationships among visually 
mediated sport activities, computer activities, and mental rotation. Quaiser-Pohl et al [6] 
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also found a relationship of action-and-simulation-playing with MRT performance. 
These studies point to the malleability of visuospatial abilities and their relation to both 
experimental practice and everyday (non-laboratory) learning.  

1.1 Virtual Reality Based Navigation 

Assessment of navigation-based learning and memory has been of interest to 
neuropsychologists for many years and has been broadly studied over the past four 
decades by researchers concerned with the neurobiological bases of learning and 
memory [7]. A great deal of this research has focused on assessing the navigation 
performance of rats and mice in the Morris water navigation task (MWT; [8], [9]). 
While immersed in the MWT animals are trained to locate a hidden escape platform 
submerged in a circular pool of opaque water. A virtual reality version of the Morris 
water task (VMWT) has been developed for assessment of human navigational ability 
[10-12]. Of note, the VMWT has proven useful in studying spatial learning theories 
[11], [12]. Virtual reality based navigation has been suggested as representative of real-
world functioning [13-15]. Navigation, like mental rotation, has been shown to be 
impacted by learning. Walker and Lindsay [16] assessed the visuospatial domain 
through the use of virtual reality based navigation with a virtual auditory display—
finding an overall improvement in performance from one navigation map to the next. 
This learning or practice effect mimics the sort of learning effects found in mental 
rotation performance. 

1.2 Impact of Threat on Cognitive Performance within Virtual Environments 

An aspect of visuospatial learning in virtual environments that has not been widely 
studied is the impact of threat on learning in a navigational task. Stress related 
responses to threat are important because associations have been found among 
increased stress, cortisol, and poor learning/memory in both rodents [17] and humans 
[18]. When a user is immersed in a virtual environment, they can be systematically 
exposed to specific feared stimuli within a contextually relevant setting [19], [20]. 
Further, virtual reality environments allow for optimal arousal identification and 
classification [21]. This modality of virtual reality exposure comports well with the 
emotion-processing model, which holds that the fear network must be activated 
through confrontation with threatening stimuli and that new, incompatible 
information must be added into the emotional network [22], [23]. 

1.3 Research Aims 

To our knowledge, the combined assessment of learning during mental rotation trials 
and learning in an ecologically valid virtual reality-based navigational environment 
(that has both high and low threat zones) has not been adequately studied. Our aims 
were to 1) attempt to replicate prior findings that learning occurs in a virtual reality 
based mental rotation test; 2) assess whether navigational learning occurred in a 
virtual simulation of a Middle Eastern city; and 3) assess the impact of threatening 
stimuli presented while subjects navigated a three dimensional virtual environment.  
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2 Methods 

2.1 Participants 

Subjects included 49 undergraduate students (18 males and 31 females) between the 
ages of 18 and 25 took part in the University of Southern California’s Institutional 
Review Board approved study. Strict exclusion criteria were enforced so as to 
minimize the possible confounding effects of additional factors known to adversely 
impact a person’s ability to process information, including psychiatric (e.g., mental 
retardation, psychotic disorders, diagnosed learning disabilities, attention-
deficit/hyperactivity disorder, and bipolar disorders, as well as substance-related 
disorders within 2 years of evaluation) and neurologic (e.g., seizure disorders, closed 
head injuries with loss of consciousness greater than 15 minutes, and neoplastic 
diseases) conditions. 

2.2 Procedure 

Virtual reality spatial rotation: After informed consent was obtained, basic 
demographic information, computer experience and usage, and spatial activities 
history were recorded. Next, a previously validated (see Parsons et al., 2004 [2]) 
neuropsychological measure of virtual reality spatial rotation (VRSR) was used. The 
VRSR assessment and training system was designed to present a target stimulus (TS) 
that consists of a specific configuration of 3D blocks within a virtual environment. 
The stimuli appear as “hologram-like” three-dimensional objects floating above the 
projection screen (see Figure 1).  

 

Fig. 1. Virtual reality spatial rotation 

After presentation of TS, the participant is presented with the same set of blocks 
(working stimuli; WS) that needs to be rotated to the orientation of the target and then 
superimposed within it. The participant manipulates the WS by grasping and moving 
a sphere shaped “cyberprop” which contains a tracking device. The motion of the 
sphere is imparted upon the WS. Upon successful superimposition of the WS and TS 
a “correct” feedback tone is presented and the next trial begins. The new WS appears 
attached to the sphere (user’s hand), and a new TS appears. In this mode of 
interaction, users do not need to press any buttons or select objects. The WS simply 
appears attached to the sphere for users to manipulate [2].  
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Virtual Reality Navigation Task: The virtual navigation task utilized herein was that of a 
virtual Middle Eastern city, which included a route-learning and navigation simulation 
to assess landmark and route knowledge of the newly experienced VE. Participants 
were led along a predefined path through a virtual Middle Eastern city by a group of 
virtual military service personnel serving as guides. The guides led participants through 
six zones alternating between high and low environmental threat levels. During the high 
threat zones, participants experienced an ambush situation in which bombs, gunfire, 
screams and other visual and auditory forms of threat were present, whereas none of 
these stimuli were presented in the low threat zones. Upon reaching the end of this 
initial tour through the city, participants were instructed to navigate back to the starting 
point following the same path taken during the initial tour. Participants were to pass 
through each zone in reverse order until reaching the original starting point. If the 
participant strayed too far from the path, which was quantified as the distance it would 
take to walk for 10 seconds in a perpendicular direction from the original path, an arrow 
appeared in the corner of the screen that assisted the participant in finding his or her way 
back to the original path. During the navigation task, there were no longer any 
threatening stimuli presented in the high threat zones. The navigation task ended when 
the participant crossed the zone 1 marker. 

The virtual environment depicting an Iraqi city was presented to participants with 
use of an eMagin Z800 head mounted display complete with head tracking 
capabilities to allow the participant to explore the environment freely. The virtual 
environment was created using graphic assets from the Virtual Reality Cognitive 
Performance Assessment Test [24], [25], using the Gamebryo graphics engine to 
create the environment. A tactile transducer floor was utilized to enhance the 
ecological validity of the VE by making explosions and other high threat stimuli feel 
more lifelike [26]. Auditory stimuli were presented with a Logitech surround sound 
system. Participants experienced the VE while residing in an acoustic dampening 
chamber, which had the added benefit of creating a dark environment to remove any 
peripheral visual stimuli that were not associated with the VE, resulting in increased 
immersive qualities of the simulation. 

 

 

Fig. 2. Examples of high (left) and low (right) threat zones 
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3 Results 

As expected, learning occurred in the virtual reality based mental rotation test. There 
was a significant learning curve with an attendant difference in performance from 
Trial 1 to Trial 24 (t=5.27; p<.01). Responses elicited by the variations in threat were 
 

Table 1. Descriptives for Virtual reality navigation task 

 Minimum Maximum Mean SD 
Seconds in Zones 
 

High Threat 
Zone 1 

 
 

53.01

 
 

186.65

 
 

71.48

 
 

25.28 

Zone 2 12.56 186.71 76.67 24.90 
Zone 3 53.59 147.85 80.82 23.52 

 
Low Threat 

Zone 1 

 
 

55.54

 
 

111.45

 
 

64.30

 
 

11.04 
Zone 2 42.29 138.18 75.42 16.99 
Zone 3 21.30 183.10 67.74 23.97 

 
Route Deviations 
 

High Threat 
Zone 1 

 
 
 
 

.24

 
 
 
 

97.73

 
 
 
 

31.98

 
 
 
 

23.16 
Zone 2 .22 410.77 57.31 80.02 
Zone 3 1.43 358.14 71.8830 80.68 

 
Low Threat 

Zone 1 

 
 

.25

 
 

204.17

 
 

32.92

 
 

32.49 
Zone 2 .17 869.85 71.90 137.21 
Zone 3 .14 485.34 58.99 91.86 

 
#Arrow Prompts 
 

High Threat 
Zone 1 

 
 
 
 

0.00

 
 
 
 

42.00

 
 
 
 

10.87

 
 
 
 

11.68 
Zone 2 0.00 35.00 8.89 8.97 
Zone 3 
 

0.00 100.00 20.85 23.56 
 

 
Low Threat 

Zone 1 

 
 

0.00

 
 

71.00

 
 

7.44

 
 

13.72 
Zone 2 0.00 56.00 15.91 14.93 
Zone 3 0.00 74.00 12.93 21.41 
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used to predict an outcome measure related to participants’ performance navigating 
along the newly learned route in the novel virtual Middle Eastern city. Specifically, 
we looked at: 1) Time in zones; 2) Number of route deviations; and 3) Number of 
computer-generated prompts (arrows) to reorient the user (see Table 1). 

Although there was a relation between route learning and practice, a primacy effect 
was observed as participants performed more poorly when going from the first zone 
to the last:  

1. Time in Zones: comparing the first and last zone (Mean = 13.26; Standard 
Deviation = 17.61; Standard Error of the Mean = 2.51; t=4.36; p<.01) 

2. Route Deviations (Mean = 38.95; Standard Deviation =93.18; Standard Error of 
the Mean = 13.59; t=2.87; p<.01) 

3. Computer Reorientations (Mean = 13.40; Standard Deviation = 31.31; Standard 
Error of the Mean = 4.47; t=2.98; p<.01).  

4. The impact of threat level on learning was most notable for its impact on Time in 
Zones: This was evidenced by the fact that subjects had decreased learning in the 
high threat zones (Mean = 21507; Standard Deviation = 59476; Standard Error of 
the Mean = 8496; t= 2.53; p<.01).  

4 Discussion 

A primary focus of this study was upon visuospatial function and performance in 
interactions between humans and computers that involve the human identification and 
manipulation of computer generated stimuli and their location. Our goal was to 
combine assessment of learning during mental rotation trials and learning in an 
ecologically valid virtual reality-based navigational environment (that has both high 
and low threat zones).  

We were able to replicate prior findings that learning occurs in a virtual reality 
based mental rotation test. A number of researchers have found that repeat exposures 
to even a two-dimensional test leads to a rather marked increase in performance [27], 
[28], [29]. [30]. The learning effects have practical and theoretical implications. The 
practical aspect, in terms of experimental design, is best illustrated by reference to 
Hampson's observation that the expected effect of period phase on spatial performance 
did not materialize in a within-subject design, as opposed to a between subjects design 
[29]. Hampson attributed this to the learning effects for tasks and this concern can be 
extended to the MRT as well. It should be pointed out that the extreme responsiveness 
of MRT performance to learning contrasts sharply to some other behaviors in which 
sex differences between males and females have been found, such as a fine motor task. 
No gender differences were found for the VRSR. From our theoretical perspective, 
VRSR stimuli represent an increase in the complexity of a stimulus (from 2D to 3D) 
and results in an increase in the cognitive load (working memory) of the task. We 
consider our data on a perceptual continuum with stimuli and tasks increasing in 
complexity to match “spatial conditions.” As a result, working memory load seems to 
increase steadily with stimulus complexity, due to task demands. Therefore we assert 
that the relation between stimulus complexity and task demand reflects a functional 
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relationship between stimulus complexity and the load of working memory for these 
stimuli. We argue that stimulus complexity provides a parsimonious theoretical 
framework for understanding the differences between these tasks with full realization 
that interpretations are variegated by one’s working heuristics.  

Although there was a relation between route learning and practice, a primacy effect 
was observed as participants performed more poorly when going from the first zone 
to the last; and the impact of threat level on learning was most notable for its impact 
on Time in Zones. These findings are consistent with findings that emphasize that 
stress related responses to threat are important because associations have been found 
among increased stress, cortisol, and poor learning/memory in both rodents [17] and 
humans [18] can be well expressed in a virtual environment with varying levels of 
threat. Given the fact that when a user is immersed in a virtual environment, they can 
be systematically exposed to specific feared stimuli within a contextually relevant 
setting [19], [20]. 

In sum, results followed expectation: 1) learning occurred in the virtual reality 
based mental rotation test. Although there was a relation between route learning and 
practice, a primacy effect was observed as participants performed more poorly when 
going from the first zone to the last.  
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Abstract. Operational errors were collected and analyzed with regard to the use 
of different tablet UIs. The effects of previous operational knowledge upon the 
use of new devices were clarified through user experiments in which forty sub-
jects participated. A comparison was made of three different types of tablet UIs 
that were equipped with three different operating systems: iOS 5, Windows 8 
(release preview), and Windows 7. The results showed the user’s dependence 
upon previous operational knowledge when using a new tablet PC. This depen-
dency was demonstrated both in the ratio of the users’ accurate operation, and 
in their process of exploring an unknown operation. 
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1 Introduction 

In recent years tablet PCs have rapidly achieved widespread use, providing a variety 
of applications, such as music players, email, maps, and camera. To maximize the 
utility of these applications, users must know how to select a desired application and 
execute the related tasks, as well as know how to switch to other applications. One of 
the problems of tablet PCs is that they have different touch or gesture operations be-
cause each one is equipped with its own operating system (OS), whose operations are 
designed based on their different policies. To take one example, iOS features the me-
taphor of real world interaction in the elements of its gesture design, such as flipping 
a sheet of paper [1]. Windows 8, on the other hand, focuses on the redesign of optimal 
touch operation, as shown in features such as its dynamic menu bar, which is based on 
the idea that simple physical interactions alone are not sufficient to realize flexible 
operations [2]. 

Users often make mistakes with new tablet PCs because they tend to operate them 
based on their previous experience of similar devices [3]. Therefore, from the pers-
pective of Human–Computer Interaction (HCI) it is important to analyze such com-
mon operational errors [4], identify the effects of previous experience, and apply the 
results to the operations of new tablet PCs. 
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A number of experimental research efforts on tablet PCs have focused upon the 
domain of HCI. Li et al. [4] reported that the adoption of buttons that can be pressed 
by the non-writing hand offers the fastest performance with a pen tablet interface. 
Bragdon et al. [5] presented bezel-initiated gestures, which offered the fastest perfor-
mance with smart phones, and mark-based gestures, which were the most accurate. 
These studies provide a framework of general knowledge for the design of touch op-
eration, but they do not consider the differences in knowledge or experience among 
users. As regards the effects of previous knowledge upon the operation of a new de-
vice, we have conducted several previous user tests that involved switching to a new 
DVD recorder. Our results showed that there are specific operational error patterns 
that depend upon the user’s previous experience using DVD recorders of individual 
manufacturers [6][7]. The results also indicated that operational errors can be used for 
estimating user intention and for generating adaptive help.  

A similar phenomenon of a prior-knowledge effect is common in the operational 
errors users make when using a new tablet PC, because the touch operations are de-
signed with variations in the origin, direction, and number of fingers used. In our 
DVD recorder experiments, we observed that this led to users making multiple 
guesses as to how they would operate a new device. The aim of this study is to clarify 
the effects of previous knowledge during the use of a new tablet PC, and analyze the 
resulting error patterns in order to provide improved usability via adaptive operational 
support. The experimental results showed that dependency upon previous knowledge 
could be observed both in the users’ ratios of accurate operation, and in their process 
of exploring unknown operations. 

2 Operation Model for Tablet PCs 

2.1 Definition of Operation Model 

We differentiate a tablet PC’s model of operation in terms of two perspectives: the 
operation model of the user, and the operation model of the device. The operation 
model of the user is a set of rules that the user knows about how the device works, in 
terms of its internal structure and processes [9]. The operation model of the device is 
a set of rules about the device-side functions, and how they are programmed to per-
form in response to the user’s operation. In this paper, we refer to the operation model 
of the user as the “operation model,” and the operation model of the device as the 
“device model.” The influence of the operation model upon a user using a new device 
is shown in Figure 1. 

As shown in the figure, user A has an operation model A, and user B has an opera-
tion model B, which is different from operation model A. When users A and B begin 
to use a new device C, each user operates it based upon the operation model  
they already know (in this case, as model A and model B, respectively). If their pre-
viously known operation model does not enable them to correctly operate device 
model C, the device interprets operation A and/or operation B as an error operation. 
In general, operation A is not always equivalent to operation B because they are based 
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upon  
different operation models.  

In addition, two processes take place before a function is executed. The first  
process is the user’s internal prediction of the procedure, based upon that individual’s 
operation model. The second is an action process, based upon looking at the device’s 
surface design. According to this model, an error operation occurs when the operation 
model and device model are not in agreement, or when the user cannot find the  
appropriate button after scrutinizing the surface design of the new device. 

 

Fig. 1. Interpretation of user’s operation according to the device model 

2.2 Operation Model of a Tablet PC 

A tablet PC is characterized by a flat menu structure and touch operation. Application 
icons are evenly arranged on the home screen, and the user touches the desired appli-
cation icon in order to execute the application. Figure 2 shows a conceptual diagram 
of the selection of an application on a tablet PC. The application icons are displayed 
on the home screen, and the selected application occupies the entire screen. This sim-
ple procedure of application selection dramatically improved the usability of the tablet 
as compared with the conventional mobile phone, PC, and DVD recorder, which had 
complicated menu structures. However, switching applications still presented a diffi-
culty, because one application occupies the entire screen, and all the buttons on the 
screen are intended for the current application.  

A conceptual diagram of the transition between applications is shown in Figure 3. 
As shown in the figure, the screen is used to display home, each application, and the 
settings of the OS. The transitions between screens are usually operated using a phys-
ical button that is outside the tablet screen. However, every OS provides a touch oper-
ation for switching between screens by bypassing the home screen without pressing 
the physical button. In summary, the operation of tablet PCs can be separated into 
four categories: (i) transitions between home and applications, (ii) transitions between 
applications, (iii) operations in a single application, and (iv) transitions between  
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be acquired through this learning step. Seven learning tasks (Q1–Q7) were prepared, 
as shown in Table 2, which covered the transitions (i–iv) shown in Figure 3. An  
example of a task sheet that was used for learning win8 is shown in Figure 5. The 
answer operation was designated by the drawing. 

Table 2. The learning tasks 

Task Statement Class Task Statement Class

Q1 Start Internet Explorer (IE). (ⅰ) Q8 Select music from the application list. (ⅰ)

Q2 Back to the home screen. (ⅰ) Q9 Play the music. (ⅲ)

Q3 Start music. (ⅰ) Q10 Stop the music. (ⅲ)

Q4 Change from music to IE. (ⅱ) Q11 Go back to the home screen (ⅰ)

Q5 Open a tab on IE. (ⅲ) Q12 Start map. (ⅰ)

Q6 Back to the home screen. (ⅰ) Q13 Change a display to an aerial photograph. (ⅲ)

Q7 Display an application list. (ⅳ) Q14 Change from map to music. (ⅱ)

Q15 Display an application list. (ⅳ)

Testing tasksLearning and testing tasks

 

Step2: Confirmation (5 min). A confirmation test was conducted to determine whether 
the operations in step 1 had been performed correctly. Error operations were learned 
again until all tasks were performed correctly. We assumed that the users acquired an 
understanding of the operation model during Steps 1 and 2. 

Step3: Testing (maximum 30 min). Each group performed an experiment using a dif-
ferent tablet (the column ‘Testing’ in Table 1). Fifteen operational tasks were pre-
pared, as shown in Table 2. The testing tasks Q8–Q15 shown in Table 2 were the 
same kind of tasks as tasks Q1–Q7. These tasks were added in order be able to ana-
lyze the user’s process of operation discovery via exploratory interaction. The maxi-
mum time for one task was set at 2 min, and the subject could give up the search at 
any time. During the testing step, the users’ operation sequences were recorded by a 
video camera, and the number and types of operations they performed were analyzed.  

3.3 Results 

Accuracy Rates for All Tasks. The mean accuracy rates for all tasks for all subjects are 
shown in Figure 6. The arrows indicate the users’ movement from the learning tablet to 
the testing tablet, while the percentages indicate the accuracy rate. As can be seen in the 
figure, the accuracy rate of each group was more than 56%. This rate includes the tasks 
that were unknown to the subjects, and thus shows that the interface of each tablet was 
well designed for beginners. As regards the differences in accuracy, the rates for groups 
that tested Windows 8 (G1:85%, G3:86%) were approximately 20% higher than those 
for groups that tested iOS (G2:60%, G4:56%). These results show that Windows 8 
makes it easier to discover the correct operation via exploratory interaction. 

Accuracy Rates for Each Task. The mean accuracy rates for each task for all sub-
jects are shown in Figure 8. The tasks that received ratios of less than 30%, which are 
grayed out in Figure 8, were Q2, Q4, Q6, Q7, Q11, Q14, and Q15, all of which were 
related to application switching. The remaining tasks involved application selection or 
operation (classes (i) and (iii) in Tables 2 and 3). These results show that operation 
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error tends to occur most in the switching between applications. Moreover, the rates 
of these tasks differed, depending upon the tablet being used. For example, in Q4, 
even though G1 and G3, which operated win8, showed a rate of 80%, G2 and G4, 
which operated iOS, showed low rates of 20% and 0%, respectively. These results 
suggest that the design concept of each OS influenced its usability in a user’s initial 
use of a new tablet PC. 

 

 

Fig. 5. Example of a task sheet 
 

Fig. 6. Accuracy ratio for all tasks 
 

The Influence of Previous Knowledge. On all 15 tasks, all users made their first 
operational error on Q2. Detailed analysis was then performed on the operational 
records for Q2 (“Return to home screen”), in which we expected to observe the ef-
fects of learned knowledge. The task of returning to the home screen is difficult  
because the screen is occupied by the current application, and no information is  
displayed for application switching or returning to the home screen. 

Table 3. Accuracy ratio for each task 

G1:iOS→win8 G2:win8→iOS G3:win7→win8 G4:win7→iOS

Q1 100 100 100 100

Q2 60 0 50 10

Q3 100 100 100 100

Q4 80 20 80 0

Q5 100 100 90 100

Q6 70 20 90 10

Q7 10 20 30 0

Q8 100 100 100 100

Q9 100 100 100 100

Q10 100 100 90 100

Q11 100 20 90 10

Q12 100 100 100 100

Q13 100 80 100 90

Q14 100 20 100 20

Q15 50 20 70 0

Q1-15 85 60 86 56  

The frequencies and ratios in the operational records for Q2 are shown in Figure 
7(a). The operational records included the number of fingers used, the starting  
point gesture on the screen, and the type of action used (e.g., tap, swipe, pinch). The 
records were classified into three categories: (a) the bezel gesture, as a starting point 
gesture on the outer frame, which was peculiar to Windows 8 (bezel); (b) the use of 

Q.4 Change from music t o Internet  Explorer.

A.4 S wipe from t he left  frame.
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four fingers, which was peculiar to iOS (four-finger); and (c) other operations (other). 
The ratio for the bezel gesture was 45% in G2, who learned using Windows 8, a ratio 
that was more than 1.5 times those of the other groups (19–31%). The ratio for the  
four-finger gesture was 20% in G1, who learned using iOS, whereas the ratio was 0% 
in the other groups who did not learn using iOS. These results show that the user’s 
previous knowledge interferes with his initial operation of a new tablet PC.  

 

Fig. 5. Frequencies and ratios for operations 

The frequencies and ratios in the operational records for all tasks are shown in Fig-
ure 7(b). Compared with Q2, the ratio of bezel operation increased from 20% to 40% 
in G1 and G3. On the other hand, the four-finger operation hardly changed, showing a 
movement from 0% to 3% in G2 and G4. These results suggest that the exploratory 
operation as related to the number of fingers was more difficult than the search as 
related to the starting point or action. 

3.4 Analysis of the Error Factor 

We then analyzed the factors involved in error tasks whose accuracy rates were less 
than 30%. Error tasks were collected for Q2, Q4 and Q7 after the same task was 
summarized. The correct operation of these three tasks is shown in Table 5. The box-
es with bold lines show the operation of error tasks. In Q2 and Q4, the menu search 
tasks, such as the menu tapping of win8, had a high accuracy rate (50–80%), whereas 
gesture search tasks, such as the pinching and swiping of iOS had a low accuracy rate 
(0–20%). Similarly, on Q7, the gesture search tasks had a low rate (0–30%).  

These results show that operating errors occurred during tasks that required a ges-
ture search other than a menu search. Figure 9 shows the mean accuracy rate for tasks 
that required both menu search and gesture search. The accuracy rate of the menu 
search tasks was 95%, whereas that of the gesture search tasks was 18%. This sug-
gests that it is difficult for users to find a new gesture even if the design of the correct 
gesture is based on a real world action. Gesture search was one of the factors that 
reduced the immediate usability of tablet PCs. 
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Fig. 8. Correct answer operation for error tasks.

 

Fig. 9. Accuracy ratios for menu search tasks 
and gesture search tasks. 

4 Discussion 

Application to Operational Support. Our first main finding is that users’ previous 
knowledge of a tablet PC has a strong influence on their degree of operational error 
when first using new tablet PC, especially when switching applications. This means 
that it is necessary to provide optimum support according to the user’s experience, in 
addition to improving usability by standardizing the device’s interface design, to  
prevent operational errors. In order to realize such optimum support, estimation of a 
personal operation model for each user is needed. If a device has a database of the 
operational error pattern based on a user’s previous experience, a personalized opera-
tion model can be inferred when they make certain errors (e.g., the four-finger error is 
presumed to be an iOS model in Q2), and adaptive support can then be offered to each 
user. Our second main finding is that more participants completed menu search tasks 
than completed gesture search tasks. This suggests that menu manipulation is easier 
for an initial search than a gesture operation that imitates a real world operation. For a 
search using a gesture operation, feedback on different search strategies (e.g., alerting 
the user as to the number of fingers used in iOS) becomes an effective approach to 
improving usability. 

Scope of Observation. The observations acquired in this study are applicable to the 
switching of applications when users first use a new tablet, based upon our initial 
users test. In addition, we need to test a greater variety of users in order to verify the 
broader validity of our results, since we did not test users who have little experience 
using electronic devices, such as children or the elderly. 

Restrictions on Experiment Implementation. Most tasks given in this test can be 
done using the physical home button attached to the tablet body, which is what users 
generally tend to use. Although operation of the home button is easier, the switching 
task is faster when it is performed using a gesture on the screen. 

Future Work. Touch operation commands are made and impacted by the number of 
fingers used by the user, the starting point, the gesture on the screen, and the type of 



 Error Analysis for Tablet User Interface Transfers 93 

action being performed. However, the results of our analysis of the operation log 
show that subjects did not try to change the number of fingers they used. Clarifying 
the gesture operations that are required during search processes is still necessary in 
order to facilitate optimal gesture design in tablet PCs. 

5 Conclusion 

In this paper, we analyzed the effects of previous knowledge in relation to the factors 
that cause user error when users first use a new tablet PC. According to the results 
obtained, we found that there are several operational error patterns that depend upon 
the users’ operation model, which is the product of their previous experience. It was 
found that these errors occurred most frequently in switching applications. Further-
more, an analysis of the operational records showed that the gesture search is one of 
the factors that reduced the initial usability of tablet PCs. It is necessary for us to gain 
further understanding of the user’s exploration of new gesture operations in order to 
produce better design of the operations of tablet PCs. 
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Abstract. We aimed to analyze multitasking behaviors of digital natives in 
Turkey while interacting with new media, within the scope of the following 
questions: What kind of multitasking behaviors do digital natives exhibit? How 
does being a multitasker influence digital natives’ interaction with new media? 
We used dominant-less dominant, quantitative-qualitative sequential mixed re-
search method. The target group is teenagers, aged from 13 to 17 as being digi-
tal natives. The sample size is 494 in the quantitative part; 10 in the qualitative 
part. According to the results, the rate of being a multitasker among digital na-
tives is very high. Multitaskers think multitasking is a very natural behavior and 
they feel very comfortable with it. On the other hand, there are some negative 
issues regarding multitasking, such as losing attention.  

Keywords: Digital natives, Multitasking, New media, Cognitive load, Interaction. 

1 Introduction 

By the pioneer developments in computer technologies, especially with the emer-
gence of the Internet, digitalization has started in all the areas in the information age 
that we live in. Digital culture has become an inseparable part of the information so-
ciety [1]. A new generation, who was born and has been raised in the world of such a 
society, appeared. There is plenty of naming for this new generation but in this study 
we will use Prensky’s [2] term: “digital natives”. He defines digital natives as “native 
speakers of the digital language of computers, video games and the Internet”. They 
are the people born after 1980’s and surrounded by digital media and other digital 
technologies. 

Digital natives differ in characteristics and express their needs in ways that are  
different from the previous generations. As stated by Prensky [2], for example,  
they “like to parallel process and multi-task”. Multitasking behavior is influential on 
individuals’ lives in various extents, such as in terms of their interaction with technol-
ogical tools, especially considering the information age that we live in. In fact, infor-
mation and communication technologies in the world of digital natives are no more 
based on traditional media. Manovich [3] said that media turned into new media as a 
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result of enormous developments, especially in 1990’s. Lister et al. [4] listed the 
properties of new media as digital, interactive, hypertextual, virtual, networked, and 
simulated. This is the media by which digital natives are surrounded.  

The term multitasking originally belongs to computer sciences. It is defined as “the 
running of two or more programs (sets of instructions) in one computer at the same 
time” [5]. While the term belongs to computer sciences, however, it has been used  
by various disciplines other than computer sciences such as media and human 
sciences as well. When it comes to humans, multitasking is defined as “the ability to 
conduct two or more tasks at the same time both requiring attention and various ad-
vanced cognitive processes” [6].  

Multitasking behavior has come into prominence in the last decades. The research 
done by Rideout et al. [7] shows that in the USA, multitasking proportion among 
youths aged 8-18 increase gradually; multitasking proportion is 16% for 1999, 26% 
for 2004, and 29% for 2009. They define multitasking proportion as “the proportion 
of media time that is spent using more than one medium concurrently”. This finding is 
very important because it implies that the rate of multitasking behavior of young  
people is raising in parallel to the developments in technology. On the other hand, 
according to some research, doing or attempting to do more than one task at a time 
overloads the capacity of the human information processing system [8, 9]. Cognitive 
overload may be a barrier to some activities, such as learning. In this case, Hem-
brooke and Gay [10] say that multitasking may have a negative impact on  
learning due to cognitive overload. While designing human-computer interfaces,  
optimum use of working memory should be taken into consideration in order to  
balance the cognitive load [11]. Therefore, the relation between multitasking and 
cognitive load for digital natives has a value to be investigated within the context of 
human-computer interaction. 

Then, it becomes more of an issue to examine on multitasking behavior of digital 
natives; especially in the present days when new media become dominant by the 
use of Web 2.0 technologies and social media in our lives, and in such a world that 
multitasking behavior becomes widespread. In this respect, we aimed to analyze 
multitasking1 behaviors of digital natives in Turkey while interacting with new  
media, within the scope of the following questions: What kind of multitasking be-
haviors do digital natives exhibit? How does being a multitasker influence digital 
natives’ interaction with new media? Research questions related to the former are: 
Do digital natives exhibit multitasking behaviors? How are multitasking behaviors 
of digital natives distributed with regard to age, gender, and socio-economic status 
(SES)? Research questions related to the latter are: Why (or not) do digital natives 
do more than one activity while online? How do digital natives do more than one 
activity while online? How do digital natives feel doing more than one activity 
while online? 

                                                           
1 While multitasking is valid for any activity, here, it is addressed to new media usage, focusing 

on the Internet. 



96 T. Uğraş and S. Gülseçen 

2 Method 

In the study, we used dominant-less dominant and quantitative-qualitative sequential 
mixed research method. First, we conducted the less dominant, quantitative part and 
then the dominant, qualitative part.  

2.1 Participants 

The target group is teenagers, aged from 13 to 17 as being digital natives. The  
universe of the study is teenagers of 13-17 years old in Turkey; study universe is tee-
nagers of 13-17 years old in Istanbul. In the quantitative part, study sample was de-
termined by disproportional group sampling method; and stratified according to age, 
gender, and socio-economic status (SES). Total size of participants is 494 (age 13: 
103, age 14: 101, age 15: 82, age 16: 101, and age 17: 107; females: 240 and males: 
254; low-SES: 267 and high-SES: 227) [12]. In the dominant qualitative part, the 
focus group consists of 10 participants selected by extreme or deviant case sampling 
of purposive sampling methods, with regard to being a multitasker or not. We chose 
the participants of the qualitative part based on the findings about being a multitasker, 
from the first part. Half of these participants are multitaskers, and the other half are 
non-multitaskers. Also, we took into consideration that there were one multitasker and 
one non-multitasker at each age.  

2.2 Design  

We used descriptive model in the quantitative part; and case study model in the  
qualitative part.  

2.3 Materials  

In the quantitative part, a questionnaire was used as the data collection tool in order to 
determine the multitasking behaviors of digital natives as well as their demographic 
information [12]. In the qualitative part, focus group interviews were carried out in 
order to have detailed information about multitasking behaviors of digital natives, by 
using semi-structured interview questions.  

2.4 Analysis  

Findings from the quantitative part were analyzed by using percentage frequency 
distributions. Findings from the qualitative part were analyzed using descriptive anal-
ysis method. Before descriptive analysis, interviews were transcribed into text. Then, 
descriptive analysis was performed through four stages. At the first stage, a thematic 
framework was constructed. At the second stage, transcripts were annotated and orga-
nized for each theme. At this stage, participants were labeled with their age and multi-
tasking behavior, such as 13-M where 13 stands for the age and M stands for being a 
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multitasker or 13-nonM where 13 stands for the age and nonM stands for being a non-
multitasker. At the third stage, findings were obtained. At the last stage, findings were 
discussed and interpreted.  

3 Results 

In order to answer research questions, data from both quantitative and qualitative 
parts were analyzed. The results are given below, respectively. 

3.1 What Kind of Multitasking Behaviors Digital Natives Exhibit  

In the quantitative part, we tried to answer the following research questions within  
the scope of the question of “What kind of multitasking behaviors do digital natives 
exhibit?”:  

• Do digital natives exhibit multitasking behaviors?  
•  How are multitasking behaviors of digital natives distributed with regard to 

age, gender, and socio-economic status (SES)? 

Multitasking behavior of digital natives were analyzed in terms of: (1) Using more 
than one technological tool while online, (2) Using more than one program on com-
puter while online. The former was asked as “Do you do more than one activity at the 
same time while you are online? For example watching TV, listening to music, or 
talking on the cell phone while searching the Web for your homework…” The latter 
was asked as “Do you do more than one activity on the computer at the same time 
while you are online? For example checking your e-mails, posting to your Facebook 
profile, or doing chat while searching the Web for your homework…” The purpose of 
emphasizing “while searching the Web for your homework” in the example given in 
the questions is to mention an activity that is not automatic, but requires attention. 
Table 1 shows the distribution of affirmative answers addressing to these cases. 

Table 1. Distribution of multitasking behaviors 

 
f 

(N=494) % 
Using more than one technological tool while online (a) 388 79% 
Using more than one program on computer while online (b) 412 83% 
Doing both 356 72% 
Doing at least one of “a” or “b” 444 90% 
Doing neither 50 10% 

 
From Table 1, we see that the rate of digital natives who use more than one tech-

nological tool while online is 79%; that of digital natives who use more than one pro-
gram on computer while online is 83%; that of digital natives who behave in both 
ways is 72%. It can easily be seen that the rate of digital natives who behave at least 
one of these ways is 90%; and that of digital natives who behave in neither one of 
these ways is 10%.  
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Fig. 1. Distribution of multitasking behaviors with regard to age 

The distribution in Figure 1 is obtained by analyzing multitasking behavior of  
digital natives with regard to age. 

As we see from Figure 1, the rates of multitasking behavior for each age group are 
almost the same and close to each other. The highest rate among digital natives who 
use more than one technological tool while online belongs to 17 year olds (83%). The 
highest rate among digital natives who use more than one program on computer while 
online belongs to 16 year olds (92%). The highest rate among digital natives who 
behave in both ways belongs also to 16 year olds (80%).  

The distribution in Figure 2 is obtained by analyzing multitasking behavior of  
digital natives with regard to gender.  

 

Fig. 2. Distribution of multitasking behaviors with regard to gender 

As we see from Figure 2, the rates of multitasking behavior for females and  
males are close to each other. The rate of using more than one technological tool 
while online is higher among males (80%) than females (77%). The rate of using 
more than one program on computer while online is higher among females (85%) 
than males (82%). The rate of behaving in both ways is higher among males (73%) 
than females (71%).  
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Fig. 3. Distribution of multitasking behaviors with regard to SES 

The distribution in Figure 3 is obtained by analyzing multitasking behavior of  
digital natives with regard to SES.  

As we see from Figure 3, the rates of multitasking behavior among digital natives 
from high-SES are higher than those from low-SES. The rate of using more than  
one technological tool while online is higher among high-SES (85%) than low- 
SES (73%). The rate of using more than one program on computer while online  
is higher among high-SES (85%) than low-SES (82%); but those rates are close to  
each other. The rate of behaving in both ways is higher among high-SES (76%) than  
low-SES (69%). 

3.2 How Being a Multitasker Influences Digital Natives’ Interaction with New 
Media  

In the qualitative part, we tried to answer the following research questions within the 
scope of the question of “How does being a multitasker influence digital natives’ 
interaction with new media?”:  

• Why (or not) do digital natives do more than one activity while online?  
•  How do digital natives do more than one activity while online?  
•  How do digital natives feel doing more than one activity while online? 

Thematic framework was developed in parallel to these research questions, respec-
tively: (1) Reasons for being a multitasker (or non-multitasker), (2) Multitasking 
style, (3) Feelings while multitasking.  

The first theme is “reasons for being a multitasker (or non-multitasker)”. The 
theme was analyzed within the scope of participants’ answers to the following ques-
tions: “You reported that you (don’t) use more than one technological tool while on-
line, why?” “You reported that you (don’t) use more than one program on computer 
while online, why?” According to the results, multitasker participants agreed that 
multitasking is a natural behavior of them. For example, the participant coded as 13-
M stated “I don’t do otherwise” about using more than one technological tool at the 
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same time. Similarly, 15-M said “in general, I already behave like that” about using 
more than one program on computer at the same time. On the other hand, non-
multitasker participants have a common feature: not having enough opportunity to get 
experience in multitasking. One of the reasons behind this is to use new media rarely 
or never. For example, the participant coded as 13-nonM stated “We have no comput-
er. I don’t use the Internet much.” Another reason is not to have access to more than 
one technological tool to use simultaneously. For example, 16-nonM said “There is 
no TV in the room which I do my homework, there is a desktop computer only.” 
There is another common feature of non-multitaskers: prejudice against possible neg-
ative effects of being a multitasker. When they think of multitasking, especially while 
doing homework, they assert their concern for losing attention or concentration, or 
wasting time; thus having lower points at school. For example, 15-nonM stated “I 
don’t do multitasking since I think I can lose my concentration.” Similarly, 14-nonM 
said that “I don’t use the Internet. I don’t have any Facebook account because I don’t 
want to get lower points at school.”  

The second theme is “multitasking style”. The theme was analyzed within the 
scope of participants’ answers to the following questions: “You reported that you  
use more than one technological tool while online, how?” “You reported that you  
use more than one program on computer while online, how?” Naturally, we asked 
these questions only to multitasker participants. When we examine on the records for 
these questions, we saw that this theme should be analyzed under two conditions: (1) 
at least one of the tasks, such as doing homework, requires attention (2) that doesn’t 
require much attention. Although there is no big problem with the second case to 
mention, the first case needs to be examined. Results show that some multitaskers 
have developed some strategies in order to diminish the possible negative effects. For 
example, 14-M stated “I don’t bother, if all the programs I was using are related to my 
homework.” about using more than one program on computer at the same time. 13-M 
stated “While I am doing homework, I rather listen to music.” about using more than 
one program on computer and/or more than one technological tool at the same time. 
In other words, 13-M prefers such an activity that requires less attention while he is 
doing homework at the same time. 16-M said “While doing homework, if the other 
programs related to my homework are open on my computer, there is no problem. But 
if they are not related to my homework, then I work with them in a sequence.” On the 
other hand, one of the multitaskers, 15-M, has trouble because of losing concentration 
or has some concerns about wasting time with multitasking. 15-M stated “I don’t use 
any other technological tool while I am doing my homework since I lose my concen-
tration. I use more than one program while online but it is such a waste time. Those 
times I am worrying about my school life.” 

The third theme is “feelings while multitasking”. The theme was analyzed within 
the scope of participants’ answers to the following questions: “How do you feel when 
you are using more than one technological tool while online, especially while study-
ing?” “How do you feel when you are using more than one program on computer 
while online, especially while studying?” We asked these questions only to multitask-
er participants as well. According to the results, we saw that all the multitasker partic-
ipants’ views about multitasking behavior were in a positive way. For example, 17-M 
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said “I am feeling very comfortable while doing it.” 14-M said “It is funny to multi-
task. Indeed, the Internet is not fast enough for me. If it would be faster multitasking 
would be funnier.” One of them, 13-M, even said “I love to behave like that so 
much.”  

4 Discussion 

The rate of multitasking behavior among digital natives in Turkey is very high. Al-
though the rates of those regarding to age, gender, and SES differ, it can easily be 
seen that all those rates are very high as well. In other words, it is common among 
digital natives to use more than one technological tool or more than one program on 
computer simultaneously while online. Similarly, as a result of their study with people 
aged from 14 to 65+ in Britain, Helsper and Enyon [13] found that multitasking beha-
vior was observed with the significantly highest rate at 14-17 age range (%87) among 
all the age ranges. Also, Rideout et al. [7] found that only 13% of 13-18 aged youths 
were not computer multitasker in the USA in 2009. Computer multitasker means who 
“use a totally different medium while he/she is also using the computer –for example, 
watching TV, reading, or text messaging”. Another 40% of that age group said they 
use another medium or text message most of the time while they are using computer; 
another 26% said they do so some of the time; another 17% said they do so a little of 
the time. In the project of Media Habits of MENA (Middle Eastern and North  
African) Youth, participants aged 13-28 stated their choices about other activities  
they usually engaged in while watching TV, as follows: 53% send and receive cell 
phone text messages, 50% talk on the phone, 41% send and receive email, 39% listen 
to music, 36% browse online, 35% do their homework or work, 19% play video 
games, and 17% read [14]. All those findings together with the findings of this study 
show that multitasking behavior among digital natives are very widespread all over 
the world. 

In case of the effects of multitasking behavior on digital natives, we saw that multi-
tasking digital natives think that multitasking is a very natural behavior and they feel 
very comfortable with it. Non-multitaskers, however, think in a negative way about 
multitasking behavior. The main two reasons behind this are: not having enough ex-
perience in multitasking, and having prejudice against multitasking as it causes to  
lose concentration. These are very reasonable. It can be expected to make prejudice 
about a behavior related to using new media for one who doesn’t have enough oppor-
tunities to have access and use new media. Indeed, we saw that the common point of 
non-multitaskers is that they all use new media few and far between when we ex-
amine the records of those participants [12]. The rate of using computer or Internet 
among them is at most weekly; the rate of using mobile phone is at most weekly (ex-
cept one who uses daily); no one possesses tablet computer; no one have personal 
web site or blog; only one of them has a Facebook account but he uses it rarely. Thus 
we cannot expect them to get experience in multitasking. On the other hand, one of 
the multitaskers thinks that multitasking behavior may have a negative effect on their 
academic success since it can lead to lose concentration. Therefore, there appears a 
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relation between multitasking and concentration obviously. Correspondingly, there 
are some research which state that attempting to do more than one task at a time over-
loads the capacity of the human information processing system [8, 9]. Additionally, 
we cannot be sure that the strategies, which were developed by some multitaskers to 
diminish the possible negative effects of multitasking, are really effective.  

5 Conclusion 

It becomes important to examine on behaviors of digital natives interactions with new 
media, especially in the present days when new media has become dominant in our 
lives and in such a world that multitasking behavior becomes widespread. From this 
point, we conducted this research which is about multitasking behaviors of digital 
natives in Turkey.  

According to the results, it is observed that the rate of being a multitasker among 
digital natives in Turkey is very high. Also, according to the detailed analysis with 
regard to age, gender, and SES, those rates are very high and close to each other. 
According to multitaskers, multitasking is a very natural behavior and they feel 
very comfortable while doing it. On the other hand, non-multitasker participants 
have a common feature that they didn’t have enough opportunity to get experience 
in multitasking. Although all the multitasker participants said they were doing more 
than one activity at the same time when online, we observed that their multitasking 
behavior may differ if at least one of the tasks requires much attention. In that case, 
some multitaskers pay special attention deciding on which activity to do simulta-
neously; some prefer doing activities in a sequence. Losing concentration is a very 
common obstacle, for both multitasker and non-multitasker digital natives, to do 
multitasking. 

New media offer more than one possibilities to interact with simultaneously, i.e. 
multitasking. As new media bring new interaction ways, human behaviors change as 
well. Besides, human factors change as digital natives have different characteristics. 
Although human is the most complicated aspect of human-computer interaction, there 
are some cooperative disciplines such as psychology and cognitive sciences to deal 
with such a complicated factor [11]. Therefore, we suggest that there should be more 
interdisciplinary investigations especially on cognitive load while executing multiple 
tasks. Because the findings of this study relay on the self-reporting of participants on 
both questionnaire and interviews, there is the need for empirical data in order to get 
deeper findings to discuss about positive and negative issues on multitasking. Thus it 
could be possible to apply knowledge from cognitive neuroscience to achieve more 
effective human-computer interaction designs for the digital natives. Human-
computer interaction offers more design opportunities, while there is a tendency to 
user-centered designs [15]. It becomes more of an issue that human-computer interac-
tion designers and user experience designers should use the opportunity to reduce 
cognitive load.  

In conclusion, the results provide valuable information for getting to know digital 
natives in Turkey by presenting the nature of their multitasking behaviors. Therefore, 
the study is worth in terms of providing information to apply on the related fields as 
well as providing some starting points for future research. 
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Abstract. The universal television remote control is one of the most common 
pieces of household technology in the industrialized world. In spite of the ubiq-
uity of the television remote, the complexity of the device often means that con-
sumers find universal remotes to be confusing to operate, particularly when 
programming the remote to operate a new device or piece of technology. The 
present study employed an advanced version of a technique called link analysis 
in order to decompose how a typical user would go about programming a re-
mote control in order to better understand where users might become confused 
during a standard setup procedure. Next, the authors worked with a project de-
velopment team at Universal Electronics Incorporated (UEI) to produce a new 
model of the remote that was easier to use. Finally, the setup procedures of the 
new version of the remote control were tested against the previous version in a 
short usability test. The results of the study confirmed that programming new 
devices using the redesigned remote was faster, less error prone, and subjective-
ly rated by users as easier to accomplish. These findings suggest that timed  
directional link analysis may be a viable technique that designers and human 
factors psychologists can utilize to improve the user experience of consumer 
electronics. 

Keywords: Remote Control; Usability Testing; Link Analysis; Product Design. 

1 Introduction 

Developed in 1956 by Eugene Polly and Robert Adler, the television remote is a  
special type of technology, one that has become truly ubiquitous in the homes of 
industrialized societies. The success of the television remote control led to the 
development of additional remote controls for other types of home entertainment 
(e.g., the stereo receiver, the DVD player). As home entertainment systems grew in 
scope and complexity, many consumers realized that having a different remote 
control for each device confusing.  In the wake of the influx of numerous specialized 
remote controls, demand grew for a ‘universal’ remote control, one that could control 
many different devices regardless of their function or manufacturing origin [1]. 
Consumers and electronics manufacturers alike thought that by replacing multiple 
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dedicated remote controls with just one device, they could make user interactions with 
home entertainment systems faster, easier, and more intuitive. 

Universal remotes have certainly accomplished some of the goals of their many 
developers set out. Not only have universal designs helped to unclutter coffee tables 
everywhere, but they have also allowed consumers to learn how to operate one remote 
rather than the many that may accompany each component of a complex home enter-
tainment system. The ‘Atlas’ universal remote, developed by Universal Electronics 
Inc. (UEI), can be programmed to control several hundred models of home entertain-
ment equipment regardless of their manufacturer or year of production. Because of its 
reliability and relatively low cost, the Atlas has become one of the most common 
universal remote controls available in the Unites States. 

 

 

Fig. 1. Universal Electronics’ Atlas universal remote control model 

Although universal remote controls are commonplace, users do not always find 
remote controls to be user friendly. The Duke of Edinburgh, a famous advocate for 
usability in technology, quipped in 2009 that “to work out how to operate a TV set 
you practically have to make love to the thing,” and an online search will quickly 
yield reviews, blogs, and even designers’ personal websites that point to remote 
control designs as very good examples of very poor human factors. One of the major 
barriers that seems to limit designing user friendly universal remotes is that the 
remotes, by definition, are intended to control an incredible variety of different 
products that have been developed by other product design teams. As a consequence, 
universal remote control designers must try to balance the demands of supporting a 
great many products and systems with the demands of creating user-friendly products.  

The work reported here represents one attempt by one of the world’s leading man-
ufacturers to strike a better balance between product support and ease of use while 
redesigning one of their most popular universal remote controls, the Atlas. To im-
prove the human factors of the Atlas remote, the product development team employed 
multiple task analysis techniques, but this paper focuses specifically on a technique 
called link analysis, a technique that is particularly useful for analyzing the links be-
tween parts of a system as a person shifts her focus of attention between them [2]. 
Specifically, the link analysis reported here investigated how people shift their atten-
tion between printed instructions and the button clusters of the remote control while 
programming the device to control new products and systems. 
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1.1 Link Analysis 

Link analysis is a task analysis method that identifies patterns of interactions between 
a human and systems ranging from small handheld interfaces to large-scale work 
environments. The “links” in the analysis represent one of three types of actions: 
mental shifts in operator attention, physical movements in operator behavior, or ver-
bal communications between multiple operators (see [2]). In a traditional link analy-
sis, the analyst tallies the sequential shifts in actions between these three types of 
interactions during normal system operation, and in doing so, he or she learns how an 
operator interacts with a system during a given procedure. Connection frequency data 
is then typically displayed on a resulting ‘link table,’ which forms a tabular represen-
tation of the task in a way that highlights areas of frequent system-user interaction. 
While link analysis is a useful task decomposition method in many domains, link 
analyses are perhaps most useful when link tables of the interactions allow the analyst 
to consider complicated interactions in a tabular format that may highlight frequent 
actions that are potentially complicated or frustrating for a user.  In doing so, those 
interactions may be flagged for redesign when a product or system is upgraded, mod-
ified, or redesigned.  

In spite of link analysis’ usefulness, researchers have recently addressed limitations 
in this task decomposition method by modifying the traditional link analysis tech-
nique itself. For example, some researchers have developed computer-based link 
analysis techniques that allow algorithms for describing user interactions to optimize 
an interface layout for maximum efficiency [3]. Other researchers have noted that 
traditional link tables lack both directionality, information about whether a link 
represents an action that is moving towards or away from a given part of a system, 
and weighting, information about how relatively complicated or time consuming any 
given action is to complete.  

Lin and Wu [3] addressed the lack of directionality and timing data by developing 
a directional link analysis, a technique whereby the direction of actions are recorded 
by an analyst and used to populate a modified link table [4]. As shown in Figure 3, a 
directional link analysis table represents system sub-areas along the side and top of 
the table, but the starting points of user interactions are always represented on the left 
vertical column, while the targets that the user’s actions move towards are represented 
in the top horizontal row. Lin and Wu also addressed the issue of how different ac-
tions can affect usability by proposing a system whereby computer modeling is used 
to establish weighting variables that are assigned to links, although this process also 
requires that the analyst use a computerized version of link analysis.  

Because link analysis was initially designed to be a relatively simple task decom-
position method that can be achieved with paper and a pencil [2], we devised a simp-
ler method in the study reported here called Timed Directional Link Analysis 
(TDLA), a link analysis technique that combines the directionality of the link tables 
used by Lin and Wu [3] with basic time information about each action sequence simi-
lar to those used during keystroke level modeling techniques [5]. By measuring or 
estimating the average time it would take a user to complete an action, essentially the 
time it takes for them to move from a start position to a target position, each link in 
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the bi-directional table can be weighted with time information which will allow an 
analyst to determine which actions may be most burdensome to the user. As a result, 
the analyst can make recommendations to designers to either decrease the frequency 
of a cumbersome action, decrease the time it takes to complete a cumbersome action, 
or both, thereby improving the human factors considerations of the product or system. 

2 Methods 

To complete a TDLA of the Atlas remote, it was first necessary to define specific 
areas of the remote control and instruction manual. We identified four main areas 
used during new product setup: 1) the ‘Setup’ located at the top of the remote that 
consisted of the mode keys and setup button, 2) the numeric keypad located near the 
bottom of the remote control, 3) the step-by-step instructions found in the user 
manual, and 4) the list of numerical codes printed in the back of the user manual that 
corresponded to the hundreds of programmable brands and models that were 
supported by the universal remote. We reasoned that these were the major areas that a 
typical user would be required to successfully setup a new product that could be 
controlled by the Atlas remote (see Figure 2).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 2. The numeric keypad (rectangle) and setup (oval) portions of the remote, plus the instruc-
tions and an example of a code page from the instruction manual. Shifts between these four 
areas are represented by ‘links’ on the TDLA table shown in Figure 3.  

Using the instructions and estimated action times, we then populated a TDLA table 
to illustrate orders of actions and the times necessary to complete them. We made two 
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assumptions about how a user would interact with the product in order to complete 
the link analysis. First, we assumed that the average user would need to look up 2 
codes before they found the code that correctly controlled his or her device. Second, 
we assumed that the user would not make any mistakes during the setup process. In 
reality, we note that both assumptions may be too optimistic – certainly users make 
errors or own products that cannot be controlled by the first or second code supplied 
by UEI. Reasonable assumptions made by the analysts that are held constant across 
product comparisons are necessary for an analyst to make while completing TDLA 
tables and many other task decomposition techniques [2]. With these assumptions in 
mind, we developed the TDLA table shown in Figure 3 representing the actions of a 
typical user who is using the Atlas instruction manual and remote to setup a new de-
vice that succeeds after the second code and makes no errors. 

 

 TSETUP TNUMBERS TINSTRUCTIONSTCODES 

SSETUP   2 (1.2 sec.) … 

SNUMBERS 2 (1.2 sec.)  …  

SINSTRUCTIONS 1 (1.2 sec.) 2 (6.7 sec.)  2 (37.6 sec.) 

SCODES …  2 (1.2 sec.)  

Fig. 3. A TDLA table representing an average user as they attempt to program the Atlas remote 
while making no errors and cycling through two possible remote codes 

2.1 Interpreting the TDLA Table 

Two primary user-interaction observations were made following the TDLA of the 
Atlas remote. First, the Atlas redesign team realized that there were a total of 11 
action links, a relatively large number, representing the various interactions that a user 
needed to make in order to setup a new device. Second, the team realized that one 
directional action link, users who finished reading the instruction and went to look up 
a code, was taking users much longer than they had anticipated. As shown in the grey 
cell in Figure 4, users took approximately 37.6 seconds to shift their attention away 
from the instruction set to the proper code listed in the back of the instruction manual. 
The problem was made worse because of the large numbers of codes that the user 
needed to search through, and because the codes were listed on multiple pages of the 
manual. 

2.2 Redesigning the Atlas Remote 

Data from the TDLA task decomposition method was provided to designers at  
Universal Electronics, who were also given the results of some past usability tests that 
suggested that users frequently committed errors while attempting to setup new  
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products using the Atlas remote control. On the basis of this feedback, the designers 
were tasked with incorporating these findings into a large Atlas redesign effort. 
Virtual and physical prototypes were created based on the results of the TDLA and 
other forms of user testing, but the designers placed an emphasis on improving the 
setup functions of the remote. As shown in Figure 4, the result of the redesign effort 
was a new universal remote control named ‘Champion,’ which was released 
publically in June of 2011.  

 

 

Fig. 4. The Champion universal remote (left) and the simplified ‘Popular Brands’ instruction 
set (right). Both were created to eliminate problems with Atlas setup found via TDLA.  

Many new features have been included in the Champion, but two were specifically 
designed to improve on some of the problems during the setup procedure that the 
TDLA had identified. First, the designers recognized that a setup procedure that re-
quired fewer user action links (i.e., fewer shifts in action or attention) might make the 
setup procedure less overwhelming to the user. Second, the designers recognized that 
the time involved in looking up codes from the back of the Atlas manual should 
somehow be reduced. The primary solution that the designers reached was to develop 
a shortcut method for programming most new devices, which the designers called the 
‘Popular Brand’ method. Using the Popular Brand setup method, users followed a 
greatly simplified procedure that required fewer actions (see Figure 4). Users were 
much less likely to need to look up codes because 10 of the most popular television, 
DVD player, and audio receiver brands were pre-programmed into the remote. 

A second change made by UEI designers addressed situations where users needed 
to still use codes because a device was not among the 10 most popular brands. The 
original Atlas instruction manual was a small 59-page booklet, which created large 
delays when users flipped through pages to look up codes listed in the back of the 
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manual. To address this, the designers decided that the Champion’s user manual 
would be printed on one large double-sided 13 x 18 inch instruction sheet. The result-
ing instructions were much larger, but users did not have to flip between pages to look 
up codes using the new manual.   

2.3 Comparison Testing of the Existing and New Remotes 

Participants. Fifty-nine students from George Mason University volunteered to par-
ticipate in a new usability test comparing the setup procedure of the Atlas and Cham-
pion remote controls. Participants ranged in age between 18 and 50 years of age, with 
a mean age of 20.8 years. Forty-seven percent of the participants in the sample identi-
fied themselves as female.  

Design and Procedure. Participants in this study were randomly assigned to use 
either the Atlas or Champion, and their accompanying instructions, to complete a 
series usability tests. In the first usability test, participants programmed their remote 
to control a 2011 model LG television. The television model used in the first test was 
selected because it appeared on the Champion’s list of the 10 most popular brands, 
and therefore was an appropriate test of whether the UEI designers’ improvements to 
the setup procedure had been effective.  

In the second usability test, participants programmed the remote to control an au-
dio receiver. The audio receiver used in the second test was selected because it did not 
appear on the Champion’s list of the 10 most popular brands, and was therefore a test 
that focused on the Champion’s redesigned code-based setup procedure. 

Measures. During usability testing, participants sat in a small laboratory in a com-
fortable chair facing a table that held the television and audio receiver. When the par-
ticipant was ready to begin, he or she programmed the remote to control the television 
or audio device, and the experimenter timed how long it took participants to do so 
successfully. The experimenter also made note of any overt errors that the participants 
made, and these were tallied for later comparisons. At the conclusion of each usability 
test, participants were asked ‘now that you have completed this task, please rate how 
easy you felt it was to accomplish using the remote control and instructions that you 
were provided?’ Participants answered on a 7-point Likert like scale. A response of 1 
indicated the procedure was ‘not very easy,’ 4 indicated that the procedure’s ease was 
‘average,’ and 7 indicated the procedure was ‘easy to accomplish.’ The rating proce-
dure was adopted from those outlined by Lewis (1995).  

3 Results 

Two multivariate analysis of variance tests (MANOVAs) were conducted to test for 
reliable differences between the time, number of errors, and participants’ ease-of-use 
ratings when participants were using the Atlas or Champion remotes. The first 
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MANOVA tested whether the ‘Major Brands’ setup procedure that was incorporated 
into the Champion remote setup procedure had resulted in a faster and more error-free 
setup procedure. As shown in Figure 5, the MANOVA revealed an overall significant 
effect of the remote condition, F(58, 2) = 5.65, p < .01. Champion users completed 
the setup procedure more quickly, F(58, 2) = 17.07, p < .001, and with fewer errors, 
F(58, 2) = 10.68, p < .01.  

 

 

Fig. 5. Time to complete setup and error data, split by remote condition 

The second MANOVA tested whether the simplification of the Champion instruc-
tions would improve the code-based setup procedure that had to be used when pro-
gramming the remote to control a non-major brand. But before we could do so, we 
needed to address a large heterogeneous practice effect that was discovered in the 
Atlas condition. Because participants in the Atlas condition had already been asked to 
setup a television using coded entry during their first usability test, Atlas testers had 
already ‘practiced’ the coded entry method in the previous round of testing. Although 
they were being asked to find a new code that matched the audio receiver in the 
second test, we found that they were completing the task much more quickly, likely 
because they had memorized some of the procedure from the previous round of test-
ing. This made direct comparisons against Champion users problematic because they 
were using coded entry procedures for the first time. Because of the practice effects, 
we decided that best test of whether the coded entry method was improved on the 
Champion remote was to compare the data we had gathered during the first round of 
Atlas testing against the data from the second round of Champion testing. In doing so, 
we more accurately compared how a new user would react to the different coded en-
try procedures the first time they used them, which was the focus of the testing. 

As shown in Figure 6, the second MANOVA revealed an overall significant effect 
of the remote condition, F(58, 2) = 5.92, p < .001. Champion users again completed 
the setup procedure more quickly, F(58, 2) = 18.37, p < .001, and with fewer errors, 
F(58, 2) = 7.49, p < .01. 
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Fig. 6. Time to complete setup and error data, split by remote condition, during the second 
usability test 

4 Discussion 

The results of the usability tests revealed that the changes that UEI designers made to 
improve the user experience of programming the remote to control a new device were 
largely successful. Champion users completed the major brand setup procedure more 
quickly and with fewer errors than Atlas users, and Champion users anecdotally indi-
cated that they felt that it was easy to operate the when using the major brands proce-
dure. The designers were also successful at improving the time and error rates for 
using coded-based setup procedures. 

Remotes that are produced at UEI are designed to control literally hundreds of 
manufactured products, and can be programmed to support thousands of different 
product models produced by those manufacturers. In a competitive marketplace, the 
adaptability of these remotes is clearly paramount. But companies like UEI who are  
committed to improving their products’ human factors properties may indicate a shift 
in the remote control market, one where human factors will play a greater role. For 
example, as the technology behind home entertainment equipment continues to 
evolve, many products will gain Internet connectivity, an advance that will allow 
remote control systems to connect to devices regardless of their make or model. Giv-
en a market where all remote control systems are truly ‘universal,’ the adaptability of 
remotes may become something that users simply assume, making the human factors 
of remote controls just as important as they have become in the cellular telephone, 
gaming, and personal computer industries.   

We believe that the choice whether or not to invest time and resources towards 
human factors considerations may make the difference between those companies that 
succeed and those that diminish as the marketplace for home entertainment electron-
ics continues to evolve. UEI shipped an astonishing 200 million remote controls 
worldwide in 2011. We hope that our work with UEI will add human factors value to 
their product line, and also that it will decrease a few of the headaches that customers 
will experience as they program them to operate their home entertainment equipment.  

Irrespective of remote control design, this project highlights the utility of link anal-
ysis as a useful task decomposition method for human factors analysts who are  
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working to improve interactive technology. The technique requires relatively little 
training, and requires few resources to employ beyond detailed access to a product or 
system and a stopwatch. The modifications that we have introduced here to basic link 
analysis also should allow an analyst to recognize that not all actions, or even direc-
tions of actions, are created equal.  In this study, our participants took longer to look 
up codes than to return to the instructions after finding them, but this same principle 
extends to many other domains where link analysis would be made more effective if 
weighting and directionality were taken into account. Employees take longer to go up 
stairs than to go down them, baggage screeners use more effort to begin visual 
searches than to complete them, and doctors can leave an operating room in seconds, 
but are required to complete a lengthy ‘scrub in’ procedure before they can return. 
These and many other interactive tasks can therefore be better analyzed when the 
analyst has the directional and weighting abilities that TDLA affords. 
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Abstract. Human eye blinks include voluntary (conscious) blinks and involun-
tary (unconscious) blinks. If voluntary blinks can be detected automatically, 
then input decisions can be made when voluntary blinks occur. Previously, we 
proposed a novel eye blink detection method using a Hi-Vision video camera. 
This method utilizes split interlaced images of the eye, which are generated 
from 1080i Hi-Vision format images. The proposed method yields a time reso-
lution that is twice as high as that of the 1080i Hi-Vision format. We refer to 
this approach as the frame-splitting method. In this paper, we propose a new 
method for automatically classifying eye blink types on the basis of specific 
characteristics using the frame-splitting method. 

Keywords: Eye blink, Voluntary blink, Interlaced image, Natural light, Input 
interface. 

1 Introduction 

Recently, input interfaces that use information derived from a user’s eye blinks have 
been reported [1-5]. Users can input text or commands into PC systems via these in-
terfaces. The systems only require user eye blinks as inputs. These systems were used 
to develop communication aids for people with severe physical disability such as 
amyotrophic lateral sclerosis (ALS). In general, eye blinks are detected by performing 
image analysis on moving images of the area surrounding the eye [1-5]. The moving 
images are recorded by a video camera. However, it is difficult for standard video 
cameras (such as NTSC and 1080i Hi-Vision) to measure the detailed temporal 
changes that occur during the eye blink process because eye blinks are relatively rapid 
(a few hundred milliseconds). 

Therefore, a high-speed camera is required for detailed eye blink measurements 
[2]. Previously, we developed an eye blink detection method that utilizes split inter-
laced images [6]. These split images are odd- and even-numbered field images in the 
1080i Hi-Vision format, which are generated from interlaced images. We refer to this 
approach as the frame-splitting method. The detailed temporal changes that occur 
during the eye blinking process can be detected using this method. 
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Human eye blinks can be classified into three types: involuntary blinks, voluntary 
blinks, and reflex blinks. Involuntary blinks occur unconsciously, whereas voluntary 
blinks are generated consciously by a cue. Reflex blinks are induced by stimuli such 
as loud sounds or bright lights. If voluntary blinks could be detected automatically, 
then it would be possible to develop a more user-friendly interface. We have con-
firmed the feature parameters of involuntary and voluntary eye blinks, which can be 
used to distinguish these two types of blinks from each other. In this paper, we present 
the frame-splitting method and the feature parameters of voluntary and involuntary 
eye blinks. 

2 Eye Blink Measurement by Frame-Splitting Method 

If the entire process of an eye blink is captured, the wave pattern of the eye blink can be 
generated. We have developed a new method for measuring the wave pattern of an eye 
blink. This method can be used with common indoor lighting sources such as fluores-
cent or LED lights, and it can measure the wave pattern automatically [6]. The experi-
ments described below are conducted using this method. In this method, eye blinks are 
detected by measuring the pixels of the open-eye area [6]. The open-eye area is ex-
tracted from the eye images using the color information imbedded in their pixels.  

 

 

Fig. 1. Overview of frame splitting method 

1080i Hi-Vision video cameras output interlaced images. If one interlaced image is 
split by scanning even- and odd-numbered lines separately, two field images are gen-
erated. These field images are captured at 60 fields/s, and the 1080i interlaced moving 
images are captured at 30 frames/s; therefore, this method yields a time resolution that 
is twice as high as that of the 1080i Hi-Vision format. By using the frame-split im-
ages, the entire process of an eye blink can be captured. The overview of the frame-
splitting method is shown in Fig. 1; the left-hand side shows the blinking eye image 
(interlaced), and the right-hand side shows the two field images split by the scan line. 
To describe this phenomenon clearly, the image on the left has been captured at a low 
resolution (145 × 80 pixels).  
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3 Classification of Eye Blink Types by Its Wave Pattern 

3.1 Automatic Extraction for Wave Pattern of Eye Blink 

Moving images of the eye include images of the blinking eye and those of the open 
eye. Thus, the contiguous data of the estimated open-eye area include the samples 
with these mixed situations. If we want to classify the eye blink types, we need to 
extract the data only for the blinking eye. Then, the parameters of eye blinks are esti-
mated in order to classify the different types of eye blinks. To estimate the threshold 
for the extraction of the wave pattern of eye blinks, we utilize the difference wave 
pattern of eye blinks. A sample of the wave pattern of an eye blink and its difference 
wave pattern are shown in Fig. 2 and Fig. 3, respectively. In these figures, the x-axis 
indicates the sampling point (interval = 1/60 s), and the y-axis indicates the open-eye 
area pixels and its difference value, respectively. 

 

 

Fig. 2. Wave pattern of an eye blink 

 

Fig. 3. Difference wave pattern of an eye blink 
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These plots were normalized relative to the pixels in the open-eye area in the first 
field image. From Fig. 3, it is evident that the difference value for the blinking eye is 
greater than that for the open eye. In other words, the fluctuation in the difference 
value for the open eye is smaller than that for the blinking eye. Thus, we can use sta-
tistical information to distinguish between data for the open eye and that for the blink-
ing eye. In particular, we estimate the average and standard deviation of the difference 
value of the open-eye area when the eye is open. By using these values, the threshold 
is estimated automatically. The thresholds for the discrimination of data when the eye 
is open, Th1 and Th2, are determined by the formulae 

 Th E 2σ  (1) 

 Th E 2σ , (2) 

where Eavg is the average difference value of the open-eye area when the eye is open, 
and sigma is its standard deviation. If the sample of the open-eye area is greater than 
Th1, it indicates that the eye is opening. Similarly, if the sample of the open-eye area 
is smaller than Th2, it indicates that the eye is closing. The part between these two 
results is the wave pattern for the blinking eye. 

3.2 Feature Parameters for Classification of Eye Blink Types 

If voluntary blinks could be detected automatically, then it would be possible to de-
velop a more user-friendly interface. Thus, users could employ this interface to input 
commands to their PC consciously [3-5]. Many input interfaces that utilize the infor-
mation of voluntary blinks have been developed. Users can input text to PCs by using 
these interfaces. However, these interfaces utilize specific patterns of eye blinks. For 
example, they use the method for classifying voluntary blinks on the basis of duration 
[4], [5] or the occurrence of multiple blinks [3]. 

To relax these conditions, we are developing a new interface. If users close their 
eyes firmly, the new interface captures an input command. In other words, the con-
straint when users utilize the interface by means of an eye blink is alleviated. To  
classify the eye blink types, we need to scrutinize the feature parameters of an eye 
blink. Eye blink patterns can be extracted automatically from the detection results 
using the method described in section 3.1. The feature parameters are estimated from 
the eye blink pattern. It is reported that there is a large difference in the duration of 
voluntary and involuntary blinks [4], [5]. We conduct metering experiments to con-
firm the parameters. The outline of an eye blink pattern is shown in Fig.4; we define 
the feature parameters on the basis of duration (Td) and maximum amplitude (Am) of 
an eye blink. 
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Fig. 4. Feature parameters of an eye blink 

4 Metering Experiments 

We confirmed the feature parameters of the eye blink types by conducting two expe-
riments, both of which involved five subjects. In experiment 1, the subjects blinked 
unconsciously without any instructions from the researcher, i.e., involuntary blinks 
were measured. In experiment 2, the subjects blinked consciously, i.e., the subjects 
closed their eyes firmly when they heard a beep sound emitted by a PC. The beep 
sound generated at random, these intervals are 5 to 7 seconds. These experiments 
were conducted using the methods described in sections 2 and 3. 

In these experiments, the thresholds for the extraction of the wave pattern of eye 
blinks were calculated using the contiguous data of the open-eye area. In particular, 
the subjects kept their eyes open for 3 s at the beginning of these experiments, and the 
thresholds were estimated using images captured when the eye was open. The expe-
rimental setup includes a 1080i Hi-Vision video camera (Sony HDR-HC9, for home 
use), and a PC (OS: Microsoft Windows 7; CPU: Intel® Core™ i7, 2.8-GHz clock 
frequency). The PC analyzes sequenced eye images captured by the video cameras. 

4.1 Measurement of Feature Parameters of Eye Blink 

We measured the feature parameters of the eye blink types using the method de-
scribed in sections 2 and 3. The durations and the maximum amplitudes of the eye 
blinks are shown in Fig. 4. We also estimated the occurrence interval of involuntary 
blinks. These parameters were calculated from the successful results of automatic 
extraction of wave patterns of eye blinks. 

Table 1 lists the parameters of involuntary blinks that are measured in experiment 
1. Table 2 and Table 3 list the parameters of involuntary blinks and voluntary blinks 
that are measured in experiment 2, respectively. Tables 1–3 also list the average val-
ues of the durations, the maximum amplitudes, and the occurrence intervals. In addi-
tion, the standard deviations are listed in parentheses. The open-eye area varies wide-
ly among individuals. Therefore, the maximum amplitudes of eye blinks are norma-
lized relative to the pixels in the open-eye area in the initial sample. 
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Table 1. Feature parameters of involuntary blinks (experiment 1) 

Subject Counts Numbers of 
extraction 

Duration (ms) Maximum  
Amplitude 

Occurrence  
interval(ms) 

A 6 6 363.9(141.2) 0.394(0.130) 2783.3(965.8) 
B 10 10 381.7(50.0) 0.355(0.029) 1170.4(731.6) 
C 11 10 300.0(69.8) 0.329(0.048) 1142.9(453.2) 
D 7 7 281.0(45.6) 0.329(0.049) 2322.2(1246.2) 

E 4 4 237.5(16.0) 0.463(0.043) 3794.4(2508.9) 
Average - - 312.8 0.374 2242.6 

Table 2. Feature parameters of involuntary blinks (experiment 2) 

Subject Counts Numbers of 
extraction 

Duration (ms) Maximum 
Amplitude 

Occurrence 
interval(ms) 

A 8 8 250.0(247.6) 0.410(0.047) 1490.9(1031.9) 
B 6 6 258.3(20.4) 0.237(0.023) 1944.4(1236.8) 
C 9 9 238.9(45.6) 0.274(0.037) 1216.7(422.1) 
D 5 5 303.3(41.5) 0.281(0.039) 2336.1(1943.8) 
E 3 2 216.7(0.0) 0.211(0.006) 2755.6(2348.4) 

Average - - 253.4 0.283 1948.7 

Table 3. Feature parameters of voluntary blinks (experiment 2) 

Subject Counts Numbers of 
extraction 

Duration (ms) Maximum 
Amplitude 

A 4 4 716.7(102.7) 0.575(0.015) 
B 4 4 508.3(141.7) 0.354(0.022) 

C 4 3 1038.9(265.8) 0.418(0.020) 
D 4 3 794.4(34.7) 0.399(0.005) 
E 4 3 516.7(44.1) 0.264(0.007) 

Average - - 715.0 0.402 
 
Table 1 indicates that the average duration and maximum amplitude of involuntary 

blinks are 312.8 ms and 0.374, respectively. We confirmed that the duration and max-
imum amplitude of involuntary blinks depend on the subject. Table 2 and Table 3 
show that the average duration of involuntary blinks and voluntary blinks are 253.4 
ms and 715.0 ms, respectively. In addition, these tables show that the average of the 
maximum amplitudes of involuntary blinks and voluntary blinks are 0.283 and 0.402, 
respectively. From the results of experiment 2, it is evident that the duration and the 
maximum amplitude of an involuntary blink are smaller than those of a voluntary 
blink. In addition, these values vary among individuals.  

From Tables 1–3, we confirmed that the parameters of eye blinks depend on the 
experimental conditions. Therefore, if these parameters are utilized for an input inter-
face that uses the classification of eye blink types, this system needs to be calibrated. 
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In addition, in experiments 1 and 2, the average intervals of involuntary blink occur-
rence are 2.2 s and 2.0 s, respectively. Considering the standard deviation of each 
subject, an involuntary blink occurs, at most, approximately every 6 s. From this re-
sult, if several involuntary and voluntary blinks are used for the calibration, then the 
calibration will take approximately 30 s. 

4.2 Classification of Eye Blink Types 

The feature parameters of eye blink were described in section 4.1. We confirmed that 
there is large difference in the duration of voluntary and involuntary blinks. There-
fore, we classify the eye blink types by using the duration of the eye blinks as a fea-
ture parameter. Methods for classifying voluntary blinks on the basis of duration have 
been proposed [4], [5]. These methods use a fixed threshold. However, we confirmed 
that the threshold duration varies significantly and that it depends on the subject and 
the experimental conditions. These points are evident from the data in Tables 2 and 3. 
To classify the eye blink types with certainty, we focused on these points and devel-
oped a new method for estimating the threshold automatically. The threshold is calcu-
lated using the formula 

 Th T T Tdiv  ,  (3) 

where Tdvavg and Tdivavg are the average duration of voluntary and involuntary blinks, 
respectively. If the duration of an eye blink is greater than the threshold Thc, this eye 
blink is classified as a voluntary blink. Otherwise, the eye blink is classified as an 
involuntary blink. The classification rates of eye blink types are listed in Table 4. 

Table 4. Classification rates of eye blink types (experiment 2) 

Subject Counts Passed Classifications Classification rates (%) 

Voluntary Involuntary Voluntary Involuntary Voluntary Involuntary Total 

A 4 8 0 0 100 100 100 
B 4 6 1 0 75 100 90 
C 3 9 0 0 100 100 100 
D 3 5 0 0 100 100 100 
E 3 2 0 0 100 100 100 

Average - - - - 95 100 98 

 
The Thc value utilized in Table 4 is calculated using the average durations of vo-

luntary blinks and involuntary blinks listed in Table 2. In addition, the classification 
rates of eye blink types are estimated using the same experimental data. 

Using our proposed method, the average rate of successful classification of volun-
tary eye blinks is approximately 95% for the experimental sample of five subjects (see 
Table 4). In addition, one passed classification occurs for a voluntary blink with sub-
ject B. However, we believe that this passed classification of a voluntary blink is not a 
major problem. If these passed classifications occur, the input can be attempted again 
through an intentional repetition of the voluntary blink. 
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5 Conclusions 

We proposed a frame-splitting method that detects eye blinks using split interlaced 
images. These split images are odd- and even-numbered field images in the 1080i Hi-
Vision format. This method also yields a time resolution that is twice as high as that 
of the 1080i Hi-Vision format. Using this method, the feature parameters of eye 
blinks can be detected automatically. We conducted experiments to measure the fea-
ture parameters that can be used to classify eye blink types. From the results, we con-
firmed that there is large difference in the duration of voluntary and involuntary 
blinks. We also confirmed that the threshold duration varies significantly and that it 
depends on the subject and the experimental conditions. 

We developed a new method for classifying eye blink types, which utilizes the du-
ration of the eye blinks. Using this method, voluntary blinks can be extracted from 
eye images that include involuntary blinks. This method also yields a high degree of 
accuracy.  In our experiments with five different subjects, the average accuracy was 
95%. 

In the future, we plan to conduct additional experiments in order to confirm the  
accuracy of our calibration method. We also plan to develop a more user-friendly 
interface for using the information from voluntary eye blinks. 
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Abstract. The aim of this paper is to do experimental research of task load 
quantitative analysis based on the pupil diameter. Two sets of experiments were 
designed from several task elements: (1) Visual Tracking, Visual - Cognitive, 
Visual - Cognitive – Response; (2) Auditory-Cognitive, Auditory - Cognitive - 
Respond. In the experiment, the pupil diameter was obtained by eye tracker. 
From the experimental results, the change of pupil size in visual tracking exper-
iment is the same as in visual cognition experiment, which can indicate the load 
of these two tasks being the same. The increasing size of the pupil diameter 
aroused by task of responding, in the experiments of Visual-Cognitive-Respond 
and Auditory-Cognitive-Respond, is also in the same. The results showed that 
pupil diameter can be used as the index for task load quantitative analysis. 

Keywords: pupil diameter, task elements, eye tracker. 

1 Introduction 

While a precise definition of a workload is elusive, a commonly accepted definition is 
the hypothetical relationship between a group or an individual human operator and 
task demands. Relative aspects of workload seem to fall within three broad categories: 
the amount of work and the number of things to do; time and the particular aspect of 
time one is concerned with; and, the subjective psychological experiences of the hu-
man operator (Lysaght, Hill et al. 1989[1]). Hart and Staveland (1988) [2] describe 
workload as "the perceived relationship between the amount of mental processing 
capability or resources and the amount required by the task". Cognitive task analysis 
is to systematically define the decision requirements and psychological processes 
used by expert individuals in accomplishing demands [3]. “Mental workload refers to 
the portion of operator information processing capacity or resources that is actually 
required to meet system demands.” (Eggemeier et al., 1991) [4]. Most of the defini-
tions, workload, metal workload, cognitive workload represent the same meaning. 
The definition of Task Load is resources required to meet demands [5], which is one 
of the factors to construct workload, combining with individual skills and experience. 
The task load is just the resource requirements based on task nature. Task Load  
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Prediction is a critical aspect of design; it is a construct related to performance meas-
ures and subjective workload ratings that may help spot design defects.  

Kevin M. Corker in NASA[6] established the MIDAS, which includes the work-
load assessment model, predicting the workload through the establishment of the task 
load. Bierbaum(1987)[7] has also established a workload prediction model and ap-
plied it to the design of the UH-60 aircraft with task load. Johnson (1990) [8] used the 
same method to establish a workload prediction model, and did a compare analysis of 
the aircraft design between MH-47E and CH-47D on operator workload in 1991[9], 
and applied to predict pilot operation workload of AH-64A aircraft. The studies above 
have established the workload assessment and prediction method by analyzing the 
task load value from subjective evaluation. 

A lot of researches have been done on physiological measurements of workload 
(eye movement measurement, ECG measurement). We found that the pupil diameter 
is one of the most sensitive indices to workload. Ahlstrom (2006) [11] has studied 
different cognitive activity, eye movement parameters with sensitivity to mental 
workload changes; Van Orden[12] applied eye activity measures, and accurately es-
timated changes in sustained visual task performance. In the process of our experi-
mental researches, we found that the pupil diameter can change between the task units 
with little task difficulty difference. It is feasible to use the eye movement technique 
as the task unit load measurement in this research program.  

In the beginning of the design of man-machine interface, workload can only be 
evaluated by analyzing the tasks, so the measurement of workload is very important. 
However, usually the measurement is carried out by subjective estimates. The ques-
tion is: could workload be quantitative measured by physiological measurement?  

Eye tracking is an effective method, which could show the changes of tasks sensi-
tively; especially when the task load is low or its changes are not obvious. In the cir-
cumstances, could eye tracking be used as a method of quantitative measurement of 
task load? 

Therefore, this article researches by the two questions above. The design of the eye 
tracking experiments is based on the processing stages (perception, cognition, res-
ponding) of resources model [13, 14] to obtain the pupil sizes under different tasks. 

2 Experiments 

The four dimensions of four- dimensional multiple resource model includes: (1) 
processing stage: perception, cognition, responding; (2) perceptual modalities: visual, 
auditory; (3) visual channels: focal and ambient vision, and (4) processing codes: 
spatial and verbal.  

The experiment was designed based on the above classification. This paper intends 
to use two simple sets of experiments to accomplish the quantitative analysis of the 
workload by pupil diameter. The first set included three different basis tasks: Visual 
Tracking, Visual - Cognitive, Visual - Cognitive – Response. The second set of  
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experiments included two different basis tasks: Auditory-Cognitive, Auditory - Cog-
nitive - Respond. 

2.1 Experimental Contents 

(1) The First Set of Experiments 
Visual Tracking: The cursor "+"was shown on the computer screen randomly. The 
switching interval of two "+" can be set. In this experiment, there are four trials the 
time interval "2000ms" "1000ms", "600ms", "300ms", the total duration of each trial 
is 60 s. Subjects were required to do visual tracking “+" cursor on screen. 

Visual - Cognitive: Letters were shown on the computer screen randomly. In this 
experiment, there are four trials with the time interval "2000ms" "1000ms", "600ms", 
"300ms", the total duration of the each trial is 60 s. Subjects were required to see the 
letters and try to recognize them. 

Visual - Cognitive - Respond: Letters were shown on the computer screen random-
ly. In this experiment, there are four trials with the time interval "2000ms" "1000ms", 
"600ms", "300ms", the total duration of each trial is 60 s. The subjects were required 
to see the letters and cognitive and respond on the keyboard with the right keys. 

(2) The Second Set of Experiments.  
Auditory - Cognitive: Subjects were required to recognize after hearing the letters via 
sound. The experiment included three trials with interval time of "2000ms" "1000ms", 
"600ms". The experimental requirements were based on hearing letters and to identify 
them. 

Auditory - Cognitive - Respond: Subjects were required to respond after hearing 
the letters via sound. The experiment included three trials with interval time of 
"2000ms" "1000ms", "600ms". The experimental requirements were based on hear 
letters to identify them. Subjects were required to see the letters and respond on the 
keyboard with the right keys. 

2.2  Apparatus and Environment 

Apparatus: two pieces of black paper,  Eyelink II eye movement measurement sys-
tem(shown in Fig. 1).  

Experimental environment: experiment required to keep the light environment un-
changed with illumination about 120 LUX. 

2.3 Subject 

10 students (undergraduate and graduate) participated in this experiment, male, age 
19-25, visual acuity 1.0-1.5. 
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Fig. 1. Eyelink II eye movement measurement system 

3 The Real Value of Pupil Diameter 

Since the design theory of Eyelink II eye tracker is optical reflection and the units of 
pupil size Recorded is in pixels, the relative position of the collecting equipment in 
eye instrument and the pupil will affect the pupil diameter size recorded. Every time 
put on the eye tracker, the relative position between pupil-infrared of the head and 
eyes are different. So pupil diameter values recorded in difference experiments cannot 
be analyzed together. Therefore, only the pupil diameter recorded by eye tracker is 
translated into real size, which can provide the possibility of analysis between pupil 
diameter data of different experimental tasks. 

3.1 Calculation of Ratio 

After subjects closed their eyes, two eyelids of the subject are pasted on two black-
round pieces with the diameter known after, the real diameter defined as dz. The di-
ameter measured value of two black-round pieces by eye tracker is defined as dc.  
Then the ratio is defined as the division of measuring value and real value of black-
round piece, as in:  

 r = dc / dz (1) 

This ratio value is just the same with the current measurement position, the relative 
position between the infrared camera and eyes unchanged. 

3.2 Conversion Method  

After measuring the diameter of black-round piece, with the relative position the 
infrared camera of the head and eyes being unchanged, it can be measured with eye 
tracker. The pupil diameter under the task experiment recorded by eye tracker is 
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Dc .So the real pupil diameter value(D) can be obtain through the value of ratio and 
measuring value, as in: 

 D= Dc/r                               (2) 

4 Data Processing 

The pupil diameter collected by eye tracker was processed through formulas (1), (2), 
mentioned above. The result of one subject was shown in Table 1and Table 2. 

As the size of the pupil diameter varies with light intensity, little position change of 
stimulator can arouse the change of pupil. In order to analyze the various value of 
pupil diameter due to the task load, it is a must to control other factors affecting the 
pupil size. Thus, we need to record and analysis the pupil diameter in the natural state 
in the current task (the current light and distance to the pupil) when processing the 
data. For a different task, when their data of natural state is different, we need to 
amend the data with the pupil diameter of natural state, as shown in Table 1.  

Table 1. Data processing results of on subject of the first set experiment 

 

natural 
state 

Trial 1 
(2000ms)

Trial 2 
(1000ms) 

Trial 3
(600ms) 

Trial 4 
(300ms) 

Visual tracking 3.313 3.322 3.375 3.358 3.273 

Visual 
cognition 3.292 3.506 3.516 3.449 3.355 

Visual 
cognitive 
operations 

3.684 4.265 4.303 4.354 4.357 

Difference 
between  
natural state 

0.383 

Visual 
cognition 

(as amended) 

3.300 3.881 3.919 3.970 3.973 

 
Taking the experimental data of one subject as example, the results of the first set 

experiment are shown in Fig.2, the amending data shown in Fig.3. The experimental 
data amended of the second set experiment are shown in Fig.4. 
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Table 2. Data processing results of on subject of the second set experiment  

 

Natural 
state 

Trial 1 
(2000ms)

Trial 2
(1000ms)

Trial 3 
(600ms) 

Auditory-
cognitive 

3.645 4.155 4.307 4.381 

Auditory-
cognitive-
operation 

3.519 4.708 5.295 5.454 
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Fig. 2. The change curve of pupil diameter of the first set experiment of one subject 
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Fig. 3. The change curve of pupil diameter of the first set of experiments of one subject (having 
mended)  
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Fig. 4. The change curve of pupil diameter of the second set of experiments of one subject 

The experimental data of other nine subjects were processed by the same method, 
and then average all the data of each task. The processing results are shown in Figure 
5 and Figure 6. 

As shown in Figure 5, we know that when the interval was set to 600ms and 
300ms, with the increase of time pressure, pupil size stays in a relatively stable size.  

Shown in Figure 6, the pupil diameters in Auditory-cognitive and Auditory-
Cognitive-Respond tasks are increasing very obviously with the time pressure, and 
very regularly. 
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Fig. 5. The average value of pupil diameter of the first set of experiments of 10 subjects  
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Fig. 6. The average value of pupil diameter of the second set of experiments of 10 subjects 

5 Conclusion 

In visual tracking experiments and visual cognition experiments, pupil size changes 
did not differ much from the results, which can determine the load of these two tasks 
being the same. Visual-Cognitive and Visual-Cognitive-Respond tasks caused by the 
pupil diameter changes were about 0.7mm or so. 

For the tasks of Auditory-cognitive and Auditory-Cognitive-Respond tasks, both 
the slope of the curve and change size value can be used to represent the task load. 
The change values of pupil diameter between the two tasks are 0.75 mm. 

The respond task of operation can be expressed by the value (0.7 +0.75) / 2 = 0.725 
mm of the pupil diameter changes. 

The result shows that pupil diameter can be used as a good index to study task load 
quantitative analysis. There are some difficulties to establish the principle for giving 
task value, so the research for the task load quantitative analysis by pupil diameter has 
to continue for a long time. 

6 Discussions 

In the process of our experiment, we used three methods to measure task load, includ-
ing subjective measurement, ECG measurement, and eye tracker measurement. From 
the measurement results, we found that subjective measurement and ECG measure-
ment can’t change accurately with the change of task load. So we can’t to verify the 
experimental data by another method. So this paper has not presented the verification 
of the result. However, in the experiment, we can verify the data by doing different 
task by the subjects and doing the same experiment by the same subject in different 
time.  
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There are some difficulties to establish the principle for giving task value, so the 
research for the task load quantitative analysis by pupil diameter has to go on for a 
long time. 
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Abstract. This current work explored the speech-based attributes of 
participants who were being deceptive in an experimental interrogation setting. 
In particular, the study attempted to investigate the appropriateness of using 
temporal speech cues in detecting deception. Deceptive and control speech was 
elicited from nineteen speakers and the data was analyzed on a range of speech 
parameters including Speaking Rate (SR), Response Onset Time (ROT) and 
frequency and duration of Hesitation markers. The findings point to a 
significant increase in SR, a significant decrease in ROT and a reduction in 
hesitation phenomena in the deceptive condition suggesting an acceleration of 
overall speaking tempo. The potential significance of temporal parameters for 
detecting deception in speech is recognized. However, the complex and 
multifaceted nature of deceptive behaviour is highlighted and caution is advised 
when attempting veracity judgments based on speech.  

Keywords: Deception, Speaking Rate, Response Onset Time, Hesitations. 

1 Introduction 

Early research into characteristics of deception tended to focus on specific cues or 
behaviours that would reliably indicate that a deception was taking place. This has 
proved particularly problematic and more recently researchers have begun to 
investigate the emotional, cognitive and communicative processes that tend to 
accompany deception. Following this a number of theoretical frameworks have been 
developed to predict and account for the behaviour liars may display (De Paulo et al. 
2003, Ekman, 1985, Miller & Stiff, 1993, Vrij, 2008). One such approach is the 
Cognitive Theory of deception that considers lying to be cognitively more demanding 
than truth-telling and empirical evidence supporting this line of thought can be found 
in the work of Walczyk et al. (2003, 2005).  

From a speech analysis perspective, it has also been established that filled and 
unfilled pauses in speech are reactions associated with cognitive processes (Goldman-
Eisler 1968). Based on this it may be hypothesised that the increase in cognitive load 
required for deception may lead to specific speech dependent measures of deception 
that would manifest themselves in the temporal domain, specifically, in an overall 
slowing down of speech.  
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This current study explored the speech-based attributes of participants who were 
being deceptive in an experimental interrogation setting.  Specific data were taken 
from audio recordings of the interrogation sessions that were part of a broader 
research study investigating a number of human deception responses across 
biological, physiological, psychological and behavioural dimensions. This paper 
presents an overview of the methodology that was relevant to the speech analysis and 
focuses specifically on the deceptive participants. More detailed descriptions of this 
research are contained in (Eachus et al. 2012). 

2 Method 

A total of 19 male participants were drawn from the staff and student population at 
the University of Nottingham where the experiment was conducted.  All participants 
were native British English speakers and none had any self-reported voice, speech or 
hearing disorders. 

A scalable interrogation paradigm was developed specifically for this study in 
which participants progressed from a baseline interview through two levels of 
interrogation (e.g. Baseline, Interview 1 and Interview 2). Participants were given a 
‘token’ containing pictorial and verbal information that they had to conceal from the 
interviewers during the scaled interrogations. The Baseline interview contained 
neutral and relaxation based questions, designed to elicit control data and non-
deceptive speech data. Both the interviews aimed to increase participant arousal by 
asking more probing and penetrating questions. Interview 1 provoked a low level of 
emotional involvement by posing general questions about social desirability and 
information concealment, whereas Interview 2 was more provocative by directly 
challenging participants about their truthfulness. 

The questions for the three conditions were pre-recorded as audio files and 
presented via loudspeaker from a standard laptop computer to ensure that they 
remained constant across participants.  For the most part, the questions were of a 
yes/no format resulting in the generation of short answer/monosyllabic responses. The 
three conditions contained 20 questions but in order to avoid participants anticipating 
the end of the interviews, the questions were not numbered in a serial fashion.  The 
order of the conditions (e.g. Baseline, Interview 1 and Interview 2) was kept the same 
for all participants. Overall, the experiment took approximately 75 minutes to 
complete after which participants were debriefed and received a £30 participation 
reward.  

3 Parameters Analysed 

Every speaker provided 1 file for each of the three speaking conditions, resulting in 
54 files for analysis. Given the nature of the data only a selected number of temporal 
parameters could be investigated. Amongst these were Speaking Rate (SR), Response 
Onset Time (ROT) and frequency as well as duration of filled pauses. 
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4 Apparatus  

‘Sound Forge TM Pro 10’ software (Sony Creative Software) was used for initial 
editing of the speech files.  The temporal analysis was performed using Praat 5.1.44 
speech analysis software (Boersma & Weenink 2005). SR measurements were based 
on the number of phonetic syllables in each participant’s speaking turns. ROT was 
measured as the time in between the end of a question and the beginning of the 
participant’s response.  With regards to hesitation markers, the frequency and duration 
of the ‘vocalic’ [ε] as well as ‘vocalic + nasal’ [εm] variants were taken into account. 
In order to control for differences in length of speaking time across conditions and 
speakers, the frequency aspect was conveyed in the form of a Hesitation Rate (HR) 
measurement calculated as number of hesitations per minute. Textgrids generated by 
Praat facilitated easy access to durational calculations which were then transferred 
into Microsoft Excel for a more accessible examination.  

5 Results 

The following section presents the results for all 19 speakers. Repeated Measures 
ANOVAs were employed to assess the significance of the inter- and intra-speaker 
comparisons for SR, ROT and frequency of hesitations. In cases where Mauchly’s test 
indicated that the assumption of sphericity had been violated degrees of freedom were 
corrected using Greenhouse-Geisser estimates of sphericity. Post-hoc tests, if 
applicable, are reported using Bonferroni correction. Not every speaker employed 
hesitation markers which resulted in a lack of durational measures for some and, 
consequently, a reduction in sample size. Therefore, in order to account for the 
relatively small sample of durational measures, the non-parametric Friedman’s 
ANOVA test was chosen.  

5.1 Speaking Rate (SR) 

Mean SR appeared to be affected by the different interview conditions. About half of 
the speakers tended to decrease their mean SR in Interview 1 while the other half 
showed an increase.  Irrespective of the direction of change, the extent of change was 
similar ranging from 4.1%/-2.9% at the lower end to 29.5%/-31.2% at the upper 
spectrum. The results of Interview 2 were more coherent with 15 out of 19 speakers 
showing a higher mean SR compared to the Baseline. This increase spanned from 
4.3% to 48.2%. A decrease was only noteworthy for 3 out of the 4 speakers covering 
a smaller range from -9.8% to -18.4%. Not only was there a traceable increase in 
mean SR in Interview 2 when compared to the Baseline, the effect was also evident, 
perhaps even more so, when contrasting the two interviews against each other.  
Almost all speakers exhibited a faster mean SR in Interview 2 than Interview 1 with 
values ranging from a 5.7% increase to a substantial 56.1% increase. At the inter-
speaker level, mean SR changed significantly across the three conditions (F (2, 36) = 
7.271, p ≤ .01). Pairwise comparisons revealed that mean SR did not change 
significantly between Baseline (mean = 3.8 syll/sec) and Interview 1 (mean = 3.7 
syll/sec) but that there was a significant increase in mean SR between Baseline and 
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Interview 2 (mean = 4.2 syll/sec) and between the two interviews. The observed trend 
of an increase in mean SR in Interview 2 also held true at the intra-speaker level.  
Post-hoc comparisons revealed a significant difference in mean SR between Baseline 
and Interviews for 7 out of the 19 participants. For the remaining 12 participants the 
change in mean SR between the three conditions was not significant (p ≥ .05).   

5.2 Response Onset Time (ROT)  

Results from the ANOVA illustrated that mean ROT differed significantly between 
the three experimental tasks (F (1.316, 23.689) = 5.802, p ≤ .01).  Post hoc tests 
revealed that there was a significant decrease in ROT in Interview 1 (mean = 171ms) 
as compared to Baseline (mean = 228ms) and Interview 2 (mean = 196ms) (p ≤ .05).  
Although no statistically significant change was observed between Baseline and 
Interview 2, a similar pattern of a reduction in ROT in the latter as compared to the 
Baseline was apparent. The majority of speakers showed a decrease in ROT for 
interview 1 which varied from 0.2 % to 63.7%. The magnitude of change for the four 
participants who increased their ROT in interview 1 only spanned from 1.7 % to 
32.4% so the amount of maximum decrease in ROT was considerable larger than the 
amount of maximum increase. More participants increased their ROT in Interview 2 
than Interview 1. The range of the increase in ROT displayed by seven participants 
was from 3.4% to 43.9%. The range of the reduction in ROT for the remaining 12 
participants extended from 0.9% to 60.5%. Once again, the magnitude in decrease 
(227.6 ms) is greater than the magnitude in increase (146.9 ms). In terms of the intra-
speaker analysis, seven of the participants showed a significantly lower ROT in one 
or both of the interview conditions when compared to the Baseline. Only one 
participant showed a significant difference in ROT between the two interview 
conditions. 

5.3 Hesitations  

Hesitations were analysed according to frequency and duration. As the calculation of 
HR resulted in only one numerical result per speaker per condition, statistical testing 
could only be performed on the inter-speaker level. The change in frequency of 
hesitations between the Baseline and two interview conditions was characterized by a 
decrease. A repeated-measures ANOVA illustrated that this change was statistically 
significant (F (1.185, 21.326) = 4.598, p ≤ .05) and post-hoc comparisons identified 
that there were significantly less hesitations in Interview 2 (mean = 6.831 Hes/min) as 
compared to the Baseline (mean = 11.861 Hes/min). Although not statistically 
significant, the trend of a decrease in hesitations could also be observed for Interview 
1 (mean = 7.750 Hes/min) as opposed to the Baseline. While a hesitation measure was 
obtained for all participants in the Baseline condition, the interview conditions often 
featured no hesitations at all. This was the case for 9 participants in Interview 1. 8 of 
the remaining 10 speakers decreased their HR by an average of 55.1%. Merely two 
participants employed more hesitations in Interview 1 as compared to the Baseline but 
for one of these the increase was striking reaching a doubling in HR from 30.18 
Hes/min to 61.34 Hes/min. Similarly to interview 1, 7 participants did not produce 
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any hesitations in interview 2 and 9 showed a decrease in HR averaging 55.4%. Three 
participants illustrated an increase in HR from Baseline to Interview 2 but the 
magnitude of increase was only noteworthy for one of the speakers reaching 57.6% as 
compared to 6% and 12% for the other two. 6 participants had no hesitations in either 
of the interviews. Thirteen participants demonstrated changes in hesitation frequency 
between the interviews but the direction of change varied amongst them with an equal 
number increasing and decreasing. While the range of decrease spanned from -0.7% 
to -33.4%, the increase was more remarkable stretching from 21% to 106.4%. 
Statistical examination confirmed no difference between Interview 1 and Interview 2 
(p ≥.05). Only 9 out of the 19 speakers offered hesitation markers in all three 
conditions and even then the number of occurrences tended to be very low sometimes 
merely reaching 1 per condition. Therefore, it was decided to limit statistical testing to 
the inter-speaker level once again only using this subset of 9 participants. Duration of 
hesitations was significantly affected by the interviews (x2 (2) = 8, p ≤ .05). Wilcoxon 
Sign Ranked tests were used to follow up on this finding and it appeared that duration 
was no different between Baseline (mean = 43.9ms) and Interview 1 (mean = 41ms) 
or between Interview 1 and Interview 2 (mean = 36ms).  However, for Interview 2, 
duration of hesitations was significantly lower compared to the Baseline (T = 0, p ≤ 
.01, r = -.63).  None of the participants showed longer durations in Interview 2 when 
compared to the Baseline and for 5 out of the 9 participants this durational drop was 
particularly noticeable averaging around 30ms. For the remaining 4 participants the 
decrease was less striking ranging from 0.2ms to 3.2ms. While 6 participants also 
showed a reduction in hesitation length in Interview 1 ranging from 3.5ms to 17.1ms, 
we find that 3 participants produced longer hesitation markers as compared to the 
Baseline.  

6 Summary and Discussion 

A summary of the results is presented in Table 1. A significant increase in mean SR 
was observed for Interview 2 when contrasted with the Baseline and Interview 1. 
Mean ROT appeared to be decreasing across the two interview conditions compared 
to the Baseline but this reduction was only significant for Interview 1. Number of 
hesitations significantly declined in both interviews compared with the Baseline, but 
duration was only affected in Interview 2 which was characterized by a significant 
shortening in length of hesitation markers when compared against the Baseline 
values.  

For the majority of parameters examined the experimental effect manifested itself 
between the Baseline and either or both of the interview conditions. There tended to 
be little difference between the two interviews themselves despite the heightened 
interrogative pressure.The increase in mean SR in the interviews corresponds with the 
observed reduction in the number of hesitation pauses. In addition to this, the shorter 
ROTs would further indicate a general acceleration of speaking tempo when being 
deceptive.  
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Table 1. Summary of the results for all parameters investigated 

Parameter Interview 1 Interview 2 

Speaking Rate (SR) • Mixed results • Significant increase 

compared to Baseline and 

Interview 1 

Response Onset Time (ROT) • Significant decrease 

compared to Baseline and 

interview 2 

• Tendency for a decrease 

compared to Baseline  

Frequency of Hesitations (HR) • Significant decrease 

compared to Baseline 

• No change to Interview 2 

• Significant decrease 

compared to Baseline 

• No change to Interview 1 

Duration of Hesitations • No significant change to 

Baseline or interview 2  

• Significant decrease 

compared to Baseline 

 
When probing the available literature, it appears that research into the temporal 

aspects of deceptive speech has resulted in conflicting observations. Indeed, the 
majority of studies tended to observe an overall slowing down of speaking tempo and, 
in particular, an increase in hesitation phenomena supporting the cognitive theory of 
deception as briefly outlined above. However, a number of studies exist which 
suggest the opposite, namely, a decrease in ROT and speech disturbances which 
complements the results of the current experiment (Benus et al. 2006, Vrij & Heaven 
1999). A solution to the apparent disparity is offered by Vrij & Heaven (1999) who 
concluded that lie complexity affects pausing behavior. In their research the authors 
illustrated that liars made fewer speech disturbances when the lie was easy to 
fabricate as opposed to a more cognitively complex fabrication. Furthermore, research 
into prepared and spontaneous lying has shown that anticipated lies carried shorter 
ROTs compared to truthful utterances while spontaneous lies did not conform to this 
pattern (O’Hair et al. 1981). 

In this study, participants were able to prepare for their deceptive act as they were 
informed, prior to the interrogation process, that they would be required to conceal 
knowledge. In addition, ‘yes’ or ‘no’ were legitimate answers to the majority of the 
questions and, therefore, it could be envisaged that the amount of cognitive energy 
necessary to carry out the deception in the present experiment was minimal. 
Participants may have resorted to some form of automated responding, akin to a 
suspect's ‘no comment’ strategy in PACE (Police and Criminal Evidence Act) 
interviews as the interrogations progressed. Goldman-Eisler (1968:58-59) has shown 
that routine and automated speech results in a decrease of pausing behavior and this 
could provide a viable explanation for the present findings.  

Vrij & Heaven (1999) make reference to the attempted control theory in order to 
account for the decrease in speech disturbances apparent in their study. They argue 
that in order to present a truthful demeanour people may try to suppress or control 
behaviours which they associate with lying and consequently expect their target to be 
associating with lying. This type of behavioural management could lead to an 
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‘overcontrol’ of speech resulting in the decrease of hesitation phenomena. Both 
rationalizations are plausible and may work in tandem; however more empirical 
research is needed to assess the relationship between behavioural control and speech 
(Kirchhübel & Howard in press).  

Having said all this and when taking a closer look at the experimental design one 
has to be careful not to come to premature conclusions. The nature of the data tended 
to reflect short answer responses and speaking turns tended to contain little speech 
and at times only ‘yes’ or ‘no’ responses. There are limitations of measuring tempo 
related speech characteristics using these types of utterances. Sound prolongation is 
one of the more obvious factors but at the other end of the scale we might also find 
syllable shortening both of which would unjustly influence mean SR measurements. 
The nature of yes/no responses also limit the opportunity for the realisation of 
hesitation markers and may affect ROT measures due to participants’ engaging in 
automated/routine responding.  

Amongst the many factors affecting speech, speaking context and setting have 
been shown to be influential (Giles et al. 1991). Compared to the Baseline which 
aimed to create a positive and warm atmosphere, the two interviews posed a more 
threatening communicative environment. Setting aside the participants’ intent to 
deceive, the interrogation process itself could have contributed to participants feeling 
intimidated and affronted and may therefore have resorted to speech divergence and 
limited information sharing. The presence of variability within as well as between 
participants underlines the fact that deceptive behaviour is individualised, very 
multifaceted and far from being clear cut, a finding which repeatedly emerges in 
research on deception (Kirchhübel & Howard 2012).  

7 Conclusion and Limitations 

The present research highlights the complex nature of deception and underlines the 
difficulties in locating consistent cues of deceptive behavior. There are a range of 
factors that affect deceptive behaviour with ‘lie complexity’ and ‘time to prepare for 
deception’ being of most relevance to the present experiment. Differences in research 
design and analysis methods as well as failure to control for the various confounding 
variable have led to discrepancies in results. Temporal analysis may be useful for 
deceptive speech detection but may only apply in specific settings and certainly needs 
to take into account situational as well as individual factors. Applying the research to 
a practical setting, caution needs to be employed when attempting veracity judgments 
based on the temporal characteristics of speech regardless of whether the speech 
stemmed from formal interviews or polygraph examinations using the guilty 
knowledge paradigm (Lykken 1998). It is worth emphasizing that more data is in 
existence which was taken from of a group of truth-tellers undergoing the same 
experimental procedure. Unfortunately, the deceptive and truthful speech samples are 
based on a between-subjects design and, therefore, the scope for direct comparison of 
features is limited; however, temporal speech analysis of the truth-tellers would 
nevertheless offer additional insight and is planned in future work. 
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Abstract. In order to evaluate intellectual productivity such as the effi-
ciency of performing mental works, several studies were conducted where
specially designed tasks were given. However, the result may not be re-
flected the actual intellectual productivity because the designed tasks
are different from office works. Meanwhile, there are two mental states
(work and temporary rest state) in office workers which are changing
alternatively during mental work and the ratio of the two states reflects
the productivity. If the mental states of the workers can be detected, the
productivity can be measured more accurately. In this study, a detec-
tion method of temporary rest state while performing mental works by
measuring physiological indices has been developed. As the result of the
subject experiment, it was found that the detection accuracy was 80.2%.
This result shows the possibility to use the physiological indices as one
of the mental state detection methods.

Keywords: intellectual productivity, physiological psychology, cogni-
tive psychology, office work, mental work.

1 Introduction

Recently, mental works such as intellectual works have occupied most of office
works in companies and have become more and more valuable in our society.
Therefore economic and social benefits can be bigger by improving intellectual
productivity such as the efficiency and accuracy of performing mental works.
In order to achieve this, the evaluation of intellectual productivity is required,
and several studies have been conducted. Obayashi et al. have developed spe-
cially designed tasks for quantitative evaluation of intellectual productivity [1].
However, a number of tasks used in experiments for the evaluation are different
from actual office works, because the tasks have been designed in order for ex-
perimenters to collect operation logs easily and accurately. In order to evaluate
intellectual productivity in actual office, it is desired to use actual office works.
It is, however, difficult to collect and evaluate most of their logs.

On the other hand, Miyagi et al. [2] have revealed that there are two mental
states (work and non-work state) in the office workers which change alternatively
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during mental work. And, intellectual productivity can be evaluated quantita-
tively by using the ratio of these two states. In particular, the non-work state
has a negative influence on the intellectual productivity.

Meanwhile, physiological indices are supposed to reflect various mental states
such as arousal, concentration, anxiousness, stress, relaxation. Thus, there have
been several studies as to the detection of mental states by using physiological
indices: Miyagi et al. measured brain activity during mental works with Near-
Infrared Spectroscopy [3]. Hosseini, S.A. et al. proposed a new system recognizing
emotional stress using electroencephalogram (EEG) [4].

In this study, therefore, the authors have aimed at developing a detection
method of the non-work state (it is called temporary rest state here and af-
ter) by measuring physiological indices such as electrocardiogram (ECG), elec-
tromyogram (EMG), around left eye and EEG. If this detection method can
be developed, intellectual productivity in office works can be evaluated quanti-
tively because this method requires only measuring physiological indices of office
workers, not specially designed tasks.

2 Method

2.1 Participants and Measurement

26 healthy volunteers participated in this experiment who are the ages of 19
to 25 and could operate PC without difficulty and their native language was
Japanese. The experimental period was approximately 2 hours. The subjects
were instructed to conduct mental tasks and their physiological indices were
measured. And based on these indices, their two mental states (work state and
temporary rest state) have been detected. The temperature, illuminance, and
ambient noise of the experimental room were controlled to 25± 1◦C, 680lx, and
50 ± 3db respectively.

In this experiment, the subjects equipped the instruments, and their ECG,
EMG around left eye, EEG have been measured. The position of these electrodes
is shown in Fig. 1.

EEG
(Pz, Cz, Fz)

ECG

GND
EEG
(Base)

EMG

FRONT ABOVE

Fig. 1. The position of these electrodes
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EEG electrodes were placed on Pz, Cz and Fz according to the international
10-20 system and their midline electrode was placed on left earlobe. ECG elec-
trodes were placed on the left side of the body and the right side of the neck.
EMG electrodes were placed on the left temple and upper part of the left eye
blow.

2.2 Experimental Design

The experiment consisted of 2 measurements ,where the subjects performed tasks
in 3 conditions which were defined as follows:

Task Condtion
In this condition, the subjects were instructed to perform mental tasks, which
require intellectual ability. Therefore, the physiological indices measured in
this condition were regarded as that in the work state.

Control Condition
The subjects were instructed to move their arms and fingers as the same way
as the task condition without thinking. In other words, they performed non-
mental tasks demanding little intellectual ability. Hence, the physiological
data in this condition were regarded as that in the temporary rest state.

Rest Condtion
In this condition, the subjects were instructed to stop moving, relax, and
gaze a black fixation cross without thinking. The physiological data in this
condition were also regarded as that in the temporary rest state.

In one of these 2 measurements, the subjects were required to change these 3
conditions in turn as a presented display was switched automatically every 30
seconds as shown in Fig. 2, and these procedures were repeated 5 times. Tasks,
figures (squares, triangles, and circles), and a black fixed cross were presented
respectively in the task condition, the control condition, and the rest condition.
This measurement is called Automatic Switching Measurement (ASM). It was
conducted in order to collect the same amount of the data in these 3 conditions.

In the other measurement, a presented display was not switched, and the
subjects were instructed to perform tasks for 7.5 minutes by switching these
3 conditions freely. This measurement is called Free Switching Measurement
(FSM). It was expected that the subjects changed the work state and temporary
rest state spontaneously in this measurement.

1+1 1+1=
2 ●+■ ・・・ ＋ ・・・

30s 30s

30s

Fig. 2. The sequence of task in automatic switching measurement
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5 types of tasks such as 1-digit addition, classification, and text typing were
employed in order to confirm the independence of the detection performance on
tasks.

2.3 Tasks

5 types of tasks were used which were 1-digit addition, 3-digit addition, classifica-
tion, block assembling, text typing in the experiment. These tasks are supposed
to be relatively similar to office works [1].

1-Digit Addition
The subjects were instructed to do the sum of two 1-digit integers presented
on a PC display in their heads, and type the answer by using a numeric
keypad of the PC.

3-Digit Addition
They were instructed to remember one 3-digit integer and press the enter
key. Then another 3-digit integer was presented and they were instructed to
do the sum of these two 3-digit integers in their heads and type the answer
by using a numeric keypad of the PC.

Block Assembling
In the case of this task, they were instructed to freely assemble blocks pre-
sented on a PC display and name a assembled figure as shown in Fig. 3.

Drag & drop blocks Assemble blocks

Name an assembled figure

Fig. 3. Block assembling task



146 S. Kunimasa et al.

Text Typing
They were instructed to type sentences presented on a PC display with a
keyboard. The presented sentences were the Japanese proverbs which are
well-known in Japan. Owing to this, the subjects whose native languages
are Japanese were employed in this experiment.

Classification
They were instructed to look at the amount, date, name of a company in a
receipt as shown in Fig.4 and classify it by tapping one of 27 buttons in the
classification table on iPad display as shown in Fig.5.

Date Company’s name

Amount

Fig. 4. An example of receipts in classifica-
tion task

Fig. 5. The classification table on iPad dis-
play

2.4 Data Analysis

After each measurement, 6 feature values were extracted every 2 seconds from the
measured physiological indices, and these values were divided into the work state
group or temporary rest state group by using the operation log of the presented
tasks. Finally, Mahalanobis distance between these 2 groups was calculated so
that the correct discrimination probability (theoretical value) was calculated. In
this study, Mahalanobis distance, D2, is a generalized measure of the distance
between the work or temporary rest state groups. The distance is defined as

D2
12 = (n+ h− 2)

p∑
i=1

p∑
j=1

w−1
ij (Xi1 −Xi2)(Xj1 −Xj2) (1)

where n is the number of samples in work state, h is the number of samples in
temporary rest state, p is the number of variables (p = 6 in this study.), Xi1 is the
mean for the ith variables in work state, Xi2 is the mean for the the ith variables
in temporary rest state, w−1

ij is an element from the inverse of the within-groups
covariance matrix. If the distribution of samples is assumed to be a multivariate
normal distribution, the error rate (e) in Mahalanobis discriminant analysis is
defined as
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e =
1√
2π

∫ ∞

D/2

exp(−u2

2
)du (2)

Then, the correct discrimination probabilities is 1 − e. Note that the minimum
of the probabilities is 50 % .

The method of extracting feature values from physiological indices is described
below.

ECG
In this analysis, the high (0.20 to 0.35 Hz) and low (0.05 to 0.20 Hz) frequency
wave of heart rate were calculated. In order to calculate these feature values,
the Gabor Wavelet transform [5, 6] have been applied among various types
of frequency analysis methods because 2 second time window was too short
to apply other frequency analysis method. The concrete transform equation
is described below;

WT (b, a) =
1√|a|

∫ ∞

−∞
f(t)ψ(

t− b

a
)dt (3)

ψ(t) =
1√
2πσ2

e

t2

2σ2
− i2πt

(4)

where 1/a and b correspond to frequency and time respectively. And ψ(t) is
Gabor’s function.

EMG around left eye
From EMG around left eye, the intervals of eye blink and saccade eye move-
ment were extracted. Several studies have reported that eye blink and sac-
cade eye movement reflect human higher cognitive process and psychological
state [7–9].

EEG
In the analysis of EEG, brain waves of EEG at Fz and Cz were excluded
from this analysis because EMG caused by eye blinking affected the brain
waves as artifact. And alpha (8 to 13 Hz) and beta (13 to 30Hz) wave at Pz
were calculated by the Fourier transform.

3 Result

R waves of ECG of 5 subjects could not be detected properly or the amplitude
of these waves have been found too small, so that the measured data of these
subjects were excluded from the analysis. And there were 2 cases where a task
could not be performed for a fault of experimental PC, so that the measured
data when the fault occurred were also excluded.

Table 1 shows the correct discrimination probabilities in ASM and FSM. The
average of the detecting performance as to all the presented tasks in these 2
measurements was 80.2% .
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Table 1. Correct discrimination probabilities in ASM and FSM

Task n
Correct discrimination probability

ASM FSM
Mean(%) SD Mean(%) SD

1-digit addition 21 85.4 10.7 83.4 10.1

3-digit addition 21 83.4 9.0 82.6 9.5

Block assembling 20 75.5 5.4 78.3 10.3

Text typing 20 71.0 6.1 81.1 8.0

Classification 21 78.5 7.6 79.3 7.7

As shown in Table 1, the accuracy of the proposed method in ASM is signifi-
cantly lower than in FSM in only the case of text tying task (p < 0.01).

4 Discussion

As noted above, the detecting performance as to only text typing in ASM was
significantly lower than in FSM. Likely explanations are hinted at by the low
mental workload of text typing and the difference between the time length of
task condition in the case of ASM and FSM: while subjects were performing
text typing, it required them only to look at the presented sentence and type it,
not to perform higher cognitive activities (e.g. assembling a sentence, correction
in some words, and so on). In addition, they had no trouble in typing words
with keyboard because they could operate PC without difficulty. Thus, text
typing required lower mental workload than the other tasks, which probably
caused the physiological data to change a little and slowly under task condition.
Owing to this, the authors consider that in comparison with the other tasks,
text typing required longer time length of task condition in order to measure
the significant differences between the physiological data under task condition
(the work state) and control/rest conditions (the temporary rest state). In the
case of ASM, each condition was changed automatically every 30 seconds. The
time length of task condition were probably too short for the data under this
condition to change significantly. On the contrary, as for FSM, the subjects
could change each condition at their own paces. According to the operation
logs of this task, most of the subjects remained under task condition for more
than 30 seconds (the mean time length of task condition was 59.0 seconds.).
The time length was probably long enough for the physiological data under this
condition to change significantly. Besides, if the significant differences between
the data under task condition and control/rest conditions cannot be measured,
the detecting performance becomes low. For these reasons, the accuracy of the
proposed method as to text typing in ASM was significantly lower than in FSM.

Based on analysis of variance, no significant differences were found in the
results between these 5 tasks in FSM (F (4, 98) = 2.47, p = 0.435), while as for
ASM, significant differences were found (F (4, 98) = 2.47, p < 0.01). Hence, it can
be argued that as for FSM there is no dependence of the detection performance
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on tasks. This suggests that the experimenter should let subjects perform mental
works at their own paces in order to detect their mental states accurately.

As mentioned above, the mean accuracy of the proposed method was 80.2
%. The value is not close to 100%, which is the maximum of the discrimination
probability, but 30.2% higher than the minimum of the probability (50%). This
suggests that there is still room remaining to improve this method, but there is
also the possibility that the work state and the temporary rest state in mental
workers can be detected based on physiological indices by using this method.

In this study, the presented tasks were designed in order to collect their op-
erational logs and to evaluate the discrimination probability of the proposed
method. However, it is necessary to use actual office works so as to evaluate in-
tellectual productivity in office. In the future, the authors will confirm whether
the method can be applied to other tasks and actual office works.

Meanwhile, this study have employed the physiological indices such as EEG,
ECG and EMG around left eye, but others such as electrodermogram (EDG)
[10,11], cerebral blood flow (CBF) [12] have a possibility to reflect mental states.
Therefore other physiological indices should be considered in order to establish
more accurate detection method.

5 Conclusion

There are two mental states (work and temporary rest state) in office work-
ers which are changing alternatively during mental works [2]. In this study, the
authors have aimed at developing the detection method of these states by mea-
suring physiological indices and conducted a subject experiment.

As the result, the average of the discrimination probability is 80.2 %. This
result suggested the possibility that physiological indices could be used to eval-
uate intellectual productivity such as the efficiency and accuracy of performing
mental works. However, the proposed method still cannot be applied to the eval-
uation of intellectual productivity in actual office works, because the employed
tasks were specially designed in order to collect the operation logs in this study.
Therefore, it is necessary to consider the detection method available to office
works.

Finally, the authors are aiming at developing the more accurate detection
method applied to the evaluation of the intellectual productivity in office.
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Abstract. The primacy hypothesis about affection (Zajonc, 1980) holds that 
positive and negative affective reactions can be elicited with minimal stimulus 
input and virtually no cognitive processing. This hypothesis challenges the cog-
nitive appraisal viewpoint (Lazarus, 1982), which maintains that affection can-
not emerge without prior cognitive mediation. There have been many studies 
shown that human emotion could be affected by subliminal visual stimulus, so 
how about subliminal auditory stimulus (SAS)? In this study two pieces of tra-
ditional Chinese music were used as SAS, and the unheard music was played in 
a continuous loop, which was different from the commonly used priming para-
digm. 56 undergraduates were randomly divided into two groups; participants 
in one group were exposed to the subliminal happy music, and in the other 
group were exposed to the subliminal sad music. A before-and-after self-paired 
design was used to assess the emotion of all the subjects. During the experiment 
their galvanic skin response (GSR) and subjective ratings were recorded. The 
results showed that SAS caused the obviously change on human’s GSR, but 
there was no change found in their subjective ratings of emotional valence 
(happy-unhappy). A lot of evidence showed that GSR was more sensitive than 
subjective ratings for the evaluation to current emotion status. The overall re-
sults of our study confirmed this perspective. So, we believed that SAS affected 
people’s emotion, and this kind of affective priming wasn’t perceived con-
sciously by people themselves. 

Keywords: Effective priming, Subliminal auditory stimulus, Emotion,  
Unconscious. 

1 Introduction 

The relationship between emotion and consciousness is becoming a research hotspot 
in psychology. Many scholars have done lots of experiments and found that emotional 
perception, especially negative emotion perception could occur without conscious 
awareness. In recent years, numerous relevant studies have been conducted using 
fMRI and ERP technology. The fMRI and ERP technology are non-invasive method 
of measuring brain activity during cognitive processing. Psychologists investigate 
brain activity related to affective changes. However, the results of their studies have 
often been inconsistent.  
                                                           
* Corresponding author. 
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Neuro-imaging studies have shown that emotional stimuli, especially fearful facial 
expression, elicit strong activation of the amygdale even when the expressions are 
spatially unattended or backward masked and inaccessible to conscious aware-
ness[1].This functional imaging work is particularly interesting in that the enhanced 
activation of the amygdala has been activated in response to unconscious threat-
related stimuli. This result is consistent with the view that in a binocular rivalry para-
digm, even during suppressed periods of binocular rivalry, fearful faces still generate 
a strong response in the amygdala. Compared with the visible condition, binocular 
rivalry suppression also eliminated activity to fearful faces whereas amygdala activity 
was robust in both the visible and invisible conditions [2]. However, there are some 
studies which do not support the view that perceptual processing of emotional (espe-
cially threat) stimuli do not necessarily depend on conscious. On the basis of the 
fMRI study of Vuilleumier et al, Holmes explores the same problem using event-
related brain potential (ERP) technology. In this event-related brain potential (ERP) 
study, Observers viewed emotional face stimuli, either attentively or inattentively. 
The experiments showed that visible emotional faces elicited a significantly larger 
negative deflection starting at 170ms (compared to invisible faces).  Therefore, the 
author believes that emotional processing is dominated by consciousness [3]. Phillips 
and his colleagues investigated the relation of facial expression perception and con-
scious with functional magnetic resonance imaging (fMRI). A backward masking 
paradigm was used. In the psychophysics experiment, the following parameters were 
established: 30ms target duration for the non-consciously perceived (covert) condi-
tion, and 170ms target duration for the consciously perceived (overt) condition. Re-
sults of the block-design fMRI study indicated substantial differences underlying the 
perception of fearful facial expressions: the overt condition (170 ms) generated 
amygdala activation to fearful faces while in the covert condition (30 ms), the amyg-
dala was not activated to fear [4]. Overall, the above inconsistent conclusions demon-
strate that there is debate in cognitive neuroscience whether emotional stimuli can 
actually be perceived without awareness. Different laboratories have reached different 
conclusion, the reason is that levels of consciousness are manipulated by different 
method and stimuli are measured by different standards, whether the subjective thre-
shold method or objective signal detection method.  

Existing studies mainly focus on the emotional visual stimuli processing and it is 
unknown if subliminal stimuli of other sensory channels, such as auditory channel and 
tactile channel, can evoke emotional reactions. And it is not clear that whether the 
emotion processing activated by subliminal stimuli from different sensory channels is 
the same and how they are influenced by consciousness. Thus we study the effect of 
subliminal auditory stimuli on emotion, using electrophysiological measurement me-
thod to explore participants’ emotion change activated by two pieces of traditional 
Chinese music. Music is an abstract symbolic language with no specific references or 
associations. Nevertheless, its intrinsic pattern and structure convey meaning to our 
brain [5]. This study will expand the research on emotional perception and conscious-
ness. We predict that affective priming will be activated by subliminal auditory  
stimuli. 
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2 Method 

2.1 Participants 

28 participants (half men and half women, aged 21-27, mean age 23.64 years) re-
cruited for this experiment are college students and all of them have normal visual 
acuity (or corrected visual acuity). All participants reported normal hearing and no 
history of neurological disease. Participants were non-musicians who had no formal 
musical training (besides typical school education) and had never learned to play a 
musical instrument. Participants were asked to sign an informed consent form before 
commencing testing, and were paid for their participation. The whole test session 
lasted about 16min.  

2.2 Apparatus 

The experiment stimuli were presented by Lenovo computer (Intel Pentium 4). Partic-
ipants heard the auditory stimuli through headphones. All physiological recordings 
were performed by a Biopac MP150 system (Biopac Systems Inc., USA).  

2.3 Experimental Materials 

• Subliminal Auditory Stimuli.  

The Subliminal sound files were edited by Adobe Audition Software. 

a) The happy song.  
The Chinese Folk Symphony 《Spring Festival Overture》 was selected as the sub-
liminal happy music. The happy music was masked by a loud sound of mental arith-
metic task, and the target sound intensity level was 42 dB higher than the level of 
masking sound. The song lasted eight minutes. The music continued playing during 
the whole experiment period. Participants completed mental addition of 1-digit num-
ber and 1-digit number in the first two minutes and mental subtraction of 1-digit 
number and 1-digit number in the last two minutes. In the middle four minutes, partic-
ipants rested and kept listening to the subliminal music, the sound intensity level of 
which was 0db. 

b) The sad song.  
The Chinese famous music 《Moonlight on The Pond》 was selected as the subli-
minal sad music. The sad music was masked by a loud sound of mental arithmet-
ic task, and the target sound intensity level was 37 dB higher than the level of  
masking sound. The song lasted eight minutes. The music continued playing during 
the whole experiment period. Participants completed mental addition of 1-digit num-
ber and 1-digit number in the first two minutes and mental subtraction of 1-digit 
number and 1-digit number in the last two minutes. In the middle four minutes, partic-
ipants rested and kept listening to the subliminal music, the sound intensity level of 
which was 0db. 
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• The Emotion Self-Rating Scale.  

As shown in Figure 1, the whole length of the emotion self-rating scale is 13cm. The 
point of "very unhappy" has a coordinate of -6.5, and the coordinate of 0 for "neither 
unhappy nor happy" and the coordinate of 6.5 for "very happy". 
 

 

Fig. 1. The emotion self-rating scale 

2.4 Procedure and Experimental Design 

The experiment was conducted in a sound-proof and electrically shielded cabin. On 
arrival at the laboratory, participants were told that the study consisted of a mental 
arithmetic task. Participants were seated in a comfortable self-adjustable chair. The 
subliminal auditory stimulus (music) was presented through headphones during the 
whole experiment. Every participant was asked to finish the task for two times, one 
time without subliminal stimuli and the other time with subliminal auditory music. 
The experiment lasted about sixteen minutes. Participants did not report experiencing 
any feelings in response to the primes. 

A paired design and a paired analysis were employed in this study. The presenta-
tion order is completely balanced. The independent variable was emotional priming, 
including two levels: no stimuli and subliminal auditory stimuli. The dependent va-
riables used to value emotion in this research were galvanic skin response (GSR) and 
emotion self-rating results.  

3 Results 

The key question addressed by our analyses was whether subliminal auditory primes 
influence participants’ emotion. 

3.1 The Galvanic Skin Response (GSR) 

a) Listening to the Happy Music of 《Spring Festival Overture》.  
The statistical results of participants’ GSR are provided in Table 1.  

Table 1. The descriptive statistics of  GSR（N=28, hearing happy music） 

 GSR 

M(µmho) S(µmho) 

No Subliminal Stimuli 0.091 0.022 
   Subliminal Happy Music 0.075 0.018 
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Paired-Samples T Test was used to explore the impact of sub threshold happy mu-
sic on GSR. The results showed that there were significant differences, t (27) =2.226, 
p=0.030*. Obviously, the subliminal music of 《 Spring Festival Overture 》
significantly affect the participants’ GSR. 

b）Listening to the Sad Music of 《Moonlight on The Pond》.  
The statistical results of participants’ GSR are provided in Table 2.  

Table 2. The descriptive statistics of  GSR（N=25, hearing sad music） 

 GSR 

M(µmho) S(µmho) 

No Subliminal Stimuli 0.091   0.022 
Subliminal Sad Music 0.077 0.029 

 
Paired-Samples T Test was used to explore the impact of sub threshold sad music 

on GSR. The results showed that there were significant differences, t (24) =2.269, 
p=0.037*. Obviously, the subliminal music of 《 Moonlight on The Pond 》
significantly affect the participants’ GSR. 

3.2 The Emotion Self-rating Results 

a) Listening to the Happy Music of 《Spring Festival Overture》.  
The statistical results of emotion self-rating are provided in Table 3.  

Table 3. The descriptive statistics of emotion self-rating（N=28, hearing happy music） 

  Emotion Self-Rating 

M S 

No Subliminal Stimuli 2.226 1.850 
Subliminal Happy Music 2.690 1.928 

 
Paired-Samples T Test was used to explore the impact of sub threshold happy mu-

sic on emotion self-rating. The results showed that there was no difference,      t 
(27) =1.693, p=0.118. 

b) Listening to the Sad Music of 《Moonlight on The Pond》.  
The statistical results of emotion self-rating are provided in Table 4.  

Table 4. The descriptive statistics of emotion self-rating（N=25, hearing sad music） 

 Emotion Self-Rating 

M S 

No Subliminal Stimuli 1.307 1.384 
Subliminal Sad Music 0.842 2.101 



156 J. Liu, Y. Ge, and X. Sun 

Paired-Samples T Test was used to explore the impact of sub threshold sad music 
on emotion self-rating. The results showed that there was no difference, t (24) 
=1.5045, p=0.176. 

4 Discussion and Conclusions 

Subliminal perception is a kind of unconscious perception, people can not consciously 
perceive. Plenty of studies have found that the level of unconscious processing is 
relatively low. That is to say, with the influence of unconscious perception, one can 
process the physical characteristics of the word, without understanding the meaning 
[6-8]. The research on affective priming has a long history of more than 30 years. The 
affective primacy hypothesis holds that affective reactions can be elicited with mi-
nimal stimulus input [9]. This hypothesis challenges the cognitive appraisal view-
point, which maintains that affect cannot emerge without prior cognitive mediation 

[10]. Indeed, the affective primacy hypothesis hinges on the assumption that the sim-
ple affective qualities of stimuli, such as good versus bad or positive versus negative, 
can be processed more readily than their non-affective attributes. The mere exposure 
paradigm, however, provides only indirect evidence for this contention. Clearly, more 
direct evidence is needed. 

In our experiment, we explored the effect of subliminal auditory music on emotion, 
and the presentation of subliminal stimuli was different from traditional unconscious 
stimuli forms. We made the auditory stimuli unheard by an ideal sound-
masking solution. In addition, the subliminal stimuli in our experiment persist during 
the whole experiment time. Comprehensively analyzing the experiment results, we 
found that subliminal emotional music greatly influenced human’s galvan-
ic skin response (GSR), but did not have significant effect on their own feelings. The  
galvanic skin  response seemed  to  be  a  reliable measure  of  emotional  inten-
sity when  emotion was  viewed  not  as a special type  of  mental  or behavioral 
state but rather  as a description of  an individual  who  was  energized, activated, 
mobilized  for  emergency. GSRs had  been  found  to  be  relatively great  to  
words  which  were  emotionally  toned,  meaningful,  conflicting, and  tension  
or  fear-arousing[11].  Rankin  and  Campbell found highly  significant  differen-
tial  GSRs (P< .001)  in  subjects  to  Negro  and white  experimenters [12]. 
Based on the psycho physiological significance of GSR, it was suggested that al-
though all the participants did not hear the emotional music, but they were indeed 
significantly affected by those subliminal sound. It was apparent that affect could be 
elicited without the participation of subjects' awareness. More interesting, however, 
was the fact that the non-conscious priming of affective reactions under certain condi-
tions might be more successful than when it was with subjects' full awareness. What 
were the differences between conscious and non-conscious priming? The results 
showed that participants did not feel their mood change but their physiological index-
es (GSR) changed obviously. It seemed quite possible that the techniques which may 
be effectively used to activated emotion. Because emotion elicited by this way would 
be more natural and more sustainable. Furthermore, this kind of emotion may be more 
able to influence people’s behavior.  
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Abstract. This research study explores development of a novel chromatic pu-
pillometer that can analyze the characteristics of a patient’s pupil light reflex 
(PLR). Characteristics of the PLR are not only used to determine retinal func-
tion but also have been recently used as a non-invasive diagnostic for a variety 
of neurological disorders and diseased states. This device is a compact diagnos-
tic goggle that contains both stimulating and recording abilities of the PLR. 
This paper will discuss the design and function of the prototype as well as 
present preliminary data on evaluation of a subset of cells within the PLR. 

Keywords: chromatic pupillometry, pupil light reflex, ipRGCs, pupillometry, 
eye tracking, assistive device, portable system. 

1 Introduction 

The pupil light reflex (PLC) has been of great interest to physicians and scientists 
alike not only for its ability to represent retinal function, but to serve as a marker for 
other diseased states [1–5][1], [3], [5]. Researchers are now exploring the pupil light 
reflex as a diagnostic measure for retinispigmentosa[4], Parkinson’s and Alzheimer’s 
disease [6], [7] , optic neuritis [8], diabetic autonomic neuropathy [9], head injury 
[10], and many others. This thus makes the pupil light response compelling to study 
and utilized as a non-invasive clinical measure of a variety of diseased states. More 
recently the importance of the pupil response to specific wavelengths at ranging in-
tensities has been described as a protocol to asses inner and outer retinal function [1], 
[4], [11]. Due to the recent nature of these studies a combined pupillometry system 
has yet to become commercially available. Most systems are composed of a light 
stimulating system and a separate eye tracking system, none of which are portable. 
Our group is interested in creating one combined non-obtrusive system that is porta-
ble and easy-to-wear. This paper will discuss our novel non-obtrusive chromatic pu-
pillometer and some preliminary data evaluating one specific cell population of the 
PLC: melanopsin-expressing intrinsic photosensitive retinal ganglion cells(ipRGCs). 
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2 Materials and Methods 

The objective for the CPG was to create an all-in-one device to simultaneously stimu-
late and record the pupil light reflex. The left eye will be illuminated by a stimulating 
sphere composed of LEDs and the right eye will contain the eye tracking unit to 
record the pupillary light reflex in response to stimulation. The response of both pu-
pils in normal conditions is identical, regardless of which eye is being exposed to 
stimulation [15]. 

The frame of the chromatic pupillometry goggles (CPG) was made from an off the 
shelf pair of welding goggles with removable eyepiece and an elastic head strap. This 
pair of goggles is relatively lightweight and comfortable to wear. Each eye frame was 
fitted with a magnet embedded acrylic ring. Both the stimulating and recording units 
of the CPG have a magnetic ring base; therefore can be easily connected to the frame 
of the goggles. This design feature allows for easy transport of the CPG and for com-
ponents to be interchangeable. Test subjects place the goggles onto the head then both 
stimulating and recording units can be clipped into place using the magnetic attach-
ment feature. 

 

 
 

Fig. 1. A standard pair of welding goggles with removable housing and eyepiece was used as 
the foundation for the chromatic pupillometry goggles (CPG). Each eye socket was outfitted 
with anpolystyrene ring embedded with magnets to allow both the stimulating light sphere and 
the pupil recording components to click on to the eye in a ‘plug and play’ method. 
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2.2 Pupil Recording 
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2.3 ipRGC Stimulation
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preliminary experiments evaluating the ipRGC and cone function of the pupil light 
reflex have demonstrated the expected response profiles for healthy PLR. Specifical-
ly, high intensity blue light was able to produce a sustained pupil response, presuma-
bly a melanopsin driven sustained response, lasting approximately 30 seconds[3], [11] 
.Comparatively, the cone function assessment using high intensity red light demon-
strated a response time (return to baseline) of approximately 10 seconds post stimula-
tion. Our group is interested in conducting a large scale trial evaluating the function of 
ipRGCs over a wide range of ages to explore for the ipRGCs function changes over 
time. Moreover our group would like to establish a guideline for healthyipRGC re-
sponse to use as anindicator for non-invasive diagnostic testing ofipRGC function. 

Acknowledgments. The authors of this paper would like to thank Marcel Dickmann 
for his work on the first prototype of the chromatic pupillometer. While the device 
presented here is a second generation his work helped lay the foundation for the  
featured design improvements and usability testing. 
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Abstract. Usability studies often use methods focused on product parameters. 
Test designs are processed in laboratories and evaluation is commonly 
performed by expert opinions. For validation studies we want to point out the 
importance of field studies and user and system oriented evaluation. For this 
purpose we want to present the methodological approach iFlow (information 
flow) as multiple assessment technique for usability issues in real or quasi-real 
(simulated) situations. The idea of iFlow is to assess input and output workload 
via video and audio recordings combined with subjective and objective 
measurement techniques of workload. In this contribution the iFlow method and 
an evaluative study in anesthesiology are presented. The added value to already 
existing methods and approaches is considered in the sensitivity of iFlow to 
identify situations of overload in a descriptive way. For design interventions it 
would be helpful to consult the iFlow chart to deduct cause and effect relations. 

Keywords: Information Flow, Usability, Input Workload, Output Workload. 

1 Introduction 

Today the concept of usability is applied in many areas of human-machine-systems 
(HMS) expanding from its software ergonomic roots [1] to a broad understanding of 
any kind of interface between biology (human) and technology (cultivated products). 
In socio-technical-systems usability also considers networking of humans among each 
other which is mostly deficient in terms of efficient and error-free messaging. 
Because of the large amount and variety of information flow an operator has to handle 
in such systems, they are called complex. 

An approach to operationalize this complexity in a macroergonomic perspective 
has been made by Manser [2] via the density of simultaneous and sequential processes 
in a time line analysis of anesthesia administration. Our methodological approach 
iFlow transfers this idea into the area of microergonomics, towards the estimation of 
operator input and output workload as criteria for usability considerations in complex 
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HMS [3]. Figure 1 shows the abstraction of such an HMS, the parameters that 
determine operator workload in the iFlow approach and the methods we used for 
assessment at a glance.  

 

Fig. 1. iFlow model of a complex HMS and connected assessment parameters of iFlow 

After a brief summary and discussion of typically used methods for usability 
assessment in chapter 2 the theoretical background (chapter 3.1) and the procedure of 
descriptive workload evaluation (chapter 3.2) are described. To show the added value 
of iFlow to already existing methods and approaches we want to present the results of 
an evaluative usability study in anesthesiology at the Center of Patient Safety and 
Simulation (University Hospital Tuebingen, Germany) in chapter 4. 

2 Usability Assessment in Complex Human-Machine-Systems 

The basic idea of usability engineering has its roots in human factors science. For this 
reason methods for evaluation arise from this discipline. Usability methods commonly 
are classified into formative (inductive) and summative (deductive) evaluation [4]. 
This division regards the method´s operational date – during or after design process. 
In human factors sciences methods are categorized into analytical and empirical 
methods [5], regarding the type of procedure. Besides these categorizations there are 
several other approaches to classify the large variety of methods (e.g. 
subjective/objective, descriptive/predictive, laboratory/field, qualitative/quantitative, 
static/dynamic). Each type of method can be beneficial in its own specific way. 
Human factors researchers have agreed that a multiple method approach would be the 
best way for usability assessment [6]. In practice it can be found that usability 
observations show a main focus in product oriented, static laboratory methods with 
qualitative outcome from subjective expert or user sources. This may be because of 
benefits regarding resource consumption (users, time, equipment). 

Validation can be regarded as special kind of usability study. For example, in 
medical device design usability has to be validated according to the standards. 
Therefore the usability of the medical product has to be evaluated with high external 
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validity and documented in a usability engineering file with comparable quantitative 
data. Hence we recommend that usability validation studies should be user and system 
oriented, performed under real (field) or quasi-real (simulation) dynamic conditions 
with quantitative outcome from an ideally objective and theory based assessment. 
With respect to a multiple method approach, subjective (user questionnaire) and 
psychophysiological assessment techniques should complete a validation study.  

Especially the assessment of dynamic processes under real or quasi-real conditions 
is necessary for external validity. Moreover usability for validation shouldn´t be fixed 
only to observation of errors or nearly errors in user trials (product oriented, expert 
based) and subjective user opinions (product oriented, user based). Rather the 
assessment approach for validation should be extended and human factors methods 
for user oriented evaluation should be used more often. For example assessment of 
mental workload and situation awareness under real or quasi-real conditions could 
give a view on system usability and human reliability with respect to stressful 
situations. In the following chapters we want to present the iFlow method as an 
approach for estimating operator input and output workload and an evaluative 
usability study in a dynamic, quasi-real (simulated) anesthesiology setting. 

3 The iFlow Method 

The iFlow method is a descriptive usability assessment approach which is based on 
data collection of information input and output flows of the operator. This data is 
extracted of video and audio recordings and has to be transferred into the iFlow chart 
which is the basis for further evaluation steps along the timeline. The objective of 
getting quantitative data out of descriptive analyses is achieved by observing the 
density of input and output information flows (iFlows) by means of action codes 
similarly to Ekman´s FACS method [7]. This value in turn determines the level of 
workload. Weighted density analysis is combined with an objective (heart rate) and 
subjective (NASA TLX [8]) assessment method (see Figure 1). 

3.1 Theoretical Background 

The iFlow method has been developed on the basis of Wickens´ Multiple Resource 
Theory (MRT) [9]. It assumes that the external factors of the HMS, i.e., the interfaces 
have a main influence on operator workload. The theory also considers these external 
factors in the context of situational disturbance and control variables. The iFlow 
model (Figure 1) does not include internal factors like the current emotional state of 
the operator. In MRT input and output modules have disjunctive resource capacities. 
Hence each input (visual, auditory, haptic) and output (psychomotor) channel should 
not be overloaded singularly. In addition we want to recommend a limit for input 
(visual+auditory+haptic) and output load (motor+verbal). The division into input and 
output workload with regard to the user as sender and recipient of information flow 
can help to detect bottlenecks in both areas and specify deficits in interface elements 
of output (e.g. displays) or to interface elements of input (e.g. controls). Like 
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limitations empirically found in anthropometry concerning physical workload (e.g. for 
raising a weight four times an hour) it would be a landmark for usability engineering 
to assess the amount of information a human operator can receive, process and turn 
into safe and efficient actions. 

3.2 Workload Assessment Process 

The basic idea of iFlow is the evaluation of time-related information density and the 
descriptive deduction of workload levels. Information flows in all channels of input 
and out are evaluated with respect to their potential degree of load for the operator. 
Classes of load have been developed after the VACP model [10]. 

VACP originally is used in a discreet, function-oriented way to predict workload 
for visual (V), auditory (A), cognitive (C) and psychomotor (P) channels in cumulated 
10s intervals as well as an overall workload rate. Each channel or workload 
component is described by a 7-point ordinal rating scale (except auditory) [10]. The 
scales have been extended (second visual scale and kinesthetic scale) and further 
developed to an interval scale by pair comparison survey among pilots [11]. Also task 
time required for each task was considered for prediction of workload. 

In order to evaluate the density of iFlow we used this basic work and designed new 
classes for a descriptive and continuous use. Several adaptions had to be made with 
regard to reliability and objectivity of behavior observation. After a recapitulation of 
the 7-point scales, ordinal 4-point (input) and 5-point (output) scales were formed 
with descriptors that are well distinguishable in video and audio recordings (see Table 
1). For this reason, action codes have been developed to ensure a correct and 
consistent allocation of information flows to the classes. The interval scales of 
Bierbaum et al. (1989) refer to a sample of 20 pilots wherefore we decided to use an 
ordinal scale (following the order of the interval scale) showing more general 
applicability. Furthermore, we added the channel of haptics (H) and left cognition 
descriptors (C) out of account. The psychomotor scale was newly introduced so that a 
value of 5 (overload) is defined by a multiple task that is performed (two or more 
actions with different goals at once). 

The limit of each workload component is fixed by Bierbaum et al. (1989) to the 
value that exceeds the maximum on any of the scales. Thus, a value of 8 implies a 
component overload and those channels can be identified that are associated with 
overload for each task and in total. We applied this systematization to generate 
specific limits of workload for input (V+A+H  Limit 8) and output (P  Limit 4) 
channels with the objective to detect situations of high workload that have an 
influence on the usability and safe use of the devices. Overload for input and output 
modalities can be described by adding up all information flows that come up in a 
continuous T=2-sec interval. Considering all input and output parameters in a socio-
technical-system should lead to a higher external validity. 
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Table 1. Workload scales and limits of input and output referring to Bierbaum (1989) 
In

pu
t 

(L
im

it 
8)

 

VISUAL 

No. Description Action Code Weight 

V1 Visual Detection Gaze <=2s 1 

V2 Visual Discrimination Gaze >2s, Static, Target-oriented 2 

V3 Visual Tracking Gaze >2s, Dynamic, Target-oriented 3 

V4 Visual Read, Searching, Orienting Dynamic, Visually high attentive 4 

AUDITORY 

No. Description Action Code Weight 

A1 Auditory Detection Digital Signal, Sound 1 

A2 Auditory Verification Auditory Feedback 2 

A3 Auditory Decoding Speech, Semantic Content 3 

A4 Auditory Interpretation Sound patterns, Auditory high attentive 4 

Auditory Disturbance Background noise (non-directive) each 1 

HAPTIC 

No. Description Action Code Weight 

H1 Haptical Activation Touch, Hold 1 

H2 Haptical Detection Passive (Pressure), Active (Use Object)  2 

H3 Haptical Scanning Active: Feel out, Haptic Feedback 3 

H4 Haptical Interpretation  Passive: Patterns 4 

O
ut

pu
t 

(L
im

it 
4)

 

PSYCHOMOTOR 

No. Description Action Code Weight 

P1 Discrete Actuation, Speech, Walk e.g. Push Button, Talk, Walk 1 

P2 Continuous Adjusting Unimanual 2 

P3 Symbolic Production e.g. Writing 3 

P4 Convergent Multiple Operations >=2 Extremities, 1 goal 4 

P5 Divergent Multiple Operations >=2 Extremities, >=1 goal 5 

4 Evaluative Study in Anesthesiology 

To evaluate the possibilities and limitations of iFlow for usability evaluation we 
examined a critical incident situation in anesthesiology. The anesthesia work system 
can be classified as complex human-machine-system. For a high external validity in 
validation studies it would be essential to test the products in context of the socio-
technical-system with regard to situational factors (e.g., critical incidents). Because of  
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safety reasons such situations can be produced by simulations. At the Center for  
Patient Safety and Simulation (Tuepass) it is possible to simulate such critical 
incidents. Beside the main purpose of crisis resource management the simulation can 
excellently be used for quasi-real usability studies [12]. Tuepass has four simulation 
rooms which can be established as operating or intensive care rooms. All devices are 
functional and the patient is represented via the full-scale simulation doll which has 
manifold options like pathological and physiological cardiac and respiratory sounds, 
difficult airway, centrally and peripherally palpable pulses, pupil reaction, chest 
drainage system etc. 

4.1 Test Procedure 

We chose an intensive care setting for the evaluation. Eight subjects (consulting and 
ward physicians) performed a critical incident situation in intensive care. Three 
cameras video- and audiotaped the observation. The subjects had to wear a bipolar 
one-channel ECG. After the observation they completed the NASA TLX 
questionnaire (weighting and rating). The observation lasted 5 minutes for each 
subject. The scenario began in the intensive care room with a critical incident noticed 
by the nursing staff and residents. The observation started when the subjects came 
into the running scenario.  

4.2 Data Analysis 

The audio and video data were analyzed by means of iFlow and transferred into the 
iFlow chart. Figure 2 shows a 2:40 min extract of the iFlow chart (subject 1). The 
iFlow chart consists of 4 sections (input, output, heart rate (HR) and load evaluation. 
The input and output sections are divided into the workload scale descriptors of Table 
1. Descriptor P1 was itemized into P1-T (talk and discrete actuation) and P2-W 
(walk) for better overview. The information flows were manually extracted of the 
footage by the action codes. When a descriptor appeared twice in a 2-sec interval the 
values were added (e.g. 2x auditory decoding  6). The time bars are coded from 
bright (value 1) to dark (value 6). The bar graphs in the HR section show the mean 
heart rate and standard deviation for a 10-sec interval. The graph illustrates the 
absolute deviation of heart rate in 1/min from the measured resting value of the 
subject. The load section is divided into input and output load showing the added 
values for each 2-sec. interval. Those values which exceeded the maximum were 
marked black. Hashes represent values >9. Sections of reduced video and/or audio 
data quality are shaded in grey. Accuracy of evaluation is lower in these sections. 
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Fig. 2. iFlow chart excerpt (rotated through 90° anti-clockwise) 
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4.3 Results 

Several devices were used in the scenarios by the subjects (patient monitoring system, 
defibrillator, bag valve mask, ultrasound system, syringe pumps etc.). The analysis 
did not focus on a specific device but rather on human-machine-interaction in general. 
The physicians were all familiar with the standard devices they were using in practice. 
That is probably why no errors in handling and operating occurred. Nevertheless, 
several near-errors could be observed (e.g., missed commando nearly leaded to shock 
the subject by defibrillator). In these situations an input overload (iFlow value >=9) 
could be observed while heart rate did not show any stress evidence. 

Table 2 shows the results of the three assessment techniques. Mental and physical 
demand in original NASA TLX ratings are listed separately apart from the Overall 
Weighted Workload Score (OWWS). For each 5 min observation the average of 
iFlow input and output workload was calculated. Heart rate is listed for each subject 
as percentage deviation from the individual resting value for the observed timeframe. 

Table 2. Results of the three assessment techniques 

  

NASA TLX  
[pt.] 

Workload  
[pt.] 

Heart Rate  
[1/min] 

Mental 
Demand  

Physical 
Demand 

OWWS Input Output 
  

Subject 1 90 30 65,33 6,83 2,39 +27,2 % 
Subject 2 75 60 69,3 5,25 3,69 +49,9 % 
Subject 3 65 20 45,67 5,23 1,85 + 15,7 % 
Subject 4 95 15 67,67 5,38 2,77 +38,2 % 
Subject 5 85 20 68,3 3,7 1,83 +38,5 % 
Subject 6 65 5 35,3 3,24 0,79 +27,6 % 
Subject 7 75 10 48,3 4,45 0,77 +15,0 % 
Subject 8 90 25 77,6 4,38 0,71 +36,3 % 

 
We set up a correlation matrix (see Figure 3) for iFlow input workload and NASA 

TLX mental demand (hashes) as well as for iFlow output workload and NASA TLX 
physical demand (squares) although there are little differences in the constructs of 
workload. It is visible that the analyzed values by iFlow show dependence to the 
NASA TLX original ratings of the subjects in the two considered dimensions. OWWS 
and heart rate show inconsistent results towards the overall load of the subjects in this 
kind of data analysis. 
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Fig. 3. Correlation matrix of workload parameters evaluated with iFlow and NASA TLX 

5 Conclusion 

The evaluative study shows both possibilities and limitations of iFlow. The claimed 
methods´ focus for validation studies (see chapter 2) of user-oriented and system-
oriented usability studies performed in real or quasi-real situations under dynamic 
conditions can optimally be observed by video and audio recordings. The idea to 
quantify the qualitative video and audio data via action codes is realized by iFlow. In 
consideration of device design optimizations the strength of iFlow lies in a cause and 
effect analysis of single overloaded situations. The workload values for input and 
output channels produced by iFlow have to be considered as values of orientation. 
Even if not every situation in the evaluative study showed a near-error, these 
situations of input and/or output overload may potentially lead to an error. Passing 
just these situations without loss of efficiency or errors would mean a successful 
validation of the device. Approaches of design should gather interaction phases of 
overload and underload (monotony) to improve information-design and interaction-
design. We provided a theory of action codes keeping objectivity of evaluation and 
rater reliability in mind (see Table 1). This theory has to be adapted in further steps 
(e.g. the distinction of auditory interpreted semantic content with and without 
situation awareness). Another benefit of iFlow is the possibility to document usability 
evaluations via the iFlow chart and discuss the results together with subjects.  

It has to be stated that iFlow can´t and should not be used as single method. 
Following a multiple method approach iFlow has to be combined with subjective 
(questionnaires) and objective (psychophysiological) methods. The potential of 
psychophysiological methods lies in a continuous and time dependent data collection. 
In further studies we will consider continuous evaluating questionnaires too to get an 
attribution to specific phases. The chosen 10-sec. intervals show an adequate 
averaging of heart rate data (see standard deviations in Figure 2) in contrast to the 
overall heart rate means presented in Table 2.   
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In further studies it would be interesting to add EEG measurement for interpreting 
the cognitive readiness of the subjects by analyzing the alpha waves. This would 
probably give hints for the so far unconsidered module of cognition (C) and could 
help to deduct subjects´ mental states. 

Concluding the added value of iFlow can be described as the possibility to quantify 
real-time data of human-machine-interactions within context of other process 
variables embedded in an overall situation considering user and system oriented 
dimensions of usability. In our evaluative study the calculated input and output 
workload is correlated with the NASA TLX dimensions of mental and physical 
demand. This result made us confident that a descriptive evaluation of workload 
limits as preliminary phases of errors in field studies are within reach. 
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Abstract. To assess driver distraction adequately, cognitive workload 
measurement techniques are necessary that can be used as part of standard in-
vehicle testing procedures. Detection response tasks (DRTs) are a simple and 
effective way of assessing workload. However, as DRTs require cognitive 
resources themselves, interferences between task modality and DRT modality 
are possible. In this study, DRT stimuli (auditory, visual, tactile) are varied 
systematically with secondary task presentation modality (auditory, visual, or 
purely cognitive tasks). The aim is to infer if different DRT variants remain 
sensitive to changes in workload even if primary and secondary task convey 
information using the same presentation modality, thus making resource 
conflicts likely. Results show that all DRTs successfully discriminate between 
high and low workload levels in terms of reaction time independent of DRT 
presentation modality. Differences in discriminability can be found in hit rate 
measurement.  

Keywords: DRT, PDT, workload, driver distraction. 

1 Introduction 

Driver distraction is in most cases defined as inadequate visual-manual orientation to 
the driving task. Usability tests in the automotive context typically use eye tracking 
and defined acceptable thresholds for eyes-off-the-road durations (e.g. [1]). However, 
in attempts to reduce driver distraction, recent developments in in-vehicle information 
and communication systems show a trend towards less visual-manual activity. This 
trend includes technologies like speech interaction that reduces visual-manual 
demands but may increase cognitive demands. In order to assess the cognitive 
distraction potential of these new technologies in a suitable way during standard 
usability testing procedures, a simple continuous method is required which is able to 
reliably differentiate between different levels of cognitive task demands.  

Self-reported measures of workload are based upon the premise that a test 
participant is able to identify and state the experienced load of a task at hand. 
Subjective rating scales like the unidimensional Rating Scale of Mental Effort 
(RSME, [2]) or the multidimensional NASA Task Load Index (TLX, [3]) are in most 
cases administered directly after task processing and proved to be sensitive to changes 
in workload. A disadvantage of these methods is their summative and a posteriori 
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nature. Subjects have to recall at the time of the survey the degree of cognitive 
workload they experienced during completing a certain task. If tasks are complex like 
using technical systems, short peaks in cognitive effort can be over- or underrated or 
even completely forgotten. Therefore, if the objective of a usability test is to evaluate 
specific aspects of a complex technical system, single use cases need to be isolated to 
be assessed individually which often makes the procedure more difficult and less 
realistic.  

Physiological measures of workload are an alternative to subjective self-report 
methods. Several of these have the advantage of high temporal resolution [4]. In order 
to evaluate workload induced by in-vehicle systems, cognitive workload needs to be 
tested over rather short task durations. This requirement is met by EEG-based 
methods, pupillometry, and detection response tasks.  Obviously, EEG-based 
methods are currently hardly suitable for widespread standard usability tests as the 
technical equipment is not only very expensive, but also time-consuming to set up and 
obstructive during testing. Pupillometry uses highly sensitive eye tracking equipment 
that can detect short-term changes in the pupil diameter. Changes in pupil dilation 
occur in direct response not only to changes in environmental illumination conditions 
but also to emotional and mental processes. Analyzing these characteristic bursts in 
pupil dilation can be a valid indicator of mental workload [5].  However, as 
alterations in lighting conditions or stimulus distance do also affect pupil size, filter 
mechanisms are needed to eliminate these influences. The Index of Cognitive Activity 
[6] corrects the pupil signal. Although this is a very innovative way of continuously 
measuring workload with extraordinarily high temporal resolution, the method and 
the underlying algorithms are still under validation in various research projects (e.g. 
[7]).  

Detection response tasks (DRTs) are a promising method to evaluate cognitive 
workload [8-10]. The peripheral detection response task was developed by van 
Winsum, Martens and Herland [11] using visual stimuli. Subjects have to detect and 
respond to a stimulus that is presented regularly with slightly varying interstimulus 
intervals. The method is based on a dual task setting, in which the impairment in one 
task (the detection response task) is an indication of the workload imposed by another 
task (e.g. using a technical system). Although research shows that the DRT method is 
very sensitive to fluctuations of cognitive load, it is currently unclear as to how far 
different versions of the DRT, i.e. different stimulus presentation modalities, interact 
with different task modalities of the primary task. Attention and workload models like 
Wickens’ multiple resource model [4] would predict that bottleneck effects are likely 
to occur if DRT presentation modality and primary task modality overlap. These 
effects would reduce the usefulness of the DRT method or at least would make 
adaptions necessary depending on primary task characteristics. 

The present experiment compares effects of DRT presentation and secondary task 
modality in a controlled setting that allows for direct comparisons on the sensitivity of 
the DRT versions under resource conflicts. Three types of DRTs were evaluated: The 
standard visual remote peripheral detection response task (RDRT), the auditory 
detection response task (ADRT) and the tactile detection response task (TDRT). In 
order to evaluate the sensitivity of each of these DRTs, cognitively loading tasks were 
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deployed in two levels of difficulty: easy (simpler variant with less task demand) and 
difficult (more complex variant with an increased task demand). This was intended to 
show whether the DRTs were sensitive enough to detect variations in workload. 
These cognitive tasks involved visual presentations, auditory presentations or no 
primary task presentation modality at all (purely cognitive task). The aim of this was 
to induce resource conflicts between for example the RDRT and the visually 
presented cognitive task in order to test for robustness of the DRTs.  

2 Methods 

2.1 Participants 

Twenty four participants (12 female) took part in this experiment. The age range was 
between 21 and 42 years old, with a mean of 29 years (SD=5.17). All participants had 
normal or corrected-to-normal vision. Three of them were left handed.  

2.2 Detection Response Tasks 

The experiment was carried out in the Usability Lab at the BMW Group’s Research 
and Innovation Center in Munich, Germany. Participants were seated at a desk with a 
laptop in front of them in central normal viewing distance. External loudspeakers 
were also located in front of the participants. All detection response tasks required 
participants to detect a stimulus and to respond to it via button press. The 
interstimulus interval randomly oscillated between 3000-5000 ms. Stimuli (auditory, 
visual or tactile) were presented for 1000 ms. Responses were always given by 
pressing a button (microswitch) that was attached to the index finger of the dominant 
hand (see Fig. 1, right side). Upon button press, the stimulus was switched off even if 
the presentation duration had not yet elapsed. Average reaction time and hit rate 
(responses within 2 s after signal onset) were recorded as performance indices. 

Tactile Detection Response Task (TDRT). A vibrating cell phone motor was 
attached to the wrist of the non-dominant hand (see Fig. 1, left side). Prior to the 
beginning of the experiment, participants adjusted the vibration strength within a 
certain range to a comfortable level. 

 

Fig. 1. Left side: Vibrating node attached to the wrist. Right side: Microswitch attached to the 
index finger of the dominant hand.  
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Remote Detection Response Task (RDRT). The RDRT was set at approximately 
100 cm viewing distance. Four red LEDs were mounted on a black cardboard. These 
were arranged horizontally and spread symmetrically 11° and 23° from the center 
point as proposed by [12]. 

Auditory Detection Response Task (ADRT). Following the procedure of [10], the 
auditory stimulus was a 1 kHz sinus tone presented via loudspeakers. Participants 
were asked before the beginning of the experiment to adjust the audio volume within 
a certain range to a comfortable level. 

2.3 Secondary Tasks 

All secondary tasks were used to induce cognitive workload in two levels. In order to 
induce resource conflicts auditory task presentation and visual task presentation were 
introduced. Additionally, a purely cognitive task was part of the design in order to 
infer general sensitivity of the DRTs without resource conflict. The performance in 
the secondary tasks was monitored in order to see if participants were really engaged 
to a sufficient level.  

Auditory N-Back Task. For auditory presentation mode, the n-back task [13] was 
used. It consists of the aural presentation of single digit numbers (0-9) with a system-
paced interstimulus interval of 2.5 s. In the easy condition, the participants just had to 
repeat out loud each digit immediately after hearing it (0-back). In the difficult 
condition (2-back) participants needed to recall from memory the digit that was 
presented two digits before the currently presented numeric value and repeat it out 
loud while listening to further digit presented.  

Visual N-Back Task. The procedure for visual presentation mode followed closely 
the auditory presentation mode. The n-back task was used with the same difficulty 
levels (0-back and 2-back). The digits were shown on the laptop monitor, each for 3 
seconds without interstimulus interval.  

Counting Task. A counting task was implemented that needed no further instruction 
during task execution than providing a three-digit initial number. Participants were 
requested to count upwards in steps of two in the easy condition and count 
downwards in steps of seven in the difficult condition. In this setting no visual or 
auditory processing load was present while executing the counting task.  

2.4 Procedure 

Prior to experimentation, participants went through a brief familiarization period in 
which all tasks were explained to them adequately by the experimenter. Participants 
adjusted signal levels of the ADRT and the TDRT, as described above. They were 
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instructed to treat all tasks, primary task DRT and cognitively loading secondary task, 
with the same priority.  

To minimize task switching effects, trials were arranged in DRT blocks. 
Participants performed the current DRT variant with all secondary tasks before 
starting the next DRT block. DRT variant order was randomized. Each secondary task 
was repeated three times. Participants were informed that the first trial always served 
as a training trial and was excluded from further analysis. The experiment took 
approximately one hour.  

3 Results 

The experiment was performed in order to evaluate the DRT as a workload 
assessment technique and to provide information on modality interference effects 
(resource conflicts) between primary and secondary task if these were based on the 
same presentation modality. Repeated measures ANOVAs were carried out on the 
data set for each secondary task in order to identify effects of difficulty level on 
reaction time and hit rate. Further t-test for each DRT within a secondary task 
scenario delivers information on the specific sensitivity of the DRT variant in 
detecting workload differences.  

Results for the visual n-back task are shown in Fig. 2. Significant main effects for 
difficulty level were found for reaction time (F(1,23) = 32.68, p < .05) as well as for 
hit rate (F(1,23) = 13.48, p < .05).  T-tests revealed that all of the DRTs proved to be 
effective and able to differentiate between workload levels. (reaction time: RDRT 
t(23) = -3.15, p < .05; TDRT t(23) = -4.72, p < .05; ADRT t(23) = -3.41, p < .05; hit 
rate: RDRT t(23) = 2.31, p < .05; TDRT t(23) = 2.90, p < .05; ADRT t(23) = 3.23, 
p < .05). 

 

Fig. 2. Mean reaction times (left) and hit rates (right) for the DRTs during visual n-back task 
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For the auditory n-back task, a similar result pattern was found as can be seen in 
Fig. 3. Significant main effects for reaction time (F(1,23) = 129.45, p < .05) and for 
hit rate (F(1,23) = 19.55, p < .05) were confirmed by ANOVA. T-tests again showed 
significant differences for all DRTs while performing different levels of auditory n-
back (reaction time: RDRT t(23) = -6.81, p < .05; TDRT t(23) = -6.67, p < .05; 
ADRT t(23) = -9.27, p < .05; hit rate: RDRT t(23) = 3.34, p < .05; TDRT 
t(23) = 4.13, p < .05; ADRT t(23) = 2.45, p < .05). 

 

 

Fig. 3. Mean reaction times (left) and hit rates (right) for the DRTs during auditory  n-back 

The purely cognitive counting task led to slightly different results (see Fig. 4). 
While again a significant main effect for difficulty was found for reaction time 
(F(1,23) = 29.15, p > .05) and hit rate (F(1,23) = 18.44, p < .05), a significant 
interaction between difficulty and DRT variants on the hit rate dimension indicates 
differences in the degree of sensitivity of the DRTs in reaction to task levels 
(F(2,46) = 3.38, p < .05). As can be expected from Fig. 4, t-test analyses led to 
significant differences on reaction times (RDRT t(23) = -3.25, p < .05; TDRT 
t(23) = -3.44, p < .05; ADRT t(23) = -2.63, p < .05). When analyzing hit rate results, 
only TDRT (t(23) = 3.45, p < .05) and ADRT (t(23) = 3.18, p < .05) were able to 
discriminate between easy and difficult counting task. RDRT did not yield significant 
differences (t(23) = 1.92, ns). 
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Fig. 4. Mean reaction times (left) and hit rates (right) for the DRTs during counting task 

4 Discussion and Conclusion 

The aim of the current study was to shed light on the sensitivity of different DRT 
variants while systematically varying secondary task presentation modality. 
Participants performed artificial cognitively loading tasks in different difficulty levels 
that were either presented aurally, visually or that consisted of a purely cognitive task 
without information presentation during task execution. DRTs under examination 
included visual remote peripheral, auditory and tactile stimuli detection.  

The results strongly indicate that the DRT is a very robust and sensitive method to 
measure cognitive workload. Surprisingly, no interference effects were found between 
DRT stimuli presentation modality and secondary task modality. A possible 
explanation for this result can be that performing detection response tasks requires 
only little attention resources in itself. Both tasks could then be accomplished in spite 
of the resource conflict as no critical bottleneck level in task sharing was approached. 
An alternative explanation can be that the secondary task was cognitively loading but 
not requiring attentional resources in a level sufficiently high to induce critical 
modality interference. Future research thus needs to measure the amount of cognitive 
resource consumption during DRT execution only. Additional experiments should 
also systematically increase the level of sensory resource competition in the different 
secondary task modalities to check for interference effects.  

All DRTs were basically able to discriminate between different levels of cognitive 
workload. The research presented here showed equally good results for ADRT, 
RDRT and TDRT when analyzing reaction times. As this is the dependent variable 
primarily used in DRT studies, the current study shows that researchers can choose 
the DRT modality most suitable for their experimental design in terms of avoiding 
resource conflicts without taking the risk of losing sensitivity. However, the  
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experiment also provided evidence that the RDRT may not equally distinguish levels 
of workload when using hit rate as dependent variable. Future research should address 
the circumstances of this finding by focusing more strongly on providing comparable 
hit rate data in DRT studies.  

Several steps need to be undertaken in order to establish DRTs as a suitable tool in 
driver distraction testing in the automotive context. First, more data is needed in how 
far DRTs can be used in triple task scenarios with concurrent driving simulation. 
Using a very simple driving task, [8] was able to show that tests participants are 
basically able to perform DRTs while driving and concurrently executing naturalistic 
and artificial secondary tasks. In a next step, data on more complex driving 
environments will be helpful. Second, a criterion needs to be defined which levels of 
DRT reaction time deterioration are critical when assessing cognitive driver 
distraction. Olsson and Burns [14] suggested that hit rates should not be less than 65% 
and reaction times should not fall below 800 ms. However, any threshold level needs 
to refer to concrete everyday driving situations in order to obtain ecological validity. 
A possible baseline for a socially accepted cognitive distraction level could be 
attention demanding conversations between driver and passenger.  
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Abstract. The perception of transparency in human’s build environment consti-
tutes a significant cognitive challenge, also affecting the user’s safety. It is  
supposed that, apart from the mid-level vision transparency cues, specular ref-
lection is also a key feature of the perceived image taken into consideration by 
the visual system. In the paper, this optical phenomenon was observed and es-
timated based on the author’s own method, here called the “pictorial image 
analysis”, which uses pairs of photographs: unmodified – showing the virtual 
image on the building’s transparent façade, and modified – devoid of this im-
age. The images were digitally processed to extract the reflection laid over the 
undisturbed transmitted image. The results show that evident specular reflection 
significantly improves the perception of transparent surfaces, but, in the case of 
excess or back-lit panes, it can hardly be used as perceptual cue.  

Keywords: transparency perception, mirror-like reflections, building’s façade. 

1 Introduction 

Large scale light-transmitting surfaces have been present in human’s build environ-
ment since the advent of 19th and 20th century industrialized manufacturing methods. 
Smooth, faultless and frameless sheets of glass are difficult to perceive, especially on 
a diverse background, because of the high degree of transparency. As a result, percep-
tual mistakes occur, resulting in people accidentally walking into the transparent pane. 
Application of safety standard limits the number of instances of human-pane colli-
sion, but this “considerable threat to human safety” [1, p. 74] needs to be addressed. 
Measures should be taken to limit or avoid potential accidents and to understand the 
phenomenon better.  

2 The Cognitive Mechanisms of Transparency Perception 

At the mid-level vision stage – while creating the 3-dimensional model of the envi-
ronment – the visual system recognizes transparency as a “special case of superposi-
tion” of surfaces [2, p. 257]. One of the key mechanisms depending on the pane’s 
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absorbance is detecting the difference in transmitted image luminance between the 
obscured and unobscured portion (called a reference area) of the field of view. If the 
entire field of view is occupied by the pane, no edge is visible (the reference area is 
missing) and this basic mechanism simply ceases to work. In such circumstances, the 
perception system must rely on other cues for the recognition of transparency.  

High-level cognitive processes involved in the perception of transparency are sup-
posed to be based on cues produced by the so-called optical surface phenomena. 
These include: (i) specular reflection – generated by glossy transparent materials, thus 
creating a virtual image, (ii) transmitted image distortion, (iii) light ray refraction, 
among others. It is supposed that perception of specular reflection is – apart from the 
mid-level transparency cues – a key feature of the perceived image that is taken into 
consideration by the human visual system in the perception of transparency.  

3 Specular Reflections and Virtual Images 

Specular reflection is formed on the surface of all materials (not only light-
transmitting) that have a sufficiently well finished surfaces (the imperfections of the 
material’s surface are smaller than the wavelength of light). In such conditions, uni-
directional light reflection occurs and a virtual image is created. Specular reflection 
could be created on a flat mirror, resulting in an undistorted virtual image (apart from 
left-right inversion) or on a free-form, ovoid object. The latter case results in a heavily 
distorted virtual image taking the form of luminance highlight – an area of higher 
luminance, distinctly different than the observed object. The location of those high-
lights was proven to be an important cue for the visual system in decoding the ovoid 
shape of an observed object, as shown by Blake & Bulthoff [3, p. 240]. 

In the case of a transparent material, two phenomena occur simultaneously. Every 
smooth pane that lets light through without deflection, simultaneously reflects light 
uni-directionally and provides the conditions for the formation of a virtual image.  

An undistorted virtual image of the environment is created upon the flat mirror sur-
face. It conforms to the laws of perspective and is usually perceived as appearing 
“behind” the mirror, or “inside the object”. This is due to an optical illusion (humans 
perceive light rays as radiating along straight lines).  

The image generated by a flat mirror, does not differ from the real image (both 
cannot be distinguished in the retinal image). The lack of differences causes the vir-
tual image to be further processed by the visual system in the same way as the real 
image. The formation of a virtual image on the pane of light-transmitting material 
results in an interesting optical phenomenon – the superposition of two images: a real 
one transmitted through a pane, and a virtual one formed by the reflected rays. Pre-
sumably, the perception system uses this property to identify optical transparency and 
pane orientation in a 3-dimensional space surrounding the observer [4]. 
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4 Research Tools and Methodology 

The presented analysis is based on photographs depicting large-scale panes of light-
transmitting material where two overlapping images are perceived in specific case 
studies. Both the buildings’ glazing and the free-standing panes of transparent mate-
rials were included in this stage of the research.  

The core study was conducted through observation with its results recorded using 
digital equipment. It was assumed that the image recorded by the digital camera ma-
trix reproduces the instantaneous image perceived by the observer with sufficient 
accuracy. The main analytical method applied in the paper is called “pictorial image 
analysis” and is based on a comparison of two photographs: (i) unmodified, showing 
the virtual image on the surface of a transparent material and (ii) modified – with the 
virtual image blocked by the polarizing filter (details below). 

4.1 Data Acquisition  

The buildings selected for the study were: the Thespian Housing and Office Building 
(by Mackow Pracownia Projektowa, 2012) and the Silver Forum Office Estate (by 
Archicom, 2007), both prominent examples of contemporary architecture, recognized 
worldwide. The Thespian was a nominee for the European Union Prize for Contem-
porary Architecture – the Mies van der Rohe Award. Twofold images of selected 
buildings were recorded using a Sony Alfa 100 reflex camera (10 Mpix), 10-20 mm 
Sigma lens and a polarizing filter. Out of 140 photographs shot on site, 4 most repre-
sentative series were selected for further digital processing.  

4.2 Image Post-processing and Tools of Digital Analysis 

The analysis was carried out using the ImageJ post-production software [5] originally 
developed by the Research Service branch of the U.S. National Institutes of Health for 
analyzing medical image data. The software offered tools unavailable in other appli-
cations, like image calculations (image subtraction and difference) and exact pixel 
count (using histogram measurement). Image processing occurred in stages, includ-
ing: (i) cropping the selected areas of corresponding recorded images, (ii) subtracting 
or differentiating the images in order to isolate the virtual image, (iii) thresholding the 
image to isolate the areas of the virtual image, and visualize them by color coding, 
(vi) measuring the percentage of façade pixels affected by the virtual image using the 
histogram function. The individual steps of image processing have been shown in 
Figure 1. 

The individual character of the field study photographs (changing light and point of 
view conditions) prevented the use of standardized parameters for all processed se-
ries. The level of threshold had to be determined individually for every viewpoint in 
order to achieve optimal virtual image selection. It has to be stated here that in series 
3 and 4, the subtraction operation (i.e. subtracting digital numeric value of one image 
from another image) did not achieve the desired result because of the high pixel val-
ues (reaching max. in grayscale) contained within the virtual image areas.  
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Fig. 3. Pictorial image analysis of series 2: (i) unmodified image, (ii) modified image with 
reflection filtered out, (iii) image thresholding and percentage calculation. Pictured building: 
the Thespian Housing and Office Building (by Mackow Pracownia Projektowa, 2012) 

In series 2 (see Fig. 3), the virtual image is less prominent and vanishes as the an-
gle of viewing increases (measured from normal). The image is dominated by trees, 
the reflection of the clear sky that was noticeable in the upper two stories do not affect 
transparency substantially. The glazed area overlaid with the virtual image amounted 
to 25.4%.  

 

 

Fig. 4. Pictorial image analysis of series 3: (i) unmodified image, (ii) modified image with the 
reflection filtered out, (iii) image thresholding and percentage calculation. Pictured building: 
Silver Forum Office Estate (by Archicom, 2007) 



194 M. Brzezicki 

In series 3 (see Fig. 4), the virtual image dominates the whole area of the transpa-
rent glazed façade. The substructure of the façade is not visible at all, it can be as-
sumed that nearly the entire glazing is affected by the virtual image. Calculated values 
confirm this. The glazed area overlaid with the virtual image amounted to 74.0%.  

 

 
 

Fig. 5. Pictorial image analysis of series 4: (i) unmodified image, (ii) modified image with the 
reflection filtered out, (iii) image thresholding and percentage calculation. Pictured building: 
Silver Forum Office Estate (by Archicom, 2007) 

In series 4 (see Fig. 5), a freestanding glazed screen is recorded projecting from the 
curved façade. The luminous flux balance makes this part of the glazing act different-
ly in terms of optics. Since the panes are backlit, the virtual image is visibly weakened 
in this part of the façade, while the substructure and the background are visible. The 
glazed area overlaid with the virtual image amounted to 48.9%.  

In all series, the application of a polarized filter in modified images lead to at least 
partial elimination of the virtual image. The area of glazing affected by the virtual 
image was calculated (white to black+white pixel ratio) was measured based on the 
histogram.  

6 Discussion 

In series 1 and 2 – when bright sunlight illuminated the photographed buildings – the 
share of the area overlaid with virtual image is smaller in proportion to the overall 
glazing area. In series 3, the larger share of the virtual image’s covered area occurs 
due to the high luminance of the cloudy sky. Series 4 depicts both phenomena, since 
the glass panes are partially backlit. These differences in the visual outcome are 
caused by the difference in lighting conditions at the moment of image recording and 
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allow to study the phenomena of how different lighting scenarios can influence the 
perception of transparency.  

Based on analyzed images, the following possible cognitive mechanisms of trans-
parency recognition based solely on reflection could be identified:  

1. image superposition – a mechanism based on the local increase of luminance of 
the transmitted image resulting from the overlap with the virtual image (visible as 
moderate superposition in unmodified images in series 1 and 2 of 33.8% and 25.9% 
of area). The object (surface, other building, sky) that is reflected in a transparent 
pane always has a non-zero luminance. A virtual image resulting from this reflection 
overlaps with the real image transmitted through the pane. The reflected and transmit-
ted luminous fluxes con-fuse (mix) and, if the luminance of the virtual image over-
powers the luminance of the transmitted image, a local increase of luminance is per-
ceived. If the luminance of the virtual image is lower than the luminance of the 
transmitted image, the visual outcome remains unaffected (no darkening occurs!).  

Apart from the moderate superposition of the two images, two perceptual extremes 
could also be recognized, which lead to the obvious impairment in the perception of 
transparency: 

2. low luminance or total lack of the virtual image. In the absence of a filtered out 
virtual image, the visual system has to rely solely on mid-level cues. In modified im-
ages, the most reliable cue – the reference area – is missing. Therefore, the perception 
of transparency in the modified images of series 1, 2 and 3 is much more doubtful 
than in series 4, where an evident reference area is present. In optical terms, the glaz-
ing projecting on a separate supporting structure works as a screen. Only a part of the 
background is veiled by the screen, hence obscured and un-obscured parts of the field 
of view could be compared by the visual system.  

3. excessive luminance of the virtual image. Excessive luminance of the virtual im-
age blocks the transmitted image totally. The transparent surface is indistinguishable 
from the mirror surface and its appearance depends on the geometry of the environ-
ment surrounding the observer and the luminance of the surface reflected in the pane 
(the cloudy sky in series 3 and 4 in 74.0%. and 48.9%).  

Other issues should be researched in the future, according to the proportion of the 
virtual image visible on the pane: simultaneous observation of a distorted virtual im-
age and an undistorted transmitted one, as well as the conditions of variable eye ac-
commodation resulting from different real and apparent distances of the observed 
objects from the observer.  

7 User Safety 

Transparency perception is deeply linked with the recognition of invisible barriers, 
often in the form of a glazed pane. If this process fails, collision might occur. As  
previously shown in other papers by the author, increasing the human ability to ideal-
ly perceive transparent materials could be “fulfilled only by local suppression of 
transparency“ [1, p. 80]. In this context, the above observed phenomena of moderate 
image superposition and excessive luminance of virtual image seem to be safe, as the 
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obstruction of the real image by the virtual image sufficiently increases the ability to 
locate the pane correctly in a 3-dimensional environment surrounding the observer. 
The lack of a virtual image seems to be of real concern here, as this condition re-
moves the mid-level cues by which the visual system can judge the transparent pane’s 
location.   

8 Conclusions  

The conclusions based on the analysis of four series of images are as follows:  
1 The presence of a virtual image significantly improves the perception of transpa-

rent surfaces. The absence of this important cue (e.g. in panes with special coatings) 
results in a decreased ability to recognize transparency and creates hazards for users.  

2. In the case of high luminance values of the virtual image, the impression of vir-
tual depth (virtual space, “world behind the mirror”) is created. Attenuation of the 
transmitted image and amplification of the virtual one can lead to spatial disorienta-
tion, especially if the observers are to deal with multiple reflections.  

3. The virtual image can hardly be used as a perceptual cue in the case of back-lit 
panes. This is due to the fact that the levels of illuminance on the opposite side of the 
pane are usually significantly higher than on the observer’s side. This imbalance 
usually results in a visibly weakened virtual image that does not influence the image 
transmitted through the pane.  

The elimination of the virtual image is supposed to impede the perception of transpa-
rency to the same extent as the excess of virtual image. The vital role of the virtual 
image in the process of recognition requires further study and research, possibly 
enriched with some field studies. 
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Abstract. It is intended with this paper to shed light on the potential of cogni-
tive engineering approaches to advance emergency management. Hence, the 
paper may inform future research on the problem domain. The paper considers 
cognitive engineering research paradigms, e.g., Hollnagel and Woods’ (2001) 
cognitive systems engineering and design seeded by immersion in the applica-
tion domain. The paper concludes with future directions for research in order to 
fulfil the gaps identified. 
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1 Introduction 

Global climate change related natural disasters and other events generating emergen-
cies have been steadily increasing over the past years as a consequence of increased 
pressure on the natural environment and failure to meet the challenges for sustainabil-
ity. Natural disasters are succeeding at an ever increasing rate with growing costs and 
human death tolls (UNISDR, 2011). Simultaneously, technological devices for infor-
mation and communication are becoming ubiquitous, especially considering the wide 
dissemination of personal mobile phones and smart phones. Alternative forms of 
managing emergencies have been springing up and shifting, accommodating to a 
greater or lesser extent, the new possibilities brought about by the influx of informa-
tion from steadily growing networks, and to the socio-economic context.  

Emergencies, whether natural or technological, randomly or wilfully induced,  
challenge society’s capabilities for both planning and response. They require action 
under risk and time constraints, which are imposed on responding organizations by 
the environment and thus are largely out of decision makers’ control. Moreover, de-
spite steady advances in managing emergencies, these continue to generate highly 
non-routine situations, requiring managers to generate and execute new plans nearly 
simultaneously. The resulting activities may then become part of organizational 
knowledge, increasing the capability of society to respond to future events (Mendonça 
and Wallace, 2007). 

There is growing evidence (Guha-Sapir and Santos, 2012) that it is the poorest of 
the poor who will take the highest toll when a disaster strikes, and those which are 
most vulnerable and will often be permanently submersed in poverty as a result of a 
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natural disaster. This has triggered an alternative response to emergencies, especially 
fostered in poorer regions and territories, fostering informal arrangements that are 
aimed at increasing community resilience (IEG, 2006). These approaches stand in 
contrast to formal government supported efforts to increase resilience and deal with 
emergency creating disasters. Both settings represent the outer limits of a continuum 
including many intermediate organizational settings, and levels of collaboration be-
tween diverse entities. In respect to these shifting settings for emergency management 
activities, and in order to support them, this paper presents a review of selected stu-
dies on cognition considering the activities of emergency management.  

Poorly designed emergency management practices and systems may lead to higher 
rates of operating errors and slow performance. A better understanding of the human 
cognitive processes can lead to better-designed systems and tools that enable quick 
and easier intuitive understanding. Emergency situations can be stressful. By under-
standing how stress affects cognition, these effects can be mitigated through proper 
planning, training and system design. The key to emergency management success is 
planning and preparation, so that cognition during the critical phases of actual ongo-
ing emergencies is not impaired by stress, or emotional distress of the decision mak-
ers and collaborating agents. Therefore, understanding the cognitive processes in the 
management of the response to emerging events and critical disasters provides fun-
damental insight to inform the processes leading to increased preparedness and effi-
cient action. 

1.1 Cognitive Engineering 

According to Lambie (2001), the concept of cognitive engineering is not fixed and 
unequivocal, but in its various expressions certain common features are found. Nor-
man (1987) invented the term ‘cognitive engineering’ to emphasize cognitive aspects 
of human-machine interaction. Norman (1986) stated: 
 

“(…) the aims of cognitive engineering are: 
to understand the fundamental principles behind human action and perfor-
mance that are relevant for the development of engineering principles of de-
sign, 
to devise systems that are pleasant to use. - the goal is neither efficiency nor 
ease nor power, although these are all to be desired, but rather systems that 
are pleasant, even fun: to produce what Laurel (1986) calls ‘pleasurable en-
gagement’.  
(…) The critical phenomena of cognitive engineering include: tasks, user ac-
tions, user conceptual methods and system image. The critical methods of 
cognitive engineering include: approximation and treating design as a series 
of trade-offs including giving different priorities to design decisions.” 

 
Aristotle, who claimed that a measure of quality by which a work of fiction could be 
judged was the extent to which the audience became engaged by the story, first identi-
fied the concept of engagement. Laurel applied it to computers, claiming that a sense 
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of engagement with the ‘world’ of the program that the person is using can be a cen-
tral factor in determining whether he or she experiences a positive joy. Attaining plea-
surable engagement would thus be a means of making a system pleasant to use,  
although there are other envisaged means.  

In parallel to Norman’s postulates on cognitive engineering, cognitive systems en-
gineering was developed by Rasmussen, Hollnagel, Woods, etc., and was concerned 
with systems that were safety critical or complex (Lambie, 2001). As their work de-
veloped it attracted attention, because it offered better means to design. This version 
of cognitive engineering is forward looking to precision and testing of models and 
representations, rather than backward looking towards its epistemological roots 
(Coelho, 2002).  

1.2 Cognitive Systems Engineering Approach 

Emergencies and abnormal occurrences represent critical situations close to the  
margins of safe operation that challenge the controller operational practices and su-
pervisory systems in place. The joint human and technical system is stretched to ac-
commodate new demands, inevitably putting the joint system’s resilience to the test. 
Emergencies and abnormal situations are hence fertile grounds for stories of resi-
lience, which can stimulate human factors research (Malakis and Kontogiannis, 
2011). Resilience represents the ability of a system to adapt or absorb disturbances, 
disruptions and changes and especially those that fall outside the textbook operation 
envelope (Woods et al, 2007). Resilience has been defined as a system’s capability to 
create foresight, to recognize, to anticipate, and to defend against the changing shape 
of risk before adverse consequences occur (Woods, 2005, 2006; Hollnagel, Woods, 
and Leveson, 2006).  

For Dowell and Long (1998), Human Factors (engineering psychology) is largely a 
craft, the heuristics it possesses being either ‘rules of thumb’ derived from expe-
riences or guidelines derived informally from psychological theories and findings, 
with the latter representing the science applied. It has been found increasingly that 
addressing design problems in Human Factors, Human-Computer Interaction or 
Computer Supported Cooperative Work, necessitates turning attention away from the 
research with a psychological, computational or sociological nature (Lambie, 2001). 
This kind of research aims at universality, and instead one should focus on the prob-
lem posed by the target artefact, including the constraint that it meets given require-
ments.  

Dahlman (2001) collected some of the problems, methods of analysis and types of 
consequent action that have been considered in the area where cognitive engineering 
acts. Stops, mistakes, stress and performance are the consequences we want to do 
something about, and which are due to a number of conflicts between the characteris-
tics of human beings and the properties of technology, systems, work, etc. that is  
handled. Thus there are perception limitations, attention limitations, and so on. In a 
particular working or use situation these can be identified and understood by using 
combinations of methods. This understanding can then be used to redesign the design, 
modify or set up training programs and so on. These actions stand in line with 
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Woods’ (2000) notion of observing people in actual settings and Vicente’s (1998) 
focus on testing alternative proposals. There are theories about perception, attention, 
information perception and others (e.g. signal detection theory – Green & Swets, 
1966) that support the understanding of the situation analyzed. Methods also exist that 
have been able to produce design guidelines (e.g. Woods, 1995 – display design). 
Whereas Woods (2000) goes into an introduction of a new technology used in an 
existing system as the starting point of a process which is geared to deliver design 
seeds for further development, the process described by Dahlman (2001) steps into a 
steady state of an existing system. The outcome of the latter process aims at suggest-
ing a new generation system and getting at it with design iterations towards the end of 
the process. 

Despite the large number of methods available, the lack of predictive power was a 
persistent complaint of engineers about the limitations of typical human factors input 
into design (Hockey and Westerman, 1998). In his Presidential address to the Human 
Factors and Ergonomics Society, David D. Woods (1999) claimed that over the pre-
vious five decades the profession had been developing and handing over validated 
guidelines so that others can carry out its professional practice. The process of literal 
design and “table lookup” was seen by Woods (1999) as an oversimplification that 
leaves discovery, insight and innovation out of the profession’s description of design. 
He stated ironically that the profession had been “sweeping up at the rear of the pa-
rade” (“reacting after-the fact, […] called in only when others reach impasses, re-
spond to calls for help with ‘I can test that …’, miss windows of opportunity [and] 
best work in the aftermath of surprises”). As a better alternative, Woods (1999) 
brought forward another perspective, that of complementarity, where research and 
practice are mutually reinforcing and where field settings are viewed upon as natural 
laboratories for long term learning. From this perspective, design is seen as “balanc-
ing understanding, usefulness and usability”. 

Hockey and Westerman (1998) acknowledged that measurement in the area of 
cognitive engineering is complex, claiming that various components of usability – 
performance, quality and cognitive user costs – are essentially incommensurate. Usa-
bility handbooks, such as Nielsen’s (1993), refer to crude, context free measures of 
performance that include time to complete task and number of errors in completing it. 
These measures, however, can assist in evaluating usability improvements between 
alternative systems used in the same task and context. On the other hand, subjective 
assessments refer to concepts such as motivation or satisfaction, but are generally not 
considered in practice in the methodologies for cognitive engineering. However, 
Norman (1993) considered the concept of motivated cognitive activity in his writings 
about cognitive engineering. This concept did not however seem to pass on visibly to 
research. 

2 Phases of Activity in Emergency Management  

Emergency management is a mission that can be divided into several phases: work to 
avoid crises, preparation for crises, operative work, and evaluations after an event. 
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Emergencies are unpredictable, and the needs for resources and information are diffi-
cult to define beforehand. This characterizes the operation of emergency management 
organizations in crises as dynamic systems, as their states change autonomously and 
as a result of actions upon it (Brehmer, 1992). The dynamics of the system makes 
obtaining a complete predetermined plan or task description improbable. In opera-
tions, contingency plans only cover a fraction of the types of incidents to be handled: 
often, opportunistic response and coordination by feedback is used (Smith et al., 
2003; Dynes and Quarantelli, 1977). Participants dispersed over a range of organiza-
tions and roles, accomplish this by managing a wide range of actions and decision 
making, such as tracking events as they develop, and constantly modifying plans. 

A communication structure is necessary in this type of work, and it provides 
ground for a culture of norms and practices to grow (Hutchins, 1996). Issues from the 
represented organizations affect which content is brought up into interaction and how 
proposed solutions are handled (Keyton and Stallworth, 2003). The relational needs 
associated with cooperation are compounded with task demands, and go hand in hand 
with coordination activities (Hutchins, 1996). 

The consequence of these interactions and interdependencies is that the cooperative 
task performance that underlies emergency management must be studied in relation to 
the social, organizational and technological context (Johansson, 2005) it is performed 
in. 

3 Nature of Cognition in Emergency Management 

Cognitive Systems Engineering approaches strive towards explicitly handling issues 
about how cognition and behaviour is shaped by artefacts in complex interaction 
(McNeese, 2001; Woods, 1998). This demands an understanding of the processes 
underlying cognition in human-human and human-computer interaction, with a focus 
on the external conditions and not on assumed internal mechanisms (Hollnagel & 
Woods, 2005). Cognitive Systems Engineering frames a view of humans and technol-
ogy as integrated, joint cognitive systems where the focus is on overall performance. 
Thus, the complexity in social and organizational constraints and the context of work, 
situated context (McNeese, 2001) must receive attention. This may be a productive 
approach in the integration of Geographical Information Systems and other Informa-
tion and Communication Technology systems in the fields of emergency planning and 
response. Hollnagel and Woods (2005) have explicated this in a concrete approach 
that ranges cognition as taking place in a composite system of humans and technolo-
gy, a joint cognitive system. 

As noted by Norman (1990), the aims of cognitive engineering are first ‘to under-
stand the fundamental principles behind human action and performance that are rele-
vant for the development of engineering principles of design and second, to devise 
systems that are pleasant to use’. This definition has engendered many psychological 
and design studies specifically in human–computer interaction and recently in design-
ing team decision-aiding and training systems (Jones and Mitchell, 1995). Cognitive 
systems engineering is the integration of human knowledge about task (environment 
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and perception), cognition, and artefact behaviours that can lead to the execution and 
control of specific tasks at various levels of abstraction (McBride et al., 2004). Cogni-
tive systems engineering is able to capture the human procedural, operational, and 
structural knowledge about events, activities and behaviours as reasoned through 
human actions ( Zarakovsky, 2004). This provides the main source of knowledge for 
design of cognitive aids, especially those used in training (Bedny and Meister, 1997). 
The knowledge required for training can vary along a discrete continuum of the  
operator’s level of expertise, psychological states and traits, and task dimensions (Qu-
arantelli, 1997). From the cognitive systems engineering perspective, the level of 
expertise is commonly assessed along the dimensions of skill-, rule-, and knowledge-
based behaviours known to control the decision-making ability of the human operator 
(Rasmussen 1986). Implicitly, the levels of expertise allow replicating the human 
mental model of a computerized system (Ntuen et al., 2006). 

4 Conclusion 

Research on learning, modelling and decision support in the context of emergency 
management and increasing resilience, should lead to results with implications for 
how organizations may identify and respond to unplanned-for contingencies, which is 
deemed the most critical challenge for cognitive engineering in emergency manage-
ment. Hollnagel and Woods (2005) argued that the potential for resilience can be 
measured but not resilience itself. In line with this reasoning, it is concluded that 
adaptive cognitive strategies improve the potential for resilience in two manners. On 
the one hand, by providing insights on how adaptations in the form of cognitive strat-
egies are employed to support resilience in cases of safety critical events, and on the 
other, by the use of these cognitive strategies as foundation blocks in the development 
of advanced training programs with the aim of cultivating sources of resilience in the 
emergency management system. 
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Abstract. Against the background of a changing global economy, new
production technologies have to be developed to stay competitive in
high-wage countries. Therefore, an integrated cognitive simulation model
(CSM) has been developed to support the human operator and the as-
sembly process. By making the behavior of the system more intuitive the
cognitive compatibility between the operator and the production system
is enhanced significantly. The presented CSM faces three different chal-
lenges: (1) visualizing the behavior of the system to give the human op-
erator an understanding of the technical systems, (2) cognitive control
of a real robotic assembly cell and (3) performing mass simulations in
order to evaluate parameters, new assembly or planning strategies or the
assembly of new products. Additionally, a graph-based planner supports
the cognitive planning instance for realizing complex tasks.

Keywords: cognitive simulation, joined cognitive systems, human-
machine interaction, production systems.

1 Introduction

Today the automation of many production systems in high-wage countries is
sophisticated and aligned towards a cost-conscious production process. Due to
modern automation techniques including manufacturing resource planning algo-
rithms specialized products can be assembled autonomously. Nevertheless, these
production systems suffer often from several drawbacks. First, they provide little
flexibility in the sense of adopting to both variants of the products and chang-
ing conditions of the production environment. In order to stay competitive in
a rapidly changing economy it is crucial for companies to anticipate customer
specific wishes and to flexibly react, especially in high-wage countries. Wiendahl
et al. [1] describes this requirement as the replacement of the era of mass pro-
duction by the era of market niches. As a result, the product range may increase
because of multiple variants of the same product and a growth of the different
types of products. These requirements can hardly be satisfied by today’s auto-
mated production systems as their function is mainly determined by less flexible
programs [2]. In addition, production circumstances have to be well defined, i.e.
feeding systems are, for example, characterized by a straight consignment and
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the robustness towards errors in sequence and time is not matured. Against the
economic competition, production systems have to address these challenges and
need to adopt to changing production factors such as quality, time and cost [2].

Furthermore, the special knowledge and skills of the human operator are not
considered enough. In highly automated systems it remains the duty of the
human operator to process different kinds of monitoring tasks or intervene, if
erroneous states of the production system occur. Due to a large variety in product
space, the number of different monitoring tasks and the complexity of a single
task increase at the same time. In order to let the operator be able to evaluate the
current situation effectively the transparency of the system has to be enhanced.
Solving this problem by even more automation is not advisable since this leads
to a vicious circle of automation [3], which was introduced by Bainbridge as
the “ironies of automation” [4]. Rather, the human operator should be directly
considered as an integral part when designing a production system. This leads to
joint cognitive systems [5] in which both the technical systems and the operator
are regarded as one combined system. Because of the enormous skills of the
human operator concerning materials and tools as well as his/her ability to
think creatively it is important to consider these aspects.

A sub-project within the Cluster of Excellence “Integrative Production Tech-
nology for High-Wage Countries” at RWTH Aachen University focuses on the
human-centered design of self-optimizing production systems. These systems are
characterized by running continuously through decision cycles: analyzing the
current situation, deriving possibly new system objectives, tasks and procedures
and adopting the system behavior autonomously [2]. Hence, self-optimizing sys-
tems require a flexible and mutable automation, autonomy to manage complex
processes without the necessity of manual intervention, and simulated cognition
and learning to adopt their behavior. Considering additionally joint cognitive
systems, the human operator must be viewed as a part of the production system
whose behavior is much more unpredictable than that from a machine so that
the mutability of the system also has to cope with that challenge.

For the enhancement of automation, there exists several kinds of simulation
models such as, for example, for detecting collisions in robotized assembly pro-
cesses. With respect to self-optimizing production systems it would also be fa-
vorable to be able to investigate their behavior at a higher level of abstraction
without the necessity to specify and control real hardware or system emulations.
Hence, the cognitive simulation model presented in this paper has been designed
and implemented in order to plan and execute assembly tasks while considering
the human operator as essential part of the production system.

2 Human-Centered Design of Production Systems

By increasing the level of automation the “ironies of automation” [4] become
more prevalent. As a consequence, the human operator may lose the control since
he/she has to make more complex decisions although he/she is not involved in
the particular fully automated low-level production processes any longer. Rather,
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the operator has to rely on the automation technique even though he/she might
not understand what the machines are doing and which goals they are pursuing.
This effect can be compensated by making decisions in the production system
that are compatible to the mental model of the human operator [6]. Such joint
cognitive systems let the human operator cooperate safely and effectively with
the automated machines in order to achieve a maximum of human-machine com-
patibility. The mistrust against the “new” technique has to be counteracted in
the way that the operator is able to build up confidence to the technical system.
This can be achieved by establishing a cognitive simulation model of the opera-
tor’s mental model into the decision process and the behavior of the production
system.

Focusing on assembly systems, Mayer et al. have empirically identified several
strategies pursued by humans while assembling mechanical components [7,8].
They have shown that the integration of these assembly strategies in terms
of production rules in a knowledge base can enhance the transparency of the
production system significantly. In particular, the more human-like knowledge
is integrated into the knowledge base the less time is needed to anticipate the
decisions and movements of robotized systems. As shown by lower prediction
times, the human operator is able to understand the technical behavior better
and faster leading to a higher confidence in the system. Other studies by Kuz
et al. [9] have shown that introducing anthropomorphic movements can further
enhance the conformity with the expectations of the operator.

In summary, the studies give insights about how to design a production sys-
tem so that the human operator is not overburdened by the complexity of its
behavioral pattern and mode. Certainly, this knowledge can be applied to simu-
lation models of production systems as well. In the following section, a cognitive
simulation model is described that instantiates essential behavior shaping rules
of the aforementioned mental model of the human operator and utilize them in
order to control a self-optimizing automated assembly cell.

3 Cognitive Simulation Model

The cognitive simulation model (CSM) has been designed to provide a simplified,
compatible representation of the mental model of the human operator within the
production process in a nondeterministic production environment. Such a model
benefits with making the assembly process more transparent for the operator
and, finally, giving him the opportunity of understanding the system behavior.
Thereby, the model influences both the way of visualizing the process informa-
tion and controlling robotic assembly actions. It is apparent that the cognitive
capabilities of a technical system cannot compete with those of the human op-
erator since the latter one is able to think creatively and to learn extensively
from his/her experiences. The human brain appears not to be compatible in a
complex production environment. Rather, the CSM should avoid the drawbacks
of static and preprogrammed systems by introducing the flexibility of simulated
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Fig. 1. Architecture of the Cognitive Simulation Model (CSM)

cognitive systems in order to react and adopt to unforeseen and unpredictable
changes.

3.1 Architecture

The CSM has a flexible architecture and provides perceptual interfaces for
human-computer interaction and technical interfaces for controlling machines
as depicted in Fig. 1. Its core component is the so-called Cognitive Control Unit
(CCU) which is primarily responsible for planning the action sequences. It is
based on the common three layer architecture for robotic applications by Rus-
sel and Norvig [10] comprising of a planning layer, a coordination layer and a
reactive layer. The CCU requires as input a part list of the final product (e.g.
in terms of a XML file) containing only the properties of the components but
no assembly order. During the assembly process it acts similar to human cog-
nition by iterating through cycles of analyzing the current situation, planning
the actions according to this analysis and performing these actions. Thereby, the
system makes use of three different workspaces: New components are fed into
the system in the supply area. The final product is built in the assembly area
whereas components that are needed later can be stored in the buffer area.

The cognitive functions of the CCU are simulated by the popular cognitive
architecture Soar1. In contrast to other methods such as neural networks, Soar
does not need any training data for instantiation which is favorable especially for
dynamic production environments. Instead, the knowledge is encoded in terms of

1 http://sitemaker.umich.edu/soar

http://sitemaker.umich.edu/soar
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Fig. 2. Human-machine interface of the Cognitive Simulation Model (CSM) consisting
of the control interface and the visualization of the system state

explicit if-then production rules in the knowledge base statically or dynamically
by learning at runtime and forms the basis for making decisions in each cycle of
the CCU.

In detail, the knowledge base provides the information for performing assem-
bly steps. Therefore, an assembly step is divided into its basic components by
means of the fundamental motions REACH, GRASP, MOVE, POSITION and
RELEASE. These motions correspond to the basic elements of Methods-Time
Measurement (MTM), a standard method for analyzing and planning human
motions in the industrial production. Hence, they should agree with the expec-
tations of a human operator. In addition, the human-like strategies identified in
empirical studies by Mayer et al. [7,8] are encoded as production rules which
can be activated on demand. Both the fundamental motions according to MTM
and the additional rules of the human-like strategies have been chosen because
of their relevance for increasing transparency for the human operator.

The technical layer is responsible for controlling an assembly cell and the
human-computer interface for interacting with the operator. The simulation
module provides an automated access to the CCU for extensive simulations.
These three components are described in detail in Sec. 3.2. Finally, the graph-
based planner can be used for advanced possibilities in planning the assembly
sequences. Its capabilities are described in detail in Sec. 3.3.

3.2 Integration of Simulation and Assembly Control

Due to its flexibility the CSM is qualified for three different areas of application.
First, it can be used as a comprehensive visualization of the assembly processes.
The control interface, as depicted on the left side of Fig. 2, displays the current
motion step of the robot, i.e. which of the MTM operations REACH, GRASP,
MOVE, POSITION or RELEASE is currently performed. The state WAIT sig-
nals a kind of standby mode in which no other operation can be performed.
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This may occur due to missing or wrong components that are not needed for the
current assembly process. Furthermore, information about the decisions of the
CCU and the current system behavior is displayed including the movements of
the components between the assembly and buffer areas.

Besides the control function, the human-machine interface also provides a
fully featured visualization of the assembly cell as depicted on the right side of
Fig. 2. This virtual simulation serves as a simplified geometric and kinematic
representation of the real assembly cell. The user is able to choose an arbitrary
point of view to take a look at the scene and observe the behavior of the technical
systems easily. However, this module serves only as visualization and does not
provide any plausibility checks except that exceeding the reachability distance
of the robotic arm would lead to failure messages.

The second field of application is the control of a real robotic assembly cell.
For the purpose of evaluation an exemplary assembly cell was developed by
Kempf [11] as shown in Fig. 3. It reflects the three different areas of action,
namely supply area, assembly area and buffer area. An articulated KUKA robot
with six axis is used in combination with a three finger gripper with haptic
sensors for assembling components. The supply area is realized by a circulating
conveyor belt. In the context of this assembly cell, the CSM is able to control the
behavior of the robotic arm in terms of the fundamental motions of MTM [6].
Hence, the robot performs motion sequences as the human operator would do.
As a result, the transparency of the behavior of the CCU is transferred to the
technical systems. Since KUKA provides an interface for controlling a virtual
model of their products, the CSM can also interact with a realistic simulation
of an assembly cell in the technical layer.

Fig. 3. The robotic assembly cell controlled by the Cognitive Simulation Model
(CSM) [6]

The third application of the CSM is found in the area of simulating assem-
bly processes. By decoupling the visualization and the control of the assembly
cell, the CSM can be used to perform extensive simulations to evaluate different
parameters or assembly strategies. The parameters that can be modified com-
prise among others the destination system, i.e. the product to be assembled in
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terms of a part list, and the supply of components. The latter one can be var-
ied in terms of the number of components that the system is provided with in
the supply area and the mode of supply which can be random or deterministic
by a given list of components in a fixed order. In addition, the knowledge base
can be set individually for each run of the simulation. This allows, for example,
to compare different human-like assembly strategies in order to find those rules
that promise the best support for the human operator. Finally, the initial states
of the supply area, the assembly area and the buffer area can be set to enable
the simulation of specific situations in the assembly process. The CSM could be
used successfully in extensive simulation studies in order to investigate different
assembly strategies [12].

Beyond the evaluation of parameters, the CSM can be utilized to test the
feasibility of assembling unknown products in consideration of the knowledge
integrated into the CCU. This is especially important when introducing rules
into the knowledge base that limit the number of valid assembly sequences as
there may not remain any feasible sequence. Then, the component could not
be built by the CCU and consequently neither by the cognitively controlled
assembly cell, although it may physically be possible. Considering the test of a
real assembly cell it is possible to use the simulation module in combination with
a technical simulation of the cell such as that provided by KUKA. This enables
discovering problems in assembling the components physically.

Finally, the simulation environment can also be used to evaluate new plan-
ning procedures. One of them is, for example, the graph-based planner that is
described in the next section.

3.3 Support by a Graph-Based Planner

During its decision cycles the CCU evaluates all possible assembly actions by
making preferences between pairs of actions. Hence, the planning procedure gets
the more complex the more competing actions are available that could be per-
formed. This is especially the case when many uniform components could be
assembled at the same time assuming that all needed components are avail-
able [12]. Because of the RETE algorithm underlying the process of decision
making in Soar this leads to exponential worst-case runtime behavior [13].

At the same time, the CCU suffers from being able to look only one step ahead
in the assembly sequence, i.e. it cannot plan for more than the currently next
step. Hence, the CCU may arrive at a state where it cannot build any further
component, for example due to technical restrictions of the gripper. Against
this background, the cooperation between the human operator and the robot
has been investigated in studies by Odenthal et al. [14]. However, such impasses
of the assembly process cannot be detected earlier by the CCU, although the
overall goal is to build the final product as autonomously as possible until the
human operator has to intervene. Increasing the planning depth of the CCU to
a higher level would significantly increase the complexity of planning so that the
real-time capability of the CCU is impaired when assembling complex products.
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As a tradeoff, an additional planning module utilizing a graph-based represen-
tation of the assembly sequences has been developed to support the CCU. It is
based on the hybrid architecture of the planner by Ewert et al. [15] in the sense
that it is divided into an offline and an online part. In the offline preprocessing
procedure, a state graph is generated by following an assembly by disassembly
strategy [16]. Thereby, the product is decomposed recursively in all possible sep-
arations until only single components remain. The resulting graph contains all
valid assembly sequences of the final product and serves as a basis for further
planning activities.

During the assembly process, the edges of the graph are rated according to
the activated rules in the knowledge base. Thereby, state transitions that violate
a rule cause penalty costs. In each decision cycle of the CCU, the current state
is located in the graph and the costs for all possible extensions of the current as-
sembly sequence are computed by the application of the algorithm A*Prune [17].
In contrast to the algorithm A* used by Ewert et al., this algorithm returns in
addition to the path having the lowest costs also further suboptimal paths up to
a specified threshold. Therefore, prefixes of paths having higher costs than the
currently best solution are stored in a list and examined later according to their
costs reached up to that time. Using the cost information about the best exten-
sions of the current assembly sequence, the CCU is able to make an appropriate
choice according to both the global view of the graph-based planner and its own
optimization criteria.

Working together with the graph-based planner, the CSM is able to consider
more complex optimization criteria in the planning process of the assembly.
Possible rules are, for example, following the path with the highest autonomous
assembly progress, the highest level of occupational safety or the minimum num-
ber of discomfort postures for the human operator.

Although nearly any kind of rule could be integrated into the planner, the
planning and decision making component of the CCU still has to react dynami-
cally to unforeseen changes. Furthermore, the graph-based planner reduces the
solution space and thereby decreases the processing time, that is used by the
CCU to find the optimal next assembly action, by making a preliminary se-
lection of all valid sequences. Since the graph-based planner is designed as an
independent module and integrated seamlessly into the simulation model, the
CSM is flexible in case of a failure of this component. This might be caused by a
timeout indicating that the planner has exceeded a specified time limit or by a
loss of connection when the planner runs on a different resource than the CCU.
The CCU would then rely on its own knowledge which still leads to a valid but
possibly suboptimal assembly sequence.

4 Summary and Outlook

Although today’s production systems are sophisticated and efficient, they are
not flexible enough to adopt to unforeseen and quick changes of the products
as well as the production environment. They usually need a well-defined en-
vironment and have to be adjusted manually when unexpected changes occur.
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Additionally, the role of the human operator and his/her skills and knowledge
are not considered sufficiently.

Hence, a flexible cognitive simulation model (CSM) has been developed which
supports the human operator in the production process and is due to its modular-
ized architecture applicable to several scenarios of human-computer interaction.
The core of the CSM comprises a Cognitive Control Unit (CCU) based on the
cognitive architecture Soar. The CCU acts according to the human cognition, i.e.
it constantly runs through cycles of analyzing the current situation, planning the
actions and handling. The CCU makes its decision based on human-like strate-
gies, that were identified empirically and consolidated in the knowledge base.
By transferring this human-like behavior to the technical systems the cognitive
compatibility between the operator and the production system is significantly
enhanced.

Besides the control of a real assembly cell, the CSM addresses the challenges
of visualizing comprehensively the production process and performing a virtual
simulation in order to evaluate new planning strategies or the feasibility of as-
sembling a new product. To support the CCU a graph-based planner has been
developed working on a graph-based representation of the possible assembly se-
quences. Dependent on the activated knowledge it reduces the solution space
for the decision procedure of the CCU by making a preselection of the possi-
ble next actions. This enables the CSM to consider much more complex and
human-oriented strategies than it would be possible otherwise.

In order to enhance the transparency of the technical systems even more,
current research addresses the path planning of the robotic movements. By in-
troducing anthropomorphic movements the time needed to anticipate can be
reduced leading to a higher confidence of the human operator [9]. Besides that,
the principles of the CSM are transferred to whole production networks in order
to design them in a similar cognitively compatible way.
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Abstract. Command and Control (C2) operators function in communication 
intensive environments that impose a high degree of workload on them, thus 
resulting in failures of detection or comprehension of messages. To combat 
these issues, researchers at the Air Force Research Laboratory have developed 
an advanced network-centric communication management suite that aids C2 
operators in their mission called Multi-Modal Communication (MMC). This 
system provides operators with the tools to manage communication in a single, 
intuitive, dynamic display that reduces perceived mental workload and aids in 
decision making and situation awareness. This study set out to evaluate the 
MMC tool as a communication management suite, which affords participants 
the ability to detect as well as comprehend the presentation of multiple critical 
messages. The use of the MMC tool resulted in more detections of critical 
messages and greater message comprehension, while also lowering ratings of 
perceived mental workload as compared to traditional communication tools 
such as radio and chat.  

Keywords: Command and Control, Operational Research, Multi-Modal 
Display Design, Mental Workload. 

1 Introduction 

Command and Control (C2) operators monitor large volumes of communication data 
for critical, mission-sensitive, information in order to efficiently plan, direct, 
coordinate, and control assets. This highly demanding communication task requires 
C2 operators to simultaneously attend to anywhere from 6 - 15 channels of 
communication for critical information (Bolia, 2003). A consequence of this situation 
is that critical information can be lost when C2 operators fail to attend to all relevant 
communication streams (Ramachandran, Jansen, Barcara, Carpenter, Denning, & 
Sucillon, 2009). The failure to detect and act upon missed information illustrates the 
need to improve C2 operator performance in the larger context of military operations. 
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A more efficient communication interface is required in order to maximizes C2 
operators’ attention capabilities and avoid the loss of critical information. 

To combat these issues, researchers and engineers at the Air Force Research 
Laboratory have developed an advanced prototype, network-centric communication 
management suite that aids C2 operators in their mission called Multi-Modal 
Communication (MMC). This system provides operators with the tools to manage 
communication in a single, intuitive, dynamic display that reduces perceived mental 
workload and aids in decision making and situation awareness. As seen in Figure 1, 
the suite of tools captures, records, and displays radio and chat communications to 
allow for immediate access and control over all information. In addition, speech 
intelligibility is increased by spatially separating each of the radio channels to virtual 
locations around the operator via their headphones (for a more detailed overview of 
MMC, see Finomore, Stewart, Singh, Raj, & Dallman, 2012).  

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Two MMC displays. 1) Spatial location of audio channel; 2) Chat input field; 3) Control 
buttons; 4) Playback, edit/annotate controls, and flag icon tags; 5) Flagged/Transcribed text; 6) 
Find control; 7) Keyword highlight. 

A number of studies have been carried out using the MMC interface demonstrating 
participants can detect more critical messages and report lower perceived mental 
workload when using the MMC tool as compared to radio alone or chat alone (e.g., 
Finomore, Popik, Castle, & Dallman, 2010; Finomore, Satterfield, Sitz, Castle, Funke, 
Shaw, & Funke, 2012). However, in addition to message detection, message 
comprehension is critical for mission success. This study set out to evaluate the MMC 
tool as a communication management suite, which affords participants the ability to 
not only detect critical messages but gain better comprehension of these messages to 
carry out their mission. 

2 Method 

2.1 Participants 

Sixteen participants (7 men and 9 women) ranging in age from 18-31 years  
(M = 24.5), took part in this study. All participants were tested to ensure normal 
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hearing and normal, or corrected-to-normal, vision. Additionally, all participants 
possessed prior experience and training with the interface and communication 
detection task. 

2.2 Design 

A within-subjects design was employed with four levels of communication modes, 
more commonly referred to as conditions (Radio, Spatial Audio, Chat, and MMC). 
When the Radio condition was used, information was only presented via monaural 
audio, with no accompanying text-transcriptions. The Spatial Audio condition 
spatially separated each audio channel, so that each one came from one of nine 
possible virtual spatial locations around the operator. This condition also did not 
include any text-transcriptions. The Chat condition exclusively featured text-
transcriptions, with no accompanying audio component. Lastly, the MMC condition 
featured both spatially separated audio and text-transcriptions. Additionally, the 
MMC condition featured the availability of several communication augmenting tools 
(e.g., audio playback, keyword search, and auto-highlighting). 

2.3 Apparatus 

Participants were required to monitor information presented via four on-screen 
communication channels. Two of these communication channels featured random 
phrases from which participants had to detect messages meeting a predefined rule, 
while the other two channels presented news stories taken from an online database 
(Literacyworks, n.d.) of dated news articles, all of approximately similar length, from 
a local news agency in California. All experimental trials had a fixed duration of 
exactly five minutes. 

For critical phrase detection, both critical and neutral phrases were modified 
phrases from the Air Force Tactics, Techniques, and Procedures communication 
brevity document (United States Air Force, 2006). Critical phrases were defined by 
the presence of an “Eagle” call sign, in addition with the keywords “hostile” and 
“lead” in a singular phrase (e.g., “Eagle Two Hostile South Lead Group fifty five 
Miles”). Whereas, neutral phrases did not contain the combination of all three critical 
keywords: “Eagle,” “Hostile,” and “Lead”. Communication phrases for both channels 
were updated independently of each other. Critical phrase generation was varied at 
random over a range of 15-120 seconds, with the restriction that a total of two critical 
phrases were generated per minute (10 overall critical phrases). Neutral phrases were 
generated randomly over a range of 8-30 seconds, with the restriction that there were 
always exactly five neutral phrases generated per channel per minute (50 overall 
neutral phrases)  

The news stories were presented in small segments of 1-2 sentences punctuated by 
pauses of variable length. Different news article pairings were used in each 
experimental condition, such that participants were never exposed to any single news 
story more than once throughout the duration of the study.  
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2.4 Procedure 

All participants took part in the computer-based training, which explained that their 
task was to monitor two communication channels for critical phrases and two 
communication channels for the content of individual news stories. Special emphasis 
was given to the fact that both tasks were of equal importance, such that no special 
preference should be given to the critical phrase detection component or to the 
presented news articles. The training (two 30-minute sessions) provided participants 
with experience with the communication formats, critical phrase detection, and filling 
out the comprehension questions pertaining to the two news stories.  

The four experimental conditions were randomized per participant. Participants were 
stationed at a computer workstation, where they monitored the four communication 
channels. For the Radio, Spatial Audio, and MMC conditions participants responded to a 
critical phrase by verbally repeating the phrase into their headset and in the Chat 
condition they typed their response. Immediately following each session, participants 
completed questionnaires consisting of 10 multiple-choice questions with five items 
corresponding to each of the previous news articles. Individual questions were sampled 
from the same online database from which the actual news articles originated 
(Literacyworks, n.d.). Participants were also evaluated in terms of their perceived mental 
workload via a computerized version of the NASA-TLX (Hart & Staveland, 1988). 

3 Results 

Performance for the critical phrase detection task was evaluated in terms of 
participants’ number of correct detections and performance for the news articles, in 
terms of comprehension, was evaluated by means of a computer based questionnaire 
presented immediately following each trial.  

3.1 Message Detection 

Mean percentage of correct detection for all communication conditions is presented in 
Figure 2. 

 

 
Fig. 2. Percentage of correct detection for all communication conditions. Error bars are ± 1 
standard error of the mean across subjects. 
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Data from Figure 2 were tested for statistical significance by means of a one- way 
within-subjects analysis of variance (ANOVA). A significant main effect was found 
for communication format, F (3, 45) = 13.24, p < .01, and a Post Hoc test found that 
participants detected significantly more critical phrases in the MMC condition (M = 
92.5) than Chat (M = 75.6), Spatial Audio (M = 75.6), and Radio (M = 69.4), which 
were not statistically different from each other.  

3.2 Comprehension 

Mean reading comprehension scores for both stories are presented in Figure 3. 
 

 

Fig. 3. Mean reading comprehension scores for both stories for all communication conditions. 
Error bars are ± 1 standard error of the mean across subjects. 

A one-way within-subjects ANOVA was performed on the data in Figure 3, which 
found a statistically significant main effect, F (3, 45) = 5.91, p < .01 for 
communication condition. Post Hoc tests found that participants scored higher on the 
reading comprehension questions in the MMC (M = 60.0) and Chat (M = 55.0) 
conditions, which were not different from each other. Comprehension in both of these 
conditions was greater than comprehension in the Spatial Audio (M = 43.1) and Radio 
(M = 40.6) conditions, which were not different from each other.   

3.3 Mental Workload 

Mean NASA-TLX scores measuring perceived mental workload are displayed in 
Figure 4. 

 
Fig. 4. Mean NASA-TLX scores for communication conditions. Error bars are ± 1 standard 
error of the mean across subjects. 
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Data from Figure 4 were tested for statistical significant by means of a one-way 
within-subjects ANOVA. A statistically significant main effect was found, F (3, 45) = 
5.30, p < .01 for communication condition. Post Hoc tests found that participants 
rated workload the highest for the Radio (M = 67.12) and Chat (M = 63.25) 
conditions, which were not different from each other but were greater than the MMC 
(M = 52.94) and Spatial Audio (M = 60.44) conditions, which were not significantly 
different from each other.  

4 Discussion 

In this study, participants monitored and responded to the occurrence of critical 
phrases presented during a 5-minute signal detection task while simultaneously 
monitoring the presentation of two short news stories. It was hypothesized that the 
purported advantages of the MMC interface would facilitate greater comprehension of 
the news stories, while allowing for effective monitoring for critical phrases. In 
addition, it was predicted the tools developed for MMC would result in decreased 
scores in mental workload. 

As predicted, the use of the MMC tool resulted in a greater percent of correct 
detections of critical phrases and greater message comprehension, while reducing 
perceived mental workload compared to traditional communication tools. The MMC 
tool allows for greater detection and intelligibility afforded through spatialized radio 
communication as well as the persistent text display of the communication through 
use of the speech-to-text functionality. This persistent display has been shown to 
facilitate a better understanding of context since it creates a record that can later be 
referenced or reread, thus increasing message comprehension (Heacox, Moore, 
Morrison, & Yturralde, 2004). This combination of tools was developed with the 
purpose of providing the operator with the flexibility to process information in the 
manner that optimizes performance.  
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Abstract. The focus of the current study was to evaluate the effect of two mod-
es of observational learning, dyad trainer-trainee performance and preliminary 
observational learning part, on training, as well as the interaction between them. 
We conducted an experimental study with a 3-D computerized puzzle. Each 
trainer offered four trainees instruction in solving this puzzle in a 2X2 between-
participants design: with or without preliminary observational learning, and 
with dyad trainer-trainee performance or with verbal guidance only during 
training (16 trainees in each group). Results demonstrated that the preliminary 
observational learning resulted in longer training time but better performance in 
terms of success rates, and that dyad trainer-trainee performance led to shorter 
training time and did not influence performance. No significant interaction be-
tween the two modes was found. The cost-effectiveness matrix that was found 
in this study can assist in designing guidelines for choosing the appropriate ob-
servational learning methods in training.  

Keywords: Observational learning, Training, Dyad performance, Cognitive 
tasks. 

1 Introduction 

In active learning – the standard means of learning a psychomotor task – the performer 
learns by doing, acquiring competence by trial and error or practice. In observational 
learning, a person learns by watching the actions of another person and imitating them 
(e.g., in a woodworking or cookery class) or mentally recording their effects (e.g., 
watching the driver from the passenger seat; watching a football game on TV). During 
learning by observation, the learner is not physically engaged in performing the task, 
and so can engage his full mental energy on monitoring the other person’s actions and 
responses. Given the great power of human imagination and inferential processes, this 
method of learning has the potential to be highly effective. Indeed, the value of observa-
tional learning has been demonstrated in many studies (e.g., [1-3]), and observational 
learning has been proved to produce good cognitive representations of skilled  
actions [4-5].  

When an expert in the task serves as the trainer, taking advantage of observational 
learning may be even more worthwhile. First, observing an expert enables the learner 
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to build up an accurate representation of the task, which may be different from his or 
her intuitive representation; this representation allows the learner to imitate (either 
immediately, or later on) the necessary correct actions [3]. As Herrnstein, Loewens-
tein, Prelec and Vaughan [6] and Herrnstein and Prelec [7] pointed out, in a multiple-
alternative space, when the value of alternatives is not known, subjects will stop  
exploring as soon as they hit an acceptable response, and thus converge to a local 
optimum. Many complex tasks can be performed in many ways, so demonstrating the 
best way to complete the task can prevent this convergence. Second, performing a 
complex task can put a high cognitive load on the novice, preventing him from ab-
sorbing the necessary information. Observing an expert can release the cognitive re-
sources needed for focusing on the essential elements of the task [2].  

Observational learning can take various forms. One of them is dyad performance. 
In dyad performance, the trainer and trainee – or, alternatively, two trainees – perform 
the task together. A variant, triad training, involves either three learners or two learn-
ers and a trainer. Shebilske, Regian, Arthur and Jordan [8] tested dyad and perfor-
mance protocols using a complex computer game called Space Fortress [9]. In the 
dyad condition, trainees practiced in pairs, each controlling half of the task (perform-
ing half of its roles). Despite having only half as much hands-on experience during 
practice sessions, the dyad trainees performed as well as individual trainees on ten test 
sessions. Replications of this study have produced similar results of improving  
training efficiency by reducing training time without sacrificing performance (See 
[10-15]).  

Observational learning can also be part of a two-stage learning process, where the 
learner first watches an expert performs the task, and only then engages in active 
practice. As described above, through observation the learner builds an accurate men-
tal representation of the task, which he or she can then imitate during the active-
learning phase [4]. As Wouters et al. [2] point out, such learning makes it less likely 
that novices will adopt inappropriate automated patterns of behavior that are difficult 
to change. This type of learning paradigm is also in keeping with the strategy of be-
ginning with easier forms of training and progressing to more difficult stages [16] - a 
strategy widely employed in modern training.   

Choosing between different methods to employ observational learning during 
training requires knowing the effects of each method on the training and the unsuper-
vised performance following it. Employing more than one method requires also being 
aware of the interaction between the selected methods. The current study explored the 
use of the abovementioned two modes of observational learning: dyad performance 
and preliminary observational learning part. The aim was to identify the separate ef-
fects of each of these methods on training and performance and the interaction be-
tween the two methods. Based on past research on dyad performance protocol [9-15], 
it was predicted that dyad trainer-trainee performance will reduce training time while 
performance time will not be affected. It was also predicted, based on research on the 
benefit of observational learning at the beginning of the training [2],  that preliminary 
observational learning, in which the trainee is usually given enhanced information on 
the task, will result in longer training time, but better performance. An additional 
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prediction was that combining these two modes of observational learning will achieve 
the best result: better performance with shorter training time.   

The task chosen for this study was a three-dimensional computerized puzzle task, 
used previously by Yuviler-Gavish et al. [17]. Training and performance in this task 
was found to be affected by employing different training methods. For example, Yu-
viler-Gavish et al. [17] demonstrated that training participants in this task with visual 
guidance in addition to verbal guidance was attractive to both trainers and trainees 
and demanded less cognitive effort from trainees, but at the same time impaired skill 
acquisition relative to verbal guidance only. It was hence assumed that the use of 
different observational learning strategies to train this task will produce significant 
effects on training and performance.  

In the current study, training was performed on the computerized task. The train-
ers’ goal was to teach trainees to solve a puzzle on their own, and trainees’ perfor-
mance was evaluated in non-supervised tests on both the computerized task and the 
real-world version of it. Combinations of two modes of observational learning were 
examined in a 2X2 design: the first mode - preliminary observational learning (with 
versus without,) and the second mode - dyad trainer-trainee performance (versus ver-
bal guidance only).   

2 Method 

2.1 Design 

The study used a 2X2 between-participants experimental design with randomized 
order, where the training variables were with preliminary observational learning (he-
reinafter, “Preliminary”) versus without preliminary observational learning (hereinaf-
ter, “No Preliminary”), and with dyad trainer-trainee performance (hereinafter, 
“Dyad”) versus verbal guidance only (“Verbal”). The four conditions were created by 
combining the four training variables described above. In condition Preliminary-
Dyad, trainers demonstrated and verbally explained the task while the trainee watched 
and listened, until both trainer and trainee felt ready to move on to the active training 
phase. During the active training, trainers could continue to use both verbal guidance 
and pointing with the mouse or manipulating objects as needed. In condition Prelimi-
nary-Verbal, training in both phases was limited to verbal explanation only; trainers 
were not given access to a mouse and so could not demonstrate or point. In the two 
No Preliminary conditions, training began with the active training phase. In condition 
No Preliminary-Dyad, trainers were allowed to give verbal guidance and point with 
the mouse or manipulate objects, while in condition No Preliminary-Verbal, they 
could give verbal guidance only.  

2.2 Participants 

Ninety-five participants were recruited for the study. Nineteen (12 males and 7 fe-
males) received extensive training in the 3-D computerized puzzle task and served as  
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trainers. The 76 trainees, 39 males and 37 females, were evenly distributed among the 
four experimental conditions (9 males and 10 females in the No Preliminary–Dyad 
condition, 10 males and 9 females in each of the other conditions). Each trainer 
trained four trainees, one in each condition, in random order. All participants were 
undergraduate or graduate students at the Technion - Israel Institute of Technology. 
Participants’ average age was 24.2 (ranging from 20 to 31). None of the trainees had 
experience with the specific task used in the experiment, and only 17% had any expe-
rience with computerized puzzles.  

Due to a technical recording problem, training data from three trainees (two of 
them were trained by the same trainer) and real-world test data from an additional 
trainee were not available for this analysis. In order to maintain the trainer’s repeated-
measures analysis design, all other trainees’ data belong to these four trainers were 
not included in the analysis (12 altogether). Hence, the analysis includes only the data 
of sixteen trainees, 9 males and 7 females, and sixty-four trainees, 30 males and 34 
females (8 males and 8 females in the No Preliminary-Verbal condition, 7 males and 
9 females in each of the other conditions). 

Participants were paid a fixed amount of NIS 40 (about USD 10) per hour. Addi-
tionally, trainees could receive a bonus according to their performance in the compu-
terized test phase (either NIS 50 or 100), and trainers received a bonus according to 
their trainees’ performance in this test (ranging from NIS 5 to 60 for each trainee).  

2.3 Experimental Task and Setup 

The main task required participants to solve a three-dimensional puzzle, called Shuz-
zle (http://www.leweyg.com/lc/shuzzle.html; see Figure 1). In this puzzle, pieces must 
be moved in a virtual three-dimensional space so as to complete a shape indicated by 
a wire frame. Horizontal movements are performed by dragging the pieces with the 
left mouse button. Vertical movements involve dragging the pieces with the left 
mouse button while pressing a key. Vertical rotation is achieved by dragging with the 
right mouse button, and horizontal rotation by dragging with the right mouse button 
while pressing a key.  

Each trainer sat in a booth next to his trainee, to enable vocal communication be-
tween them and avoid any kind of non-verbal communication (e.g., gestures) that was 
not tested in this study. A white rectangular plastic divider between the booths pre-
vented trainers and trainees from seeing each other. The trainee used a regular PC 
with two 19 inch screens, one in the trainee’s booth and one in the trainer’s booth, so 
that both trainer and trainee had the same visual presentation. A second computer 
mouse attached to the computer extended into the trainer’s booth, allowing the train-
ers in the Dyad condition to use the mouse for pointing and manipulating objects.  

The test phase also included a real-world version of the puzzle. In the real puzzle, 
colored pieces must be arranged so as to create a given shape, indicated by a hollow 
metal model (see Figure 2). The pieces were made from lightweight polypropylene 
(Delrin); each piece weighed about 40-60 grams.  
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Fig. 1. Top: The computerized 3-D puzzle task. 
Bottom: The two practice tasks. 

Fig. 2. The real-world puzzle task 

2.4 Procedure 

The experiment had five stages: an initial practice stage; training on the computerized 
puzzle; two tests, one on the computerized puzzle and one on the real-world version 
of it; and a subjective evaluation questionnaire.  

Participants in all four conditions were first given a brief explanation of the puzzle 
objective and general information on how to perform the various movements (as 
noted above). Then, participants completed an initial practice stage consisting of two 
easy puzzles with two or three shapes (see Figure 1, bottom). During the practice 
stage, participants could ask questions and the experimenter was permitted to remind 
participants of the appropriate keys to perform each routine. This stage was included 
so that the main challenge in the training phase would be the assembly of the three-
dimensional object rather than the details of how to handle the puzzle pieces. 

Following the initial practice, trainees were informed that their goal in the experi-
ment would be to complete the same puzzle as quickly as possible on their own  
following a training phase. They were told that their payoff would depend on their 
completion time in the computerized test: The best performer in their respective con-
dition (of 19 individuals) would receive a bonus of NIS 100, and the four runners-up 
would each get a bonus of NIS 50. The experimental training phase followed. Trai-
nees were then given the two tests – first the same computerized puzzle task they had 
trained in (Figure 1, top) and then the real-world puzzle version of it (Figure 2).  

Participants recruited as trainers gathered at the lab the day before the main expe-
riment. Following the initial practice stage, they performed the main puzzle task on 
their own three times. Nineteen participants who succeeded in the main puzzle task 
were invited back the next day. At that point, they were informed that their goal in the 
experiment would be to train four novice participants, and that they would be re-
warded based on the success of the four participants in a non-supervised test. The 
trainers were instructed about the training protocol for each condition. Each trainer 
trained one participant from each group, in random order.  

Questionnaires were completed after the tests by both trainers and trainees. Each 
questionnaire included four items to be answered on a scale from 1 to 5; trainers  
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answered the questions separately for each of their trainees. For trainers, the questions 
were: 1) How easy was it for you to train this trainee? 2) How well did the trainee 
understand your training, in your opinion? 3) Do you think you succeeded in transmit-
ting the message for the trainee in a clear fashion? 4) How difficult was the task for 
the trainee, in your opinion? For trainees, the questions were: 1) To what extent was 
the training understandable? 2)  Do you think the trainer succeeded in transmitting 
the message in a clear fashion? 3) How much did the training help your task perfor-
mance? 4) Rate the level of task difficulty. After completing the questionnaires, train-
ers and trainees were thanked, debriefed, and given their bonuses. Trainers’ bonuses 
were based on their trainees’ completion times in the computerized test in minutes 
(COMP) according to the following formula: BONUS = 60- 2.5×COMP, rounded up 
to the nearest multiple of 5.  

3 Results 

3.1 Training 

Training times, as well as test times, were analyzed using repeated-measures 
ANOVA, with Preliminary observational learning (Preliminary or No Preliminary) 
and Dyad Performance/Verbal Guidance conditions as the within-participant va-
riables. The unit of analysis for the repeated-measures tests was the trainer (data from 
his four trainees were analyzed as repeated-measures).  

 

Fig. 3. Mean training time (in seconds) for the four experimental groups. The error bars denote 
the standard error.  

Training time (including the time of the preliminary observational learning) was 
significantly longer for the Preliminary observational learning condition compared 
with the No Preliminary condition (Preliminary mean: 734.8 seconds, SD = 322.4; No 
Preliminary mean: 617.4 seconds, SD = 309.3; F(1,15) = 5.32, p = .036, Partial Eta 
Squared = 0.262). In contrast, training time in the Dyad Performance condition was 
significantly shorter than in the Verbal Guidance condition (Dyad mean: 629.4 
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seconds, SD = 282.3; Verbal mean: 722.8 seconds, SD = 350.1; F(1,15) = 4.9, p = 
.043, Partial Eta Squared = 0.246). The interaction between Preliminary and 
Dyad/Verbal was not significant (F(1,15) = 2.09, p = .169, Partial Eta Squared = 
0.122). See Figure 3. The differences between training time levels in the experimental 
conditions for the 12 participants that were not included in the analysis were the same 
as for the analyzed data (showing longer training time for the Preliminary condition 
compared with the No Preliminary condition: a difference of 183.7 seconds, and 
shorter training time for the Dyad condition compared with the Verbal condition: a 
difference of 278.2 seconds). 

3.2 Test Performance 

Following the supervised training, participants were tested on the same computerized 
puzzle without the trainer’s supervision, then on the real-world version. Failure in the 
computerized puzzle test was defined as not managing to successfully solve the puz-
zle within 30 minutes. In the real-world puzzle this time was reduced to 10 minutes, 
because this test did not include difficult computerized manipulations in order to ro-
tate the shapes or to move them, and thus it could be performed (and was performed) 
much faster. Success rates were analyzed using Multinomial Logistic Regression with 
Preliminary observational learning (Preliminary or No Preliminary) and Dyad per-
formance/Verbal Guidance conditions as factors. 

For the computerized puzzle test, success rates were significantly higher for the 
Preliminary observational learning condition compared with the No Preliminary con-
dition (Preliminary mean: 100%; No Preliminary mean: 90.6%, χ2(1, N = 64) = 4.33, 
p = .038). For the Dyad and Verbal conditions, however, they did not differ signifi-
cantly (96.9% and 93.8%, respectively; χ2(1, N = 64) = 0.37, p = .541). See Figure 4. 
The mean performance time for the Preliminary observational learning condition 
compared with the No Preliminary condition was not significantly different, probably 
due to the high variability among participants in the No Preliminary condition (Pre-
liminary mean: 193.3 seconds, SD = 149.8; No Preliminary mean: 336.4 seconds,  
SD = 506.6; F(1,15) = 2.95, p = 1.107, Partial Eta Squared = 0.164). Performance 
time in the Dyad Performance condition was similar to that of the Verbal Guidance 
condition (Dyad mean: 237.0 seconds, SD = 342.8; Verbal mean: 292.8 seconds,  
SD = 412.9; F(1,15) = 0.30, p = .593, Partial Eta Squared = 0.020). The interaction 
between Preliminary and Dyad/Verbal was not significant (F(1,15) < 0.01, p = .974, 
Partial Eta Squared < 0.001). See Figure 5.  

No significant effects were found for the real-world test. Success rates were not 
significantly different for the Preliminary observational learning condition compared 
with the No Preliminary condition (Preliminary mean: 87.5%; No Preliminary mean: 
90.6%, χ2(1, N = 64) = 0.17, p = .685), and also not significantly different for the 
Dyad and Verbal conditions (84.4% and 93.8%, respectively; χ2(1, N = 64) = 1.49,  
p = .222). The mean performance time for the Preliminary observational learning 
condition was not significantly different compared with the No Preliminary condition 
(Preliminary mean: 115.7 seconds, SD = 191.1; No Preliminary mean: 97.7 seconds, 
SD = 190.9; F(1,15) = 0.15, p = 0.707, Partial Eta Squared = 0.010). Performance 
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time in the Dyad Performance condition was also not significantly different compared 
with the Verbal Guidance condition (Dyad mean: 148.2 seconds, SD = 223.5; Verbal 
mean: 97.7 seconds, SD = 147.25; F(1,15) = 0.96, p = .344, Partial Eta Squared = 
0.060). The interaction between Preliminary and Dyad/Verbal was not significant, 
either (F(1,15) = 0.08, p = .781, Partial Eta Squared = 0.005).  

 
 

 

Fig. 4. Success rates in the computerized test 
for the four experimental groups. The error bars
denote the standard error.  

Fig. 5. Mean test time in the computerized 
test (in seconds) for the four experimental 
groups. The error bars denote the standard 
error.  

3.3 Subjective Evaluation of the Training 

In the questionnaires completed after the tests, three significant effects of training 
conditions were found. Trainers reported that the they succeeded more in transmitting 
the message, Question 3 for trainers, in the Dyad Performance condition (mean score 
1.78 out of 5, SD = 0.49) than in the Verbal Guidance condition (mean score 2.31,  
SD = 1.15, F(1,15) = 10.87, p = .005, Partial Eta Squared = 0.420), and also rated 
the difficulty of the task for the trainee, Question 4 for trainers, as lower in the Dyad 
condition (mean score 2.56, SD = 0.88) than in the Verbal condition (mean score 
3.03, SD = 1.15, F(1,15) = 7.83, p = .015, Partial Eta Squared = 0.343). In addition, 
trainees felt that the training helped their task performance, Question 3 for trainees, 
more in the Preliminary condition (mean score 1.09, SD = 0.30) than in the No Pre-
liminary condition (mean score 1.38, SD = 0.55, F(1,15) = 7.64, p = .014, Partial  
Eta Squared = 0.338).  

4 Discussion 

Observational learning, in which a person learns how to perform a task by watching 
another person perform the relevant steps, has been shown to be effective in many 
experimental tasks as well as in everyday life (e.g., [1-3]). It has also been shown that 
observational learning can produce good cognitive representations of skilled actions 
[4-5]. Using an expert in the task as a trainer can increase the value of observational 
learning even more.  
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Two different modes of observational learning, in an expert-trains-a-novice para-
digm, were examined in this study in a 2X2 between-participants design for a compu-
terized 3-D puzzle task. In the first mode, dyad performance, the trainer and trainee 
perform the task together during the training process (see [8]). In the second, prelimi-
nary observational learning, the training starts with a demonstration, and the trainee 
performs the task only after acquiring a basic knowledge of the necessary steps (see 
[2], [16]).  It was predicted that: Dyad trainer-trainee performance will reduce train-
ing time and will have no effect on performance; Preliminary observational learning 
will result in longer training time but better performance; And that the combination of 
them will achieve better performance with shorter training time.   

Results demonstrated that the preliminary observational learning resulted in longer 
training time but better performance (in terms of success rates), and that dyad trainer-
trainee performance led to shorter training time and did not influence performance, in 
line with our assumption. However, no significant interaction between the two modes 
was found. Participants’ subjective evaluations were in favor of these two modes. The 
lack of significant findings for the real-world test in the present research can be a 
consequence of the preceding computerized test, which eliminated possible differenc-
es between conditions. Trainers reported that they succeeded more in transmitting the 
message in the dyad performance condition, and also rated the task as easier on this 
condition. Trainees reported that the training helped their task performance more in 
the Preliminary condition than in the No Preliminary condition. 

The findings of this study can assist in designing guidelines for choosing the ap-
propriate observational learning methods in training. A cost-effectiveness matrix was 
found, in which preliminary observational learning costs additional training time, but 
improves performance.  In contrast, dyad trainer-trainee performance saves training 
time without sacrificing performance. Designers of training protocols and training 
systems can choose between these two methods based on training goals. The lack of 
interaction between the two methods may be due to the current study’s limitation or a 
robust finding, and it is recommended that future research will focus on ways to best 
combine the two methods. In addition, the transfer of learning to similar tasks should 
be further evaluated.  

The task chosen for this study is a cognitive-spatial task, in which the motor ele-
ments are of lesser importance. In addition, the training included a preliminary stage 
meant to overcome the major motor difficulties that trainees may encounter. Findings 
from the current study may be limited to this specific kind of tasks, and should be 
further evaluated using tasks with different characteristics. Another shortcoming of 
the selected task is that once the solution for the puzzle was discovered, it is easy to 
perform the necessary steps, and as a result a relatively large variance across trainees 
was produced, especially for the condition without preliminary observational learning. 
Taking advantage of a task with a smaller expected variance may ease to reach statis-
tical significance even for the factors which were not found to have significant effect 
in the current study.   
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Abstract. To increase situation awareness for helicopter pilots in poor visibility 
symbology for a helmet-mounted display was developed. The symbology com-
prises the conformal presentation of obstacles, route information and threat 
areas. In an online survey 48 helicopter pilots evaluated the designs from a us-
er-centered perspective and provided comments and suggestions of improve-
ment. The paper presents selected results of the survey and discusses general 
aspects associated with the use of conformal symbology and helmet-mounted 
displays. 

Keywords: helicopter operations, degraded visual environment, synthetic  
vision systems, helmet-mounted display, conformal symbology. 

1 Introduction 

Degraded visual environment (DVE) is still one of the most challenging and danger-
ous situations for helicopter pilots. When operating in adverse weather with very poor 
or no out-the-cockpit visibility spatial disorientation is likely to occur, severely com-
promising flight safety. Especially in low altitude obstacles like power lines, wind 
mills and masts quickly become very dangerous to the pilot. This often results in se-
vere accidents, e.g. the recently occurred helicopter collision with a power line in 
southern Germany [1] and a tower crane in London [2] killing the pilot in both cases. 

However, not only poor weather conditions but also surface properties can contrib-
ute to a loss of orientation. When operating in desert environment impaired visibility 
is caused by sand or dust being stirred up by the helicopter’s rotor downwash during 
landing or take-off. This situation is referred to as brownout. Especially in the military 
field brownout is responsible for multiple incidents and accidents during desert opera-
tions. According to the NATO report on Rotary-Wing Brownout Mitigation it is re-
sponsible for about 75% of helicopter mishaps within NATO member countries and 
the largest cause of rotary-wing airframe loss in the US services alone [3].  

Given the high accident rate there is an urgent need to provide the pilot with addi-
tional information in DVE to reduce spatial disorientation and workload and increase 
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situation awareness. The current paper introduces design solutions on conformal  
symbology sets for helmet-mounted displays (HMD) and their evaluation from a  
user-centred perspective. Therefore helicopter pilots assessed the designs in an  
online-survey.  

The aim of the development is to provide an intuitive and well-arranged synthetic 
presentation of relevant flight information within the pilots’ forward field of view that 
allows for fast and accurate perception of the environment. 

2 Theoretical Background 

Within the national project ALLFlight the DLR Institute of Flight Guidance is work-
ing on diminishing the problem of piloting helicopters in DVE conditions [4]. In  
contrast to currently existing 2D-symbology sets, DLR is developing 3D conformal 
symbology for a state-of-the-art wide field-of-view binocular HMD. In general a 
HMD presents information in a monochrome green colour on a semi-transparent visor 
in front of the pilot’s eye. Binocular refers to the presentation of information to both 
eyes in contrast to monocular displays where information is only presented in front of 
the dominant eye [5].  

The importance of HMD research for rotary-wing aircraft is crucial inasmuch as 
pilots are usually trained to keep constant visual contact with the outside world even 
though visibility is poor. Hence staying eyes-out is essential given that pilots fre-
quently operate in very low altitudes or – in the military context – need to perform 
nap-of-the-earth missions. Thus information should be presented in a way that it does 
not keep attention on the head-down instruments overly long and does not require 
frequent attention switching.  

However HMD allow for an increased freedom in movements [5], present symbol-
ogy superimposed and therefore provide the ability to view instrument information 
and outside scene simultaneously. As a result scanning times as well as eye accom-
modation when switching between the instrument information and the external scene 
are reduced [6]. Nevertheless a detriment that is often discussed regarding superim-
posed symbology is the cost of clutter. It may obscure information in the outside 
world [7] and impose difficulties in information processing [8]. Combined with a 
head-tracker the display content can be changed with respect to the line of sight of the 
pilot. Therefore it allows a conformal presentation of symbology which was found to 
mitigate the cost of clutter [9]. Conformal –also called scene-linked [10] - refers to 
“an object that spatially overlies its far domain counterpart” [11]. For example, if an 
obstacle is presented on the visor it is positioned in the exact line of sight where the 
actual obstacle in the outside scene is situated. Hence symbols move, appear and dis-
appear on the HMD according to the orientation and movement of both the head and 
the helicopter. Conformal symbology supports tasks that require divided attention 
[12] and facilitates the mental integration of the instrument information and the out-
side scene [13]. In addition conformal symbology was also found to reduce attentional 
tunneling [9]. 
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3 Display Concepts 

The symbology presented on the HMD is based on information from databases. The 
concept of ALLFlight foresees the use of sensors as well, but due to the low image 
quality the sensors are only used to update the database and not to present their im-
agery directly to the pilot. The symbology designs comprise the conformal depiction 
of obstacles, route information and threat areas.  

3.1 Obstacle Presentation 

One display objective is the highlighting of obstacles in the outside scene that would 
normally be difficult to detect. Since the actual appearance of such obstacles is usual-
ly very complex it is indispensable to present the synthetic obstacles in a very simpli-
fied yet unambiguous way. Obstacles need to be identified easily and fast with little 
attention required while display clutter has to be kept to a minimum. Each obstacle 
category is presented as a standardized icon. At first power line masts and wind mills 
were implemented.  

Different designs for power line masts are proposed. Figure 1 depicts a power line 
mast as an icon with two cross beams (left image) which illustrates the most realistic 
presentation. Nevertheless it is currently not possible to accurately present the course 
of the wires that are connected to the masts according to the database information. It 
is supposed that the horizontal cross beams might lead to confusion by falsely indicat-
ing wire direction information that is actually not true. Thus two alternative designs 
have been developed, a mast with 4 cross beams pointing in each direction (centered 
image) and one with a circular design (right image). 

 

 

Fig. 1. Power line mast with two cross beams (left), four cross beams (centered) and circular 
design (right) 

In addition three different designs for windmills were developed (Fig. 2). First, the 
most lifelike presentation depicts a windmill with three rotor blades (left image). 
Again, since the exact position and orientation of the rotor blades cannot be deter-
mined, two alternative designs were implemented. One adds a circle around the 
blades (centered image) and one adds a globe around the blades (right image).  
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Fig. 2. Windmill with three rotor blades (left), circle (centered) and globe (right) 

Moreover it is of interest if pilots need additional information about height and dis-
tance relative to the obstacle and if so in what way this information has to be deli-
vered, numerically or graphically. Furthermore information for minimum crossing 
altitude, vertical range of obstacle depiction and the presentation of visual or auditory 
alarms are of concern.  

3.2 Route Presentation 

In general route information is intended to assist the pilot in terms of being a naviga-
tional aid but not a precise guidance symbology, e.g. a tunnel-in-the-sky [14].  

A route is defined by a sequence of pre-determined waypoints. The waypoints are 
presented as 3-dimensional circles on the ground (Fig. 3). To make them more appar-
ent they also feature a vertical light beam. This is especially important if the next 
waypoint is hidden due to a terrain elevation. In addition numerous route points are 
presented between the waypoints. Route points serve as directional cues to the next 
waypoint, they are depicted as a 3-dimensional triangle placed on the terrain, are 
equally spaced, follow the elevation and their size is perspective for better distance 
estimation. Furthermore the top always points in the direction of the next route- and 
waypoint.  

 

Fig. 3. Waypoint and route point presentation 

3.3 Threat Area Presentation 

The threat area symbology is designed to depict prohibited airspace that must not be 
entered. Three different threat zone presentations were developed (Fig. 4). First, a 
threat zone is presented by equidistant crosses on the terrain (left image). The crosses 
are perspective and follow the terrain elevation. In addition the second threat area 
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depiction contains vertical lines arising from these crosses (centered image). When 
flying alongside the threat zone only the crosses are presented, however if the heading 
of the helicopter is directed towards the threat zone vertical lines start to arise from 
the ground and grow taller with decreased distance to the threat zone. Thus the lines 
rise and fall relative to the flight direction of the helicopter and the resulting severity 
of the threat. Alternatively a threat zone can be presented as a surface shell, covering 
the restricted area under a cupola (right image).  

 

Fig. 4. Threat zone with terrain crosses (left), vertical lines (centered) and surface shell (right) 

4 Method 

An online survey was developed using the open source application LimeSurvey Ver-
sion 1.91. The survey addressed the target group of helicopter pilots. The link to  
the survey was distributed to several governmental facilities and private helicopter 
companies.  

First pilots were given a short briefing summarizing the aim and content of the sur-
vey. In addition they were informed that their statements are handled confidentially. 
The survey was anonymous, names or email-addresses did not have to be provided. 
The questionnaire then contained a section on demographic information as well as 
sections on the presentation of obstacle information, route information and threat area 
information. The demographic data section for example contained questions about 
age, sex, nationality, flying experience and prior experience with HMD and confor-
mal symbology. Within the following sections pilots were shown pictures and simu-
lated in-flight videos of the symbology sets. They were then asked to rate the designs 
with regard to different aspects and provide open comments or suggestions of im-
provement. After completing the survey they were thanked for their participation and 
contact information in case of questions and interest in the results was provided. It 
took approximately 30 minutes to complete the survey. All questions except for open 
comments were obligatory to proceed in the survey. Only complete data sets were 
evaluated, hence every question was answered by each pilot.  

The data output was exported into SPSS 20.0. Variables were re-coded in a way 
that high scores denote a high level of agreement. With regard to the on-going discus-
sion about whether rating scales have to be considered as an ordinal or interval scale 
of measurement it was decided to pursue the more pragmatic approach  and follow  
the rather common practice by interpreting the rating scales on an interval level of 
measurement [15].  
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5 Results 

5.1 Participants 

48 male pilots participated in the survey. The age of participants ranged from 23 to 62 
years (M=43.9, SD=8.2). Nationalities included pilots from Germany, Switzerland, 
Austria, Israel, USA, Canada, UK and South Africa. 38 were civil, 10 were military 
pilots. They averaged 1966.4 (SD=1104.1) flight hours on their helicopter most fre-
quently operated and 4769.6 (SD=3273.5) flight hours in total. 24 pilots were IFR-
rated. 21 pilots reported having experienced severe spatial disorientation in flight due 
to DVE once and 10 of them even repeatedly. Furthermore 11 pilots reported having 
encountered a brownout or whiteout situation in flight once and 23 repeatedly. 13 
participants had prior experience with HMD either in real flight or in the simulator 
averaging 209.3 (SD=315.5) flight hours. In addition 38 pilots had on average 299.2 
(SD=352.3) flight hours experience with night vision goggles. Finally 13 participants 
reported to have already flown with 3D-conformal symbology averaging 221.3 
(SD=416.0) flight hours.  

5.2 Obstacle Presentation  

Repeated Measures ANOVAs and Bonferroni post-hoc tests were conducted to assess 
differences in ratings between the designs each on a scale from one (strongly disag-
ree) to four (strongly agree). 

Power Line Masts 
In general there is an overall advantage stated in favor for the mast with two cross-
beams. 38 (79.2%) pilots ranked the mast icon with two cross beams as their first 
preference while six pilots (12.5%) favored the circular design and four pilots (8.3%) 
the icon with four cross beams. As their second choice, 25 pilots (52.1%) preferred 
the four-cross-beam icon, 18 (37.5%) the circular design and 5 (10.4%) the mast with 
two cross beams. In line with the results of the ranking pilots state that they would 
like to use the design with two beams preferably (M=3.2, SD=0.7) rather than the 
mast with four beams (M=2.2, SD=0.8) or the circular mast (M=2.2, SD=0.9), 
F(2,94)=22.2, p=.00. Besides participants rated the two-cross-beam design (M=3.6, 
SD=0.5) to be easier to identify than the four-cross-beam (M=2.9, SD=0.7) and the 
circular (M=2.8, SD=0.9) design, F(2,94)=23.2, p=.00. Furthermore it is rated to be 
more intuitively understandable (M=3.4, SD=0.6) and less complex (M=1.7, SD=0.6) 
compared to the four-cross-beam (M=2.7, SD=0.7; M=2.5, SD=0.8) and the circular 
(M=2.6, SD=0.8; M=2.4, SD=0.8) mast presentation, F(2,94)=20,8, p=.00; 
F(2,94)=23.5, p=.00. In addition pilots also indicated that the mast with two cross 
beams produced the least amount of clutter (M=2.0, SD=0.6) compared to the four-
cross-beam (M=2.6, SD=0.8) and circular design (M=2.4, SD=0.8), F(2,94)=10.2, 
p=.00. 
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Windmills 
The three-rotor-blade windmill was ranked first by 29 pilots (60.4%) while 16 
(33.3%) preferred the windmill with the circle and three pilots (6.3%) favored the 
windmill with the globe around the blades. Secondly 30 pilots (62.5%) opted for the 
windmill with the circle, 15 (31.3%) preferred the regular windmill and three (6.3%) 
the windmill with the globe. Results on windmill ratings revealed a clear overall ad-
vantage for the de-cluttered conventional windmill with the three rotor blades. Hence 
pilots would like to use the conventional windmill design (M=3.2, SD=0.7) preferably 
over the windmill with the circle (M=2.8, SD= 0.9) and the windmill with the globe 
(M= 1.8, SD=0.7), F(1.7, 83.2)=44.9 p=.00. Participants indicated that the conven-
tional windmill icon (M= 3.5, SD=0.7) was significantly easier to identify than the 
icon with the circle (M=3.3, SD=0.7). However there was also a significant advantage 
in favor for the circle-design compared to the globe (M=2.6, SD=0.8), F(2,94)=31.2; 
p=.00. In addition the de-cluttered windmill was rated to be less complex (M=1.7, 
SD=0.6) and more intuitively understandable (M=3.5, SD=0.7) compared to the circle 
design (M=2.4, SD=0.8; M=3.3, SD=0.6) and the globe. Here again the circle design 
is favored over the globe (M=3.3, SD=0.8; M=2.5, SD=0.7), F(2,94)=81.1, p=.00; 
F(2,94)= 44.3. Ratings also indicated the lowest level of clutter for the conventional 
windmill (M=1.8, SD=0.6) compared to the circle (M=2.3, SD=0.7) and the globe 
(M=3.1, SD=0.8), F(1.7, 81.0)=56.8 p=.00. 

Presentation of Obstacle-Related Information 
Results on the presentation of altitude information revealed that according to 27 pilots 
(56.3%) altitude should be indicated by a graphical presentation. 17 pilots (35.4%) 
favored a numerical presentation and only four pilots (8.3%) do not need additional 
altitude information at all. With regard to the graphical presentation results indicated 
an overall advantage for presenting an additional altitude marker symbol stated by 42 
pilots (87.5%) compared to a brightness coding of the obstacle which was preferred 
by only 6 pilots (12.5%).  

In contrast distance should preferably be indicated by numerical information next 
to the obstacle stated by 30 pilots (62.5%). Only eleven participants (22.9%) favored 
a graphical representation while seven (14.6%) do not need to see distance informa-
tion at all. The numerical information should most preferably be presented below the 
obstacle (31.3%) or on the upper left side of the obstacle (31.3%).  

19 pilots (39.6%) reported that they need information on minimum crossing alti-
tude. The majority of 27 participants (56.3%) stated that obstacles should always be 
presented independent from vertical range (altitude). 

With regard to the presentation of an alarm if the distance to an obstacle is be-
low a certain limit, 26 (54.2%) pilots stated that both a visual and an auditory 
alarm should be given. 16 (33.3%) participants favored solely a visual alarm,  
five (10.4%) an auditory alarm and only one pilot (2.1%) stated that no alarm 
should be given.  
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5.3 Route Presentation 

Waypoints 
In general waypoints are rated rather well since 33 pilots (68.8%) indicated that they 
would like to use the design. Furthermore waypoints were rated to increase situation 
awareness (85.5%), be easy to identify (83.3%), intuitively understandable (77.1%) 
and not produce too much clutter (79.2%). In addition 40 pilots (83.3%) reported that 
the light beam is useful. Only five pilots (10.4%) do not want to see waypoints at all. 
Nevertheless at least 22 (45.9) pilots agreed to some extent that the presentation is 
lacking information while on the other hand five pilots (10.4%) do not want to see 
waypoints at all. 

Route Points 
The majority of 40 (83.3%) pilots agreed that route points would increase situation 
awareness and are useful (37, 77.1%). With regard to the design 41 (85.5%) rated 
them to be easy to identify and 36 (75.0%) to be intuitively understandable. 15 
(31.3%) stated that route points produce too much clutter and 9 (18.8%) do not want 
to see them at all. In the end 32 (66.7%) wanted to use the design 

5.4 Threat Zone Presentation 

20 (41.7%) pilots ranked the surface shell as their first choice, however 16 (33.3%) 
pilots preferred the representation with the vertical lines and 12 (25%) pilots the re-
presentation with the crosses alone. Secondly 19 (39.6%) pilots favored vertical lines, 
15 (31.3%) pilots the crosses and 14 (29.2%) the surface shell. 

Participants rated the surface shell to be more intuitively understandable (M=3.2, 
SD=2.6) than the crosses (M=2.8, SD=0.8), F(2,94)= 6.9, p=.02. However the surface 
shell was also rated highest for producing too much clutter (M=2.7, SD=0.7) compared 
to the cross-design (M=2.4, SD=0.6), F(2,94)= 4.5, p=.01. 32 pilots (66.7%) stated that 
the surface shell might capture too much attention while 17 (35.4%) do not want to see 
it at all. In contrast 16 pilots (33.4%) agreed that the crosses alone are not noticeable 
enough. However also 33 participants (68.7%) suspected that the vertical lines might 
capture too much attention and 19 (39.6%) do not need to see the vertical lines at all. 
Finally 27 (56.3%) helicopter pilots would like to use the surface shell design, 26 
(54.1%) the design with the crosses and 23 (47.9%) the design with the vertical lines. 

6 Discussion 

In summary the survey dealt with the evaluation of symbology designs that have been 
developed to increase helicopter pilot situation awareness in poor visibility. The de-
mographic statements endorse the relevance of such a development as the majority of 
pilots reported about having experienced severe spatial disorientation in flight due to 
DVE or due to brownout and whiteout. These findings are in accordance with the high 
incident rates stated in the NATO report [3].  
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Altogether the survey revealed some very interesting and useful results. First it be-
comes clear that there is a common interest in the use of such technology not only in 
the military field but also for civil applications.  

This legitimates further research not only to be looking into expensive high-end 
applications that are primarily designed for the military context but also into the de-
velopment of feasible low-cost alternatives for civil implementation. 

With regard to the design of icons and symbols it becomes apparent that clutter is 
still the most crucial concern for pilots. This is reflected especially in the results for 
obstacle ratings where the de-cluttered designs – the mast with two cross beams and 
the conventional windmill - were rated best. Furthermore the cost of clutter and sym-
bology overload was also the highest concern reflected in the comments. This con-
firms the fact that staying eyes-out and being able to see the outside scene is essential 
for helicopter pilots in any circumstances. On the other hand results were less clear 
for the threat zone designs. In fact the de-cluttered cross-design scored insignificantly 
lowest. The result can probably be explained by the fact that the cross-design is also 
the less salient one.   

Nevertheless the need for information about altitude and distance as well as the 
presentation of an alarm becomes very clear in the results. Here a slightly preference 
to present altitude in a graphical and distance in a numerical way is shown.  

In addition it should be briefly discussed that pilot comments repeatedly concerned 
the change of colour especially for alerts and threat indications. Nevertheless, as men-
tioned in chapter 2, symbology can only be depicted in monochrome green. Therefore 
only the coding of brightness is currently an option, otherwise different alternatives 
such as blinking or highlighting with a frame have to be tested. However the requests 
for changing color will be taken into consideration for a possible implementation on a 
head-down display.  

Moreover it became clear in the comments that the presentation of power line wires 
is crucial. However as mentioned in chapter 3.1 wire directions cannot be precisely 
depicted from database information. Thus as a next step DLR is also investigating the 
use of helicopter-mounted sensors to provide real-time information updates in the data-
base, for instance by using a modified laser radar (Hellas) developed by Cassidian. 

Finally the outcomes of the survey will now be integrated into the symbology de-
sign, implemented into the HMD and furthermore tested in part-task simulations and 
flight trials.  
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Abstract. In nuclear power plants (NPPs), operators are in general expected to 
strictly (but not blindly) follow symptom-based emergency operating proce-
dures (EOPs) in responding to emergencies. The procedures are highly prescrip-
tive by their nature as their purpose is to enable the operators to restore and 
maintain plant safety functions without having to diagnose events or the specif-
ic causes of process disturbance.  However, this does not necessarily imply that 
operators’ procedure following behavior can simply be assumed as a preemi-
nently step-by-step, rule-based activity of reading, understanding and following 
individual steps without much cognitive effort. 

This paper examines the procedure following behavior of NPP control room 
operators in a large-scale empirical human reliability analysis (HRA) study, re-
ferred to as the US Empirical HRA Study [1-2].  Observations on challenges 
that operators experienced in following the EOPs are presented, and their impli-
cations for enhancing operator performance and modeling operator behavior 
under the naturalistic decision making (NDM) framework are discussed.   

Keywords: procedure following, emergency operating procedures, nuclear power 
plant, human reliability analysis, naturalistic decision-making. 

1 Introduction 

Operating procedures are widely used in hazardous and complex industries, such as 
nuclear, chemical and aviation industries, to ensure safe operations.  By providing in-
structions and guidance for completing a given task (e.g., what parameters to check, 
how to interpret observed symptoms, and what actions to take), procedures can enhance 
human operators’ performance and reduce human error (e.g., skipping critical actions), 
particularly if the task has to be carried out under complicated and stressful conditions.  
Without such instructions, operators are likely to be distracted by irrelevant and/or trivi-
al detail of an abnormal event, make an incorrect or partial plant status assessment, and 
fail to acknowledge information and perform actions to address the critical aspects of 
the event in a timely manner.  However, it becomes increasingly evident that operating 
procedures, including those for maintenance, test and calibration, can also degrade  

                                                           
* The opinions expressed in this paper are those of the authors and not of the authors’ organizations. 



 Empirical Insights on Operators’ Procedure Following Behavior in NPPs 243 

operators’ performance and procedure-related system failures constitute a source of 
vulnerability of the integrity of complex systems [3-8]. Therefore, to improve reliable 
operator performance, it is important to understand when and how procedures can nega-
tively impact operators, especially their role in operators’ responses to emergencies. 

In nuclear power plants (NPPs), symptom-based emergency operating procedures 
(EOPs) are established to guide operators to respond to emergency conditions. The 
EOPs are highly prescriptive by their nature in that they are a static model of the tasks 
that need to be completed to accomplish a certain system goal.  In addition, the rules 
and strategies specified in the procedures to guide operators’ activities are mechanis-
tic given that they are based on theoretical and practical knowledge of processes or 
event sequences that are well analyzed [6-8].  Although the purpose of the EOPs is to 
enable operators to restore and maintain plant safety functions without having to di-
agnose events or the specific causes of process disturbance, this does not necessarily 
imply that operators’ procedure following behavior can simply be assumed as a pree-
minently step-by-step, rule-based activity of reading, understanding and following 
individual steps without much cognitive effort. This is because, in contrast to the stat-
ic nature of the EOPs, the processes and operations in NPPs under emergency condi-
tions are quite dynamic. When facing an unusual accident condition (e.g., multiple 
failures involving complicating factors such as failed sensors) that is not foreseen, 
analyzed or prepared for, operators’ cognitive efforts are needed to compensate for 
the gap and mismatch between the instructions in the EOPs and the real situation. For 
example, operators need to understand the underlying logic and basis of the required 
tasks specified in the EOPs so that they can select appropriate activities from the pre-
scribed instructions when the plant conditions are not fully addressed in the EOPs. In 
addition, due to the level of detail in the description of the actions to be performed, 
the EOPs may implicitly call on operators’ knowledge, judgment and decisions in 
interpreting and executing the procedures.   

This paper explores NPP control room operators’ role in handling emergencies and 
their interactions with the EOPs based on data collected from a large-scale empirical 
human reliability analysis (HRA) study, referred to as the US Empirical HRA Study 
[1-2].  Observations on issues and challenges that operators experienced in following 
the EOPs are presented, and their implications for enhancing operator performance 
and modeling operator behavior under the naturalistic decision making (NDM) 
framework are discussed.  Note that the purpose of the US Empirical HRA Study 
was to evaluate various HRA methods against crew performance in scenarios simu-
lated on a NPP simulator.  In order to be able to assess to what extent the HRA  
methods could predict how operators could fail a scenario, some of the scenarios de-
veloped in the study, while plausible, comprised far more difficulties than those mod-
eled in standard HRA and probabilistic risk analysis (PRA) studies.  In other words, 
those scenarios are rare in reality.  Thus, most of the observations discussed in this 
article are unlikely to occur and should not be interpreted as common issues or safety 
status in current NPPs.  Nonetheless, a close look at the observations from the chal-
lenging scenarios can shed light on the subtle and complex aspects of operators’  
procedure following behavior that are not well understood or are even overlooked, 
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and provide useful insights to further improve operator performance and procedure 
effectiveness. 

2 Study Background 

2.1 Operator Crews and Simulator 

Four licensed operator crews (Q, R, S and T) from a participating US nuclear power 
plant responded to simulated scenarios developed for the study (see Section 2.2 for 
scenario description) on the participating plant full-scope training simulator (PWR 4-
loop Westinghouse) using the plant’s EOPs and related procedures.  There were five 
members in each crew: one Shift Manager (SM), one Unit Supervisor (US), one Shift 
Technical Advisor (STA), and two Reactor Operators (ROs).   

2.2 Scenarios 

The three scenarios developed in the study are briefly described in the following sub-
sections (see [1-2] for additional details).  To control for confounded learning effects 
due to the order of presentation of the scenarios, the scenarios were presented to par-
ticipating operator crews in different orders.  All crews did not have knowledge of 
the types of scenarios that they would face before they participated in the study. 

Scenario 1: Total Loss of Feedwater (LOFW) Followed by Steam Generator 
Tube Rupture (SGTR). When all three main feedwater pumps are tripped at the 
beginning of Scenario 1, only one auxiliary feedwater (AFW) pump can be started to 
supply feedwater.  However, the feedwater cannot reach the steam generators (SGs) 
because the recirculation valve for the AFW pump is mis-positioned to be open, 
which will not be indicated in the control room.  Without feedwater, the ability to 
remove decay heat from the reactor vessel is severely degraded.  Operators will have 
to first identify the misleading flow indication and the total LOFW and then enter 
functional restoration procedure FR-H1 (Response to Loss of Secondary Heat Sink) to 
start bleed and feed (B&F).  

After B&F is initiated, operators are allowed to establish AFW flow to SGs by ei-
ther closing the recirculation valve or cross-connecting the running AFW pump. At 
this point, another, unrelated failure occurs: a tube rupture is initiated in the first SG 
that is fed.  Procedure E-30 (Response to SGTR) provides instructions to terminate 
the leakage of reactor coolant into the secondary system when a tube rupture occurs. 

Scenario 2: Loss of Component Cooling Water (CCW) and Reactor Coolant 
Pump (RCP) Sealwater. At the beginning of Scenario 2, the Distribution Panel 1201 
fails. The feedwater regulation valve on SG A cannot be closed and remains fully 
open; as a result, the reactor will be tripped either manually or automatically. When 
the reactor trips, one AFW pump cannot start due to the loss of Panel 1201. In addi-
tion, all CCW and charging pumps become unavailable. If operators continue running 
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the RCPs without CCW, they risk RCP seal failure, which can result in a loss of coo-
lant accident (LOCA). It is therefore important that operators identify the loss of 
CCW and RCP sealwater and then trip the RCPs and start the Positive Displacement 
Pump (PDP) per instructions in procedures RC-0002 (Reactor Coolant Pump Off 
Normal) and ES-01 (Reactor Trip Response).  The procedure requires the operators 
to stop the RCPs within 1 minute after loss of CCW.  After that period, the risk of 
seal failure increases.  

Note that the failing distribution panel is unrelated to the loss of CCW and RCP 
sealwater but it increases the complexity of the scenario as the alarms associated with 
the distribution panel can mask the status of CCW and RCP sealwater. 

Scenario 3: SGTR. Scenario 3 is a standard SGTR without other complications. Op-
erators will need to first identify the SGTR and then perform actions in E-30 to  
respond to the event. 

2.3 Data Collection and Analysis 

The data on scenario development and crew responses were collected and analyzed by 
reviewing notes, simulator actions monitor logs, interviews and Video recordings. 

3 Observations on Interactions between Operators and EOPs 

Significant variability in crew performance was observed, especially for the relatively 
more difficult scenarios (e.g., Scenarios 1 and 2) where complicating factors such as 
misleading indicators considerably increased scenario complexity and cognitive de-
mands on operators. Overall, the crews varied in their ability to (1) integrate all evi-
dence to formulate a coherent explanation to account for observed plant symptoms 
and (2) cope with the difficulties in following EOPs in responding to emergency sit-
uations.  In the following sub-sections, some observations that were made on the 
interactions between operators and EOPs are discussed with specific plant conditions 
and operational contexts.  It should be noted that although this section focuses on the 
issues and difficulties that the crews experienced in following the EOPs, it is not  
intended to and does not adequately reflect the overall performance quality of the 
participating crews.  Not all of the issues and difficulties led to a significant conse-
quence (e.g., failure of a scenario).  In some cases, the crews managed to recover 
from their errors through recovery measures and compensatory factors. 

3.1 Misreading or Skipping Procedure Steps 

Misreading or unintentionally skipping procedure steps is an example of slips and 
lapses that operators make in following procedures. It can occur even when the in-
formation in the procedure is clear and unambiguous and when operators use human 
performance tools such as signing off on completed steps. Such slips and lapses can 
lead to an incorrect plant status assessment or initiation of incorrect response. 
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Observation 1: In Scenario 1, when Crew Q followed Step 28 in FR-H1 to stop the 
third high head safety injection (HHSI) pump, the US misread the reactor coolant 
system (RCS) subcooling requirement.  This error caused a delay of approximately 
30 to 60 minutes in stopping the pump.  As a result, an excessive amount of water 
was fed into the faulted SG (water in faulted SG reached the steamline). 

Observation 2: In Scenario 1, Crew S skipped the step of stopping the RCPs before 
they initiated B&F.  However, this error was soon corrected by their STA.  This 
indicates that good teamwork is an efficient measure to help prevent operators from 
committing an error in misreading or skipping a step in the procedure.  Hence, this 
example is, to some extent, related to the observation on communication and team-
work (see Section 3.6). 

3.2 Verbatim Procedure Following 

Operators may literally follow procedures without understanding the intent of the 
procedures and observed plant symptoms. 

Observation: In Scenario 1, when Crew R became aware of the SGTR, they en-
tered Procedure E-30 to isolate the faulted SG.  Since they did not turn off the HHSI 
pump, the pressure in the faulted SG kept rising and eventually caused the Power 
Operated Relief Valve (PORV) on the SG to open, and the steam flow released from 
the lifted PORV caused the RCS pressure to decrease.  Although the crew was not 
aware of the lifted PORV, they detected the steam flow from the faulted SG.  How-
ever, the crew, solely based on the decreasing RCS pressure, transferred from Step 21 
in E-30 to EC-31, which is the procedure for tube rupture in combination with a leak 
in the reactor coolant system.  In this situation, as pointed out by a trainer from the 
participating plant who reviewed the crew’s performance, the crew should have been 
able to connect the steam flow from the faulted SG to the possibility of an open SG 
PORV and explain that the decreasing RCS pressure was due to the PORV rather than 
a primary leakage.  Without a good understanding of the intention of Step 21 in E-30 
and the plant status, the crew literally followed the procedure to make an inappro-
priate procedure transfer, which eventually caused the crew to fail the scenario. 

3.3 Premature Termination of Plant Parameter Trend Assessment 

Observing and assessing plant parameter trends is one aspect of procedure following 
that is particularly dependent on operators’ expectations and evaluations.  In an 
emergency situation, plant parameters change dynamically.  There are times when a 
specific parameter satisfies a procedure step entry criterion before the step entry but 
then changes in the opposite direction after the step entry.  An insufficient trend as-
sessment can cause operators to develop an incorrect mental model of the plant status. 

Observation: The same case as discussed above in verbatim procedure following.  
At the moment when Crew R reached Step 21 in E-30, the RCS pressure was decreas-
ing due to the lifted SG PORV.  However, it started to increase only after several 
minutes.  Since the crew only evaluated the trend at the moment when they reached 
Step 21 in E-30 and stopped evaluating the pressure trend very soon, they did not 
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obtain an accurate picture of the plant status and thus made an inappropriate proce-
dure transfer decision (see discussion above).  Had they waited a few more minutes 
they could have seen the pressure rise again and continued to the next step in E-30 to 
stop the HHSI pump, which could have reduced the RCS pressure and lead the crew 
to successfully bring the plant to a stable condition. 

3.4 Decisions and Judgments Based on Operator’s Knowledge 

When facing cognitively challenging situations involving complicating factors, opera-
tors need to rely on their knowledge to differentiate expected from unexpected plant 
behavior and pursue all possibilities for the unexpected behavior.  Similarly, under 
circumstances when there is inadequate procedure guidance, operators need to rely on 
their knowledge to make judgments and take necessary actions outside procedures. 

Observation 1: In Scenario 1, an SGTR was initially masked by the AFW flow fed 
into the faulted SG.  After the AFW flow was stopped per procedural instructions, 
the water level in the faulted SG kept rising. Since the steamline on the faulted SG 
had been isolated earlier in the scenario, the steamline radiation alarm, which will 
normally be triggered during an SGTR event, was not triggered when the SGTR oc-
curred.  Therefore, the rising SG level became the main cue for operators to identify 
the SGTR.  When Crew S detected the rising SG level after the AFW flow was 
stopped, they suspected an SGTR.  At the same time, they were also aware that the 
water level was expected to rise to some extent due to a swelling effect after stopping 
feedwater flow to an SG. The crew relied on their knowledge to evaluate the plant 
status and decided that the rising SG level was caused by an SGTR rather than a nor-
mal amount of swell.  In contrast, when Crew R detected the rising SG level, they, 
like what they were trained to do, checked radiation levels at the plant as a confirma-
tory plant parameter for an SGTR.  Since, as mentioned above, the steamline on the 
faulted SG had been isolated, no abnormal radiation activities were initially detected 
as what would be expected in an SGTR.  As a result, the crew concluded that no 
SGTR had occurred.  Operators are trained to check plant parameters (e.g., radiation 
levels) in diagnosing abnormal events (e.g., an SGTR).  The observation on Crew R 
suggests that operators’ knowledge about the processes at the plant is needed in inter-
preting the plant parameters in connection with the plant condition at that moment.  
Simply following a standard practice without considering the scenario context led 
Crew R to make an incorrect judgment.  Hence, this is, to some extent, related to 
verbatim procedure following (see Section 3.2). 

Observation 2: In Scenario 1, when Crews Q and S identified the SGTR, they were 
in FR-H1 to recover from the LOFW that occurred in earlier in the scenario. Although 
E-30 provides instructions to respond to an SGTR, the crews could not transfer to this 
procedure because FR-H1 has a higher priority over E-30.  However, the crews were 
aware from their training that they would need to adjust the PORV setpoint of the 
faulted SG to prevent the PORV from lifting (to avoid releasing radioactive water into 
the containment). Since Crew Q could not find instructions for adjusting the setpoint 
in any procedure they were in, they cautiously managed to control the SG pressure 
below the PORV setpoint by controlling the RCS pressure. In the case of Crew S, 
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after assessing the SG pressure at that moment, which was far below the setpoint, the 
crew considered that they were not at risk of lifting the PORV and thus decided not to 
adjust the setpoint.  In this example, since FR-H1 does not provide guidance to re-
spond to an SGTR, this case is, to some extent, related to the observation of inade-
quate procedure guidance (see Section 3.5). 

3.5 Inadequate Procedure Guidance 

Due to the complex nature of the processes in NPPs, it is difficult to develop EOPs 
that cover every possible contingency in detail.  Operators may feel challenged when 
there is inadequate procedure guidance, but training can help them handle the gap 
between the EOPs and the real situations. 

Observation 1: In Scenario 1, one crew never suspected that the recirculation valve 
of the AFW pump was open because checking the valve status was not specified in 
the EOPs.  Although the other three crews checked the valve status, the action was 
driven by their knowledge from training rather than procedures.   

Observation 2: In Scenario 2, one objective was to establish RCP seal cooling with 
the PDP when CCW and RCP seal injection was lost.  Crew S indicated that they 
knew they needed to start the PDP, but they could not find procedure guidance, which 
is only provided by ES-01 and procedure POP4.  It would be helpful to include the 
guidance in the POP9 annunciator response procedure on low charging flow. 

Observation 3: In Scenario 2, as discussed above, the RCP seal cooling can only be 
placed in service when the RCP temperatures are below 230° F.  Crew R attempted to 
restore the RCP seal cooling with the POP 9 annunciator response procedure on low 
charging flow; however, since the procedure assumes a single failure (i.e., low charging 
flow), the temperature limit of the RCP seals is not specified in the procedure. 

3.6 Communication and Teamwork 

Crew members have their unique roles and responsibilities at the plant. They some-
times often need to simultaneously work in different procedures in complex dynamic 
situations. Inefficient communication and task coordination can impact their ability to 
integrate information distributed across crew members to develop team situation 
awareness, evaluate the appropriateness of procedure paths, reach team consensus, 
synchronize on a common strategy, and pursue multiple objectives. 

Observation 1: In Scenario 2, one expected response was to restore the RCP seal 
injection (i.e., RCP seal cooling) to protect the RCP seals. According to procedures, 
the seal injection can only be started when the RCP seal temperatures are below 230° 
F. When the third RO of Crew Q reported to the US that the seal temperature limit 
was exceeded, the RO and the US were working in two different procedures.  The 
communication protocol broke down for some reason and the information was not 
well internalized by the US.  Several minutes later, the US attempted to re-establish 
the RCP seal injection with a charging pump at Step 6 in ES-01.  However, this ac-
tion was soon stopped by the crew’s SM, who recognized the temperature limit. It is 
interesting to note that although Step 6 in ES-01 specifies the seal temperature limit, 
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the US seemed to ignore the instructions, which could be considered a deviation from 
the procedure.  Nonetheless, good teamwork stopped the evolution of the deviation. 

Observation 2: In Scenario 1, when Crew R was in Step 28 in FR-H1 to stop the 
last HHSI pump to terminate B&F, the procedure required them to evaluate if they 
had an “active loop”.  One criterion for an active loop is that natural circulation has 
been established, which is verified by five criteria.  Normally, verification of natural 
circulation and active loops are the STA’s task.  When the crew’s US and SM incor-
rectly assumed that they had an active loop, neither did they seek verification from the 
STA nor did the STA verify the assumption by himself.  As a result, the crew de-
cided not to stop the last HHSI pump, which eventually caused the crew to fail the 
scenario. 

Observation 3: It was observed that the crews often held team briefings to share in-
formation and discuss plant conditions.  The briefings effectively kept the crews 
aware of the goals of the US, the procedural paths that they were supposed to follow, 
and the course of actions that they were supposed to take. 

4 Discussion and Conclusions 

EOPs play an important role in guiding NPP operators to respond to emergency situa-
tions. In this article, the operational behaviors of four crews in three simulated emer-
gency scenarios were examined and several observations were made on the issues and 
challenges that the crews experienced in their interactions with the EOPs. Despite of 
the small set of scenarios and crew performance data, the observations made in the 
present study echoed the findings from previous studies [e.g., 8-10]. Given that the 
previous studies investigated crews from different countries (e.g., Korea and Sweden) 
with different scenarios, it is reasonable to conclude that the observations from the 
study can be generalized across the boundaries of countries. 

Overall, the observations discussed in Section 3 consist of examples of both slips 
and lapses in executing intended actions and difficulties in high-level cognitive 
processes (e.g., situation assessment and response planning). Compared to slips and 
lapses, which could be soon detected and corrected with compensatory factors (e.g., 
Observation 2 in Section 3.1), the difficulties in high-level cognitive processes 
seemed to have caused relatively more serious consequences. 

The observations also illustrate the dynamic aspect of operators’ procedure follow-
ing behavior. As discussed in Section 1, the EOPs are a static model of the tasks pre-
scribed for the expected progression of pre-defined accident scenarios. In contrast, the 
real emergency situations are quite dynamic, involving unexpected complicating fac-
tors and uncertainties. In the paradox of using a static model to deal with dynamic 
situations, an active role of operators is called for to fill the gap between the static and 
the dynamic. This is in agreement with the conclusions from previous studies [8-10] 
that operators actively engage in high-level cognitive activities to adequately handle 
cognitively demanding emergencies even when the EOPs are employed (i.e., opera-
tors do not just literally follow the EOPs without much thought in the context of the 
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accident scenarios).  Evidence of the nature and extent of cognitive activity required 
of operators from the study includes: 

• Operators need to make decisions and judgments and take extra-procedural actions 
based on their knowledge when (1) relevant procedures are not entered due to sce-
nario characteristics and (2) some specific aspects of a scenario are not fully ad-
dressed by the EOPs (see Sections 3.4 and 3.5). 

• When facing uncertainty and unexpected plant behavior, operators need to perform 
systematic diagnosis activity in parallel to following the EOPs to develop and 
maintain an accurate mental model of the plant status by pursuing all possibilities 
and integrating all available evidence to form a coherent explanation to account for 
multiple symptoms across diverse systems (see Sections 3.2 and 3.3). 

• Based on their understanding of plant conditions and the EOPs, operators need to 
prioritize their goals, monitor plant parameters, and evaluate the feasibility of re-
sponse plans and applicability of procedures as plant status evolves dynamically 
(see Section 3.2). 

One implication of the observations is that operator performance can certainly be 
enhanced by improving guidance in the EOPs, adding countermeasures to prevent 
slips and lapses (see Section 3.1), adhering to work practices (see Section 3.6), and 
strengthening teamwork (see Section 3.6).  More importantly, operators need to be 
trained to develop high-level cognitive skills such as situation assessment and re-
sponse planning to compensate for the limitations of the EOPs [11].  One prerequisite 
for such skills is a good knowledge of the plant processes, components, and systems, 
and an accurate mental model of how they interact with each other.  In addition, op-
erators need to develop a good knowledge of the EOPs, including the intent behind 
specific procedure steps, the rationale for transitions among procedures, and the re-
sponse strategies embodied in the EOPs. 

Another important implication is that it may be more appropriate to study NPP op-
erators’ behavior under a naturalistic decision making (NDM) [12] framework rather 
than normative decision theories (e.g., [13]).  Normative decision theories assume 
that decision makers make rational judgments defined as the optimal choice among 
available alternatives by a certain comparison scheme.  Although they have been 
highly successful in describing decision strategies in well-structured settings, their 
prescriptive validity is questionable for describing NPP operators’ behavior in their 
operational settings for the following reasons.  Firstly, as discussed above, situation 
assessment plays an important role for operators to handle a plant upset; however, this 
cognition component tends to be neglected by the normative decision theories. Se-
condly, given the time pressure, uncertainty, limited information, dynamic conditions, 
and shifting goals and priorities involved in plant incidents, it is not always feasible 
for operators to conduct a relatively thorough information search to choose among 
concurrently available alternatives through a deliberate and analytic comparison 
process as described by rational choice models. Thirdly, operators often resort to their 
experience to make a rapid decision under difficult situations; however, experience is 
normally treated as a nuisance variable in normative decision theories. In contrast, 
NDM is an approach to understand how experienced decision makers use their  
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experience to make decisions in real world settings. Its strength is its emphasis on the 
role of experience in situation assessment and response planning. In addition, NDM 
describes how humans make a decision rather than attempt to prescribe how humans 
should make decisions.  Hence, this can, with a focus on the observable features of 
operator performance, improve our ability to model and understand operators’ qualita-
tive reasoning behavior when there is a mismatch between procedures and the dynam-
ic reality. 
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Abstract. In highly autonomous robotic systems, human operators are able to 
attend to their own, separate tasks, rather than directly operating the robot to ac-
complish their immediate task(s). At the same time, as operators attend to their 
own, separate tasks that do not directly involve the robotic system, they can end 
up lacking situation awareness (SA) when called on to recover from automation 
failure or from an unexpected event. In this paper, we describe the mechanisms 
of this problem, known as the out-of-the-loop performance problem, and de-
scribe why the problem may still exist in future robotic systems. Existing solu-
tions to the problem, which focus on the level of automation, are reviewed. We 
describe our current empirical work, which aims to expand upon taxonomies of 
levels of automation to better understand how engineers of robotic systems may 
mitigate the problem.  

Keywords: Human-robot interaction, robot design, situation awareness,  
automation. 

1 Introduction 

In highly autonomous robotic systems, human operators are able to attend to their 
own, separate tasks, rather than having to directly operate a robot to accomplish their 
immediate task(s). Because this is one of these systems’ major benefits, robots are 
being developed to have high levels of autonomy, so that they can function with as 
little human intervention as possible [1]. Still, as robots grow in capability, they will 
continue to need some human supervision and occasional human intervention [2].  

Human performance problems in complex and automated systems have been dis-
cussed for some time [3] [4]. Sarter [5] was one of the first to broaden the contribut-
ing factors to the problem to those beyond automation complacency [6]. For example, 
Sarter identified a lack of SA as a mediator between high levels of automation and 
poor performance. Endsley and Kiris [7] found that the out-of-the-loop performance 
problem affected humans working in highly automated systems. In the out-of-the-loop 
performance problem, operators who attend to their own, separate tasks can end up 
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lacking SA when they are called upon suddenly, for example, to recover from auto-
mation failures or in response to another unexpected event. The phenomenon of the 
out-of-the-loop performance problem has been studied in multiple domains, for ex-
ample, among pilots where a loss of SA has been observed under conditions of high 
cockpit automation [8]. 

In this paper, we describe the mechanisms of the out-of-the-loop performance 
problem and describe why the problem may still exist in future robot systems. Exist-
ing solutions to the problem, which focus on the level of automation, are reviewed. 
We also describe our empirical work, which aims to expand upon taxonomies of le-
vels of automation to better understand how engineers of robotic systems may miti-
gate the problem. 

2 The Out-of-the-Loop Performance Problem in HRI 

A common problem of capable, autonomous robots is poor SA [9]. As we introduced 
above, lack of SA under conditions of automation failure has come to be known as the 
out-of-the-loop performance problem [10] and the out-of-the-loop unfamiliarity prob-
lem [9]. Further, robustness in robot capabilities remains a challenge to robotics [11]. 
As new capabilities are developed, robots may be able to perform new tasks, but re-
liability may be limited, especially initially. For human operators to take advantage of 
new robot capabilities, operators must be able to recover from robot failures. 

The out-of-the-loop performance problem occurs because of a shift in the impor-
tance of information within the environment that is the result of a change in the level 
of automation. Operators working with high-autonomy automation typically do not 
need the details of the automation’s task to achieve their own goals; in fact, the car-
dinal objective of the automation is to off-load the operator of having to obtain and 
hold detailed knowledge and to perform continuous monitoring. Consequently, high-
performing operators can be expected to ignore these details and devote their re-
sources to their own task components. Unfortunately, failure of the automation leads 
to a rapid switch from these details being unimportant to suddenly being of crucial 
importance to task completion. The result can be very poor SA, especially when the 
operator’s current knowledge overlaps minimally with the knowledge needed to ef-
fectively achieve task goals. 

This problem is likely to be of continued concern in future robot systems. These 
systems are designed to offload the human through high autonomy. Additionally, a 
factor contributing to the out-of-the-loop performance problem, namely, imperfect 
reliability, is likely present, at least initially. Further, when these robots fail, they may 
do so in non-obvious ways. Indeed, in such systems, the need for a shift from full 
autonomy to operator intervention may not be marked by clearly pronounced signals, 
unlike in many current systems or when an obvious failure occurs in a complete sub-
system. It is fairly obvious, for example, when a pilot needs to revert to an alternate 
method of navigation or control when an instrument in the cockpit goes completely 
blank or gives a value that is clearly out of the possible range. In this case, a combina-
tion of signals in the automation (the blank display or wrong value), combined with 
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the pilot’s knowledge and SA, signal that a task previously handled by automation 
must be performed manually.  

In contrast, robot failures may include instances in which a robot provides appar-
ently valid information that is based on incorrect sensing. Although this type of  
failure may occur in other systems, and robots also fail in obvious ways, a pressing 
problem is dealing with subtle sensing errors in a system separated from its operator 
by location and task assignment. That is, the operator and robot are not only in differ-
ent locations, they also have different roles, making it difficult, impossible, or unne-
cessary to monitor each action of the robot. These types of failures are not mechanical 
failures (such as when the robot is stuck and cannot complete the task), but rather 
failures in robot sensing and intelligence (i.e., the robot completes the task but does so 
incorrectly). Furthermore, measuring a robot’s confidence or meta-awareness of their 
sensors continues to be a more difficult problem than sensing itself [12]. Consequent-
ly, robot mistakes may be detectable only through cross-checking with other data, and 
failure at lower levels (i.e., sensing) may only have noticeable consequences at higher 
levels (i.e., decision-making). From the operator’s perspective, a shift must take place 
when a robot fails; what previously did not need to be known by the operator sudden-
ly becomes critically important. To maintain SA, interventions are thus needed to 
support the operator’s information processing under robot unreliability. These will be 
important considerations for system design so that humans can effectively use the 
capabilities of future robots. 

In summary, SA is an important construct that mediates the relationship between 
autonomy and performance. We assert that without consideration of other task factors, 
high levels of robot autonomy will lead to poor SA. Next, we discuss the potential 
solutions to this problem developed in other systems and how they may apply to hu-
man-robot interaction. 

3 Potential Solutions  

Since there are benefits to automation and operator involvement [10], a solution to the 
problem of “which agent does what” is needed. The solution should be human-
centered and bound to the mission context [13]; it also needs to be applicable to hu-
man-robot interaction. 

3.1 Selecting a Level of Automation 

The degree to which a robot is involved in the task has been called the level of robot 
autonomy. Autonomy has origins in the Greek word autonomia, which means inde-
pendence [14]. The United States Department of Defense defines an autonomous 
weapon system as “a weapon system that, once activated, can select and engage tar-
gets without further intervention by a human operator” [15] and an autonomous bat-
tlefield entity as one “that does not require the presence of another battlefield entity in 
order to conduct its own simulation in the battlefield environment” [16].  
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Extending these definitions to robots, their autonomy is the extent to which the be-
havior of a robot results from integration of its own sensing [17] and the extent to 
which it makes decisions not mediated by other entities, in particular, humans [18]. 
Robot autonomy is generally discussed as a quality integrating the robot’s capabilities 
and authority across a series of tasks [19]. Although autonomy is an intuitive quality 
of robots, there are few developed quantitative models that describe robot autonomy, 
and fewer still that specify an operational definition.  

Robot behavior can be considered to belong to the broader class of automation. 
Automation is any “device or system that accomplishes (partially or fully) a goal that 
was previously, or conceivably could be, carried out (partially or fully) by a human 
operator” [19]. By considering robot behavior as automation, one can describe the 
robot’s involvement in a particular task as the level of automation.  

3.2 What Is Automated, Not Only How Much Automation 

The general case of automation has been widely studied [19]. An early taxonomy 
applicable to robots was developed by Sheridan and Verplank [20] and expanded 
upon by Parasuraman, Sheridan, and Wickens [19]. Importantly, their taxonomy ex-
panded upon prior models by including what task is automated in addition to how 
much automation is used. Under this model, the level of automation for a robot can be 
described as: (a) the levels of information processing in which the robot participants 
(i.e., what), and (b) the conditions under which the robot participates in each process 
(i.e., how much). 

The first two levels of this model map cleanly onto Endsley’s [21] levels of SA 
[22]. The first two levels of the model are the two levels of diagnostic aiding [23]. 
Robots perform the information acquisition stage of diagnostic aiding when they 
gather relevant information through their sensors. Robots perform the second stage, 
information analysis, when they integrate multiple pieces of sensor data or when they 
integrate sensor data with previously stored or externally provided information. Thus, 
information acquisition is a precursor to information analysis, and a robot that per-
forms both stages operates at a higher level of automation than one that only performs 
information acquisition. Automation that provides the higher level of diagnostic aid-
ing leads to better decision making [24] and performance [25] in operators while lo-
wering their workload [26].  

As discussed, the what of automation has been modeled by Parasuraman et al. [19]. 
However, much of the applied literature has taken a how much approach to measuring 
and manipulating the level of automation. Although it is understandably easier to 
manipulate the presence or functionality of an entire system, research needs to specify 
the stage as well as the amount of automation. Horrey and Wickens [27] adapted this 
approach and found that both information acquisition (stage 1 diagnostic aiding) and 
information analysis (stage 2 diagnostic aiding) lead to better performance than an 
unaided condition on a battlefield simulation task, with the information analysis aid 
leading to a greater reduction in errors compared with the information acquisition aid. 
However, memory probe questions suggested that relevant items were processed more 
deeply with the lower level of diagnostic aiding [27].  
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Adding automation of information analysis to automation of information acquisition 
has been shown to have a greater effect on decisions than automation of information 
acquisition alone. In a study of anesthesiologists, nurses, and hospital housekeepers, for 
example, operating room management information was presented as either a command 
display, which provided recommendations, or a status display, which made decision-
relevant information available [24]. When making decisions in subsequent scenarios, 
participants without either type of aid performed less accurately than random chance. 
Decision-making, both a cognitive outcome and a performance measure, was improved 
only by the command display (status displays did not have a significant effect on deci-
sion accuracy). Further, incorrect command displays had greater costs associated with 
them for trust, and users were more likely to follow erroneous recommendations that did 
not affect safety. From this, Dexter et al. [24] concluded that command displays were 
preferable, but carry additional costs when their recommendations are incorrect. 

Although robot diagnostic aiding may be beneficial to SA, the literature suggests 
that this relationship is highly sensitive to the presence of unreliability in the robot, 
and that the two levels of diagnostic aiding may be differentially affected. Perfor-
mance decreases as the reliability of a diagnostic aid falls [28]. While unreliable in-
formation negatively impacts performance, the effect may be stronger for information 
analysis automation than for information acquisition automation [29] [30]. 

Sarter and Scroeder [30] found that a diagnostic aid that provided recommenda-
tions (information analysis), rather than status information (information acquisition), 
had a greater performance cost when the automation was not reliable. Rovira and 
colleagues [29] found that unreliability degraded operator accuracy at three levels of 
increasingly automated information analysis. Unreliability did not have a significant 
effect on accuracy in the information acquisition condition, however.  

A similar pattern of results was found in an airplane identification task by Crocoll 
and Coury [31]. In a study manipulating status (acquisition) and recommendation 
(analysis) information, the group receiving only status information was the least af-
fected by inaccuracy in the automation. In line with this finding, Skitka, Mosier, and 
Burdick [32] found that introduction of imperfect automation that monitored system 
state lead to an increase in missed events.  

Parasuraman and Wickens provided a cognitive explanation for why lower levels 
of diagnostic aiding may lead to better SA: “The user must continue to generate the 
values for the different courses of action. As a result, users may be more aware of the 
consequences of the choice and of the possibility that the choice may be incorrect 
because of a faulty automated diagnosis” [33]. This may explain the empirical find-
ings of Horrey and Wickens [27]. When operators perform information analysis, they 
perform additional processing that may keep them “in the loop”. Consequently, the 
operators’ information analysis should lead to better SA during robot unreliability. 

Galster, Bolia, and Parasuraman [34] found that performance on a target detection 
task improved when an information status cue was added, even though this cue was 
not perfectly reliable. When a higher level of aiding was added in the form of decision 
suggestion, performance was not improved unless the information status cue was also 
included. This suggests that under conditions of unreliability, operators may be able  
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to recover from erroneous information provided by information acquisition automa-
tion more easily than from information analysis automation. In summary, when  
reliability is limited, access to lower-level data can help an operator to remain in the 
loop [35]. 

4 Discussion and On-Going Research 

The out-of-the-loop performance problem affects systems that separate the human 
from the automation during normal operation but need human intervention if some-
thing goes wrong. Future robots will be subject to limited reliability as they deal with 
the complexity of their operational environments and interact with humans. Because 
of this, the robot will be dependent upon its human operators for successful perfor-
mance, just as humans will depend upon the robot to execute mission goals. To ensure 
that humans do not lose SA, it is imperative that system designers consider how an 
operator’s cognition may be affected by the autonomy and reliability of the robot. 

We assert that the levels of information processing at which a robot offers assis-
tance provide an important indicator of how the operator’s SA will be affected. In 
other words, robots that are capable of gathering and integrating information can sup-
port higher levels of SA in the human, but only if the robot is able to perform this task 
reliably. When reliability is very high and unreliability has minimal impact on mis-
sion effectiveness, operators are likely to benefit from automation that integrates in-
formation and operates independently. Under the more realistic scenario of robot 
unreliability, it may be more beneficial for the robot to provide less integrated infor-
mation to support lower levels of SA. Taking this approach could help the human 
mitigate the effects of robot unreliability.  

Because the level of automation is both what and how much, the solution to im-
plementing the right level of automation in a robot system will depend on the infor-
mation and work needs of the human operator as well as the anticipated reliability of 
the robot system. It is important to consider these as two separate factors, each contri-
buting to the autonomy of the robot. It may be neither sufficient nor desirable to lower 
the level of automation. Instead, high levels of automation may be possible by design-
ing the robot to keep the human in the loop through the provision of relevant, low-
level information. By strategically selecting what is automated, the robot may be able 
to perform its assigned functions more independently. In this way, the human will be 
able to maintain SA while benefiting from a robot capable of independent sensing and 
behavior. 

This is the topic of our current empirical investigation. The purpose of our study is 
to determine the conditions under which diagnostic aiding contributes to operator SA 
given limitations of robot reliability, on the one hand, and unaided human task per-
formance, on the other. Diagnostic aids that perform information analysis as well as 
information acquisition should lead to higher levels of SA than information acquisi-
tion alone. However, this relationship has been observed only under cases of perfect 
robot reliability. We expect the opposite under conditions of imperfect reliability. 
That is, information acquisition will be more beneficial form of automation than  
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information analysis. By providing lower-level information, the human should remain 
in the loop. This study will confirm and extend the findings discussed while providing 
insight into the conditions under which the out-of-the-loop performance problem can 
be mitigated. 

Our ultimate goal is to expand upon the existing understanding of the levels of au-
tomation by considering how the type of automation may affect levels of human SA 
and how that relationship varies as a function of robot unreliability. Ultimately, this 
may provide a path towards maximizing human SA in human-robot interaction. 
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Abstract. A recent development of social robotics suggests the integration of 
human characteristics social robots, which allows a more natural interaction be-
tween users and these social robots targeting better task performance and great-
er user acceptance to such social robots. It is interesting to note that the recent 
successful integration of human characteristics has brought an overarching re-
search paradigm, known as Computers Are Social Actors (CASA) theory which 
suggests that people react and respond to computers and robots, often similar to 
the way they treat another social entities. Based on the research paradigm of 
CASA theory, this study further examined the impact of gender-related role ste-
reotypes on the assessment of a social robot in a particular occupation. Though 
previous research in social science found that stereotyping makes a significant 
influence on personal decisions, involving career promotion, development, and 
supervision, as well as personal competence evaluations, limited insights has 
been found in HRI research. A between-subject experiment was conducted with 
40 participants (gender balanced) at a public university in Singapore to investi-
gate the effect of gender-related role stereotypes on user acceptance of a social 
robot as a security guard. Largely within our expectations, the results also 
showed that users perceived the security robot with matching gender-related 
role stereotypes more useful and acceptable than the mismatched security robot 
as a second-degree social response. 

Keywords: Social Robots, Human—Robot Interactions, User Acceptance, 
Gender Stereotypes. 

1 Introduction 

United Nations (UN) projected one out of every five people in the world to be elderly in 
year 2050 (Population Division UN, 2000). Due to the problems of aging populations 
and labor shortages in healthcare industry worldwide (World Health Organization, 
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2006), a rising demand for automation is highly expected. Combining the intention to 
support independent living for elderly, such demand has pin-pointed the usage of social 
robots as a potential solution for elderly-care at home. These social robots could provide 
a wide range of home services involving companion, healthcare, house-chores, and 
security purposes (Carpenter et al., 2009; Dautenhahn et al., 2005; Groom, 2008; Hud-
licka et al., 2009; Ray, Mondada, & Siegwart, 2008). Different from the conventional 
labor-intensive robots in workplaces such as factory, these social robots at home work 
closely and frequently interact with other humans and its surrounding environment. As a 
result, their social skills and abilities become pivotal in their performance indicators. 
Therefore, recent developments of social robotics have suggested the integration of 
human characteristics social robots, which allows a more natural interaction between 
users and social robots targeting better task performance and greater user acceptance to 
such social robots (Fong, Nourbakhsh, & Dautenhahn, 2003).  

Though researchers believe that both robots and users can be mutually benefited 
from the robots integrating ‘human social’ characteristics (Breazeal, 2003), it stems 
also potential pitfalls from their benefits in human—robot interaction (HRI). For ex-
ample, as suggested by Mori’s uncanny valley (Mori, 1970), a user response can be 
revulsive when they are facing robots that look and act almost, but not perfectly, like 
a human. Therefore, understanding the motivations by which user comes to accept or 
reject these ‘human social’ characteristics on social robots is necessary to avoid a 
potential user repulsion. Such perceptive of user acceptance requires in-depth under-
standing of human—robot relationship.  

Computer as Social Actors (CASA) theory suggests a fundamental social relation-
ship between human and machines (Nass, Steuer, & Tauber, 1994). Within the re-
search paradigm, researchers found that humans mindlessly provide social responses 
to machines, including computers, virtual agents (Nass, Moon, & Carney, 1999; Nass, 
et al., 1994; Reeves & Nass, 1996) and social robots (Lee, Peng, Yan, & Jin, 2006; 
Tapus, Tapus, & Matarić, 2008), similar to the ways that they treat other humans. The 
point of departure of this paper is the media equation between humans and social 
robots as suggested by CASA theory. In other words, people will generally apply 
social model when they are observing or interacting with autonomous robots (Brea-
zeal, 2003). Based on the media equations, this study aims to understand how human 
responses towards social robots would be affected by the social stereotypes.  

2 Literature Review 

2.1 Personifying Robots 

Apart from building robots and androids with humanoid appearances, researchers 
suggested also many other interactive ‘human social’ characteristics including com-
municating with high-level dialogue, learning/recognizing models of other agents, 
establishing/maintaining social relationships, possible learning/developing social 
competencies, and exhibiting distinctive personality and character, to be integrated  
on social robots (Fong, et al., 2003). Therefore, in order to maximize payoffs in  
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advocating the most appropriate ‘human social’ characteristics on robots, researchers 
tend to apply previous successful examples of human—human interactions in sociol-
ogy on HRIs.  

In sociology, human gender and personality were extensively used to explain a va-
riety of personal difference in abilities, attitudes, and social behaviors (Dunn & Gua-
dagno, 2012; Li & Chignell, 2010; Muscanell & Guadagno, 2012; Streiff et al., 2011; 
Woods & Hampson, 2010). Likewise, these two traits have also been commonly used 
to personify robots in social settings (e.g., Edsinger, Reilly, & Breazeal, 2000; Eyssel 
& Hegel, 2012; Kim, Kwak, & Kim, 2008; Lee, et al., 2006; Powers et al., 2005; Sie-
gel, Breazeal, & Norton, 2009; Tapus, et al., 2008; Woods, Dautenhahn, Kaouri, 
Boekhorst, & Kheng Lee, 2005). After robots become more and more common to 
public, they took out certain tasks that were previously carried out by humans. Since 
then, how robot designers gender their humanoids represents a tangible manifestation 
of their tacit understanding of femininity in relation to masculinity, and vice versa 
(Robertson, 2010). The creation of gender is largely based on the vague and unreflex-
ive assumptions about humans’ differences in gender. 

Since the proposal of CASA theory, researchers are given confidence to rationally 
apply social concepts in modeling and explaining the nature of human-robot relation-
ship. Some successful applications of social concepts include social role identity and 
personality attraction rules in explaining user’s preference of robot’s gender and per-
sonality type. Upon successful applications, the genders of robots were found to affect 
user’s preference as well as the task suitability and persuasive power of social robots 
(Carpenter, et al., 2009; Eyssel & Hegel, 2012; Powers, et al., 2005; Siegel, et al., 
2009). Besides, personality of social robots was also found to influence user’s prefe-
rence (Tapus, et al., 2008), perceived enjoyment, intelligence, and social attraction 
(Lee, et al., 2006) of social robots. Generally, the previous successful examples of 
gendering robots suggested that people see and understand the traits of robots similar 
to those on humans (Eyssel & Hegel, 2012; Powers, et al., 2005). Largely, this under-
standing is drawn from their knowledge in head and can be interpreted in the light of 
role stereotypes founded in real world.  

2.2 Social Role Stereotypes 

Asch’s (1946) defined stereotype as a gestalt view of personal perception, which em-
phasized the notion that certain traits, characteristics or prototypes are more ‘central’ 
and important in organizing our perceptions of other people than other traits. As early 
as the age of five, children have already developed an impressive constellation of 
gender stereotypes. They often use these stereotypes to form impressions of others, 
help guide their own behavior, direct their attention, and organize their memories 
(Martin & Ruble, 2004). The process of stereotyping is claimed to be automatic and 
almost unavoidable (see Bargh, 1999; Devine, 1989). Via the simple and automatic 
act, a perceiver gains a large amount of ‘functionally accurate’ information to help 
them guide their perceptions and responses (Swann, 1984). This information includes 
the important background characteristics of group members, such as personality traits 
(Grant & Holmes, 1981; Linville & Jones, 1980), individual beliefs, and values  
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(Rokeach & Mezei, 1966). Besides, certain identity traits such as age, gender, and 
race were also consistently found as primary categories in the contents of stereotype 
labeling (Brewer, 1988; Fiske & Taylor, 1991; Schneider, 2004, p. 96). This informa-
tion, though not entirely accurate, could guide our responses toward the others  
(Stangor & Schaller, 2000). It provides an anchor for us to organize our behaviors, 
including self-protections or communicative patterns, towards others and surrounding. 
Thus, the information obtained through is essential to our well-being (Fiske & Taylor, 
1991).  

Particularly, the role stereotypes and its impact in social environment can be spe-
cifically highlighted by a substantial amount of occupational stereotypes studies con-
cerning individual differences, such as gender, ethnicity, and personality. General 
public has particular gender and/or personality stereotypes towards many occupation 
roles including engineer, police officer, politician, homemaker, and model (Crowther 
& More, 1972; Garrett, Ein, & Tremaine, 1977; Levy, Kaler, & Schall, 1988; McCau-
ley & Thangavelu, 1991; McLean & Kalin, 1994; Shinar, 1975; Triandis, 1959; 
Walker, 1958). Since the information of stereotypes help us organize the behaviors 
and characters of others, it may also impact the nature of social interactions (Bargh, 
Chen, & Burrows, 1996). Largely found in occupational studies, gender-typing was 
found influential in personal decisions such as job hiring decisions (Glick, Zion, & 
Nelson, 1988), personal competence evaluations (Gerdes & Garber, 1983; Goldberg, 
1968; Rosen & Jerdee, 1973, 1974a), career promotion, development, and supervision 
(Rosen & Jerdee, 1974b).  

Based on the reappraisal of previous literatures, the purpose of this study is to ex-
tend the insights of social role stereotypes from human—human interactions into HRI 
based on the research paradigm of CASA theory. Though some previous studies have 
discussed the importance of gender (e.g., Carpenter, et al., 2009; Siegel, et al., 2009) 
and stereotypical images (e.g., Eyssel & Hegel, 2012; Powers, et al., 2005) in affect-
ing user’s perceptions towards social robots, these studies did not fully cover the  
effect of occupational-gender stereotypes on robot usage in home settings. The objec-
tive is to examine the validity and impact of gender stereotypes for social robots in 
home settings. Based on the insights from studies in occupational field, this study 
expects social robots that violate their occupational stereotypes will be evaluated less 
advantageous than those that comply with the stereotypes. Two pre-requisites are 
required to examine the backlash effect of role stereotypes in HRI. First, it is essential 
to understand user’s role stereotypes of the social robots. The second pre-requisite is 
the successful recognition of gender manipulation in this study.  

3 Methods 

3.1 Participants 

Forty participants from a public university of Singapore participated in this study 
(M=22.57, SD=2.25). The participants were randomly recruited from various faculties 
in the university. Each participant received 10 dollars as a compensation for their time 
spent for the experiment. 
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3.2 Experimental Design and Manipulations 

The usage of male robots in home-settings is rarely discussed in previous research. 
Therefore, this study selected a security robot which is a stereotypical male occupa-
tion in real world to understand how users change their perceptions in accordance to 
different genders. This study employs a between-subject experimental design. Twenty 
participants were randomly assigned to interact with a male security robot and the rest 
was assigned to the condition of female security robot. The male gendered security 
was given a typical name of a male, John (Swim, Borgida, Maruyama, & Myers, 
1989). Similarly, the female gendered security robot was given a typical name of a 
female, Joan (Swim, et al., 1989). Besides, the gender was also manipulated with 
male and female voices provided by the gender ready Windows text-to-speech (TTS) 
software. On the other hand, the appearance, speech rate, and gesture of the robots 
remained identical for the male and female gendered robot. 

3.3 Experimental Procedures 

Participants firstly entered a briefing room and given a brief introduction of the secu-
rity robot that they are going to meet. After signing on a consent form, they were 
directed to the experimental room and started their interactions with the security ro-
bot. To enhance the flexibility of the experiment, an operator acted as a “wizard” 
behind the one-way mirror in the wizard-of-oz experimental setting. In the first phase 
of the interaction, the security robot introduced himself/herself to the participants. On 
the other hand, in the second phase of experiment, the participants were requested to 
view a closed-circuit television of four surveillance cameras positioned outside of the 
experimental room. An alert was triggered when the security robot detected a suspi-
cious intrusion through the CCTV. Followed by the alarm, the security robot asked 
the participants whether they wanted to zoom in into a specific camera view that de-
tected the intrusion. Later on, the security robot determined the intrusion to be safely 
resolved after the stranger left the surveillance zone. After the intrusion, the security 
robot found that the participants left their belongings in the briefing room and left the 
briefing room unlocked. Therefore, the security robot asked if the participants would 
like the door to be locked with its tele-remote system. In the last task scenario, the 
security robot alerted the participants that an electric kettle inside the experimental 
room was unintentionally left switched on. The participants were given freedom to 
answer and behave on their own during the experiment. With the different responses 
from participants, the security answered and behaved differently. After the session, 
the participants were guided back to the briefing room to answer a set of question-
naire for their post-usage responses.  

3.4 Measures 

To ensure a successful gender manipulation, participant’s perceived gender of the 
security robot was measured after the experiment. Participants rated their perceived 
masculinity and femininity of the robots on a 7-point Likert scale.  
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Similar to any IT implementations, a social robot cannot be well utilized unless it 
is wholly accepted by its user. Therefore, similar with the study of Ezer, Fisk, and 
Rogers (2009), this study employed the Technology Acceptance Model (TAM) to 
study user’s acceptance of security robot at home. The measures included perceived 
usefulness, perceived ease of use, and intention to use (i.e., acceptance). The per-
ceived usefulness was measured with four items, 1) I think the security robot will be 
useful in my daily life, 2) I think using the security robot will improve the effectiveness 
of my daily life, 3) It would be convenient for me to have the security robot and 4) I 
think the security robot can help me with many things. The perceived ease of use was 
measured with three items, 1) My interaction with the security robot is clear and un-
derstandable, 2) I find it easy to get the security robot to do what I want it to do, 3) I 
find the security robot to be easy to communicate. Lastly, participant’s intention to 
use was measured by three items 1) If given a chance, I plan to use the security robot 
in near future, 2) If given a chance, I think I’ll use the security robot in near future, 3) 
If given a chance, I’m certain to use the security robot in near future. Participants 
rated their agreement of each statement on a 7-point Likert scale (1=strongly disagree, 
7=strongly agree). 

3.5 Results 

The Cronbach’s alpha value for the items measuring perceived usefulness, perceived 
ease of use, and intention to use, are 0.73, 0.91, and 0.96 respectively. Hence, the 
scales measuring the three TAM constructs appeared to be reliable (alpha > 0.7). The 
participants perceived the male gendered robot (M=5.55, SD=0.83) more masculine 
than the female gendered robot, M=3.85, SD=1.35, p=0.00, ηp

2=0.38. On contrary, the 
female gendered had a higher rating of femininity (M=4.45, SD=1.39) than the male 
gendered robot, M=3.10, SD=1.12, F(1,38)=11.40, p=0.002, ηp

2=0.23. Upon the suc-
cessful recognition of gender, the participants perceived the male gendered security 
robot (M=5.79, SD=0.82) more useful than the female gendered security robot, 
M=5.09, SD=0.90, F(1, 38)=6.63, p<0.05, ηp

2=0.15. Also, participants found the male 
gendered security robot (M=5.75, SD=0.88) more acceptable than the female gen-
dered security robot, M=5.05, SD=1.26, F(1,38)=4.17, p<0.05, ηp

2=0.10. However, 
the difference of perceived ease of use between the male gendered (M=5.48, 
SD=0.72) and the female gendered robot was only marginally significant, M=4.97, 
SD=1.03, F(1, 38)=3.40, p=0.07. 

4 Discussions 

Humans were gifted the ability to recognize and differentiate gender since early 
childhood. Hence, it is not surprising that the participants are able to recognize the 
gender of social robots with simple vocal cues in this study.  

Upon successful recognition, user’s evaluations towards the security robots 
changes with their perceived gender. Though user’s evaluations could happen almost 
instantaneously, we can see it as a two-step process. First, the stereotype heuristics 
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offer a judgment of task suitability based on the different genders of robots. Secondly, 
based on the perceptions of task suitability, participants evaluated the security robots. 
The evaluation of one’s task suitability is neither novel in society nor HRI. Similar to 
the documentation of occupational stereotypes, previous studies in HRI found differ-
ence in perceived task suitability for social robots with different genders (Carpenter, 
et al., 2009; Eyssel & Hegel, 2012; Powers, et al., 2005; Siegel, et al., 2009). The 
results of this study offer a new insight to further relate these gender stereotypes with 
user’s acceptance of social robots.  

Carpenter (2009) found that participants generally preferred female gendered ro-
bots working in home settings. The reason may be twofold. First, without specifically 
illustrated, participants assumed the primary task of home-service robots as doing 
house chores. As a result, they felt that female gendered robot could be more suitable. 
The second possibility is that they may simply think that female gendered robot 
would be more suitable in home-setting environment. The former suggests user’s 
evaluations are task-related; whereas, the latter suggests user’s evaluations are envi-
ronment-related. Largely within our expectations, this study shows that participant’s 
perceived the male gendered security robots working at home to be more useful and 
acceptable than the female security robots. Hence, the results primarily ruled out the 
second possibility that user’s evaluations of social robots are environment-related. In 
other words, it suggests gender stereotypes as a key determinant of user’s evaluations 
for social robots working at home.  

The contribution of this study has two-fold. Practically, it provides an anchor for 
robot designers to reduce the large design dimensions by possibly laying their focuses 
on gender stereotypes. Theoretically, it suggests a transfer of high level social con-
cepts in real world to HRI. Id est, it serves as an exploratory study that suggests re-
searchers and robot designers to further explore and apply high level social concepts 
in HRI. The results are supposed to enhance user’s attitudes and acceptance towards 
this newly developed technology at home.  

5 Limitations and Future Work 

By and large, gender stereotypes are powerful and influential to user’s perceptions 
and attitudes in HRI. Though the study is ambitious in exploring stereotypes in social 
robotics, it unavoidably suffers from a couple of limitations. First, though the experi-
ment was conducted with male and female gendered robots, it included only a single 
role of social robots. Hence, the comparison of gender stereotypes is not exhaustive. 
One may argue, though unlikely, that the participants preferred a male gendered robot 
working at home and their preference of robot gender is not task-related. This limita-
tion can be solved by duplicating the experiment with another female-stereotyped role 
of social robots at home. Secondly, some argue that certain occupations are gender-
stereotyped because they call for the traits of male or female (Cejka & Eagly, 1999). 
Hence, subsequent studies exploring role stereotypes in social robotics may include 
other stereotyped traits such as personality in their studies.  
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Abstract. In the current experiment, we simulated a military multitasking envi-
ronment and evaluated the effects of RoboLeader on the performance of human 
operators (i.e., vehicle commanders) who had the responsibility of supervising 
the plans/routes for a convoy of three vehicles while maintaining proper 360° 
local security around their own vehicle. We evaluated whether -- and to what 
extent -- operator individual differences (spatial ability, attentional control, and 
video gaming experience) impacted the operator’s performance. In two out of 
three mission scenarios, the participants had access to the assistance of an intel-
ligent agent, RoboLeader. Results showed that RoboLeader’s level of autonomy 
had a significant impact on participants’ concurrent target detection task per-
formance and perceived workload. Those participants who played action video 
games frequently had significant better situation awareness of the mission envi-
ronment. Those participants with lower spatial ability had increasingly better 
situation awareness as RoboLeader’s level of autonomy increased; however, 
those with higher spatial ability did not exhibit the same trend.  

Keywords: human-robot interaction, intelligent agent, military, individual  
differences, multitasking. 

1 Introduction 

Robots are increasingly utilized in military operations, and the types of tasks they are 
being used for are evolving in complexity [1][2]. In the future battlefield, Soldiers 
may be given multiple tasks to perform concurrently, such as navigating a robot while 
conducting surveillance, maintaining local security and situation awareness (SA), and 
communicating with fellow team members. In recent years, several research efforts 
have developed intelligent software agents that can assist human operators in manag-
ing multiple robots in military tasking environments [3]-[5]. Indeed, a recent report on 
the Role of Autonomy in U.S. Department of Defense Systems recommended that 
“increased autonomy can enable humans to delegate those tasks that are more  
effectively done by computer, including synchronizing activities between multiple 
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unmanned systems, software agents and warfighters—thus freeing humans to focus 
on more complex decision making” (p. 1) [6]. Such a robotic surrogate agent, Robo-
Leader, was developed under the U.S. Army Research Laboratory’s Director’s Re-
search Initiative Program to support mixed-initiative decision making [3][7][8]. In 
typical mission situations, RoboLeader would recommend route revisions when en-
countering environmental events that require robots to be rerouted. The human opera-
tors, in turn, can accept the plan revisions or modify them as appropriate.  

In the current experiment, we simulated a multitasking environment and evaluated 
the effects of RoboLeader on the performance of human operators (i.e., vehicle com-
manders) who had the responsibility of supervising the plans/routes for a convoy of 
three vehicles (their own manned ground vehicle [MGV], an unmanned aerial system 
[UAS], and an unmanned ground vehicle [UGV]) while maintaining proper 360° local 
security around their MGV (Fig. 1). The U.S. Army is currently developing 360° 
indirect-vision display capabilities to enable vehicle commanders to see their imme-
diate environment via streaming video sent from cameras mounted outside the MGV. 
In the current experiment, the three simulated vehicles traveled in an urban environ-
ment as a convoy and the participants had to decide whether and how the routes for 
the convoy had to change based on environmental events (e.g., threats present, envi-
ronmental hazards/obstacles) and/or intelligence reports. The paradigm followed 
Chen and Barnes [3][7] and there were three levels of autonomy (LOAs): the partici-
pants either performed the plan revisions manually (Manual condition) or with the 
assistance from RoboLeader (Semi-Auto condition: maintaining vehicle dis-
tance/separation only; Full Auto condition: vehicle separation + route planning). 
Concurrently, the participants monitored an indirect-vision display where the envi-
ronment surrounding the MGV was visible. They were required to report any threats 
present in their immediate environment (i.e., target detection task). 

 

 

Fig. 1. User interface of the convoy and 360 tasking environment 
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In the current study, we also sought to evaluate whether -- and to what extent -- oper-
ator individual differences in spatial ability, attentional control, and video gaming expe-
rience might impact the operator’s performance. Significant individual differences in 
cognitive task performance and interaction with automation have been repeatedly do-
cumented in literature [3][9]-[11]. Szalma [12] suggests that individual differences 
should be considered more frequently in user interface designs and training intervention 
developments. In fact, based on empirical data, it has been observed that effects due to 
individual differences in cognitive abilities can sometimes be even greater than effects 
due to interface design manipulations [13]. Manzey et al. [14] observed significant indi-
vidual differences in susceptibility to automation bias effects in the multitasking  
environments they simulated, although the authors did not identify what individual dif-
ferences factors contributed to the observed behaviors. Previous research has shown that 
some individuals show more performance decrements than others when multitasking 
and these decrements may be related to their poorer abilities to control and allocate 
attention [15]-[17]. These results suggest that individual differences in attentional con-
trol seem to play a critical role in determining an operator’s overall multitasking per-
formance. Research also shows that individual differences in spatial ability and gaming 
experience play important roles in determining operators’ SA in multi-robot tasking 
environments [3][7]. 

2 Method 

2.1 Participants 

Thirty individuals (21 males and 9 females, mean age 25 yrs) from the Orlando, FL 
area participated in the study. They were compensated $15/hr for their time. 

2.2 Apparatus 

A modified version of the Mixed Initiative Experimental (MIX) Testbed was used as 
the simulator for this experiment [18]. The RoboLeader algorithm was implemented 
on the MIX testbed and it had the capability of collecting information from subordi-
nate robots with limited autonomy (e.g., collision avoidance and self-guidance to 
reach target locations), making tactical decisions and coordinating the robots by is-
suing commands and waypoints etc. [8]. The MGV 360° indirect-vision display emu-
lated the capability currently developed by the U.S. Army Technology Objective 
(ATO) Improved Mobility and Operational Performance through Autonomous Tech-
nologies (IMOPAT). The capabilities of the UGV and the small UAS as well as the 
behavior of the convoy (e.g., the formation of and the distances among the three ve-
hicles) were simulated based on the concept of the ATO Safe Unmanned Operations 
in Urban Operations (SOURCE).  

A demographics questionnaire was administered at the beginning of the training 
session. An Ishihara Color Vision Test (with 9 test plates) was administered via Po-
werPoint presentation. Since the RoboLeader OCU employed several colors to dis-
play the plans for the robots, normal color vision was required to effectively interact 
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with the system. A questionnaire on Attentional Control [19] was used to evaluate 
participants’ perceived attentional control. The Attentional Control survey consists of 
21 items and measures attention focus and shifting. The scale has been shown to have 
good internal reliability (α = .88). The Cube Comparison Test [20] and the Spatial 
Orientation Test [21] were used to assess participants’ spatial ability. The Cube Com-
parison Test requires participants to compare, in 3-minutes, 21 pairs of 6-sided cubes 
and determine if the rotated cubes are the same or different. The Spatial Orientation 
Test, modeled after the cardinal direction test developed by Gugerty and his col-
leagues [21], is a computerized test consisting of a brief training segment and 32 test 
questions. Both accuracy and response time were automatically captured by the pro-
gram. Participants’ perceived workload was evaluated with the computerized version 
of the NASA-TLX questionnaire, which used a pairwise comparison weighting pro-
cedure [22].  

2.3 Procedure 

Before the training session, the participants completed the preliminary tests (color 
vision and spatial) and surveys (demographic and perceived attentional control). 
Training, lasting about one hour, was self-paced and was delivered by PowerPoint® 
slides showing the elements of the operator control unit (OCU), steps for completing 
various tasks, several mini-exercises for practicing the steps, and exercises for per-
forming the experimental tasks. The participants had to demonstrate that they could 
recall all the steps for performing the tasks without any help. The experimental ses-
sion immediately followed the training session and consisted of three scenarios, each 
lasting approximately 30 minutes. During the scenarios, participants tried to get a 
convoy of three vehicles (his/her own MGV, a small UAS, and a UGV) from point A 
to point B. The participants were instructed to maintain certain distances among the 
three vehicles. In each scenario, there were initial waypoint plans for each vehicle 
when the scenario started, and the participants’ task was to modify the plans based on 
environmental/intel “events” (described later) or based on hostile targets detected by 
the participants themselves. Simultaneously, the participants had to maintain 360° 
local security surrounding his/her own MGV by monitoring the 360° indirect-vision 
display and try to detect targets in the immediate environments. Once a hostile target 
was detected, the participants “lazed” the target by clicking on the target using the 
mouse. The “lazed” insurgent would then be displayed on the map. There were civi-
lians and friendly dismounted soldiers in the simulated environment to increase the 
visual noise present in the target detection tasks. The order of scenarios was counter-
balanced across participants.  

During the scenarios, there were several events (e.g., intelligence that the human 
operator received from the intel network or environmental hazards such as fire or road 
blockages) that would require revisions to the plans for the manned and unmanned 
vehicles. Once an event transpired, the participants must notice and acknowledge that 
the event had occurred. In the Full-Auto condition, RoboLeader would recommend 
plan revisions for the events (by presenting the new waypoints on the map), which the 
operator could accept, or reject and modify as deemed necessary. In the Semi-Auto 
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condition, the participants modified the waypoints for the lead vehicle (the UAS) 
when the convoy’s route needed to be changed. In the Manual condition, the operator 
made the revisions manually. In the Semi-Auto and Full-Auto conditions, the distance 
separations among the vehicles was maintained automatically based on the vehicles’ 
own leader-follower algorithms.  

Each scenario contained five SA queries, which were triggered based on time pro-
gression (e.g., 3 minutes into the scenario). The SA queries included questions such as 
“Use the provided paper to identify which areas have encountered the most Insur-
gents” etc. When an SA query was triggered, the OCU screen went blank, the simula-
tion paused, and the SA query was displayed on the screen. Participants wrote their 
response to the query on an answer sheet. After participants responded to the SA 
query, it was removed from the OCU screen and the simulation resumed. There was a 
two-minute break between the experimental scenarios. Participants assessed their 
workload using the NASA-TLX immediately after each experimental scenario.  

3 Results 

A mixed-model ANOVA (within-subject: LOA; between-subject: participants’ spatial 
ability [SpA]) on Target Detection revealed a significant effect of LOA, F(2, 27) = 12, 
p < .0005, η2p = .47. Post-hoc (LSD) comparisons show a significant increase in Tar-
get Detection scores between both Manual and Semi-Auto conditions and Manual and 
Full Auto conditions (p’s < .05). There was no significant difference between Semi-
Auto and Full Auto conditions.  

A mixed-model ANOVA on Situation Awareness (SA) revealed a significant inte-
raction of LOA and SpA, F(2, 27) = 3.6, p = .04, η2p = .21. Participants with lower 
SpA had increasingly higher SA as the LOA increased; however, those with higher 
SpA exhibited the opposite trend. Participants who played action games frequently 
(daily or weekly) had significantly better SA than those who did not, F(1, 28) = 4.5,  
p = .04, η2p = .14 (Figure 2). 

 

 
Fig. 2. Effects of gaming experience on situation awareness 
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A mixed-model ANOVA revealed that there was a significant main effect of LOA 
on Perceived Workload (NASA-TLX), F(2, 27) = 24.8, p < .0005, η2p = .65. Post-hoc 
(LSD) comparisons showed that the differences between each pair were all significant 
(p’s < .05), with Manual being the highest and RoboLeader being the lowest. All three 
major dependent measures (target detection, SA, and workload) are graphically sum-
marized in Figure 3. 

 

Fig. 3. Major dependent measures 

4 Conclusions 

In the current experiment, we simulated a military multitasking environment and eva-
luated the effects of RoboLeader on the performance of human operators (i.e., vehicle 
commanders) who had the responsibility of supervising the plans/routes for a convoy 
of three vehicles (their own MGV, a UAS, and a UGV) while maintaining proper 
360° local security around their MGV. Results showed that RoboLeader (either semi- 
or full-auto) enhanced participants’ concurrent target detection task performance 
while reducing their perceived workload (Figure 3). Those participants with lower 
spatial ability had increasingly better situation awareness as RoboLeader’s level of 
autonomy increased; however, those with higher spatial ability did not exhibit the 
same trend. Frequent action gamers had significantly better SA of the mission envi-
ronment than those who did not play action games frequently. This result is consistent 
with previous findings [3][7][23], suggesting that video game play is associated with 
greater visual short-term memory and faster information processing, which in turn, 
may have contributed to game playing participants’ superior SA in the current study. 
These results also support the conclusion of a U.S. Air Force study [24] based on 
interviews of UAV pilots that gamers’ superior SA may be able to translate into supe-
rior robotics management performance. These results may have important implica-
tions for system design and personnel selection for future military programs [24]-[26]. 
Future research can investigate training interventions (e.g. attention management) 
and/or user interface designs (e.g. multimodal cueing displays) to enhance robot  
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operator performance in challenging tasking environments [1][27][28]. Future efforts 
will also examine the feasibility of implementing RoboLeader-like agent in other 
military multi-robot missions such as building-mapping and clearing and swarm  
control. 
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Abstract. This research applies a systems approach to aid the understanding of 
collaborative working during intelligence analysis using a dedicated (Wiki) en-
vironment.  The extent to which social interaction, and problem solving was fa-
cilitated by the use of the wiki, was investigated using an intelligence problem 
derived from the Vast 2010 challenge. This challenge requires “intelligence 
analysts” to work with a number of different intelligence sources in order to 
predict a possible terrorist attack. The study compared three types of collabora-
tive working, face-to-face without a wiki, face-to-face with a wiki, and use of a 
wiki without face-to-face contact. The findings revealed that in terms of task 
performance the use of the wiki without face-to-face contact performed best and 
the wiki group with face-to-face contact performed worst. Measures of interper-
sonal and psychological satisfaction were highest in the face-to-face group not 
using a wiki and least in the face-to-face group using a wiki. Overall it was 
concluded that the use of wikis in collaborative working is best for task comple-
tion whereas face-to-face collaborative working without a wiki is best for  
interpersonal and psychological satisfaction. 

Keywords: Collaborative working, intelligence analysis, Wiki. 

1 Introduction 

Recent intelligence failures, and subsequent reports, have emphasised the need for 
better ways to organise, manage, and support intelligence analysis (Butler, 2004; 9/11 
Commission Report, 2004; Posner, 2005; Murphy, 2006;). A common theme 
throughout these reports is the need for greater collaboration between the agencies 
and individuals involved. In the USA projects such as A Space and Intellipedia have 
been developed to promote and support such collaboration. However, the way in 
which collaborative work is organised can vary considerably and we need more re-
search to inform decisions on the nature of complex collaborations. For example 
Convertino et al (2008) investigated the effects of group composition in computer 
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supported collaborative intelligence analysis and found that individuals working with 
like-minded individuals tended to show and retain greater bias in their analytical 
judgements than did individuals working in more heterogeneous groups. Neville 
(2009) has considered the diagnostic errors that can accrue from co-operative working 
during a friendly fire incident in Iraq. His study illustrated how processes of coopera-
tion can be vulnerable and ultimately fail, particularly when multiple participants are 
physically distributed and interaction is mediated by communication technologies. In 
the context of military intelligence analysis Jones et al (1998) have described the use 
of ‘CoRAVEN’, an intelligent collaborative multimedia system to support intelli-
gence analysts a forerunner to the more sophisticated Wikis that are now widely 
available. 

The use of collaborative tools such as wikis has also been investigated in the con-
text of intelligence analysis. In this context a wiki is defined as software that allows 
users to create and edit the content of a document usually via a web browser.Wheaton 
(2008) studied this extensively both in classroom and real world environments. The 
findings revealed that Wikis can help to facilitate collaboration to a high degree and 
that the final intelligence product is often much better than that produced by tradition-
al methods (e.g. face-to-face collaboration). 

1.1 A Systems Approach to Collaborative Working 

The benefits of collaborative working within the intelligence community appear to be 
well established (Wheaton, 2008). What is less clear is exactly how collaborative 
working necessarily leads to a superior intelligence product. One way to examine this 
problem, and clarify the cognitive and psychosocial factors involved, is to use a sys-
tems approach. 

Collaborative knowledge building, especially where Wikis or other collaborative 
software is used can be understood in terms of a system with three facets. The first to 
consider is the cognitive processes of the individuals involved in the collaborative 
working. The second aspect of this system is the psychosocial processes that influence 
group functioning and the third is the group organisation itself. These three aspects of 
this system will interact and it is this interaction that will lead to the desired collabora-
tive learning. Using this systems approach it is possible to examine in detail how dif-
ferent factors interact to produce new emergent knowledge and this will lead to a 
greater understanding of collaborative working and its impact on intelligence analysis. 

1.2 Accommodation and Assimilation 

This systems approach is based on the work of  Cress and Kimmerle (2008)who also 
attempted to describe the learning process itself in terms of  the Piagetian concepts of 
assimilation and accommodation (Piaget, 1970). Although usually considered in the 
context of individual learning the concepts of assimilation and accommodation can be 
usefully applied in the understanding of collaborative learning. Working collabora-
tively involves more than simply sharing information. For example if I give you a 
recipe and you give me details of a good garage we have exchanged information but 



A Collaborative Multi-source Intelligence Working Environment: A Systems Approach 283 

no new knowledge has been produced. In collaborative working Cress and Kimmerle 
(2008) suggest four different types of learning: 

• internal assimilation (quantitative individual learning) 
• internal accommodation (qualitative individual learning) 
• external assimilation (quantitative collaborative knowledge building) 
• external accommodation (qualitative collaborative knowledge building). 

Together these four types of learning are responsible for the new emergent knowledge 
that should be a feature of collaborative working. 

Where individual knowledge differs from the Wiki (collaborative) knowledge this 
produces cognitive conflict which people are motivated to reduce, and which  Piaget 
referred to as equilibration (Piaget 1977a). The need for equilibration can be satisfied 
by a process of internal or external assimilation and accommodation. 

Assimilation and accommodation do not only occur internally within the individu-
al, but also externally within the wiki itself. Majchrzak et al (2006) distinguishes  
between people who simply contribute to a wiki without reference to previous contri-
butions, these are called ‘adders’. This type of contribution is assimilated by the wiki 
which is extended but fundamentally remains the same, as no data reorganisation 
takes place. The other type of wiki contributor is the ‘synthesizer’. These are people 
who not only add to the existing information, but also reorganise information in a new 
way by reference to what already exists. 

The process of adding information to a Wiki is akin to assimilation and is very 
common whereas that of accommodation is less so. Accommodation within the Wiki 
will be shown through the integration of ideas that have already been contributed to 
produce new ideas. These will show up in the Wiki in terms of the reorganisation of 
pages or even the rewriting of whole sections. 

 

 

Fig. 1. The interaction of the three facets of the system leads to emergent knowledge 
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Using this systems approach it is possible to examine in detail how these factors in-
teract to produce new emergent knowledge and this will lead to a greater understand-
ing of collaborative working and its impact on intelligence analysis. 

2 Methodology 

Design. The aim of this research was to use a systems approach to aid the understand-
ing of collaborative working during intelligence analysis using  ‘WorkSpace’ a dedi-
cated wiki environment . A mixed methodology was used to examine how group 
functioning influences team sensemaking (Klein et al, 2010) during intelligence anal-
ysis. Specifically the study looked at how shared information is assimilated and ac-
commodated by the group to create new knowledge during the analytic process. 

WorkSpace has been developed based on the work of Clark (2009) and Heuer and 
Pherson (2010) and is designed to foster a collaborative environment as well as help 
analysts use a more structured approach in their work. Collaborative working is sup-
ported in WorkSpace via a link that uses IntelliWiki as a platform on which groups of 
analysts can work together on a given problem. The inputs, ( i.e. edits from all colla-
borating analysts), are recorded by IntelliWiki thus facilitating later analysis when the 
task is complete. 

The task used in this research was derived from the open source IEEE 2010 VAST 
Challenge, Mini Challenge 1 (http://hcil.cs.umd.edu/localphp/hcil/vast10/index.php) 
and involved participants analysing multi-source intelligence data, including email 
and message board intercepts, news reports, web site and blog postings, transcripts 
from telephone intercepts, and government intelligence reports. 

The study compared three different groups working on the same task: 

• Group 1: used ‘Wiki’ + face-to-face contact; referred to as Combo Group, (Univer-
sity of Salford). 

• Group 2: used only ‘Wiki’, without face-to-face contact; referred to as Wiki Group, 
(University of Nottingham). 

• Group 3: used only face-to-face interaction with no access to WorkSpace or any 
other software apart from a word processor; referred to as F2F Group, (University 
of Liverpool). 

Resource limitations meant that for this initial study we could only test a small number of 
working groups. However this approach would produce a great deal of valuable quantita-
tive and qualitative data, which would allow the first detailed analysis of the way groups 
generate collaborative knowledge in a quasi-real world task to be conducted. 

It was hypothesised that there would be a relationship between the type of group 
and the output from the group in terms of both task completion, individual contribu-
tion and levels of satisfaction with the task. The following hypotheses were proposed: 

• Group 1 (Combo) would perform at the highest level, there would be more evi-
dence of emergent knowledge and this would be produced more quickly and thus 
contribute to more effective task completion. 
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• Group 2 (Wiki) would have similar levels of task completion as Combo but would 
have the lowest levels of interpersonal and psychological satisfaction. 

• Group 3 (F2F) would be the worst performers in terms of task completion but 
would exhibit higher levels of interpersonal and psychological satisfaction than the 
other two groups. 

Participants. Three groups of six ‘analysts’,( three male, three female), were used at 
each University location. As this study investigated fundamental issues of collabora-
tive working, the ‘analysts’ were university students, rather than professional intelli-
gence analysts. The rationale  for this was that university students would all be equal-
ly ‘naïve’ in dealing with intelligence problems and therefore this would minimize 
group problems that might have occurred due to differences in levels of expertise or 
experience if professional analysts were used.  

 
Materials. Participants were provided with access to a multi-source intelligence data-
base from where they could download the materials for analysis. How and when they 
chose to access this database was for the group to determine between themselves. 

Two questionnaires were developed. The first assessed how well the participants 
knew each other and their level of computer and Wiki literacy. 

The second assessed levels of interpersonal and psychological satisfaction using a 
modified version of the Survey Instrument (for Virtual Teams), developed to assess 
relational links in virtual teams by Warkentin, Sayeed and Hightower (1997). 

 
Procedure. The participants were recruited using the procedures determined by the 
individual University ethics committees. The three groups of participants were asked 
to attend a briefing session where details of the task, and their involvement were out-
lined. For Groups 1 (Combo) and 2 (wiki), they were introduced to ‘WorkSpace’ and 
the ‘IntelliWiki’ where they each were to record details of their analysis. The task was 
explained and they were informed that they had two weeks to complete the task. The 
rationale for the two week timescale was that this better reflected the way in which 
wiki construction occurs, ( i.e. over a relatively prolonged period). Participants in the 
Combo and Wiki groups were informed that all work had to be completed online, 
working either synchronously or asynchronously, using the ‘WorkSpace’ facility 
provided. Participants in the Wiki group were also informed that they should not dis-
cuss the problem with other members of the group when they were not online. Fur-
thermore, all the participants were told that they should not discuss the task, online or 
offline, with anyone who was not a member of their group. Group 3 (F2F) met face-
to-face according to a timetable they drew up to meet the requirements of a ten hour 
involvement with the task. All discussions were minuted and recorded using a word 
processor.  

All participants were asked to sign a consent form and also agreed that if they were 
found to have broken any of the interaction rules they would be required to withdraw 
from the study and forfeit their payment. This was done to stop participants using the 
Internet or any other information sources to assist with their analysis. 
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The Task. The three groups all completed the same task derived from the IEEE 2010 
VAST Challenge, Mini Challenge 1 (http://hcil.cs.umd.edu/localphp/hcil/vast10/ 
index.php). Working collaboratively with other members of their group, they used the 
resources provided to produce a summary of activities that had happened in each 
country, with respect to the illegal arms dealing. Based on a synthesis of the informa-
tion from the different report types and sources they were also required to: 

• state the situation in each country at the end of the period (i.e. at the end of the 
information they had been given) with respect to the terrorist act being planned. 

• present a hypothesis about the next activities they expected to take place, with 
respect to the people, groups and countries. 

For the Combo and Wiki groups the results of the analysis were presented in the form 
of a Wiki report submitted in the WorkSpace. The F2F group produced a word 
processed report in hard copy. 

 
Analysis. The data to be collected was in the form of ‘IntelliWiki’ transcripts that 
were recorded in the ‘WorkSpace’ which included the individual edits of each group 
member as well as final reports. Data from F2F group was in the form of minutes 
from their meetings along with a transcript of the audio recordings of their discussion. 
The emerging individual and collaborative ideas were examined for evidence of ac-
commodation and assimilation as the group progressed towards completion of the 
task. Using the concepts of adders and synthesisers suggested by Majchrzak et al 
(2006) the transcripts and minutes were subjected to textual analysis where the main 
aim was to distinguish between content that was simply added (assimilation) as op-
posed to content that was the result of integration and reorganisation (accommoda-
tion). The data was also examined for evidence of conflict or incongruity and the 
resultant equilibration. This would support the hypothesis that assimilation and ac-
commodation had contributed to collaborative knowledge building. Because the data 
from the three locations was being assessed by different research assistants, inter-rater 
reliability was evaluated before detailed analysis. 

3 Results 

The results are presented in two parts. The first deals with the social and psychologi-
cal dynamics of the collaborative working, examining how the participants worked 
together, group cohesiveness and how they felt about their contribution to the task. In 
the second part, performance on the task itself is examined looking for evidence of 
emergent knowledge resulting from the processes of assimilation and accommodation 
within the three different groups.  

 
Social and Psychological Dynamics - Overall Summary. The groups displayed 
similar levels of computer and Wiki expertise and had similar relationships before the 
study began. In the post-test questionnaire for psychological satisfaction the F2F 
group exhibited significantly higher ratings than the other two groups on all three 
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dimensions as predicted. However there was no significant overall difference between 
the Wiki group and the Combo group on any of the overall dimensions. Furthermore 
the Wiki group showed a higher mean, and when looking at individual items this 
group rated significantly higher than the Combo group on some measures (the reverse 
was never the case). So our prediction that the Combo group would display higher 
levels of satisfaction was not confirmed, indeed the data suggests a trend in the oppo-
site direction.  However it should be noted that this trend may be due to intra-group 
conflict within this group as evidenced by the participant comments and therefore any 
conclusions should be treated as tentative. 

 

 

Fig. 2. Psychological Satisfaction Levels in the Three Groups 

Analysis of the Task Data – Overall Summary. In the VAST Challenge it is ac-
knowledged that there is no single solution to the task set. Judges will evaluate sub-
mitted solutions, make comments and judge what they believe to be the best, rather 
than, correct, solution. In evaluating the solutions offered by the three groups in this 
research a similar approach was used.  

 

 

Fig. 3. Comparison of Task Evaluation in the Three Groups 
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All of the submitted reports were marked using the VAST 2010 sample answer as a 
basis. A mark was given for each of a possible 96 points about the various groups that 
were outlined in the VAST answers. The Wiki group scored the highest with 75%, the 
F2F group next with 64% and the Combo group scored the lowest with just 29%.  
Overall the Wiki group were better at preserving all of their findings while the F2F 
group provided a more coherent and structured report. 

 
Analysis of the Wiki Data - Overall Summary. The Combo and Wiki groups who 
both made use of the Wiki in their collaborative analysis produced data that was high-
ly consistent. The proportions of accommodation and assimilation were found to be 
very similar and this suggests that the methodology has managed, to some extent, to 
capture the process of emergent knowledge (see Figure 4).  

 
 

 

Fig. 4. Charts showing the proportion of each of the coded categories 

Comparisons with the group not using a Wiki (i.e. F2F) are interesting in that again 
similar proportions of accommodation and assimilation are found but within a data set 
containing much social dross, i.e. the non-task elements that are a feature of face-to-
face groups. From this perspective the Wikis are useful tools in that they appear to 
focus the group on the task and away from the ‘social niceties’. This was also appar-
ent as the Wiki group produced the most effective solution to the problem set. 

4 Conclusions 

The use of Wikis to aid collaborative intelligence analysis, to some extent, has been 
supported by the findings of this research. Both in terms of effective task analysis, 
and group satisfaction, people working as part of a group, at a distance, and with no 
face-to-face contact, communicating via a Wiki, feel they are making a worthwhile 
contribution to the collaborative effort, are trusted by other group members, and, per-
haps most importantly, are most effective at completing the task. 

Collaborative intelligence analysis is undoubtedly a highly complex cogni-
tive/social undertaking and this research has demonstrated that Wikis can help in this 
respect. However, unless the group dynamics of the situation are factored into the 
collaborative working, then the potential benefits of this approach will be severely 
curtailed. 
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Abstract. To be successful at creative tasks, people are often required to think 
flexibly by selectively switching from one cognitive strategy to a more optimal 
strategy when presented with changing environmental cues [1]. In this study, 
we measured differences in students’ cognitive flexibility, and then examined 
how well flexibility predicted performance on a subsequent creative task, a 
Haiku poem. Cognitive flexibility was measured using two variables found in 
the Wisconsin Card Sorting Task (WCST). Measures of cognitive flexibility 
predicted the Haiku poem’s originality that students created. The results of this 
study suggest that cognitive flexibility may play an important role in creative 
writing and in predicting an individual’s level of creativity. Implications are 
discussed.  

Keywords: Individual differences, cognitive flexibility, creativity, poetry. 

1 Introduction 

A major goal of individual difference research is to develop stable measurements of 
people’s traits, and then use those measures to predict differences in subsequent 
behaviors. Stable individual differences have been detected in peoples’ ability to 
control their attention or hold information in working memory. Differences in these 
cognitive abilities have been shown to predict how people subsequently perform on 
vigilance [2], divided attention tasks [3] and attentional failures [4].  Though 
individual differences in cognitive abilities have been shown to be predictive of basic 
attention and perception tasks, recent research has the role of individual differences in 
more complex, higher-order behaviors like creativity [5].  

Predictably, definitions of creativity vary widely among researchers; previous re-
search has identified motivation [6], expertise [7], and regulatory focus [8] as beha-
viors that predict creativity. However, when it comes to measuring creative output, 
many researchers agree (e.g., [9], [10], [11]) that these can be measured along three 
dimensions: fluency, originality, and flexibility. Fluency is defined as an ability to 
generate large numbers of ideas, and measures of creative fluency include idea gener-
ation tasks that ask people to populate ideas or objects belonging to a particular cate-
gory [10]. Originality is defined as the ability to generate novel ideas, and measures 
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of originality include the ability to generate rare or unique ideas within a given cate-
gory. Finally, flexibility is the number of infrequent cognitive categories that are  
generated. While none of the three traits are thought to be the sole components of 
creativity, each trait is thought to represent a part of the multifaceted process that 
somehow facilitates creative breakthroughs [9], [11], [10].  

Cognitive flexibility is defined as the ability to selectively switch from one cogni-
tive strategy to a more optimal strategy when presented with changing environmental 
cues [1], [12]. Because individuals with high cognitive flexibility are thought to be 
especially proficient at changing strategies, it stands to reason that individual differ-
ences in cognitive flexibility may result in creative behaviors such as fluency, origi-
nality, and flexibility. Additionally, recent research has found that individuals who 
exhibit high flexibility are better at noticing subtle changes in a change blindness 
tasks [13]. Bilingual children have been able to demonstrate flexible thinking by 
creating original drawings of non-existent objects [14]. Furthermore, accounting for 
cognitive flexibility in constructive learning styles resulted in mastery of a subject, or 
ease of use of the task [15], [16].  

The purpose of the present study was to objectively measure an individual’s level 
of cognitive flexibility, and subsequently, to determine if cognitively flexibility pre-
dicted performance on an original thinking task, writing a Haiku poem. Although the 
WCST produces a large number of dependent variables, we utilized only two of the 
dependent variables that detect flexible thinking [17]. In this study we attempted to 
directly test whether individual differences as detected using one type of measure, the 
WCST, predicted creative behavior on a very different type of task, haiku poetry. The 
hypothesis being tested in this study was that individuals who exhibit a tendency to 
more easily switch between cognitive mental strategies (i.e., high cognitive flexibili-
ty) would produce more creative Haiku poems. 

2 Method 

2.1 Participants  

Forty California State University, Northridge students participated in this study. Ten 
participants were male and 29 were female of varying ages (M = 21.28 , SD = 12.8; 
one participant had incomplete data and was excluded from the analysis). Ethnicities 
reflected the diversity of the university (White/Caucasian = 7; Hispanic/Latino = 19; 
African-American/Black = 5; Asian = 6; other = 3). Participants were able to sign up 
for the study for course credit. 

2.2 Materials 

Wisconsin Card Sorting Task (WCST). The WCST was used to measure cognitive 
flexibility. The WCST requires a participant to sort through a deck of cards using 
three rules: color, shape, and number. Beginning with the first rule, participants must 
sort ten consecutive correct cards before the sorting rule is switched. Abandoning the 
sorting rule prior to ten consecutive correct sorts results in a failure to maintain set. 
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After ten consecutive correct responses, the rule for sorting is changed, and the num-
ber of perseverative moves, i.e. the number of moves attempting to sort by the pre-
vious, now inactive, rule, divided by the total number of errors yielded the percent 
perseverative error. The task is complete either if the participant runs out of cards  
to sort (128 cards), or if the participant completes six correct sorting categories  
(see [18]).  
 
Haiku Poetry. The Haiku poetry task required participants to write a poem about 
their favorite season. Participants were given specific instructions about how to write 
a Haiku poem, which included a brief description of Haiku poetry:  

“Haiku is a form of Japanese Poetry. It often centers around nature. 
Many Haiku themes include nature, feelings or experiences. A 
Haiku must “paint” a mental image in the readers mind. Usually 
they use simple words and grammar. The most common form for 
Haiku contains three short lines. Haiku Poems don’t rhyme; they 
follow a pattern. The pattern for haiku is the following: 

Line 1 = 5 syllables 
Line 2 = 7 syllables 
Line 3= 5 syllables” 

Following the description portion, participants were shown a sample Haiku that was 
written about a rose. In case participants needed additional space, the following in-
structions were provided: 

“Now it’s your turn. Pick your favorite season. That season will be 
your theme. For what purpose will you write? What mood do you 
want to convey? Brainstorm words that are about nature. Choose 
the words that you like from the list. Count the syllables (parts) of 
the words.” 

Participants were not required to complete the brainstorming exercise. The instruc-
tions shown here were printed at the top of the page. This excluded the sample Haiku 
poem.  

To assess Haiku originality, each word was assigned a number based on the total 
number of times it was used in all 39 poems. Once every word used was assigned a 
frequency count, we calculated the average score of each poem. Haiku poems with 
lower scores were most original signifying that less frequent words were used in those 
poems. 

2.3 Procedure  

Upon reading the informed consent, participants completed a demographics question-
naire. The WCST or the Haiku were presented in random, counter-balanced order. 
Prior to writing the Haiku poem, participants were given a description of the goals 
and rules of a Haiku. No time limit was given to complete the Haiku, but all partici-
pants completed the task within five minutes. Before completion of the WCST, the 
experimenter read a set of instructions that explained the rules, which stated that  
the only feedback that could be provided was whether the card was correctly,  
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or incorrectly sorted [18]. No time limit was given to complete the task. Following the 
completion of both tasks, participants were debriefed. 

3 Results 

Multiple regression analysis was conducted to test if individual differences in cognitive 
flexibility predict poetry originality. First, the data was checked for skewness. Two cas-
es were excluded from the analysis because they were two standard deviations above 
the mean of both ‘failure to maintain set’ and ‘percent perseverative errors’.  

We screened for multicollinearity and there was no correlation higher than 0.55 
(VIF = 1.33). The combination of both predictors explained 22% of the variance  
(adjusted R2 = .22; F (2, 33) = 5.8, p <.01) indicating that our overall model was pre-
dictive of Haiku originality (M = 5.996, SD = 2.02). There was no interaction effect 
between ‘failure to maintain set’ and ‘percent perseverative errors’ (F (1, 6) = .64,  
p = ns). We also identified a significant main effect for each predictor. ‘Percent per-
severative errors’ (M = 12.19; SD = 5.72) significantly predicted Haiku creativity  
(t (36) = 2.93; p < .01) indicating that participants who switched from the old sorting 
rule to the new sorting rule in less moves wrote more creative Haiku. ‘Failure to 
maintain set’ (M = .61; SD = .87) also significantly predicted Haiku creativity (t (36) 
= -2.98; p < .01) indicating that participants who failed to maintain set without being 
prompted by the experimenter wrote more creative poems. (Figure 1 shows two Hai-
kus, a low and high scoring poem. Also included are percent persevertive score, num-
ber of failures, and originality score.) 
 
 

 

Fig. 1. Example of a low scoring (original) Haiku on the left and a high scoring (less original) 
Haiku on the right 

4 Discussion 

The goal of the present study was to determine whether individual differences in cog-
nitive flexibility could predict performance on a creative task, Haiku poetry. We 
found that participants who exhibit higher levels of cognitive flexibility assessed by 
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the WCST, wrote more original Haiku. Both variables speak differently about how an 
individual who is cognitive flexible processes information. 

The first variable that predicted creative performance, percent perseverative errors, 
indicated that overall, individuals who took a longer time to switch to the next sorting 
rule on the WCST, wrote less original Haiku poems. One possibility is that individu-
als who are more efficient at switching between cognitive strategies, and do not  
perseverate, are more likely to generate novel, infrequent and original ideas. The rela-
tionship between failure to maintain set and originality is more ambiguous. In this 
case, individuals who broke set in the WCST more often, and thereby performed 
worse on the WCST, wrote more original Haiku. It is unclear why failure to maintain 
set, which demonstrates poor performance on the WCST, correlated with creative 
performance. One explanation for this result could be that individuals who are failing 
to maintain set, are simply distracted from the task [19] thereby generating infrequent-
ly used words as a result of their distracted mindset. Further research is required to 
determine why a failure to maintain set leads to more creative performance.  

One limitation of this study deals with the method chosen to score the originality of 
the poems. We admit to a certain degree of subjectivity in our measure of originality, 
but given the challenge of quantifying such a multi-faceted construct we feel that 
originality scores derived from word infrequency are at least somewhat objectively 
representative of originality. However, the researchers had to determine if certain 
words should be grouped together. xFor example, should ‘rain’ and ‘raining’ count as 
the same category? Should colors be grouped together (i.e., green, brown, yellow), or 
should they each be given a frequency score? Future research could combine  
objective and subjective measures that use inter-rater reliability as a way to determine 
creativity. 

Second, some people might argue about what it means to be high or low along any 
individual difference dimension, or about the stability of individual difference meas-
ures in general. For example, can cognitive flexibility be improved over a lifetime? 
Can it be enhanced? In fact, research has shown that exercise enhances cognitive 
flexibility [20], and therefore it might not be safe to assume that cognitive flexibility 
is a measurement that is not entirely stable. Further research is required that uses other 
measures of cognitive flexibility (e.g., eye tracking) that can provide insight about 
why a person is cognitively flexible. 

Finally, the results of this study raise questions about the impact of motivation on 
creativity not accounted for in our predictions. Previous research has linked individu-
al’s intrinsic motivation has to creative performance [6], [21]. That is, motivation may 
be the underlying factor that influences creativity and not cognitive flexibility. In this 
study, we did not measure motivation, mood, or other emotional traits. However, an 
argument against the effect of motivation is that individuals who failed to maintain set 
on the WCST were more creative. It seems inconsistent that a participant failing to 
maintain set out of boredom would be motivated to write a creative poem. However, 
we concede that different tasks might motivate people differently. Future research 
should include measures of mood and motivation in order to determine the effect, if 
any, of potential mediating variables. 
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The focus of this study was to assess how individual differences in cognitive 
processes such as those required in cognitive flexibility predict performance on a 
subsequent high order task, creativity. The implications extend to fields like Human 
Factors because it is often necessary to identify individual traits that will result in 
original and innovative performance. Employers, the military, design products teams, 
etc., might want to consider having teams who possess a range of complimentary 
individual differences, one of which will exhibit high levels of cognitive flexibility. 
Additionally, a heterogeneous team may consist of one focused or persistent member 
that is paired with a cognitively flexible member, which in turn, would be preferable 
to two flexible or focused people. Both types of individuals, each with their own level 
of creativity would work together to create novel, infrequent, and efficient strategies, 
ideas, or products.  
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Abstract. Individual differences in cognitive flexibility may underlie a variety 
of different user behaviors, but a lack of effective measurement tools has li-
mited the predictive and descriptive potential of cognitive flexibility in human-
computer interaction applications.  This study presents a new computerized 
measure of cognitive flexibility, and then provides evidence for convergent va-
lidity. Our findings indicate moderate to strong correlations with the Trail Mak-
ing Task, and in particular, those aspects of the task most closely associated 
with cognitive flexibility.  Results of this study provide support for the validity 
of a new measure of cognitive flexibility. We conclude by discussing the  
measure’s potential applicability in the field of HCI.  

Keywords: cognitive flexibility, individual differences, user modeling. 

1 Introduction 

When a user interacts with a system, they bring along their unique skills, biases and 
abilities.  In the past, models of individual differences have been used to predict user 
behavior [1, 2], however, these models often lack a cognitive component.  Converse-
ly, cognitive modeling has been successful in designing, planning and evaluating 
systems for expert users [3, 4], but typically does not reflect the impact of individual 
differences in cognitive abilities [5].  Cognitive flexibility (CF), defined as an a per-
son’s ability to abandon one cognitive strategy in favor of another based on a change 
in task demands [6], represents one individual difference that may underlie a variety 
of different user behaviors. 

One way to understand the importance of CF is to examine the behaviors that are 
associated with its absence, namely, perseveration. Extreme perseveration is defined 
as a maladaptive repetition of a particular behavior, and is a well-studied phenomenon 
in clinical psychology and neuropsychology [7–9].  Outside of clinical populations, 
more mild perseverative tendencies also naturally occur, and these impact a wide 
range of everyday activities. Research suggests that CF predicts behaviors ranging 
from how likely a person is to notice changes in their environment [10] to how crea-
tive a poem they are likely to write [11].  Most importantly here, we believe that CF 
has potential applications towards improving human-computer interaction (HCI).  
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For example, a recent study [12] found that locating “hard-to-find” features was one 
of the major sources of frustration during a computer interaction task. Individual dif-
ferences in CF may explain why some users are more likely to find the sorts of hidden 
features that others miss because CF predicts an ability to disengage from a specific 
search or quickly abandon inefficient strategies. Finally, research has identified CF as 
one of the primary mechanisms of insight when solving problems [13, 14]. Some 
speculate this is because “it benefits from ‘cognitive restructuring’ of the problem, 
enabling the solver to pursue a new strategy or a new set of associations [15].” Over-
all, how users differ in their approach to problems, and their ability to change cogni-
tive strategies, is relevant to HCI; however, without an effective measure of CF, both 
its descriptive and predictive potential in HCI will remain limited.   

Currently, CF is often measured using two well-established tasks, the Wisconsin 
Card Sorting Task (WCST) and the Trail Making Task (TMT) [16–18]. In the WCST, 
the participant’s goal is to sort a series of cards according to one of three rules: shape, 
color, or number. Participants begin unaware of which rule is active, then must learn 
the sorting rule in response to experimenter feedback, and finally must reacquire a 
new sorting rule when the old one changes.  The WCST variable, ‘percent persevera-
tive errors’, is most often associated with CF [19].  This variable is a ratio of the 
number of number of errors attributed to perseveration over the total number of errors 
made. The TMT assesses flexibility slightly differently. First, a baseline score is ob-
tained in part A where, participants make a ‘trail’ by connecting an ascending series 
of numbers. Then, in part B, an additional series of letters is added and participants 
are required to connect the ascending series alternating between the two.  Scores on 
part B and the difference between part B and part A, are most often associated with 
CF [18]. In general, the WCST measures errors and the TMT measures increases in 
time both caused by a lack of CF. However, neither task is really ideal for measuring 
both: Time on trials when rule switches occur are typically not compared to non-
switch trials in the WCST and errors on the TMT are only reflected in increased  
completion time caused by fixing the error [16, 18].  In addition, both tasks have es-
tablished themselves as part of neuropsychological batteries used for diagnosing ex-
ecutive dysfunction, but have not seen as wide acceptance as measures of cognitive 
abilities among healthy populations.  By comparison, measures of constructs like 
working memory capacity, such as the operation span task [20, 21] have been used 
extensively in individual difference research in a variety of different populations in-
cluding HCI studies [22, 23].   

More recently, self-report methods of CF have been developed. The cognitive flex-
ibility scale (CFS) created by Martin and Rubin [24, 25] measures flexibility in the 
context of effective communication.  However, the CFS approaches the concept of CF 
differently than behavioral measures by dividing the construct into three areas: 
awareness of alternatives, willingness to be flexible and self-efficacy in being flexi-
ble. The CFS was validated with other measures of communication effectiveness and 
found to be internally reliable with high test-retest reliability (r = .83).  A more recent 
self-report measure, the cognitive flexibility inventory (CFI), builds upon the CFS and 
extends its utility [26]. The CFI applies to more general life situations and was  
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intended for clinical populations to support cognitive behavioral therapy (CBT) for 
patients with depression.  The authors found that cognitive inflexibility, as measured 
by the CFI, was associated with more depressive symptoms measured by the Beck 
Depressive Inventory (BDI-II; r = -.39 time 1 and -.37 time 2). The CFS and CFI 
were also found to be highly correlated (r = .73 time 1 and r = .75 time 2).  Overall, 
the self-report measures of CF suggest that there is a conscious aspect of flexibility 
related to recognizing alternatives and choosing to act on them.  However, there is 
currently little research comparing results of self-report measures and behavioral 
measures of CF like the WCST and TMT.   

2 A New Measure of Cognitive Flexibility 

The goal of this research is to develop a measure of CF that draws from both the 
WCST and the TMT in order to reliably measure individual differences in flexible 
thinking in normal populations.  By establishing a comprehensive measure of CF, we 
hope that fields like HCI will be able to assess and incorporate individual differences 
in CF into predictive and descriptive models of user behavior. Furthermore, in an 
effort to find consensus between behavioral and self-report measures of CF, we the 
TMT and the CFS with our measure. The measure presented here is a computerized 
version of a paper-and-pencil puzzle task developed by the second and last author 
[27].  In their study, Figueroa and Youmans found that the WCST variable, ‘Trials to 
Complete First Category,’ was a significant predictor of puzzle completion time such 
that fewer trials to complete first category (negatively related to CF) was associated 
with faster puzzle completion times.   

However, as previous work has described [28], the paper puzzle was limited in 
many ways. The only dependent variable produced was a single puzzle completion 
time, allowing only for indirect inferences about the specific impact of rule switching 
on that variable.  Unlike the paper-based puzzle, the computerized version presented 
here (Figure 1) allows for multiple puzzles, manipulation the number of switches per 
puzzle and measurement of switch and non-switch move times. By administering 
multiple puzzle trials we were able to assess how the amount of switching per trial 
impacted each individual.  In addition, the possibility of ‘dead-ends’, a concern with 
the paper puzzle, was eliminated in the computerized version.  Some additional aes-
thetic differences between paper and computerized versions include: different shapes 
and colors, a fog-of-war that occludes all tiles except current and previous moves and 
a nineteen-move path compared to the paper puzzle’s twenty-two move path.    

In this study, we attempt to further validate our measure of CF by correlating per-
formance with the TMT as well the CFS.  We hypothesized that performance on the 
puzzle task would indicate an individual’s cognitive flexibility because participants 
must maintain an active rule to move quickly through the puzzle on non-switch 
moves, but must also quickly abandon previous rules in order to make progress on 
switch moves. As a consequence, perseveration on the previous rule should lead to 
increased switch move times.  Furthermore, we reasoned that if switch costs, the time 
differences between switch and non-switch moves, were robust [29–31], then puzzle  
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completion times would increase with the number of switches in a given puzzle. Thus, 
a simple bivariate regression with number of switches predicting completion time 
would allow us summarize the average effect increasing switches had on each partici-
pant’s performance. We expected that scores on the TMT B and derived scores would 
be positively correlated with puzzle performance in terms of both faster puzzle trial 
completion times and reduced switch cost, and that CFS scores would be negatively 
correlated with performance.  

 

 

Fig. 1. Screenshot of computerized CF measure 

3 Method 

3.1 Participants 

Twenty-four participants (7 men and 18 women, between 18 and 30 years old, median 
19) from George Mason University’s undergraduate research pool voluntarily partici-
pated for class credit.   

3.2 Materials and Procedure 

These data were collected as part of a larger study investigating how CF affects inter-
net search.  The TMT, CFS and Puzzle were all administered in this order immediate-
ly after participants had completed a series of Internet search tasks.  

Trail Making Task. Paper-and-pencil-based versions using Reitan’s (1955) arrange-
ment of the TMT parts A and B were administered.   In part A, participants connected 
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a series of circles numbered 1-25 in order.  In part B, participants connected an alter-
nating series of numbers and letters (e.g. 1 to A, 2 to B, 3 to C etc.).  Scores on the 
TMT were in the form of completion times as measured by the experimenter using a 
stopwatch. Errors were accounted for in terms of time required to correct.  Direct 
scores and derived scores (i.e. B-A and B/A) were used for analysis.  Participants 
always completed part A before part B.  

Cognitive Flexibility Scale. Participants completed the 12-item CFS.  Items (e.g. “I 
am willing to work at creative solutions to problems”) were scored on a 6-point scale 
of agreement (“strongly agree” to “strongly disagree”). Higher scores indicated great-
er levels of flexibility (maximum of 72).   

Puzzle. The computerized puzzle was completed in Adobe® Flash®.  Participants used 
a mouse to navigate a 10 x 10 grid of tiles (60x60 pixels each).  Each tile had a specif-
ic shape, shape color and background color.  A “fog-of-war” occluded all moves ex-
cept those immediately available and participants’ previously traveled path, limiting 
the amount of planning (Figure 1). Of immediately available moves (either two or 
three depending on the location in the puzzle) there was ever only one correct, legal 
move, eliminating the possibility of dead ends.  In order to make a legal move, partic-
ipants needed to match their current tile to the desired tile by three different rules: 
shape, shape color and background color. As participants completed the task, the ac-
tive matching rule changed and the participant was required to adopt the new rule in 
order to continue. For example, a participant might make three successive moves by 
matching by background color, then on the fourth move, no tiles match the back-
ground color of the current tile, forcing the participant to abandon the background 
color matching rule and adopt a new rule based on the tiles available i.e. matching by 
either shape or shape color.  Participants completed the nineteen-move path by always 
starting from the top-left corner and ending in the bottom-right corner.  Each puzzle 
was randomly generated, with switch moves and order of presentation randomized to 
mitigate any order effects. Participants completed seven puzzle trials, each containing 
between two and fourteen switches.  

Participants viewed a training PowerPoint and completed three practice puzzles 
with the experimenter to ensure they fully understood how to navigate the puzzle 
properly.  Before continuing with the experiment, all participants were trained to the 
criterion that they were able to complete a two-switch, eight-move practice puzzle 
within thirty seconds. The task and training were run using a Macintosh iMac with a 
21.5-inch screen.  

The computerized puzzle allowed for the measurement of several different va-
riables. We measured the completion times for each puzzle in seconds, average switch 
and non-switch move times, and the additive, linear effect of amount of switching on 
completion times (b). Each participant completed 56 switch and 77 non-switch moves 
across all seven puzzle trials. Switch moves occurred when the participant switched to 
a new rule in order to advance. Non-switch moves occurred when they advanced  
according to the rule in the previous move. Logically, any move that was not a  
switch move would be non-switch move and vice versa. Switch cost was derived by 
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calculating the difference between average switch and non-switch move times for 
each puzzle then averaged across trials for each participant. This variable indicates the 
additional time required to switch rules over and above just making a move. We ex-
pected all raw and derived scores to be positively correlated with TMT B, B-A and 
B/A and negatively correlated with scores on the CFS. 

4 Results 

After data were screened one outlier, two standard deviations above the mean, was 
removed.  The following analysis was conducted on the remaining twenty-three par-
ticipants.  However, since a participant could have a small b value when fitting a line 
through a set of highly varied data points, we also accounted for the adjusted R2 ( ) 
of the line of best fit.  For this reason, only b values corresponding to an  value of 
.30 or higher were used for analysis.  We acknowledge that fitting a linear model over 
seven data points violates regression assumptions necessary for obtaining linear un-
biased estimates, so the reader is encouraged to interpret b values as summary statis-
tics rather than inferential or predictive in any way.  After applying the  cutoff, 
eight participants were excluded, leaving only fifteen participants analyzable b values.  
Correlations for this variable are specific to those fifteen participants, but all other 
variables will refer to the full sample of 23.   

Five variables, TMT B, B-A, B/A, Switch Cost and Switch move time violated the 
assumption of normality (Shapiro-Wilk p < .05) required for calculating Pearson 
product-moment correlations.  After performing natural log transforms, all five va-
riables, except TMT B were approximately normal (Shapiro-Wilk p > .05). Pearson 
product-moment correlations were computed between TMT, CF, puzzle dependent 
variables (DVs) and are shown in Table 1.    

Internal consistency of the puzzle trials was assed via Cronbach’s alpha (α = .89; 
bootstrap 95% CI [.80, .93]).  Three of the five derived puzzle DVs had moderate to 
strong, significant positive correlations with TMT B and B-A scores providing evi-
dence for convergent construct validity of the puzzle.  In addition, five of the seven 
raw puzzle completion times were significantly correlated with TMT B and B-A. 
Switch cost was significantly correlated with TMT B scores but not B-A.  Interesting-
ly, switch move time was the only DV not significantly correlated with TMT or other 
puzzle DVs.  Average puzzle completion time as well as the six and twelve switch 
puzzle completion times were significantly positively correlated with TMT A.  B/A 
scores were not significantly correlated with any puzzle DVs.  Though generally in 
the expected direction, correlations between the CFS and TMT and puzzle DVs did 
not reach significance.   

5 Discussion 

The goal of this study was to validate a new measure of cognitive flexibility. The high 
Cronbach’s alpha suggests good internal consistency across trials and the strong posi-
tive correlations with the TMT provide evidence for convergent validity. Our results  
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yielded three major findings. First, the puzzle correlated with those TMT dependent 
variables most closely associated with CF and executive function, TMT B and B-A, 
but did not correlate as strongly with TMT A, which has been found to reflect more 
basic motor and perceptual abilities [18].  Furthermore, the fact that the b values, were 
positively correlated with TMT B and B-A scores is a critical finding.  This allows us 
to better disentangle flexibility from confounding aspects of CF like visual motor 
abilities (a common criticism of the TMT [18, 32, 33]).  

Second, we did not find a correlation between the behavioral measures and the 
CFS. This suggests that perhaps these measures tap separate aspects of CF1.  Howev-
er, this study was too limited in scope to draw defensible conclusions about the over-
all relationship between behavioral and self-report measures of CF. As Dennis and 
Vander Wal [26] suggest, more research is needed in this area.  A more comprehen-
sive study with a larger sample and a wider range of measures would be better suited 
to answering this research question.   

Third, this study attempted to characterize flexibility in terms of the linear effect of 
switching on completion time.  However, approximately 30% of our sample had an 
unacceptably low linear fit (  below .3).  This finding may suggest that a segment of 
the population does not experience a linear additive effect of switching.  Perhaps there 
is a majority of individuals that demonstrate a good linear fit and a range of possible b 
values corresponding to high and low flexibility, and a separate group of individuals 
that may be distracted, de-focusing their attention or adapting to the task in an unfore-
seen way. This presents challenges for measurement, but allows for interesting specu-
lation about what sets the ‘poor-fit’ individuals apart.   

Better measures of individual differences like CF allow for the inclusion of cogni-
tive abilities during interaction. Accounting for the flexibility of users with the meas-
ure presented here may allow for better prediction of which users are most susceptible 
to perseverative and ultimately potentially frustrating behaviors, which is a major a 
concern for designers [12].  Furthermore, cognitive models used in simulations may 
be able to use data from our measure to predict behaviors of average, high and low 
flexibility users, identifying what aspects of an interface or task require flexible think-
ing and how individual differences in flexible thinking may impact performance.   

The study presented here highlights only the first step in an effort to bring the 
study of individual differences in cognitive ability to the field of HCI.  The limitations 
of the human attentional system play a vital role in crafting technologies that are func-
tional and easy to use [36].  Numerous studies have demonstrated that expertise, per-
sonality, age and gender may all impact user interactions [34, 35].  However, though 
the role of cognition in HCI is readily apparent, the role of individual differences in 
cognitive ability is not.  Perhaps the most important principle of design, well-known 
to many in the field of HCI is ‘know the user.’ This simple aphorism presents an ex-
ceedingly difficult task. Understanding users’ cognition and how that may vary across 
individuals will play a critical role in designing interfaces and experiences for a grow-
ing population of users in years to come. We hope that better tools and additional 
research will lead to a more complete understanding of user behavior and interaction 
with technology.    

                                                           
1 Anecdotally, Dennis and Vander Wal have unpublished data documenting a similarly null 

relationship between behavioral and self-report measures of CF.   



 A New Behavioral Measure of Cognitive Flexibility 305 

References 

1. Harrison, A.W., Rainer Jr, R.K.: The influence of individual differences on skill in end-
user computing. Journal of Management Information Systems, 93–111 (1992) 

2. Hong, W., Thong, J.Y.L., Wong, W.M., Tam, K.Y.: Determinants of user acceptance of 
digital libraries: an empirical examination of individual differences and system characteris-
tics. Journal of Management Information Systems 18, 97–124 (2002) 

3. Card, S.K., Moran, T.P., Newell, A.: The keystroke-level model for user performance time 
with interactive systems. Commun. ACM. 23, 396–410 (1980) 

4. Gray, W.D., John, B.E., Atwood, M.E.: Project Ernestine: Validating a GOMS Analysis 
for Predicting and Explaining Real-World Task Performance. Human-Computer Interac-
tion 8, 237–309 (1993) 

5. Olson, J.R., Olson, G.M.: The growth of cognitive modeling in human-computer interac-
tion since GOMS. Human-Computer Interaction 5, 221–265 (1990) 

6. Scott, W.A.: Cognitive complexity and cognitive flexibility. Sociometry, 405–414 (1962) 
7. Allison, R.S.: Perseveration as a sign of diffuse and focal brain damage. I. Br. Med. J. 2, 

1027–1032, contd (1966) 
8. Müller, J., Dreisbach, G., Brocke, B., Lesch, K.P., Strobel, A., Goschke, T.: Dopamine and 

cognitive control: The influence of spontaneous eyeblink rate, DRD4 exon III polymor-
phism and gender on flexibility in set-shifting. Brain Research 1131, 155–162 (2007) 

9. Eslinger, P.J., Grattan, L.M.: Frontal lobe and frontal-striatal substrates for different forms 
of human cognitive flexibility. Neuropsychologia 31, 17–28 (1993) 

10. Youmans, R.J., Figueroa, I.J., Kramarova, O.: Reactive Task-Set Switching Ability, Not 
Working Memory Capacity, Predicts Change Blindness Sensitivity. Proceedings of the 
Human Factors and Ergonomics Society Annual Meeting 55, 914–918 (2011) 

11. Figueroa, I.J., Youmans, R.J.: Individual differences in cognitive flexibility predict poetry 
originality. In: Proceedings of the 15th International Conference on Human-Computer  
Interaction, Las Vegas, Nevada (2013) 

12. Ceaparu, I., Lazar, J., Bessiere, K., Robinson, J., Shneiderman, B.: Determining causes and 
severity of end-user frustration. International Journal of Human-Computer Interaction 17, 
333–356 (2004) 

13. Beversdorf, D.Q., Hughes, J.D., Steinberg, B.A., Lewis, L.D., Heilman, K.M.: Noradre-
nergic modulation of cognitive flexibility in problem solving. Neuroreport 10, 2763 (1999) 

14. Baas, M., De Dreu, C.K., Nijstad, B.A.: A meta-analysis of 25 years of mood-creativity re-
search: Hedonic tone, activation, or regulatory focus? Psychological Bulletin 134, 779 
(2008) 

15. Subramaniam, K., Kounios, J., Parrish, T.B., Jung-Beeman, M.: A brain mechanism for 
facilitation of insight by positive affect. Journal of Cognitive Neuroscience 21, 415–432 
(2009) 

16. Reitan, R.M.: The relation of the Trail Making Test to organic brain damage. Journal of 
Consulting Psychology 19, 393–394 (1955) 

17. Reitan, R.M.: Validity of the Trail Making Test as an indicator of organic brain damage. 
Perceptual and Motor Skills 8, 271–276 (1958) 

18. Sanchez-Cubillo, I., Perianez, J.A., Adrover-Roig, D., Rodriguez-Sanchez, J.M.,  
Rios-Lago, M., Tirapu, J., Barcelo, F.: Construct validity of the Trail Making Test: role of 
task-switching, working memory, inhibition/interference control, and visuomotor abilities. 
Journal of the International Neuropsychological Society 15, 438 (2009) 

19. Barceló, F., Knight, R.T.: Both random and perseverative errors underlie WCST deficits in 
prefrontal patients. Neuropsychologia 40, 349–356 (2002) 



306 C.A. Gonzalez et al. 

20. Turner, M.L., Engle, R.W.: Is working memory capacity task dependent? Journal of Mem-
ory and Language. Journal of Memory and Language 28, 127–154 (1989) 

21. Unsworth, N., Heitz, R.P., Schrock, J.C., Engle, R.W.: An automated version of the opera-
tion span task. Behavior Research Methods 37, 498–505 (2005) 

22. Zander, T.O., Kothe, C., Jatzev, S., Gaertner, M.: Enhancing human-computer interaction 
with input from active and passive brain-computer interfaces. Brain-Computer Interfaces, 
181–199 (2010) 

23. Wong, A.W.K., Chan, C.C.H., Li-Tsang, C.W.P., Lam, C.S.: Competence of people with 
intellectual disabilities on using human–computer interface. Research in Developmental 
Disabilities 30, 107 (2009) 

24. Martin, M.M., Rubin, R.B.: A new measure of cognitive flexibility. Psychological Re-
ports 76, 623–626 (1995) 

25. Martin, M.M., Anderson, C.M.: The cognitive flexibility scale: Three validity studies. 
Communication Reports 11, 1–9 (1998) 

26. Dennis, J.P., Vander Wal, J.S.: The cognitive flexibility inventory: Instrument develop-
ment and estimates of reliability and validity. Cognitive Therapy and Research 34,  
|241–253 (2010) 

27. Figueroa, I.J., Youmans, R.J.: Developing an Easy-to-Administer, Objective, and Valid 
Assessment of Cognitive Flexibility. In: Proceedings of the Human Factors and Ergonom-
ics Society Annual Meeting, pp. 944–948 (2011) 

28. Gonzalez, C., Pratt, S.M., Benson, W., Figueroa, I.J., Rhodes, D., Youmans, R.J.: Creating 
a Computerized Assessment of Cognitive Flexibility with a User-Friendly Participant and 
Experimenter Interface. In: Proceedings of the Human Factors and Ergonomics Society 
Annual Meeting, pp. 1942–1946 (2012) 

29. Monsell, S.: Task switching. Trends in Cognitive Sciences 7, 134–140 (2003) 
30. Rogers, R.D., Monsell, S.: Costs of a predictible switch between simple cognitive tasks. 

Journal of Experimental Psychology: General 124, 207 (1995) 
31. Kiesel, A., Steinhauser, M., Wendt, M., Falkenstein, M., Jost, K., Philipp, A.M., Koch, I.: 

Control and interference in task switching—A review. Psychological Bulletin 136, 849 
(2010) 

32. Crowe, S.F.: The differential contribution of mental tracking, cognitive flexibility, visual 
search, and motor speed to performance on parts A and B of the Trail Making Test. J. Clin. 
Psychol. 54, 585–591 (1998) 

33. Gaudino, E.A., Geisler, M.W., Squires, N.K.: Construct validity in the Trail Making Test: 
what makes Part B harder? Journal of Clinical and Experimental Neuropsychology 17, 
529–535 (1995) 

34. Helander, M.G., Landauer, T.K., Prabhu, P.V.: Handbook of human-computer interaction. 
North Holland (1997) 

35. Aykin, N.M., Aykin, T.: Individual differences in human-computer interaction. Computers 
& Industrial Engineering 20, 373–379 (1991) 

36. Card, S.K., Moran, T.P., Newell, A.: The psychology of human-computer interaction. 
CRC (1986) 



D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 307–315, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

The Roles of Anxiety and Motivation in Taiwanese 
College Students’ English Learning 

Mou-Tzu Yang1, Yi-an Hou2, Yen-ju Hou3, and Hsueh-yu Cheng4 

1 University of Kang Ning, Taiwan 

2 Kaomei College of Healthcare and Management, Taiwan 
3 Shu Zen College of Medicine and Management, Taiwan 

4 Aletheia University, Taiwan 
hycheng@mt.au.edu.tw 

Abstract. The study aims to explore the roles of anxiety and motivation in for-
eign language learning. A total of 141 freshmen at a private university in south 
Taiwan served as subjects. The research instrument includes the Foreign Lan-
guage Classroom Anxiety Scale (FLCAS) (Horwitz, Horwitz, & Cope, 1986), 
Motivation/attitude about foreign language learning (Gardner, 1985), as well as 
two English scores of Taiwan College Entrance Exam (CEE) and National Eng-
lish Test of Proficiency All on the Web (NETPAW). All available data were 
processed by SPSS 16 (Statistical Package of Social Science). Findings show 
the two English scores of CEE and NETPAW, as well as motivation, attitude 
and motivational intensity are strongly correlated to one another. In addition, 
motivational intensity is related to score of NETPAW, but anxiety is the best 
predictor of students’ score of NETPAW positively. It’s expected that the find-
ings can provide teachers with some hints for more effective foreign language 
teaching and learning by being aware of students’ individual differences. 

Keywords: Anxiety, motivation, attitude, foreign language learning, CEE, 
NETPAW. 

1 Introduction 

Many learners regard foreign language learning as an anxiety-provoking experience 
which affects their language performance in one way or another. Hence, the role of 
anxiety on foreign language learning has been attracting lots of attention from the 
mid-1970s, in particular, since the early 2000s, there have been a growing number of 
studies of Asian learners of Japan (Andrade & Williams, 2009; Hashimoto, 2002), 
China (Hu, 2002; Na, 2007), Taiwan (Cheng, 2002; Chung, 2010; Hou, et al., 2012; 
Kao & Craigie, 2010; Wu, 2010), Korea (Kim, 2000), even Vietnam (Linh,2011), the 
Philippines (Lucas, 2011; Sioson, 2011) and many others. On the other hand, motiva-
tion has long been regarded as a key to learning,and is “a major factor in promoting 
language retention” (Gardner & Lysynchuk, 1990, p.267), while “developing sound 
attitudes is the first step toward the achievement of bilingualish” (Titone, 1990, p.1). 
It’s believed that to be successful in foreign language learning, learners should have 
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both the “skill” and the “will” (motivation), so to put the two crucial factors together, 
the study intends to investigate the roles of anxiety and motivation in Taiwanese col-
lege students’ English learning. 

2 Literature Review 

2.1 Characteristics of Foreign Language Learning Anxiety 

Language anxiety's affect on language learning is two folds: positive and negative. 
Some consequences caused by language anxiety are proposed below: 

Positive Effects. Appropriate tension is normal and necessary. It is suggested that 
some anxiety can improve performance (Scovl, 1978), positively relate to motivation, 
and influence both the quality of performance and the amount of effort invested in it. 
For students with higher self-esteem and strong motivation, anxiety may force them to 
study harder, arouse their potential and bring about unanticipated better outcome. 

Negative Effects. Anxiety's another affect lies in its negative influences on other 
variables, such as motivation, attitude, and strategy use, as well as in its interfering 
with language learning process and performance. Findings also show that anxiety is 
negatively correlated with Field Independence, participation of classroom activities, 
short-term and long-term memory, TOEFL scores and language achievement (Chung, 
2010; Horwitz, et al.,1986; Hou, et al., 2012; Kao & Craigie, 2010; Linh, 2011;  
Wu, 2010).  

2.2 Factors Affecting Language Anxiety 

According to Horwitz, Horwitz, and Cope (1986), learning anxiety is “a distinct com-
plex of self-perceptions, beliefs, feelings, and behaviors related to classroom language 
learning" ( p.128), and may occur any time during the learning process. Horwitz, et al. 
(1986) divided the 33 items of the Foreign Language Classroom Anxiety Scale 
(FLCAS) into three categories relating to general sources of anxiety, including com-
munication apprehension, test anxiety, and fear of negative evaluation. 

Related to the three categories, Chung (2010) defines factors affecting language 
anxiety as factors dealing with learner, teacher, subject matter, and learning context. 
Later, in Linh’s study (2011), six possible factors contributing to language anxiety are 
categorized as (1) personal and interpersonal anxieties, (2). learner beliefs about lan-
guage learning, (3). instructor beliefs about language teaching, (4). classroom proce-
dures, and (6). language testing.  

Particularly, an interesting finding was found in Hou, et al.’s research (2012) The 
study concluded that “Teachers’ beliefs have impacts on their students’ anxiety about 
foreign language learning” (p.250). For example, comparing with American teachers, 
many Chinese teachers tend to emphasize more on the importance of grammar, excel-
lent pronunciation, and immediate error correction. Consequently, Chinese students 



The Roles of Anxiety and Motivation in Taiwanese College Students’ English Learning 309 

are more anxious than American students about feeling overwhelmed by the number 
of rules, being laughed at by other students, and being corrected by teachers whenever 
they make a mistake.  

2.3 Motivation and Attitude toward Foreign Language Learning 

Gardner & Lambert (1959) were the first to introduce the integrative-instrumental 
approach to measuring motivation. Attention was shifted from the study of learner’s 
behavior to the learning process of language learners. It was this shift that gave defini-
tion to the field of second/foreign language learning. Integratively motivated learners 
are those who wish to identify with another ethnolinguistic group, whereas instrumen-
tally motivated learners are those who learn a second/foreign language for utilitarian 
purposes. Although it has been supported that motivation is the most important factor 
in second language achievement and proved to be related to attitude and motivational 
intensity (Hou, 2010), yet some findings failed to find out the relationship between 
motivation and English achievement (Cheng, 2002). Titone (1990) focused on the role 
of attitude in second language learning. He indicated that attitudes “strictly tied up 
with motivational dynamics… work most powerfully, especially in acquiring mastery 
in a second language (p.2). Furthermore, some findings did find the relationship  
between attitudes and other variables related to foreign language achievement  
(Hou, 2010). 

3 Methodology 

3.1 The Research Questions 

The study intends to answer the following research questions: 

1. Is there any relationship between Taiwanese EFL college students’ foreign lan-
guage learning anxiety and foreign language learning motivation? 

2. Are foreign language learning anxiety and motivation predictive to Taiwanese EFL 
college students’ English proficiency? 

3.2  Purposes of the Study 

The purposes of the study are to investigate Taiwanese EFL college students’ English 
learning anxiety and motivation as well as the prediction of their English proficiency. 

3.3 Research Methodology 

A case study and convenience sampling were used for the research methodology. It is 
the study of a bounded system, which is in a particular circumstance and with a par-
ticular problem, and also gives readers ‘space” for their own opinions (Stake, 1988). 
In addition, the subjects included in the sample were “whoever happens to be availa-
ble at that time” (Gay & Airasian, 2003, p.112). 
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3.4 Subjects 

One hundred and forty-one freshmen from 7 departments at a private university in 
south Taiwan participated in the study, including 56 male students (40%) and 85 fe-
male students (60%). In addition to their English scores of CEE (College Entrance 
Exam) in 2011 adopted, they took a National English Test in Proficiency for All on 
the Web (NETPAW), reading part (CEF A2), and filled out a questionnaire dealing 
with their anxiety and motivation about English learning. 

3.5 Data Collection Instrument 

The research instruments include questionnaires of Foreign Language Classroom 
Anxiety Scale (FLCAS), Motivation/Attitude, as well as English scores of College 
Entrance Exam (CEE) and National English Test of Proficiency All on the Web 
(NETPAW).  

The Foreign Language Classroom Anxiety Scale (FLCAS), designed by Horwitz, 
Horwitz, and Cope (1986), contains 33 items to be responded to on a five-point Likert 
scale, ranging from 1 (SD=strongly disagree) to 5 (SA=strongly agree), indicating 
level of anxiety. Among them, nine items are negatively stated (items 
2,5,8,11,14,18,22,28, and 32), which need to be recorded reversely. For easy to read, 
the questionnaire items were translated into Chinese for students to fill out. 

In Taiwan, high school graduates are supposed to have the English proficiency of 
Intermediate Level (B1), while junior high school graduates, Elementary Level (A2) 
(LTTC, 2011). Since the average score of the subjects’ College Entrance Exam (CEE) 
is low (M=23.05 out of 100), indicating the CEE is too difficult for most of them, it’s 
appropriate to adopt another test with a lower level, that is Level A2, elementary lev-
el. Hence, in addition to students’ English scores of CEE in the summer of 2011, their 
scores of NETPAW (A2) taken in late September that year were used as students’ 
another English performance.  

Along with descriptive statistics of mean, standard deviation, and percentages, a 
Pearson correlation and Regression Analysis were used to answer the research ques-
tions. All available data were processed by SPSS 16 (Statistical Package of Social 
Science). In this study, the significance level was set at p<.05. 

4 Findings and Results 

Findings include the reliability of the questionnaire; descriptive analysis, relationship 
and regression analysis of students’ English scores of CEE and NETPAW, foreign 
language learning anxiety and motivation. The findings are described below: 

4.1 The Reliability of the Research Instrument 

The reliability of the questionnaire of Foreign Language Classroom Anxiety Scale 
(FLCAS), Motivation, Attitude, and Motivational Intensity is Cronbach Alpha =.819, 
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.858, .824, and .775, respectively. “If a test were perfectly reliable, the reliability 
coefficient would be 1,00….However, no test is perfect reliable.” (Gay & Airasian, 
2003, p.141). Hence, the results of the reliability coefficient between .775 and .858 
indicate that the research instruments are acceptable and reliable.  

4.2 Descriptive Analysis of English Scores of CEE, NETPAW, Anxiety and 
Motivation 

The results reveal that students’ English proficiency is not satisfactory and their an-
xiety level is above average (M=3.08). As for Foreign Language Classroom Anxiety 
Scale (FLCAS), the top sources of their anxiety come from worrying about the conse-
quences of failing the English class (M=3.54), having to speak without preparation 
(M=3.51), feeling that the other students speak better (M=3.42), having not prepared 
in advance when English teacher asks questions (M=3.42), finding themselves think-
ing about things that have nothing to do with the course (M=3.41), and keeping think-
ing that other students are better than they are (M=3.41).  

In light of students’ orientations to learn English, the top five reasons for them to 
learn English are: “English seems of great importance today” (M=4.17); “To get a 
better job” (M=4.15); “To travel abroad” (M=4.08); “To pass exam” (M=4.02); “To 
promote educational and cultural background” (M=3.76). On the other hand, less 
students are motivated to learn English because they want “ To think and behave like 
an English speaking person” (M=2.62); or “To leave Taiwan and become a member 
of American society” (M=2.81); or “To be an educated person” (M=3.38). Regarding 
to students’ attitudes toward English learning and culture, they wish they “could 
speak English fluently” (M=4.18); “English is important, because the people who 
speak it are important” (M=4.14); “English is an international language, everyone 
should learn English” (M=4.08); and in addition to English, they “want to learn 
another foreign language in the future”(M=3.92). As for English learning, they “enjoy 
listening to English songs and news broadcasts” (M=3.68) and “enjoy speaking Eng-
lish” (M=3.12), but not “ enjoy reading English newspapers, magazines, or original 
publications” (M=2.82); particularly, nor “enjoy writing diary, letters, or composi-
tions in English” (M=2.53).  In addition, for motivational intensity, 85.5% of the 
students confessed that they “once in a while” actively think about what they have 
learned in English class” and when their teacher wanted someone to do an extra Eng-
lish assignment, 76.0% of them would only do it if the teacher asked them directly; 
however, if there were a local English TV station, 73.7% of them would “turn it on 
occasionally”. The individual mean and standard deviation of the research instrument 
is shown below: 

Table 1. Mean and standard deviation of the research instrument 

Factor N Low High Full M SD level 
CEE 129 3 50 100 23.05 9.08 CEF  

A2-B1 
NETPAW  113 15 87.5 100 51.84 17.21 CEF A2 
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Table 1. (Continued) 
 

Anxiety   135 1.85 4.15 5 3.08 .51  
Motivation 141 1.25 4.94 5 3.60 .52  
Attitude 141 1.84 4.53 5 3.49 .44  
Motivational 
intensity 

141 1.00 2.80 3 2.10 .34  

4.3 Correlation among English Scores of CEE, NETPAW, Anxiety, and 
Motivation 

By using Pearson Correlation analysis, it reveals that the English score of CEE is 
correlated to the score of NETPAW (p<.01) and attitude (p<.05). As for the score of 
NETPAW, it’s correlated to anxiety (p<.01), attitude (p<.05) and intensity (p<.01). In 
addition, motivation, attitude, and intensity are strongly correlated to one another 
(p<.01). All are shown below: 

Table 2. Correlation among English scores of CEE, NETPAW, anxiety, and motivation 

 CEE NETPAW anxiety motivation attitude intensity 
CEE -- .437** .008 .120 .180* .073 
NETPAW  -- .269** .093 .166* .249** 
Anxiety   -- -.141 -.106 .074 
motivation    -- .784** .451** 
Attitude     -- .500** 
Intensity      -- 

      * p<.05   ** p<.01 

4.4 Regression Analysis for Motivation with English Scores of CEE and 
NETPAW  

By Regression Analysis, it’s found none of the motivation variables is predictive of 
CEE scores. But among them, only motivational intensity is predictive of NETPAW 
score (t = 2.720, β = .007). The findings are shown below: 

Table 3. Regression analysis for motivation with English scores of CEE and NETPAW 

Variables 
CEE NETPAW 

t β t β 
(Constant) 1.747 .083 1.895 .060 
Motivation -.380 .705 -1.113 .267 
Attitude 1.798 .074 1.257 .210 
Intensity -.296 .768 2.720 .007 

* p<.05   ** p<.01 
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4.5 Regression Analysis for Motivation and Anxiety with English Scores of 
CEE and NETPAW  

However, if anxiety is added, the findings are different. Findings show that none of 
the variables of both motivation and anxiety is predictive of CEE score, but motiva-
tional intensity is no longer predictive of NETPAW score. On the contrary, anxiety 
becomes the only predictor, of NETPAW scores, instead (t = 2.957, β = .004). The 
findings are shown below: 

Table 4. Regression analysis for motivation and anxiety with scores of CEE and NETPAW  

Variables 
CEE NETPAW 
t β T β 

(Constant) 1.514 .133 -1.352 .179 
Foreign Language 

Classroom Anxiety Scale 
-.581 .562 2.957 .004 

Motivation -.350 .727 .029 .977 
Attitude 1.188 .238 1.007 .316 
Intensity .066 .948 1.770 .080 

* p<.05   ** p<.01 

5 Conclusion and Implication 

Some conclusions and implications derived from the study are described below: 

5.1 Conclusion 

1. The reliability of the research instrument is acceptable (between.775 and .858). 
2. The two English scores of CEE and NETPAW are found to be correlated to each 

other, and motivation, attitude and motivational intensity are correlated to one 
another, too. 

3. Motivational intensity is positively predictive to NETPAW score, but when Anxie-
ty is added, the best predictor of NETPAW score becomes Anxiety, positively. The 
positive prediction of anxiety to English score is quite different from some other 
studies which reveal that anxiety is negatively related to foreign language learning 
(Chung, 2010; Hou, et al. 2012; Linh, 2011).  

5.2 Implication 

1. Motivational intensity and Anxiety are found positively predictive of students’ 
English learning, so teachers should be aware of the important roles in their learn-
ing process, encourage students to put more effort (motivational intensity) and give 
them appropriate pressure (anxiety). 
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2. The findings show that suitable evaluation (i.e.NETPAW here) can be used to 
measure students’ real competence and figure out the possible factors related to 
their learning, so it’s suggested that teachers take students’ individual differences 
into consideration and adopt some types of evaluation with good reliability and va-
lidity based on students’ prior knowledge. 
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Abstract. Students tend to have poor learning efficiency when distracted by 
numerous internal and external factors in class. And there were many evidences 
demonstrate that students’ attention plays a significant role in teaching. There-
fore, this study aims to probe into working memory of elementary school  
students by administering three different courses, including math, physical edu-
cation (PE), and athletics training courses, to three experimental groups. It 
compares the impact of the three courses on students’ attention. In this study, 
purposive sampling was implemented to select 36 fifth graders from an elemen-
tary school in Taichung City, who were divided into three experimental groups. 
The data were analyzed based on the correctness of students’ responses to atten-
tion tasks. The experimental test was employed using display duration of 0.3 
and 0.4 seconds, respectively. A Wilcoxon matched-pairs signed-ranks test and 
Kruskal-Wallis one-way analysis of variance by ranks were conducted to identi-
fy the significance of the difference between the experimental groups (α＝.05). 
When a substantial difference existed between experimental groups, the re-
searcher implemented a post hoc comparison using a Mann-Whitney U test. 
The experimental results show that all three groups scored strikingly higher on 
the post-tests than on the pretests, reaching a significant different (p＜.05). 
Moreover, the researcher compared the post-test results and discovered that 
there was a vast difference between the group receiving the PE course and the 
one receiving the athletics training course (p＜.05). When the experimental test 
was given using a time interval of 0.3 seconds, the difference among the three 
groups was not statistically significant (p＞.05). The conclusions of this study 
were as follows: (1) the implementation of different courses has a significant 
and impact on the working memory of higher-grade elementary school students; 
(2) different course contents may influence working memory of students; (3) 
regular athletic training is helpful in enhancing student attention. 

Keywords: attention, training course, working memory, elementary school  
students. 
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1 Introduction 

1.1 Research Background 

The attention mechanism plays a very important role in the learning process. School 
children are often affected by internal and external factors while attending classes. It 
has to be pointed out that the human attention system is a very complicated process. 
Attention implies “withdrawal from some things in order to deal effectively with oth-
er items of greater importance” [1]. A Taiwan local scholar [2] pointed out that “at-
tention” has three different dimensions: 

1. Selectivity: Selective focus on certain aspects of the environment while ignoring 
other facets. 

2. Persistence: Continued focus on certain aspects based on personal choice without 
being distracted or affected by other stimuli. 

3. Attention shift: Shift of focus from one object of attention to another as required. 
We still have a very limited understanding of the complex structure and func-

tions of the brain. Attention plays a key role for the functioning of the brain, while 
attention deficit negatively affects learning and intellectual abilities and behavioral 
control [3]. The childhood represents a key stage in the acquisition of knowledge 
and new information. It is also a major stage of cognitive development. A fully de-
veloped cognition is a basic requirement for learning and provides the necessary 
resources for learning activities [4]. 

Attention is also a very important processing mechanism of visual information. Key 
processes such as identification, learning, and memorization all require a high level of 
attention. Students are often affected by internal and external factors while they attend 
classes, which in turn have an adverse effect on learning outcomes. When an individ-
ual focuses his/her attention on selected stimuli, he/she is able to gain a clear percep-
tion and has the proverbial “Sharp eyes and keen ears”. On the other hand, he/she 
takes no notice of stimuli and clues that are not in the focus of attention. Instructors 
should place special emphasis on the impact of attention during the teaching process 
and consider the internal and external factors that affect attention in order to aid stu-
dents in the learning process. This study therefore analyzes the focused visual atten-
tion of elementary school students and compares their attention levels before and after 
classes. It also attempts to determine the immediate impact of their exposure to differ-
ent curricula on their visual attention levels. 

1.2 Research Objectives and Problems 

Based on theoretical foundation developed in the previous section, the purpose of this 
study is an analysis of the focused visual attention of elementary school students and 
their involvement in different curricula (general curricula such as math, physical edu-
cation in addition to track and field varsity team training) in addition to a comparison 
of the different attention levels before and after their participation in different  
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curricula. This should help us gain a better understanding of the impact of different 
curricula such as math, PE, and track and field varsity team training on the student 
concentration levels. 

1.3 Explanation of Key Terms 

1. General Curriculum- Math. According to the Nine-year Integrated Curriculum 
Guidelines, the goals of the math curriculum should include the instruction of the 
following new topics: observation and practice, conceptual learning, new calcu-
lation methods, and solution of application problems 

2. General Curriculum –Physical Education Educators have to provide a suitable 
environment and teaching materials for physical education curricula and employ 
appropriate teaching methods based on the psychology of learning, the physical 
and mental attributes, and unique needs of the students. Educators also have to 
provide the best possible guidance through purposeful, organized, and planned 
physical activities to achieve the goals of the physical education curriculum [5]. 

3. Track and Field Varsity Team Training. Track and field training as referred to in 
this study includes training activities such as jogging, warm-up activities, body-
loosening exercises, Mark exercises, interval running, and short sprints twice a 
week for 40 minutes each time. The training program focuses on simple activi-
ties that put no strain on the muscles.  

4. Ratio of correct answers. Percentage of accurate responses to target stimuli of 
the attention assessment test by the participants in the experiment.  

5. Display time. The display time intervals which were employed for the experi-
ment were 0.3 sec and 0.4 sec respectively.  

6. Symbol length. Memory capacity and duration are the two main characteristics 
distinguishing short-term memory from other types of memory. Short-term 
memory has a very limited capacity (only about six items or symbols can be 
stored at a time). The symbol length was therefore determined as a six-digit se-
quence of numbers for this experiment [6]. 

2 Research Methods 

2.1 Test Subjects 

We employed purposive sampling techniques to select a sample of 5th graders from 
elementary schools in Taichung City. The selected test subjects were divided into 
three groups of 12 students each (a total of 36). We obtained written permission from 
parents or guardians before using the students as test subjects and conducting the 
experiments. 

2.2 Research Process 

We conducted three different experiments for this study in form of visual attention 
assessments before and after student involvement in classes. The first experiment 
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focused on visual attention levels of general school children before and after their 
involvement in an activity based-curriculum (Physical education), while the second 
experiment was centered on student involvement in a passive curriculum (Math). 
Finally, the third experiment focused on visual attention levels before and after their 
participation in track and field varsity team training. 

We created a software program to assess visual attention levels for this study. The 
test subjects were asked to familiarize themselves with the software operations for 
approximately 1 minute. During this practice phase, the test subjects had to identify 
random six-digit number sequences and enter the information into the software sys-
tem. To measure their visual attention levels, the students were asked to identify a 
total of 100 number sequences that randomly popped up on the screen within a time 
span of 10 minutes. The students were exposed to two series of 100 number symbols 
each that appeared on the screen for 0.3 and 0.4 sec respectively. The ratio of correct 
answers served as the main data source for the determination of attention levels. 

Upon completion of the pre-class experiment, the test subjects immediately at-
tended PE class for 40 minutes. Right after the class another attention test was admi-
nistered by following the same procedure as for the pre-class assessment. 

2.3 Data Processing 

The raw data were recorded in the correct format required for the statistical software. 
The statistical analysis of the raw data obtained from the experiments was performed 
with SPSS for Windows 12.0 software. 

1. A non-parametric related sample test (Wilcoxon signed-rank test) was conducted to 
determine the difference between the visual attention levels before and after classes 
within each group. A comparative analysis of the differences of assessment tests 
that were conducted before and after classes served the purpose of determining the 
impact of different curricula on student visual attention. 

2. A Kruskal-Wallis one-way analysis of variance by ranks was conducted to deter-
mine the difference between the pre-class and post-class attention levels of each 
group and to compare and analyze the impact of different curricula on the visual at-
tention of the students. If statistical significance was indicated (α＝.05), a further 
comparative analysis was undertaken using the Mann-Whitney U test. 

3. The differences between different display times (0.4 sec and 0.3 sec) were ana-
lyzed by using a non-parametric related sample test (Wilcoxon signed-rank test) 

3 Results and Discussion 

3.1 The Effect of Class Involvement on the Visual Attention Levels of 
Elementary School Students before and After Classes 

Rueda, Rothbart, McCandliss, Saccomanno, and Posner [7] explored the development 
of the attention network by employing the attention network test. Their samples  
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included the following age groups: children between 6 and 10 and adults. The results 
of their research indicate that the alerting network is in a stable state after the age of 
10. On the other hand, they were not able to observe any obvious changes in the 
orienting network. The conflict resolution network enters a stable state after children 
reach the age of 7. This study is a follow-up of the previous research mentioned 
above. We focused on the effect of class involvement on visual attention levels of 
school children. A comparison of the results of the visual attention assessments before 
and after classes shows that all three groups achieved better scores (higher ratio of 
correct answers) in the post-class assessment (see Table 1 and 2). However, the 
groups showed different degrees of improvement based on the type of curriculum. We 
discovered that indoor classes (Math) were associated with a greater improvement in 
scores than outdoor classes. This is probably related to the fact that children are less 
distracted by environmental stimuli than during classes that take place in an open 
outdoor environment. These results are similar to the findings of other studies. Stu-
dents are generally more focused in math class than in other classes. A comparison of 
the two outdoor curricula (PE and track and field training) reveals that members of 
the track and field varsity team tend to achieve better scores than their counterparts 
who attend regular PE classes. This is probably related to the fact that members of the 
varsity team have more physical strength and a better physique than other students. 
Although they are exposed to the same environmental stimuli as other students, they 
are less exhausted after their training sessions due to their greater physical strength. 
Members of the varsity team showed a greater improvement in scores than students 
who participated in regular PE classes, but their scores were slightly worse than those 
of students who had attended math classes. We believe that these differences can be 
attributed to different environmental stimuli in indoor and outdoor areas. To sum up, 
we firmly believe that the involvement in classes has an immediate positive effect on 
the visual attention level of elementary school students. 

Table 1. The results of the Wilcoxon signed-rank test for the ratio of correct answers on 
assessments before and after classes (display time=0.4sec) are summarized in the table below 
(Mean ± Standard error; Unit: %)  ＊P＜.05 

Unit: % Pre-class Post-class Improvement Z value P value 

PE 58.72± 8.1 63.13±17.87 4.41 -2.237* .025 

Math 71.08±16.53 77.25± 14.33 6.17 -3.061* .002 

Track and Field 73.25 ± 13.1 80.60 ± 9.17 7.35 -2.982* .003 

Table 2. The results of the Wilcoxon signed-rank test for the ratio of correct answers on 
assessments before and after classes (display time=0.3sec) are summarized in the table below 
(Mean ± Standard error; Unit: %) 

Unit: % Pre-class Post-class Improvement Z value P value 

PE 62.53 ±15.58 66.71 ± 15.2 4.18 -2.903* .004 
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Table 2. (Continued) 
 

Math 68.67 ± 4.25 75.95 ± 11.67 7.28 -2.936* .003 

Track and Field 71.85 ±14.35 77.97 ± 13.02 6.12 -3.059* .002 

3.2 The Effect of the Involvement in Different Classes on the Visual Attention 
of Elementary School Students 

It is evident that visual attention assessments that were conducted before classes for 
all three groups with display times of 0.3 and 0.4 sec did not show any significant 
differences, which means that the three groups were homogeneous to begin with. The 
results of assessment tests that were conducted after the involvement in different cur-
ricula (display time = 0.4sec) showed statistically significant differences. A follow-up 
comparative analysis revealed that students who had been exposed to track and field 
training scored higher on the attention assessment tests than students who had at-
tended PE class. These results suggest that different curricula have different imme-
diate effects on the visual attention levels of elementary school students. 

The results of post-class assessment tests with a display time of 0.3 seconds did not 
show any significant differences in visual attention levels for all three groups. We 
therefore shifted our attention to the different degrees of improvement. The post-class 
tests showed a significant improvement in the ratio of correct answers for all three 
groups. We went on to subtract the pre-class scores from the post-class scores. Al-
though we did not find statistically significant differences, the results were close to 
significance. We are therefore still convinced that the involvement in different classes 
has different immediate effects on the visual attention of school children. Higher at-
tention levels increase the ability of students to detect hints and clues in problems and 
also lead to a better problem-solving capacity [8].   

The results of this study clearly demonstrate that members of the track and field 
varsity team scored higher in post-training visual attention assessments than students 
who had attended regular PE classes. This is a very interesting phenomenon since 
both training and PE classes are activity-based curricula. It is an intriguing question 
why the participation in these training sessions positively affects visual attention le-
vels. We believe that the main reason for this phenomenon is that long-term athletic 
training results in greater physical strength compared to students who don’t exercise 
on a regular basis. These students also have a better ability to handle the physical 
burden of the training curriculum which explains the fact that they score higher on 
post-class attention assessments and achieve better results than students who partici-
pate in regular PE classes. Wu [9]  pointed out that table tennis training has a signifi-
cant impact on the ability of elementary school students to focus their attention. He 
also suggests that a medium training regimen produces better results than a light train-
ing regimen. Exhaustion from exercise, however, leads to significantly lower attention 
levels [10]. The results of this study are similar to the findings of numerous past stu-
dies. We therefore postulate that different curricula influence the visual attention of 
elementary school students in different ways. 
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Table 3. The results of the Kruskal-Wallis one-way analysis of variance by ranks for the ratio 
of correct answers on assessments before and after classes (display time=0.4sec) are 
summarized in the table below (Mean ± Standard error; Unit: %) 

Unit: % PE  Math  Track and Field χ2 value P value 

Pre-class 58.72±5.22 71.08±4.77 73.25±3.78 4.123 .127 

Post-class 63.13±5.16 77.25±4.14 80.60±2.65 6.33* .042 

Improvement 4.40±1.10 6.16±1.29 7.35±1.40 1.38 .265 
＊P＜.05 

Table 4. The results of the Kruskal-Wallis one-way analysis of variance by ranks for the ratio 
of correct answers on assessments before and after classes (display time=0.3sec) are 
summarized in the table below (Mean ± Standard error; Unit: %) 

Unit: % PE  Math  Track and Field χ2 value P value 

Pre-class 62.53±4.5 68.67±4.11 71.85±4.14 1.585 .453 

Post-class 66.71±4.39 75.95±1.17 77.97±2.32 4.427 .109 

Improvement 4.18±.80 7.28±.97 6.13±.99 2.90 .070 

3.3 The Impact of Different Display Times on the Visual Attention of 
Elementary School Students 

Gerardi-Caulton [11] employed spatial conflict task to determine the attention and 
conflict resolution capacity of children. The results of her research show that reaction 
times decrease with increasing age, while the accuracy rate rises. The differences 
between spatially incompatible and spatially compatible trials also become smaller, 
which in turn indicates a better problem-solving capacity. Rueda, Rothbart, McCan-
dliss, Saccomanno, and Posner emphasize the flexibility of attention development in 
their study[7]. The brain wave data of their experiments suggest that pre-school child-
ren who had received attention training exhibited brain wave patterns in the frontal 
lobe and parietal lobe area that were more similar to adults than those of children who  
 

Table 5. The results of the Wilcoxon signed-rank test for the ratio of correct answers on 
assessments between different display times are summarized in the table below (Mean ± 
Standard error; Unit: %) 

Unit: % 0.4 sec  0.3 sec  Z value P value 

Pre-class (N=36) 67.68±6.88 67.68±14.84 -.440 .660 

Post-class (N=36) 73.66±5.82 73.54±13.91 -.079 .937 
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didn’t receive any training. Shan, Chen, and Su [4] point out in their research that 
among the attention functions, reaction times are the most sensitive indicator of dif-
ferences. This is also reflected in the results of this study since we were able to show 
that identical attention assessment tests with slightly different display times (0.3 sec 
and 0.4sec) did not produce any significant differences as far as the ratio of correct 
answers of pre-class and post-class tests are concerned. 

4 Conclusion 

There is general agreement that attention is comprised of three interrelated networks 
(orienting, alerting, and executive) and that different brain areas are involved in the 
attention process. The development of these networks and high-level executive func-
tions are also part of the attention network and are closely related to conflict resolu-
tion and inhibition skills. If children exhibit low performance in these areas, it is 
usually reflected in below average school performance. This study seeks to make a 
contribution to the research in this field by exploring the connection between attention 
and learning efficiency. Our results indicate that the involvement in classes has a 
direct impact on the level of attention and focus during the learning process. 

The comparison of the participation in different types of curricula focused on the 
impact of external stimuli on the student’s attention levels. We discovered in our re-
search that no significant differences exist between the pre-class test scores of all 
three groups. This clearly indicates that the initial attention levels of all participants of 
the experiments which had been divided into three groups were very similar. After the 
involvement in different classes, however, it was evident that members of the track 
and field training group achieved significantly better scores than members of the PE 
group. We have suggested that this is probably related to the fact that members of the 
varsity team have a better physique due to their continued participation in a regular 
training and exercise program. They therefore possess a greater amount of attention 
resources and abilities which can be employed to effectively suppress environmental 
distractions and are better equipped to engage in physically taxing activities, which in 
turn explains why they score higher than their counterparts. Finally, we compared the 
differences between different symbol display times (0.3 and 0.4 sec). By viewing all 
participants of the experiment as members of the same sample cluster, we were able 
to demonstrate that different display times (0.3 and 0.4 sec) have no significant im-
pact on the visual attention levels of elementary school students. 
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Abstract. In this paper, by using Fuzzy Cognitive Mapping (FCM) technique, 
we developed the metacognitive models for team-based dynamic environment. 
Preliminary findings from our metacognitive studies provided a possible meta-
cognitive framework in dynamic control tasks [1, 2]. By analyzing metacogni-
tion, performance, and communication data between team, we are able to  
develop the team-based evolving metacognitive models for the dynamic envi-
ronments using a fuzzy cognitive map. In this research, a human-in-the-loop 
simulation experiment was conducted to collect communication data, objective 
performance data (operator on-time action performance), and subjective rating 
data (retrospective confident metacognitive judgment) from 6 dyads (12 partici-
pants). Within the Anti-Air Warfare Coordinator (AAWC) simulation domain, 
the simulation test bed provides an interactive simulating condition in which the 
monitoring team must communicate with their team member to defend their 
ship against hostile aircraft. 

Keywords: Metacognition, Team Performance, Human-in-the-loop simulation, 
Fuzzy Cognitive Map. 

1 Introduction 

The need to develop more advanced on-the-job training methods has become a grow-
ing concern in many industries because people not only work as individuals, but as 
members of teams. Although advanced technology provides the ability to develop 
more effective training approaches to novice workers, building effective team training 
methods is still on-going research area. To address this critical need, this research 
investigated the different behavior models based on metacognition and communica-
tion between team members using Fuzzy Cognitive Mapping (FCM) techniques. FCM 
is a “mental landscape” of the elements (e.g. actors, values, goals, and trends) in a 
fuzzy feedback system. FCM can demonstrate the links between causal events of 
dynamic tasks and human behavior with the change of time. The map lists the fuzzy 
rules related with events to show causal flow paths like Hasse diagram [3]. The FCM 
enables job trainers to evaluate trainees’ internal learning states, and to help the in-
structors to choose several possible actions. In this research, we developed a human-
in-the-loop simulation, which emulates a computer-based dynamic control task to 
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identify navigational cognitive behavior in order to collect metacognition and com-
munication data in a team-based training environment. The domain of this simulation 
test bed is AAWC (Anti Air warfare Coordinator). This is an interactive simulation in 
which a controller must defend his/her ship against hostile aircraft. Data from the 
experiment indicated that metacognitive monitoring behaviors which were measured 
using subjective rating methods showed different patterns between teammates. Role A 
(executing appropriate actions based on Rules of Engagements (RoE)) showed a sig-
nificant positive correlation between the metacognition and performance1of identifica-
tion rules while Role B (controlling Defense Counter Aircrafts (DCA) to update the 
information of unknown hostile aircrafts) was not (Role A: r =0.474, p <0.05; Role 
B: r =-0.28, p =0.184).  Since teammates communicated with each other only 
through the telephone, Role A had to obtain and understand information of unknown 
hostile aircrafts through the communication with Role B, and this contributed to dif-
ferent metacognitive judgments between teammates [1]. It has been suggested that the 
key to success in teamwork lies to a great extent in achieving not only successful team 
cooperation, but also efficient team communication [4]. In this paper, by using FCM 
techniques and data (metacognition and communication) from the previous team-
based AAWC experiment, we develop the team-based metacognitive mapping models 
in a dynamic control tasks. This work provides understanding on how the communi-
cation and metacognitive behavior influence team members.  

2 Literature Review 

2.1 Metacognition 

Metacognition is mainly the mind’s ability to monitor and control human cognition. 
According to the Nelson and Narens’s metacognitive model [5], human metacognition 
is significantly influenced by information flows between “meta-level” and “object-
level”.  The object-level consists of ongoing cognitive processes, such as perception, 
problem solving, and learning. The meta-level is about a persons’ own understanding 
related to his or her object-level cognition. The information flows between these le-
vels are unidirectional. The information channel from object-level to meta-level is 
called metacognitive monitoring, while the other channel from meta-level to object-
level is called metacognitive controlling. The data entity of the information flows 
between these levels consists of metacognitive knowledge or meta-memory. The me-
ta-memory is a self-awareness of memory which can reflect how people learn and use 
their memories.  In other words, it is the awareness of one’s own cognition. These 
meta-memories can be transferred to meta-level through the metacognitive monitor-
ing. It is the ability to make accurate accessing the current state of cognitive activities 
on object-level. By using metacognitive monitoring process, people will produce 
more effective regulation to improve their learning [6]. After that, the metacognitive 
control can regulate ongoing cognitive activities such as a decision-making procedure 

                                                           
1 Correct response rate for identifying hostile aircrafts: number of correct responses/ total num-

ber of identification tasks for unknown hostile aircrafts. 
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for using new tactics to solve a difficult problem. In this paper, we focus on the ability 
to make accurate monitoring judgments for the current state of cognitive activities 
because accurate monitoring of learning is one of the critical elements in metacogni-
tion [7]. 

2.2 Fuzzy Cognitive Mapping (FCM) 

Fuzzy cognitive mapping (FCM) was developed by Kosko in 1986. FCM is an exten-
sion of conventional cognitive maps of binary logic set theory. Cognitive maps (CMs) 
are defined as a type of mental processing composed of a series of modeling decision 
making in individual mind maps and social political systems. CMs have been studied 
in various fields due to a strong visual representation of causal relationships and a 
clear comparison of mental models to reality. However, conventional cognitive maps 
make knowledge acquisition oppressively burdensome from insufficient decision 
information, different experts. Hence, a need to represent causal relationships of lin-
guistic quantities becomes very important. FCM can express various degrees of in-
crease or decrease of casual relationships. It is a very powerful tool to represent and 
compute the “strength of impact” of causal flow paths in dynamic environment. Fuzzy 
set theory is behind the computational theory of FCM.  Since Lotfi Zadeh published 
a paper titled “Fuzzy Sets” [8], the various applications using fuzzy sets have been 
successfully tested in the control engineering distributed networks [9], health care 
[10], decision support systems [11], and situation awareness for army infantry [12].   

3 Method 

Our current work focuses on developing the representation of metacognitive mapping 
model in team-based dynamic control tasks by using FCM technique.  

3.1 Dynamic Decision-Making Task Human-In-The-Loop Simulation 

The AAWC (Anti Air warfare Coordinator) test bed is interactive simulation in which 
a controller must defend his/her ship against hostile aircraft.  
 

 

Fig. 1. AAWC interface (left) and experimental setup (right) 
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A total of 12 male engineering graduate students (age 18 or older) participated with 
little to no previously established relationships. The experiment was single gender to 
avoid potential gender interactions in the current study. Participants were voluntary 
and screened for prior experience with the task domain. The experiment consists of 
two sessions – a training session and an experiment session. The participants partici-
pated in an initial training session (Day 1), which lasted 60 minutes. During this ses-
sion the participants were trained on the specific skills and provided with feedback on 
their task. Participants gained experience and understanding of the tasks based on the 
feedback provided by the instructor. The practice scenario lasted approximately five 
minutes with a task complexity that was easier than the actual experiment. Based on 
the result of the pilot test, participants were ready to engage in the actual experiment 
after they executed the practice simulation for the third time. The participants after 
being trained underwent an experiment session (Day 2), which lasted approximately 
90 minutes. During this session the participants were required to perform certain tasks 
based on the scenario. In the experiment, four scenarios are developed and events in 
each scenario have their specific sequence to occur. Each scenario was designed to 
run 15 minutes long. Freeze occurred randomly between 10 and 15 minutes after the 
start of the scenario. Once the simulation was frozen, participants required answering 
retrospective confidence judgment (metacognition) probes. Retrospective confidence 
judgment comes from metacognitive monitoring processes associated more directly 
with retrieval [13]. The probes used for measurement are shown below: 

• How well do you think you have detected the objects in your airspace? 
• How well do you think you are aware of the current overall situation of your 

airspace? 
• How well do you think you are aware of where the overall situation of your air-

space is heading? 

3.2 Team Selection 

Team assignments were determined based on the Big Five Inventory (BFI) as the 
specific measurement tool for FFM personality conducted on the first of the two days 
of the study [14]. FFM extraversion formed the basis for dyad membership, wherein 
dyads were either two introverts (II), or one introvert and one extravert (EI). Each 
dyad had at least one introvert, also as a part of variance reduction, and that introvert 
was always assigned to the second of the two task roles (DCA). To construct these 
dyads, Ward’s clustering [15] was used as an iterative pairwise comparison of Eucli-
dean based distances, in order to group participants with similar extravert scores. The 
remaining introverts were then added to the heterogeneous EI groups, wherein as-
signments were optimized based on the maximum variance between the levels of 
extraversion-introversion, while minimizing the variation among the remaining four 
FFM factors. The result was three distinct teams in each category of dyad. The 
placement of the extraverts within roles in the dyads did not convey any particular 
status to either individual within the dyad (e.g., [16, 17]). Both the extrovert or the 
introvert were responsible to take appropriate actions based on the Rules of Engage-
ment (RoE); where the introverted individual always remained responsible to control 
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[18]. In our experiment, the main goal is correctly identifying every unknown hostile 
aircrafts at appropriate times. Here, we only consider hostiles or assumed hostiles. 
Operator on-time Action Performance is simply calculated by: 

 OIP = CR × 100 / TW_id (1) 

Where: 
 

─ OIP: operator on-time identification performance 
─ CR: number of correct identification responses  
─ TW_id: total number of time window assigned for unknown identification task 

 
Retrospective Confidence Judgment (RCJ): Participants state their confidence level 
for their responses before knowing whether they are correct or incorrect. Confidence 
level ratings are compared to the accuracy of past retrieval. We collected self-rating 
scores (scale: 1 to 100) during the testing sessions. 

 

Communication Data: The participants for the two roles were kept in separate 
rooms, thereby eliminating gestural non-verbal communication and other sight related 
cues. Therefore Role A had to obtain and understand information of unknown hostile 
aircrafts through verbal communication with Role B. Although, the two monitors are 
synchronized, no direct communication was available through the computer. Commu-
nication metrics were the number of utterances (e.g. Table 1 has 7 utterances; 4 RoE 
and 3 DCA), word count (e.g. 10 words in the first utterance in Table 1), and duration 
([19-21]). For each of the 24 dyad and trial combinations, the audio was transcribed, 
timed, with words, utterances, and durations determined by two raters. The analysis 
on communication data between team members provided valuable insight on how to 
effectively support human cognition within the decision-making process.  Based on 
the communication and performance data between teammates, we developed eleven 
important behavior concepts that directly relate to the task at hand (see Table 2).  

Table 1. Example of Role Dialogue to Complete ID Tasks 

Role Dialogue Request Type 
ROE: Unknown aircraft number 17, bearing 106, range 21.6 nautical miles. Call ID (C1) 
DCA: Yes. I’ll send something towards it.  Response ID (R1) 
ROE: Anything on number 17? Re-Call ID (C2) 
DCA: Target 17 is a hostile strike aircraft. Identification (I) 
ROE: Got it. Thanks. Re-Affirm ID (A2) 
ROE: It did not respond to my warnings, so I shot it down. Shot (S1) 
DCA: Got it. Thanks. Response Shot (S2) 

Table 2. Description of Behavior Concept Nodes 

Behavior Concepts Description 
Call ID (C1) Ask for identification of an Unidentified track Number 
Response ID (R1) Recognizing the Call ID 
Affirm ID (A1) Confirming the ID 
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Table 2. (Continued) 
 

Re-Call ID (C2) Re-asking for the identification of a unknown aircraft 

Re-Response ID (R2) Recognizing the Re-Call ID 
Re-Affirm ID (A2) Re-conforming the ID 
Shot (S1) Shooting of the Aircraft which poses a potential threat to the ship 
Response Shot (S2) Confirming the Shot 
Wait (W) Searching the Unidentified or Hostile or Assumed Hostile Aircraft 
Identification (I) Identification action of selected unknown aircraft 
Noise (N) Conversation that have nothing to deal with the task at hand 

FCM inferences: After the FCMs were delineated, we could determine the system’s 
steady state by using the auto-associative neural network methods [22]. This method 
only considers outcomes and dynamics of each node. Following this method, the val-
ue of each node (Ci) in iteration (t) can be computed as: 

 ∑  (2) 

Where: 

─  : Values of the node i at the end of the iteration. 
─  : Values of the subsequent node j at the beginning of the iteration 
─ : Corresponding strength of the link from node j to node i 
─ :  Threshold function that transforms the result of the multiplication. Usually 

the logistic function that assumes the form 1/ 1  is used. 

4 Results 

4.1 Descriptive Statistics 

EI group’s OIP performance mean is higher than II group (see Table 3), but there is 
no significant performance difference between these groups based on the result of 
ANOVA test (F = 0.68,  p = 0.418). In addition, RCJ means show that there is no 
significant different between EI and II group (F = 0.00, p = 0.977).   

Table 3. Metacogntion and Task Performance results 

Team Variable N Mean StDev Minimum Median Maximum 

EI 
RCJ 12 66.00 5.7 40 65 86.75 
OIP 12 45.84 19.82 28.6 42.9 85.7 

II 
RCJ 12 66.25 22.27 20 70 90 
OIP 12 40.48 10.71 21.4 42.9 50 

4.2 Team-Based Metacognitive Models Using Fuzzy Cognitive Mapping 
(TBM-FCM) in AAWC System  

After combining team communication and metacognition data, we are able to con-
struct FCM matrices for each team using the nodes in Table 1. It allows developing 
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different cognitive map patterns between groups by including the union of the causal 
concepts of the system. Figure 3 and 4 show examples of the augmented TBM-FCM 
for both EI and II group.  
 
 

 

Fig. 3. TBM-FCM for EI Group  

 

Fig. 4. TBM-FCM for II Group 

4.3 Simulation of Steady State for the FCMs 

According to the task performance and metacognition data, both groups show either 
Over-Confident (RCJj > OIPj)

♣ or Under-Confident (RCJj < OIPj)
♣ metacognitive 

behavior during the experiment. Moreover, the communication data reveals that Noise 
node can cause the misunderstanding between teammates. Hence, we designed two 
conditions for both metacognition (Over and Under-Confident) and communication 
status (“Clean” and “Noise”) in each group. Based on our experimental data, we are 

                                                           
♣  j = 1,..m;  m = number of dyad and trial combinations. 
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able to generate three different cases for each group and simulate them until the sys-
tem reach to the steady state (see Table 4) using equation 2. The values show the ef-
fect of communication status and metacognition in the team performance. 

Table 4. Steady State Results for the FCMs 

 EI II 

Communication Noise Clean Noise Noise Clean Noise 

Metacognition 
Over  

Confident 
Over  

Confident 
Under  

Confident 
Over  

Confident 
Over 

 Confident 
Under  

Confident 

C1 0.41 0.38 0.37 0.44 0.40 0.42 

R1 0.455038 0.482606 0.515562 0.533515 0.514912 0.5 

A1 0.556693 0.433616 0.548736 0.536218 0.534958 0.576646 

C2 0.509092 0.571576 0.509636 0.475688 0.472333 0.468993 

R2 0.541461 0.580115 0.529245 0.496961 0.523599 0.498708 

A2 0.569649 0.569476 0.632333 0.545937 0.579218 0.524008 

S1 0.569141 0.547754 0.553558 0.5 0.527899 0.5 

S2 0.523696 0.500000 0.523049 0.500000 0.500000 0.500000 

W 0.592464 0.626849 0.617619 0.629986 0.610936 0.609462 

I 0.498017 0.518059 0.519041 0.500000 0.500000 0.500000 

N 0.521807 0.500000 0.523049 0.500000 0.500000 0.524008 

5 Discussion 

By using FCM technique and metacognition and communication data from team-
based AAWC experiment, we are able to develop the cognitive mapping models in 
dynamic environment. It shows how the communication noise and metacognitive 
behavior (over or under confident) influence the different team selection (EI and II 
group). For example, according to the steady state results (Table 3), EI group shows 
that the identification task of the unknown aircrafts can be influenced by the unneces-
sary conversation between teammates (± 0.012). However, it does not have influence 
on II group (± 0). In addition, for EI group, the under-confident metacognitive beha-
vior increases the frequencies of recognizing the Call ID (R1) and reconfirming the 
identification of unknown aircrafts (A2) as compared to the over-confident judgment 
condition (R1: +0.06, A2: +0.06). However, for II group, under-confident condition 
decreases frequencies of both R1 and A2 as compared to the over-confident metacog-
nitive behavior (R1: − 0.03, A2: − 0.02).  Our preliminary findings of this study show 
that FCM technique is useful to understand evolving metacognitive process in terms 
of the team performance and communication between teammates.  The next step of 
the analysis is identifying the navigational training impact of the metacognitive beha-
vior derived from team-communication.  
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Abstract. Aiming to reveal the mechanism of intellectual productivity variation 
of office workers, the authors analyzed the behavior of subjective experiment 
assuming office work, and proposed an intellectual productivity model. The 
model is a three state transit model assuming “working state”, “short-term rest 
state” and “long-term rest state”. A subject experiment was conducted where 
illuminance on the desk and work motivation were controlled to vary their 
productivity. The result was analyzed with this model and it is confirmed that the 
model can explain the productivity variation. 

Keywords: intellectual productivity, human modeling, working state, 
illuminance. 

1 Introduction 

In office buildings, the energy consumption of lighting and air-conditioning systems 
account for big percentage of total energy consumption [1]. Therefore many office 
building have been trying turning down air-conditioning and dimming a light off for 
saving energy. After East Japan earthquake and the following Fukushima nuclear 
disaster, the lack of electricity has promoted energy saving policies such activity. On 
the other hand, many studies have revealed that indoor environment condition affects 
intellectual productivity and health of office worker [2]. For example, a circadian 
rhythm lighting which adjusts human circadian rhythm by high illumination light, 
promotes intellectual productivity [3]. However, it is reported that the effectiveness of 
indoor environment is also dependent on other factors such as work motivation. In 
addition, the mechanism of intellectual productivity variation has not been revealed.  

In this study, therefore, the authors analyzed the behavior of subjective experiment 
assuming office work, and proposed an intellectual productivity model. In addition, a 
subjective experiment was conducted, in which the intellectual performance was 
controlled by lighting environment and work motivation. With the experiment result, 
authors discussed the details of the model by comparing the results of the computer 
simulation based on the model with the experimental results. If this model is completed 
by the result of experiment, which the authors are planning to conduct for revealing the 
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effect of indoor environment, we can predict productivity without experiment, and 
optimize the balance between productivity and energy use by the model. 

2 Intellectual Productivity Model 

2.1 Intellectual Productivity 

There are various kinds of office works, and the human abilities for office work also 
various. But, works which occupy a considerable amount of working time are mental 
tasks which have standard routine. Therefore, in this model, an intellectual 
productivity means the performance of less-creative cognitive task such as deskwork 
or information management tasks. 

The working style in real office is seem that office workers devote a given time 
period for their work. The period would be more than 30 minute or several hours. And 
workers address their works at their own pace in this period. Therefore, in this study, 
working style is assumed as above one. 

2.2 Time-Series Analysis of Solving Tasks 

Aiming to guess the mechanism of work productivity variance, the feature of an 
experimental result was extracted with time series charts like Figure 1. Its ordinate 
axis shows the times of answering each problem, when checking receipt task was 
given. Abscissa axis shows the lapsed time. A receipt checking task is simple and the 
answering time should be almost same in every receipt. But, the distribution is wide. 
And there is a tendency that the frequency of problems which need long time is high. 
For this analysis, the authors assumed that the main process of productivity variance 
is these short rests to relieve fatigue. In addition, the histograms sometimes have long 
tail. It suggests that there are two type of rest. 

 

Fig. 1. Time series analysis of answering speed 

2.3 Intellectual Productivity Model 

Based on above analysis results, the authors had proposed an intellectual productivity 
model, which is assuming three state transition. Fig.2 shows the concept of this 
model. The features are as follows; 
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Fig. 2. Work state model 

• There are 3 states, which are “Working state”, “Long-term rest state” and 
“Short-term rest state”. 

• “Working state” is a state assumed working on a task without trouble. Under this 
state, the task progresses and MF (mental fatigue) increases. 

• “Long-term rest state” is a state assumed conscious rest from several seconds to 
dozens of seconds. Under the long pause, the task does not progress and MF 
decreases. 

• “Short-term rest state” is a state assumed working on a task with trouble. Under the 
short pause, the task does not progress and MF increases. This state might be a 
phenomenon of “Blocking” named by Bills [4]. 

• State transition probability between the work state and the long pause state is 
affected by MF. 

• State transition probability between the work state and the short pause state is a 
fixed value. 

 

Fig. 3. Histogram of answering time and lognormal distributions 

The transition probability is assumed that it is affected with mental fatigue, but it can 
be treated fixed value in long time scale. It means, these 3 state model could be 
considered as the superposition of two state Markov Model. It is known that a 
lognormal distribution is shown when two state Markov model (S1 to S2: p; S2 to S1: 
q) is assumed. Because of these reason, it is considered that the histogram of the 
answering time of each problem can be approximated as the sum of two lognormal 
distributions as shown in Figure 3. The parameters of two lognormal distributions can 
be calculated by the approximation as shown in Figure 4. At that time, the histogram 
can be expressed as formula (1) using the parameters. 
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Fig. 4. Lognormal distributions and their parameters 
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Here, ,  expresses the averages of lognormal distributions, ,  expresses 
their standard deviations, and p , )1( p−  express their height ratios. 

3 Experiment Focused on Illuminance and Work Motivation 

In order to confirm that the model can explain actual productivity variance, the 
authors conducted a subjective experiment, in which the intellectual performance was 
controlled by lighting environment and work motivation 

3.1 Objective 

The first purpose of this experiment was to collect the sample of intellectual 
productivity variation for simulating with the productivity variation models. The 
second purpose was to discuss the detail of intellectual productivity variation caused 
by illumination or work motivation with the model. 

3.2 Experimental Method 

In this experiment, 24 subjects (male: 22, female: 2, mean age: 26.4) participated. 
They were given two cognitive tasks and the performance was measured under two 
illuminance conditions and two work motivation conditions. Two illuminance 
conditions were prepared which are “Normal illuminance” and “High illuminance” 
conditions. Under the normal illuminance condition, the illuminance on the desk was 
fixed to 750 lux, which value is usually used in office. Under the high illuminance 
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Fig. 5. Experimental environment 
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Fig

 

g. 6. Image of receipt classification task 

 

Fig. 7. Experimental procedure 
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 Error E =  (2) 

For each experimental data, model parameters which made the least Error E were 
derived with a genetic algorithm method. As a result, it is revealed that most of 
experimental result is well approximated as shown in figure 9. 

 

3.4 Discussion 

Derived model parameters were compared with work motivation condition. As shown 
in Figure 10,  and  in high motivated condition is shorter than them in low 
motivated condition (p<0.001). It means the time range of short-term rest and 
long-term rest become shorter in HM condition. This difference is the reason why the 
productivity was changed with work motivation condition. 

 

Fig. 10. Comparison of model parameters with motivation condition 

4 Conclusion 

In this study, the authors have proposed an intellectual productivity model. In this 
model, there are three state, working state”, “short-term rest state” and “long-term rest 
state” and they transit with probability. Considering with this model suggest that the 
answering time of cognitive tasks, in which the difficulty of each problem is almost 
same, approximated a sum of two lognormal distributions. 

In addition, a subjective experiment was conducted, in which illuminance on the 
desk and work motivation were controlled to vary their productivity. As a result, the 
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task performance was improved by high work motivated condition. And this 
histogram was well fitted with approximated equation. It means the intellectual 
productivity model can explain productivity variance well. The parameters, which 
was used for fitting the experiment results, was significantly changed by motivation 
condition. In the future, it is expected that the mechanism of productivity variance is 
revealed more detail with this model. And the authors planning a development of  
evaluating productivity method based on this model. 
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Abstract. The group identity effect in a social dilemma situation might be very 
important in order to attain cooperation. It is important for organizational man-
agers to make efforts and take measures to enhance cooperative behaviors. 
First, it was explored how the group heuristics promotes a cooperative behavior 
in a social dilemma situation. The group heuristics was found to play an impor-
tant role in a social dilemma situation, and enhance a cooperative behavior. 
Second, it was examined how the ability of short-term memory affected coop-
eration. The shorter memory span was found to lead to more frequent coopera-
tive behaviors. An agent whose short-term memory was restricted tended to 
cooperate more frequently than that whose short-term memory is not restricted 
at all. In the third experiment, we focused on the effects of penalty and proba-
bility of the revelation of defection on the cooperation, and getting insight into 
how punishment strategy should be used to get rid of social dilemmas and en-
hance cooperation. The defection (uncooperative behavior) decreased when the 
penalty to the defection was heavy and the probability of the revelation of de-
fection was low than when the penalty to the defection was light and the proba-
bility of the revelation of the defection was high. 

Keywords: social dilemma, group heuristics, experimental game theory, coop-
erative behavior, restriction of short-term memory, punishment model. 

1 Introduction 

One of the most important features in social interaction is the conflict between the 
individual motive to maximize personal interests and the motive to maximize collec-
tive interests. In many situations, if all attempt to maximize their personal interests, 
all get worse than when all cooperate to maximize collective interests. Such a  
behavior might induce a violation-based human error and lead to fatal and crucial 
accidents. In a variety of social dilemma situations [1], it is necessary to promote 
cooperative behavior somehow and optimize interests of society or organization. A lot 
of studies are carried out to enhance cooperative behavior in social dilemma situations 
[2-4]. Axelrod [3,4] demonstrated that tit-for tat strategy is able to effectively induce 
cooperative behavior. 
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The paper is organized as follows. Section 2 shows the experimental methods for 
each of three experiments: (1) how group heuristics affects cooperation, (2) how re-
striction of short-term memory affects cooperation, and (3) how penalty affects coop-
eration. Section 3 shows the results of three experiments. Section 4 discuss the results 
of three experiments, and explore how cooperation should be enhanced. Section 5 
summarized and concluded the results.  

2 Method 

2.1 Experiment1: Effects of Group Heuristics and Restriction of Short-Term 
Memory on Cooperation 

The following hypothesis was verified in this study: We prefer to cooperate with in-
group (we-group) members because we generally expect reciprocal responses from 
in-group, but not from out-group (they-group). In short, we tend to expect reciprocity 
to exist within in-group, but not within out-group. Therefore, a person facing a social 
dilemma situation tends to cooperate more frequently with an in-group member than 
with an out-group member.  

The following experiment was conducted to verify the hypothesis above and  
identify the condition for promoting cooperative behavior in such a social dilemma 
situation. The participants were ten undergraduates aged from 22 to 24 years. The 
following seven conditions were selected (see Fig. 1): 

(1)Mutual in-group condition 
(2)One-way in-group condition 
(3)Mutual out-group condition 
(4)One-way out-group condition 
(5)Mutual unknown condition 
(6)One-way unknown condition (in-group) 
(7)One-way unknown condition (out-group) 

The participants were divided into two groups. In the condition (1) above, each mem-
ber of the group was informed that he or she belonged to the in-group, and the partner 
was also told that he or she was gaming with the in-group member. Under the condi-
tion (2), each member was known that he or she belonged to the in-group, but his or 
her partner did not know with which group member he or she played. Under the con-
dition (5), the participant was not provided with the information of opponent, and the 
opponent also did not have any information of the participant with whom he or she 
played. Under the conditions (6) and (7), the participant was not provided with the 
information of opponent, and the opponent had information on which group he or she 
played with. For each condition, the participants were required to conduct a game of 
20 matches.  
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First, the participants were provided with virtual money x (x=2,000 yen). In each 
match (trial), the participants were required to carry out the following decision mak-
ing. The participants made decision on how much (from 0 to 100 yen) they provide 
their opponent with (This amount is represented by y). This was subtracted from the 
initial amount, and simultaneously the participants obtained twice the amount which 
was given by their opponent (This amount is represented by z). The advantage per one 
match (trial) equaled the amount 2z-y. The cooperative rate per one match (trial) was 
calculated as y/100. 

2.2 Experiment2: Effects of Restriction of Memory on Cooperation 

A computer simulation was carried out to explore the restriction of short-term memo-
ry on cooperation under a repeated and finite Prisoner’s dilemma situation. The  
restrictions of short-term memory were past two, four, six, and eight trials. The com-
puter agents (players) with the restriction of short-term memory above repeated a 
finite Prisoner’s dilemma game.   

(1) restriction condition (1/2): If the opponent selects cooperation at least one time 
within past two trials, the player selects a cooperative behavior. 
(2) restriction condition (2/4): If the opponent selects cooperation at least two  
times within past four trials, the player selects a cooperative behavior. 
(3) restriction condition (3/6): If the opponent selects cooperation at least three times 
within past six trials, the player selects a cooperative behavior. 
(4) restriction condition (4/8): If the opponent selects cooperation at least four times 
within past eight trials, the player selects a cooperative behavior. 

2.3 Experiment 3: Effects of Penalty on Cooperation 

The person-agent simulation was run according to the following condition and proce-
dure. The probability of punishment for the defective behavior was set to as follows: 

Model A: 10%, 20%, and 30% 
Model B: 20%, 40%, 60%, and 80% 

Two types of penalty conditions (light and heavy) were used. Four types of agents 
represented by the mixture percentage of ((A) completely cooperative strategy, (B) 
completely defective strategy, and (C) tit-for-tat strategy) were used as follows:  

((A), (B), and (C))=(1:1:1) 
((A), (B), and (C))=(1:1:8) 
((A), (B), and (C))=(1:8:1) 
((A), (B), and (C))=(1:1:8) 

A total of 56 combinations of probability of punishment, penalty, and mixture percen-
tage of agent’s strategy were carried out for all participants. For one condition, a total 
of 30 trials were conducted. The display used in the experiment is demonstrated in 
Fig.2. 
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Fig. 2. Display used in Experiment 3 

(a)                                (b) 

 

Fig. 3. Cooperation rate compared among seven experimental conditions. (a) first trial,  
(b) last trial 

3 Results  

3.1 Experiment1: Effects of Group Heuristics on Cooperation 

In Fig.3(a), the cooperative rate at the first trial is compared among seven experimen-
tal conditions above. The corresponding cooperative rate at the final trial (20-th repe-
tition) is compared among seven conditions in Fig.3(b).  The condition (3) led 
to lower cooperative rate, and the condition (1) led to the highest cooperative rate.  
The conditions (5), (6), and (7) also did not enhance cooperation. The awareness of 
belonging to the same group (that is, group heuristics) tended to promote cooperative 
behavior. In a social dilemma situation, the group heuristics seems to play an impor-
tant role, and enhance cooperative behavior. In conclusion, consciousness of in-group 
membership might help to promote actively mutual cooperation.  
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(a)                                  (b) 

 
(c)                                  (d) 

 

Fig. 4. Cooperation rate as a function of number of trials. ((a) memory restriction: 1/2, (b) 
memory restriction: 2/4, (c) memory restriction: 3/6, (d) memory restriction: 4/8). 

3.2 Experiment2: Effects of Restriction of Memory on Cooperation 

In Fig.4(a)-(d), the cooperation rate is plotted as a function of number of trials. The 
cooperation rate was the least dispersive for the 1/2 restriction condition. The cooper-
ation rate for the 1/2 restriction condition was the highest, and ranged from 0.85 to 
0.95 except for two data points corresponding to the cooperation rate of 0.  Unlike 
the 1/2 restriction condition, the cooperation rate for the 4/8 restriction condition nev-
er became 0. The cooperation rate for the 4/8 restriction condition was on the whole 
less than 0.9 and the most dispersive. In Fig.5, the cooperation rate is compared 
among the restriction conditions of short-term memory. 

3.3 Experiment3: Effects of Penalty on Cooperation 

As a result of simulation experiments (person vs. agent (computer)), the probability of 
punishment (penal regulation) affected the cooperative behavior (See Figs.6 and 7). 
The higher (heavy) penalty tended to enhance cooperation. Even if the expected val-
ues of profit were equal, heavy penalty functioned so that the in-cooperative behavior 
can be suppressed. Moreover, it was demonstrated that the higher (heavy) penalty 
(when the probability of violation (in-cooperation) closure is not taken into account) 
can suppress such in-cooperative (defective) behavior. However, it must be noted that 
there exists an interactive effect between penalty and probability of punishment.  
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Fig. 5. Cooperation rate as a function of restriction condition of short-term memory 

 

Fig. 6. Cooperation rate as a function of probability of punishment 

While, for the lower (light) penalty condition, the lower probability of punishment 
helped to promote cooperation, the probability of punishment does not necessarily 
enhance the cooperation for the higher (heavy) penalty condition.  

4 Discussion 

4.1 Experiment1: Effects of Group Heuristics on Cooperation 

As shown in Fig.3 (a) and (b), it tended that the cooperation rate differed between the 
first and the last trials. The cooperation rate of (3) mutual out-group condition, (4) 
one-way out-group condition and (7) one-way unknown condition (out-group) got 
lower at the last trial than at the first trial. Although the cooperation rate of (6) one-
way unknown condition (in-group) was by far lower than that of (1) mutual in-group 
condition and (2) one-way in-group condition at the first trial, this was nearly equal to 
that of (1) mutual in-group condition and (2) one-way in-group condition at the  
last trial. These results are indicative of the necessity of exploring the change of  
cooperation rate with time (evolution of cooperation rate over time) in order to clarify 
how the group heuristics promote a cooperative behavior. 
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Fig. 7. Cooperation rate as a function of penalty and probability of punishment 

As a whole, the condition (c) led to the lowest cooperation rate, and the condition 
(1) led to the highest cooperative rate. The conditions (e) and (g) also did not enhance 
cooperation. The condition (f) also enhanced the cooperation especially at the latter 
half of the experiment. The conditions (a), (b), and (c) are common in that at least one 
person belongs to the in-group. The awareness of belonging to the same group (that 
is, group heuristics) tended to promote a cooperative behavior even if one of the two 
persons belonged to the in-group. This suggests that the consciousness of belonging to 
the same group might be effective for promoting a cooperative behavior. The in-group 
might lead to the encouragement of team work. Therefore, we can infer that the con-
sciousness of in-group (group heuristics) leads to the enhanced team work that is re-
garded as essential for reducing human errors and accidents.  

4.2 Experiment2: Effects of Restriction of Memory on Cooperation 

It is demonstrated that the tit-for tat strategy (First, unconditionally select cooperation, 
and ever since determine a strategy according to the opponent’s last selection) is ef-
fective for enhancing cooperation under a repeated and finite Prisoner’s dilemma 
situation [2,3]. This means that only the last behavior of the opponent needs to be 
remembered. Although such a situation is plausible for people with bounded rationali-
ty, it might not be practical to assume that only the last behavior (strategy) is remem-
bered. It is more reasonable to assume that people are more forgiving for more  
frequent defections even if the short-term memory is bounded and restricted. As tit for 
more tats might be more effective for enhancing cooperation than the tit-for tat strate-
gy, we assumed that the more retained duration of short-term memory might induce 
more cooperation. 

As shown in Figs.4(a)-(d) and 5, the shorter memory restriction led to higher coop-
eration. Contrary to the prediction above, cooperation was enhanced when the short-
term memory restriction was shorter. The longer short-term restriction can be  
regarded as more forgiving strategy such as tit-for-more tats which is generous to 
more defections of the opponent player.  
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4.3 Experiment3: Effects of Penalty on Cooperation 

The heavy penalty tended to enhance cooperation. Although the expected values of 
profit were equal for both light and heavy penalty conditions, heavy penalty func-
tioned so that the uncooperative behavior can be suppressed. However, as shown in 
Fig.7, it must be noted that there exists an interactive effect between the penalty con-
dition and the probability of the revelation of defection. While, for the light penalty 
condition, the lower probability of revelation of defection helped to promote coopera-
tion, the probability of revelation of detection did not necessarily enhance the cooper-
ation for the heavy penalty condition. While the lower probability of revelation of 
defection helped to promote cooperation for the heavy penalty condition, the proba- 
bility of revelation of detection did not necessarily enhance the cooperation for the 
light penalty condition. It seems that the severity of penalty works more strongly for 
the promotion of cooperation than the probability of revelation of defection.  

The results seem to be contradictory at a glance. It might be misunderstood that the 
heavy or light penalty is constant irrespective of the probability of revelation of defec-
tion. This was not true of this experiment. If the value of heavy or light penalty is 
constant irrespective of the probability of revelation of defection, the corporation rate 
should increase with the increase of probability of revelation. This was not observed, 
and the value of heavy or light penalty was different for each value of probability of 
revelation of defection. As mentioned above, the values of light or heavy penalty were 
determined according to the probability of the revelation of detection, and the types of 
agents represented by the mixture percentage of ((a) completely cooperative strategy, 
(b) completely defective strategy, and (c) tit-for-tat strategy). Thus, throughput the 
experiment, the values of light or heavy penalty were not constant for each value of 
probability of the revelation of detection. The value of penalty differed according to 
the probability of the revelation of detection even if the penalty condition was the 
same (light or heavy).  

4.4 General Discussion-How Cooperation Should be Enhanced 

On the basis of separate discussion of each experiment, the enhancement strategy of 
cooperation will be summarized from the viewpoints of group heuristics, restriction of 
short-term memory, and punishment.  

We originally expected that the cooperation is promoted only when both in-group 
players also know that the opponent also belongs to the in-group. We also assumed 
that the players allocated to the conditions (2) and (6) do not try to maximize collec-
tive interests, and cooperation is not facilitated eventually. However, even under such 
conditions other than (1), the corporative behavior was found to be gradually pro-
moted. This means that at least one-way in-group condition eventually leads to the 
reciprocal cooperative behavior. In the framework of repeated and finite game theory, 
at least one-way in-group condition seems to lead to the reciprocal cooperative  
behavior. The stereotype that in-group members are reliable, honest, and cooperative 
must effectively work for deriving a cooperative behavior irrespective of the group 
heuristics condition of the opponent.  
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It must be noted that the consciousness of in-group membership does not necessari-
ly induce positive aspects (in this study, the enhanced cooperation). As pointed out by 
Murata [5], such consciousness sometimes leads to groupthink, and induces serious 
accidents such as a NASA space shuttle explosion accident. Therefore, future work 
should explore both positive and negative aspects of group identity effect or in-group 
heuristics systematically. In a social dilemma situation, the group heuristics principle 
seems to play an important role, and enhance a cooperative behavior. In conclusion, 
the consciousness of in-group membership by at least one player might help to pro-
mote actively mutual cooperation. 

We regarded such a generous strategy which forgives the opponent player’s  
multiple defections by extending the retain duration of short-term memory as an im-
portant factor to enhance cooperation in our society. Although this generosity to the 
opponent’s more defections was assumed to promote reflection of the opponent play-
er’s defective strategies and be necessary for enhancing cooperation, contrary to this 
assumption, it was demonstrated that such a system never led to the predicted perfor-
mance. As Axelrod [2,3] demonstrated that the tit-for-tat strategy was the most effec-
tive among a variety of strategies, forgetting (forgiving) only one past defection of the 
opponent player (tit-for tat) seems to lead to enhance more cooperation than the wil-
lingness to forgiving more past defections of the opponent player. The behavioral 
strategy that takes into account not multiple past decisions of the opponent but the 
nearest past decision leads to more cooperative behavior, which indicate the forget-
ting of past behaviors without being affected by past defections is essential for elicit-
ing mutual cooperation .  

The low probability of the revelation of defection led to a higher value of penalty. 
The higher probability of the revelation of defection led to a lower value of penalty. 
As the risk seems to be mainly prescribed not by the probability of the revelation of 
defection but by the value of penalty in the range of this experiment, the cooperation 
rate tended to increase with the decrease of probability of revelation of detection and 
with the increase of penalty. Due to this, the cooperation rate tended to increase with 
the decrease of probability of revelation of defection. It seems that the participant paid 
emphasis not on the probability of the revelation of defection but on the penalty itself 
to assess the risk, and felt more risky when the penalty was heavier. 
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Abstract. Learning and acting on social conventions is problematic for low-
literates and non-natives, causing problems with societal participation and citi-
zenship. Using the Situated Cognitive Engineering method, requirements for the 
design of social conventions learning software are derived from demographic 
information, adult learning frameworks and ICT learning principles. Evaluating 
a sample of existing Dutch social conventions learning applications on these re-
quirements shows that none of them meet all posed criteria. Finally, Virtual Re-
ality is suggested as a possible future technology improvement. 

Keywords: Social conventions, adult education, ICT learning, low-literates, 
non-natives, situated cognitive engineering, virtual reality, mixed reality. 

1 Introduction  

In current society, people are expected to be independent, self-directed problem solv-
ers: they should either be able to solve their own problems or at least know where to 
go for help. For non-native citizens and people of low literacy, this can be hard. They 
lack knowledge and language skills required for satisfactory participation in society, 
possibly combined with low self-efficacy, little social engagement and poor security 
awareness. These people would benefit from ICT support to acquire and apply the 
relevant social convention knowledge and skills in their neighbourhood.  

Becker and Mark (1998) define social conventions as the normative rules of con-
duct in a social system, which are adhered to by group members even when acting 
otherwise is possible. The envisioned support distinguishes between norms-and-rules 
and language aspects.  

First, the ‘norms and rules governing social participation’ aspect indicates know-
ledge of the appropriate and accepted ways to act in modern society, including beha-
vioral rules and guidelines for interacting with other people. For the non-native  
demographic, cultural difference can make these rules unclear; for the low-literate 
demographic, information density and complexity can surpass their ability to cope.  
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A ‘non-native citizen’ is ‘a person of whom at least one parent was born abroad’ 
(Keij, 2000). In 2011, 20.6% of the Dutch population consisted of non-native citizens: 
9.2% western migrants, 11.4% non-western. The subset of western migrants has 
grown by 11.8% since January 2000, owing mostly to immigration; non-western mi-
grants have increased by 34.8%, largely due to natural population growth (Gijsberts, 
Huijnk & Dagevos, 2012).  

Within the context of this study, extra attention is afforded to two specific sub-
groups: the non-native 55+  elderly, and non-western 45+ migrant women. Currently, 
4% of all 55+ elderly living in the Netherlands fit the ‘non-native’-description (7% in 
2025). This group will run a high risk of social isolation over the next decade: their 
retirement imply loss of social contacts and income, exacerbating the existing prob-
lems caused by low education and a poor grasp of the Dutch language (Mertens & van 
der Zwet, 2009). Furthermore, the non-native elderly show a relatively high degree of 
depression and social seclusion, yet take less advantage of healthcare services like 
home care. Factors at play here are both different wishes and perceived needs regard-
ing healthcare (den Draak & de Klerk, 2011) and a cultural focus on informal care by 
relatives; coming generations of migrant children are expected to put less stock in the 
notion of ‘caring for elderly relatives’ (Mertens & van der Zwet, 2009).  

About 155.000 non-western 45+ women were found living in the Netherlands in 
2006, and this number is growing. Turkish and Moroccan 45+ women perform less 
paying work and subsist on benefits more than native 45+ women (den Draak & de 
Klerk, 2011). Over 80% of Turkish and Moroccan women has no degree, and around 
66% of elderly Turkish and Moroccan women are functionally illiterate (Mertens & 
van der Zwet, 2009). 

73% of Turks and Moroccans has home access to a computer, 47% of Turks/ Mo-
roccans lacks an internet connection at home, 18% regularly uses a computer at work, 
and 43% indicates ‘feeling like an outsider’ when ICT and computers are discussed 
(91%, 16%, 50% and 17% for native Dutch citizens) (Bijl & Verweij, 2012). 

3 Human Factors 

Adult Learning Principles. Merriam (2010) outlined four major theoretical frame-
works of adult education that jointly offer an encompassing overview of the attributes 
of adult learning: andragogy, self-directed learning, transformative learning and si-
tuated cognition.  

The theory of andragogy distinguishes six characteristics: adults are self-directed 
learners (1), driven by real-life problems (2), internal motivations (3) and societal 
roles and demands (4), who want to know why they should learn anything they are 
told to learn (5) and possess accumulated life experience to draw on (6). These cha-
racteristics offer clear and simple guidelines for adult education (Knowles, 1984). 

Self-directed learning is a theory of adult education that is based on adult learners 
willingly engaging in learning of their own choice (Tough, 1971). Self-directed learn-
ing is connected to informal learning, which distinguishes between three learning 
styles: formal learning is structured and standardized, non-formal learning is structured 
but unstandardized, and informal learning is both unstructured and unstandardized  
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(La Belle, 1982). While self-directed learning can be found in instances of every learn-
ing style, it is most often encountered during informal learning.  

Transformative learning involves altering frames of reference. Illeris (2010) con-
trasts transformative learning with assimilative learning (which keeps frames of refer-
ence intact) and accommodative learning (which involves restructuring frames of 
reference). Transformative learning requires the learner to engage in critical self-
reflectivity. Mezirow (2000) offers a ten-step list to describe the process of transfor-
mative learning, from ‘a disorienting dilemma’ to ‘a reintegration into one's life on 
the basis of conditions dictated by one's new perspective’.  

The main notion of situated cognition is that the context in which the knowledge is 
presented is as much a part of learning as the information content: context includes 
the physical learning location, the tools used and their method of use, and the social 
interactions (Brown, Collins & Duguid, 1989). Studies have also suggested that affec-
tive dimensions and emotions form an important element in the context of learning 
(Merriam, 2010).  

Applying these four frameworks to the problem definition outlined earlier, a num-
ber of attributes necessary for social conventions learning programs can be derived: 

1. There is no ‘the adult learner’, and no single curriculum can fit every student. A 
successful social conventions learning program must be adjustable to take different 
learning styles into account, offering guided ‘teacher-directed’ options and self-
directed ‘student-directed’ ones. 

2. Social conventions learning can be a volatile, culturally charged topic. A social 
conventions learning application needs to recognize and ameliorate this volatility, 
by using non-confrontational language and examples and demonstrating cultural 
awareness. 

3. Brown, Collins & Duguid (1989) suggest that knowledge is influenced by the 
learning environment; as such, learning should take place in an environment as 
close to the learners’ real-life environment as possible. A social conventions learn-
ing application must be able to create such an environment. 

ICT Learning Principles. Richards’s (2005) topology of meaningful ICT learning 
activities describes three characteristics vital to ICT-learning: the provision of and 
dissemination of information, the possibility and facilitation of worldwide communi-
cation, and the element of interactivity.  

‘The provision of and dissemination of information’ refers to the notion that ICT 
learning offers a wide range of media and information types. This breadth of possi-
bility makes it easier to adapt elements of a learning application to individual learn-
ers’ preferences. Low-literates, for instance, could benefit from an implementation 
focusing on audio/video and simple text, while language-specific subtitles and cultur-
al elements such as avatar ethnicity and dress style could be provided for the non-
natives. Additionally, use of the Internet allows learners to look up and access self-
chosen materials, supporting self-directed learning from home. 

The availability of constant worldwide communication allows teachers and stu-
dents to stay in contact beyond traditional regulated classroom hours. This opens up 
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venues for directed, personalized support, which is vital in ICT-learning: Nielson 
(2011) reports high rates of failure in at-home language learning without proper sup-
port. Furthermore, it can be argued that the near-total dissemination of ICT use in 
Dutch society (van Deursen and van Dijk, 2011) has made ‘the proper usage of ICT 
communication tools’ an important social skill. As it’s suggested that non-natives 
may be restricted in their home access to ICT and the subsequent user experience 
(Driessen et al, 2011), an ICT-based social conventions learning application could 
serve a dual purpose in acquainting the users with ICT communication norms. 

The element of interactivity, finally, links ICT learning to notions of experiential 
learning (Kolb, 2001). Barak (2006) divides learning into four aspects – contextual, 
active, social and reflective – and reports that the use of ICT enhances the contextual 
and active parts of learning, tying the interactivity of ICT learning applications to 
both experiential learning and situated cognition. 

One example of ICT learning that demonstrates the effectiveness of interactivity is 
in educational games. Playing digital games is seen as a form of experiential learning 
(Kiili, 2005), and Doshi (2005) claims that using gaming to teach skills allows stu-
dents to fit otherwise abstract concepts into their daily lives. Additionally, educational 
games offer other benefits to learning: games are a conduit to experiential learning, 
games create and enhance engagement in students, games promote cooperation, and 
games could help students in digesting complex subject matter (Fengfeng, 2008). 

Next to the experiential learning note, games are known for inducing engagement, 
immersion (Ermi & Mäyrä, 2005) and flow and fiero (Cornelissen et al, 2012). Both 
Dickey (2007) and Warren et al (2008) report that games induce intrinsic motivation 
in players. Gaming has also been shown to promote cooperation among school child-
ren (Facer et al, 2004).  

 
The following ICT learning principles can be derived for the current project: 

1. A successful social conventions learning program should be adaptable to the target 
audiences as much as possible. ICT’s relative wealth of different media can and 
should be used to take the requirements of the target demographics into account. 

2. Support is important in self-directed learning: study results indicate that proper use 
of support is necessary for success in self-directed learning (Nielson, 2011) and so-
cial conventions learning (Driessen et al, 2011).The use of ICT in this support 
seems a natural fit. 

3. A successful social conventions learning program should be interactive, offering 
lesson plans and examples tailored to the target demographics’ real-life situations 
and incorporating principles of experiential learning and situated cognition. 

4. Gaming principles should be used to enhance motivation, immersion and flow. 

4 Technology 

Existing Social Conventions Learning Applications. The first literature review 
focused on applications for our main demographics: non-natives and people of  
low literacy. There is a specific class of social conventions learning software that is 
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tailor-made for these groups: naturalization and integration courses that focus on both 
language learning and culture and participation (Driessen et al, 2011) and often han-
dles both topics simultaneously. The investigation focused on seven Dutch naturaliza-
tion software packages: 

• EHBN is an older naturalization package that has been around since the 1990’s. 
The website claims that it uses a ‘CD-ROM program’, and that the ‘entire course is 
now web-based’. Targets non-natives and is intended to support naturalization. 
(Dutch national social conventions (DNSC), Dutch language learning level A2) 

• IJsbreker Plus is a language learning naturalization aid for non-natives. It com-
bines independent online work with book exercises and classroom teaching: the 
website claims to offer a ‘strong mix of learning types’. (DNSC, level A2) 

• ETV.nl and Oefenen.nl are two websites that offer a large selection of  training 
programs: ETV.nl acts as a webshop, while Oefenen.nl hosts the training software. 
Offered are language learning segments aimed at low-literates and naturalization 
courses aimed at non-natives. (DNSC, various levels) 

• KNS Examen is the website of the official Knowledge of Dutch Society naturali-
zation exam. KNS Examentraining is an online training exam. The KNS Examen 
targets non-natives.  (DNSC, level A2) 

• Naar Nederland is ‘the official self-study guide for the Dutch naturalization ex-
am’. The method works with a DVD, several books and online practice software; 
the complete  package is offered in 18 languages. (DNSC, level A1) 

• Nu in Nederland is an online social conventions learning package that prepares 
students for the official KNS exam. It uses the eight main ‘themes’ of the KNS ex-
am as a guideline, and claims to work with ‘texts, questions, hyperlinks, movies 
and exam questions’. (DNSC)  

• Samen op pad is a free online learning package focused on language learning and 
naturalization. It uses highly simplified Dutch to increase accessibility for low-
literates and non-natives. Uses video-supported multiple-choice questions and in-
teractive Dutch-language matching exercises. (DNSC, undefined levels) 

• Thuis in Nederlands is a multimodal teaching method aimed at older female mi-
grants, using a mix of classroom book learning, practical assignments and roleplay 
and e-learning (including VR environment called the Virtual Neighbourhood). Has 
an additional language learning track called ‘Klaar voor de Start’. (A1 level) 

Envisioned Technology. Virtual Reality (VR) seem to provide opportunities to sup-
port social conventions learning. Huang, Rauch and Liaw (2010) describe VR as ‘a 
combination of 3D graphics and input devices that manages to create immersion in an 
interactive virtual environment’, which is already wide-spread. VR-supported learn-
ing seems to outperform other types of e-learning: interactive virtual environments 
allow students to see and directly interact with one another, creating a sense of social 
presence (Monahan, McArdle & Bertolotto, 2008).  VR learning can confer greater 
feelings of physical and social presence and situatedness (Huang, Rauch & Liaw, 
2010) and allows for intuitive, natural interaction possibilities, making it interesting 
for social conventions learning purposes. 



360 D. Schouten et al. 

 

5 Requirements Analysis 

Based on the demographic information and the human factors principles for adult 
learning and ICT learning, seven high-level user requirements were derived: 

─ Req 1: The application should offer and / or support different learning styles. 
─ Req 2: The application should be multi-modal, offering content in multiple concur-

rent ways. 
─ Req 3: The application should use learning materials and contents that are closely 

related to the learner’s physical environment and real-life experiences. 
─ Req 4: The application should use non-confrontational language and content and 

demonstrate cultural awareness. 
─ Req 5: The application should employ real interactivity to engage the learners. 
─ Req 6: The application should employ principles of interactive gaming, like flow 

and fiero, to engage the learners and promote intrinsic motivation. 
─ Req 7: The application should possess built-in support options. 

The evaluation of the existing social conventions learning applications is presented in 
Table 1 with a summary of application attributes: 

─ Target groups: the intended target demographic(s) for this application: non-
natives (non-nat) and/or low-literates (low-lit). 

─ Goal: social conventions: whether or not the application teaches social conven-
tions. 

─ Goal: language: whether or not the application teaches language skills (including 
language levels taught). 

─ Method(s) employed by this application: books, websites, CDs, and classroom 
learning. 

─ Req 1 to Req 7 indicate the seven requirements listed above. 

Table 1. Evaluation of existing applications on attributes and criteria 

Method/ 
Criterium 

EHBN IJs-
breker 
plus 

EVT.nl KNS 
examen 

Naar 
Neder- 
land 

Nu in 
Neder- 
land 

Samen 
op pad 

Thuis 
in 
Neder- 
lands 

Target 
groups 

Non-
nat. 

Non-
nat. 

Non-nat; 
low-lit. 

Non-
nat. 

Non-
nat. 

Non-
nat. 

Non-nat; 
low-lit. 

Non-
nat. 

Goal: social 
conventions 

Yes. Yes. Yes. Yes. Yes. Yes. Yes. Yes. 

Goal: 
language 

Yes: 
level 
A2. 

Yes: 
level 
A2. 

Yes: 
level 
unclear. 

Yes: 
level 
A2. 

Yes: 
level 
A1. 

No. Yes: 
level 
unclear. 

Yes: 
level 
A1. 

Method(s) Book. 
CD. 
Web. 

Book. 
Web. 
Class. 

Web. Books. 
Web. 

Books. 
DVDs. 
Web. 

Web. Web. Book.  
Web. 

Req 1 No. Yes. No. No. Yes. No. No. Yes. 
Req 2 Yes.  Yes. No. No. Yes. No. Yes. Yes. 
Req 3 Yes. Yes. Yes. Yes. Unclear. Yes. Yes. Yes. 
Req 4 Yes. Yes. Yes. Yes. Unclear. Yes. Yes. Yes. 
Req 5 Unclear. Yes. No. No. Yes. No. Yes. Yes. 
Req 6 No. No. No. No. No. No. No. Yes. 
Req 7 No. Yes. No. No. Yes. No. No. No. 
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Table 1 shows that none of the applications meet all requirements. While most 
applications fulfill the demands for situatedness and non-confrontational content, the 
application of gaming principles and fully integrated support is rare. The IJsbreker 
Plus, Naar Nederland and Thuis in Nederlands applications each meet six out of seven 
requirements: it therefore seems plausible that these applications could be adapted to 
better fit this study’s demands, although the specific nature of this adaptation is as-of-
yet undetermined.  

In general, there proves to be a mismatch between the existing technology and the 
obtained operational demands and human factors knowledge (see Figure 1). VR tech-
nology has some attributes that can help significantly in fulfilling the listed require-
ments. VR’s main advantages lie in inherent multimodality, enhanced situatedness, 
greater possibilities for real interactivity and positive aspects of the gaming  
experience. 

6 Conclusion 

This paper investigated the current state of social conventions learning applications. 
Requirements were derived from theoretical frameworks in the fields of adult educa-
tion (i.e., andragogy, self-directed learning, transformative learning and situated cog-
nition) and ICT learning (interactivity, communication, information, engagement, 
immersion, flow and fiero. Seven requirements were derived from these frameworks: 
adaptability, multi-modality, situatedness, non-confrontationalness, ‘real’ interactivi-
ty, use of gaming principles and integrated support. An evaluation of current social 
conventions learning applications using the derived requirements revealed that none 
satisfy every requirement. Virtual Reality technology might help to better address the 
user requirements, by (among other things) making unwritten rules explicit and by 
taking away anxiety through repeated exposure and practice. 
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Abstract. The authors have proposed a concentration time ratio as a new  
evaluation index of intellectual productivity, which had been difficult to be 
quantitatively evaluated, with a concept of concentration on target task, and a 
measurement tool has been developed based on the index. In addition, a subject 
experiment was conducted with the tool in which the illumination conditions 
were changed. As the result, it was found that the index was not affected by 
learning effect and the difference of intellectual productivity by changing the il-
lumination conditions could be evaluated quantitatively with the index. 

Keywords: intellectual productivity, office environment, task and ambient 
light, work concentration. 

1 Introduction 

Energy saving is one of the countermeasure of increasing greenhouse gas emission 
caused by increasing worldwide energy consumption. After East Japan earthquake 
and the following Fukushima nuclear disaster, most of nuclear power stations have 
been shut down in Japan and we are suffering from lack of electricity. The govern-
ment has promoted energy saving policies such that the temperature of air-
conditioning system in the summer should be 28 degree Celsius and office lightings 
should be partially turned off [1]. However, the drop in productivity of office workers 
caused by the energy saving may extend their labor time and this may consume more 
energy. 

On the other hand, recent studies have indicated that improvement of office envi-
ronment may improve the intellectual productivity of office workers [2]. However, 
the method which evaluates office productivity objectively and quantitatively has not 
been established yet. There have been mainly two methods to evaluate the improve-
ment of intellectual productivity caused by the change of office environment. One is 
subjective evaluation methods [3] and another is quantitative methods based on cogni-
tive task performance [4]. The subjective evaluation method directly asks the change 
of their work performance to the office workers by the change of work environment. 
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It is therefore difficult to quantify the improvement of the productivity. On the other 
hand, in case of the task performance-based method, they conduct specially designed 
cognitive tasks in each work environment and the change of task performance is 
measured. It is however difficult to accurately evaluate the change of intellectual 
productivity by the change of work environment because the performance is greatly 
influenced by learning effect. 

In this study, therefore, a new evaluation index and its measurement tool have been 
proposed based on a concept of work concentration and a subject experiment was 
conducted with the index to confirm its effectiveness. 

2 Concentration Index 

When they perform intellectual work, it can be assumed that they performed it with 
transiting “working state”, “short-term rest state” and “long-term rest state” as shown 
in Figure 1 [5]. In the short-term rest state, they unconsciously stop the work for a 
short time. In the long-term rest state, however, they consciously stop working to take 
a break or think other things for a long time. This state transition is affected by such 
as their work motivations, their fatigues, work contents and work environment [5]. 
Considering that concentration means a work state where their cognitive resources are 
assigned to a target work, it can be assumed that the working state and the short-term 
rest state are a concentrated state while the long-term rest state is a non-concentrated 
state as shown in Figure 1. And the intellectual work can be performed more when the 
time ratio of the concentration state among the total labor time is high. This means 
that the intellectual productivity can be measured by the concentration time ratio. 

Based on the model in Figure 1, when they perform a task in which problems with 
uniformed difficulty are given continuously, the histogram of the answering time of 
each problem can be approximated as the sum of two lognormal distributions as 
shown in Figure 2. The left lognormal distribution expresses the sum of working state 
and the short-term rest state, while the right distribution includes not only working 
state and the short-term rest state but also the long-term rest state. 
 

 

Fig. 1. Work state model 

Short-term
rest state

Long-term
rest state

Working 
state

Concentration Non-concentration
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Fig. 2. Histogram of answering time and lognormal distributions 

When giving a cognitive task to an office worker and the histogram of the answer-
ing time of each problem is drawn, the parameters of two lognormal distributions can 
be calculated by the approximation as shown in Figure 3. At that time, the histogram 
can be expressed as formula (3) using the parameters. 

 

 

Fig. 3. Lognormal distributions and their parameters 
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Here, ,  expresses the averages of lognormal distributions, ,  expresses their 
standard deviations, and p , )1( p−  express their height ratios. When they concentrate 
the target task, the expected time of  distribution is an average answering time. 
Therefore the average answering time in concentration state can be expressed as for-
mula (2). 
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Because total time in concentration state can be expressed as CTN ⋅  where they an-
swer N problems when performing the task, the concentration time ratio, CTR, can be 
expressed as formula (3) where total task performing time is 

totalT . 

 
totalT
CTN

CTR
⋅=  (3) 

Since the task performance (answering speed) is improved as repeating the problem 
solving by learning effect, it is difficult to evaluate the intellectual productivity by the 
task performance. The concentration time ratio proposed in this study however is not 
affected by the learning effect because it only expresses the time ratio of concentra-
tion state in the total task performing time. 

3 Development of Concentration Measurement Tool 

In order to find the concentration time ratio proposed in chapter 2, cognitive tasks 
should be given to office workers, the answering time of each problem should be 
measured and the parameters of two lognormal distributions should be calculated by 
approximating the histogram of the answering time. In this chapter, a design of the 
cognitive tasks and an analysis tool will be described. 

3.1 Design of Cognitive Tasks 

The cognitive task requires some conditions such that (1)they can continuously an-
swer problems with their own paces, (2)the difficulty of each problem is unified, and 
(3)their solving strategy is not changed. And since the office work mainly requires 
linguistic ability such as document preparation and calculation ability such as ac-
counting operations, the cognitive task should require these abilities. It is sure that 
creative works such as creating new ideas are important among many kinds of office 
works, however, most of the actual office works are typical and regular works. In this 
study therefore a word classification task and a mental calculation task have been 
designed. 

Word Classification Task 
The word classification task is the task where a given word on a sheet of paper is 
required to be classified into one of 27 categories by sorts of character, the first vowel 
and meaning category. Since the word is given in Japanese, the sorts of character are 
hiragana, katakana and kanji. The first vowels include “i”, “u” and “o”. The meaning 
categories are creature, proper noun and artificiality. As shown in Figure 4, the words 
are given as a bunch of papers where one word is written on each sheet of paper. They 
are required to answer the proper category by pressing one of 27 buttons on the dis-
play of iPad. The answering time of each problem is measured by the iPad and rec-
orded into a server computer connected by the network. 



368 H. Shimoda et al. 

 

Fig. 4. Word classification task 

Mental Calculation Task 
In the mental calculation task, two-digit number is first shown on a display of a PC 
and they are required to memorize it, then another two-digit number is shown after 
pressing enter key. They are required to do a sum of two numbers in their heads and 
input the answer with a numeric keypad. After input the answer, pressing enter key 
moves to the next problem. The answering time of each problem is measured by the 
PC and recorded into the server computer. 

3.2 Analysis Tool 

With the recorded answering time, the parameters of two lognormal distributions are 
calculated by approximation as the histogram of answering time with EM (Expecta-
tion Maximization) algorithm [6], and then the concentration time ratio is calculated 
by the fomula (2) and (3). In other words, the parameters are estimated to maximize 
its probabilistic expectation as the histogram can be expressed as an approximation of 
two lognormal distributions. When estimating the parameter with the EM algorithm, 
the convergent conditions are; (a)

1μ  should be close to mode value of the histogram 
and (b)

21 μμ <  and 
21 σσ < . 

 

 

Fig. 5. Mental calculation task 
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4 Evaluation Experiment of Illumination Environment 

4.1 Objective 

The objective of the experiment is to confirm that the proposed concentration time 
ratio can evaluate the influence of intellectual productivity by change of illumination 
environment. 

4.2 Experimental Method 

Two illumination conditions were prepared which are (i)ceiling lighting (5,000K, 750 
lux on the desk), and (ii)a combination of task lighting(6,000K, 650 lux on the desk) 
and ceiling lighting(3,000K, 100 lux on the desk). Here and after (i) is called ‘Am-
bient’ condition while (ii) is called ‘T&A’ condition. Although the intensity of illumi-
nation of both conditions is 750 lux on the desk, the energy consumption of T&A 
condition is only 46% of that of Ambient condition. As shown in the right picture of 
Figure 6, it is expected to concentrate on the target task in T&A condition because the 
area except the desk is dark and it eliminates surrounding visual noise. The other en-
vironmental conditions were controlled as shown in Table 1. 

Figure 7 shows the experimental procedure. It was conducted for three days with 
changing the illumination conditions. 19 male subjects (ages of 20-55) participated in 
the experiment. 10 out of 19 subjects joined the group A-T&A-A in which the illumi-
nation conditions were Ambient, T&A and Ambient for each day respectively, while 
other 9 subjects joined the group T&A-A-T&A to keep the counterbalance. The actual 
measurement of the concentration time ratio was conducted in task set 1 and 2 at least 
two hours after lunch to avoid post-lunch dip. Task set 3 was conducted as a dummy 
task to avoid a terminal effect. The subjects were instructed not to take caffeine such 
as green tea and coffee during the experiment. 
 

 

Fig. 6. Experimental environment 

Table 1. Other environmental conditions 

Temperature Humidity CO2 density Sound noise 
25±1℃ 20-40% Under 800ppm Under 55dBA 

(a)Experimental environment(Ambient condition)                       (b)T&A condition
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Fig. 7. Experimental procedure 

4.3 Results and Discussions 

Figure 8 shows the task performance of the word classification task for each group on 
each day. As shown in the figure, the learning effect was clearly found for both 
groups. The change of intellectual productivity by the change of illumination condi-
tion could not be evaluated from this result. This tendency was also found in the men-
tal calculation task. 

The concentration time ratios were tried to be calculated by the analysis tool  
mentioned in chapter 3, however, a few of them could not be calculated because the 
parameters of lognormal distributions could not be found by EM algorithm. In the 
following analysis therefore they are omitted. The same analysis as Figure 8 was done 
for the concentration time ratio and it was found that there was no significant differ-
ence between the results for each group on each day. This means that the concentra-
tion time ratio is not affected by the learning effect. Figure 9 shows the comparison of 
the concentration time ratios under two illumination conditions for each task. 

 

Fig. 8. Task performance of word classification task 
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Fig. 9. Comparison of concentration time ratios of illumination conditions 

In the word classification task, the concentration time ratio under T&A condition 
was 2.7% higher than that under Ambient condition (p<.05). In the mental calculation 
task, the concentration time ratio under T&A was also higher however there is no 
significant difference. 

As the result of the above, it was found that the concentration time ratio proposed 
in this study has a possibility to evaluate the change of intellectual productivity quan-
titatively by the change of work environment without the learning effect. 

5 Conclusion 

In this study, the authors have proposed concentration time ratio as a new evaluation 
index of intellectual productivity from the view point of concentration on the target 
work, and have developed a measurement tool based on the index. In addition, a sub-
ject experiment was conducted to evaluate it where 19 subjects participated for three 
days. As the result, it was found that the concentration time ratio was not affected by 
the learning effect and it could evaluate the difference of intellectual productivity 
quantitatively by the change of illumination conditions. However there were a few 
cases in which concentration time ratios could not be calculated by the developed 
tool. The algorithm and the tool should be improved in the future. 
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