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Foreword

The 15th International Conference on Human—Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21-26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

Human-Computer Interaction
Human Interface and the Management of Information

Affiliated conferences:

10th International Conference on Engineering Psychology and Cognitive
Ergonomics

7th International Conference on Universal Access in Human—Computer
Interaction

5th International Conference on Virtual, Augmented and Mixed Reality
5th International Conference on Cross-Cultural Design

5th International Conference on Online Communities and Social Computing
7th International Conference on Augmented Cognition

4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

2nd International Conference on Design, User Experience and Usability

1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human—Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Don Harris, contains papers focusing on the thematic

area of Engineering Psychology and Cognitive Ergonomics, and addressing the
following major topics:

Cognitive Issues in HCI

Measuring and Monitoring Cognition

Cognitive Issues in Complex Environments
Productivity, Creativity, Learning and Collaboration



VI

Foreword

The remaining volumes of the HCI International 2013 proceedings are:

Volume 1, LNCS 8004, Human—Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

Volume 2, LNCS 8005, Human—Computer Interaction: Applications and Ser-
vices (Part IT), edited by Masaaki Kurosu

Volume 3, LNCS 8006, Human—Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

Volume 4, LNCS 8007, Human—Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

Volume 5, LNCS 8008, Human—Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

Volume 6, LNCS 8009, Universal Access in Human—Computer Interaction:
Design Methods, Tools and Interaction Techniques for elnclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

Volume 7, LNCS 8010, Universal Access in Human—Computer Interaction:
User and Context Diversity (Part IT), edited by Constantine Stephanidis and
Margherita Antona

Volume 8, LNCS 8011, Universal Access in Human—Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto
Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part IT), edited by Sakae Yamamoto

Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part IIT), edited by Sakae Yamamoto

Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part IT), edited by Don Harris

Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker

Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker



Foreword VII

e Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

e Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

e Volume 22, LNCS 8025, Digital Human Modeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

e Volume 23, LNCS 8026, Digital Human Modeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

e Volume 24, LNAT 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

e Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

e Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

e Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

e Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

e Volume 29, CCIS 374, HCT International 2013 Posters Proceedings (Part IT),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human-
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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The 16th International Conference on Human—Computer Interaction, HCI
International 2014, will be held jointly with the affiliated conferences in the
summer of 2014. It will cover a broad spectrum of themes related to Human—
Computer Interaction, including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair

Professor Constantine Stephanidis
University of Crete and ICS-FORTH
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Email: cs@ics.forth.gr
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Abstract. Latency has been identified as a major bottleneck for usability of
human-system interaction devices. However, the theoretical basis of the effect
of latency on action control mechanisms remains weak. In this study, we aimed
to investigate the cognitive implications of latency for Human-Computer Inter-
action. We proposed models of agency (i.e., mechanism underlying the feeling
of control) as a possible interpretative framework on the nature of the transfor-
mation induced by latency. In a series of 3 experiments, we propose to tackle
this problem by (1) characterizing the effects (performance and agency) of
transmission delays on UAS camera control, and (2) designing and evaluating
HMI solutions to mitigate these effects with regard to the agency principle.
Our results showed that (1) latency decreases sense of agency and human per-
formance, (2) models of agency could provide HMI solution for latency com-
pensation. Interests of agentive experience accounts for better system design are
discussed.

Keywords: Latency, Agency, Action Control, UAS, Cognition.

1 Introduction

Latency, or lag, is the time delay in device position updates [4]. Latency has been
shown to dramatically degrade human performance in motor-sensory tasks with inter-
active systems as well as planning and performance in teleoperation scenarios [2; 8;
14; 15]). In general, the effect involves a reduction in control accuracy which ulti-
mately drives the operator to adopt a “move and wait” strategy when latency exceeds
about 300 ms (see [3; 11; 12; 13]). This problem of latency is particularly true when
you consider Unmanned Aircraft System (UAS) operation, latency generally exceed-
ing 300 ms in such system. Clearly, data transmission latencies between Unmanned
Aerial Vehicles (UAVs) and control stations affect the effective operator control of
these UAVs.

However, if lag is currently considered by User Interface Designers as a major
bottleneck for usability of human-system interaction devices [8], the theoretical basis
of the effect of latency on action control mechanisms remains weak. We assume
that characterizing how latency impacts the cognitive processing involved in action

D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 3-12, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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control should provide guidelines to User Interface Designers for latency compensa-
tion. A possible interpretative framework on the nature of the transformation induced
by latency can be tracked back to the mechanism of agency. When we act, we usually
have a clear feeling that we control our own action and can thus produce effects in the
external environment. This experience of oneself as the agent of one’s own actions
has been described as “the sense of agency” (for reviews, see [5]). Models of agency
suggest that the experience we have of causing our own actions arises whenever we
draw a causal inference linking our thought (or intention) to our action. This inference
occurs in accordance with principles that follow from research on cause perception
and attribution (see [5; 6; 9; 10]). Interestingly, temporal contiguity is central for
sense of agency: immediate cause—effect pairings are generally privileged [18; 17; 19]
and task-meaningful temporal windows introduced between a cause and its effect is
necessary [1]. So that, to perceive a sense of control, the effect cannot start too soon
or start too late; it has to be on time just after the action.

In this context, we hypothesized that (1) the data transmission latency directly im-
pacts the sense of agency, (2) designing HMI solutions offering the maximal agency
could compensate the negative effect of latency on a teleoperation control task. In a
series of 3 experiments, we propose to tackle this problem by (1) characterizing the
effects (performance and agency) of transmission delays on UAS camera control, and
(2) designing and evaluating HMI solutions to mitigate these effects with regard to the
agency principle.

2 Experiment 1: Latency and Agency in Simple Paradigm

The first experiment was designed to characterize the link between agency and la-
tency. To address this issue, we used the classical Fitts’ task in a discrete version. In
this paradigm, participant had to move a cursor as quick and as accurate as possible,
toward a target from a home position (one-dimensional movement). Latency was
introduced between the initiation of the physical movement of the device (stylus) and
the time the corresponding update appears on the screen (movement of the visible
cursor). Effect of input device latency on human performance and sense of agency
were computed. As showed by), we hypothesized that the latency directly impacts (1)
human performance in such pointing task (see [8]) and (2) the sense of agency
(see [19)).

2.1 Method

Participants. Nine right-handed from the French Aerospace lab volunteered to par-
ticipate in this experiment. All had normal vision and were naive as to the hypothesis
under investigation. Their mean age was 24 (range = 21-32 years).

Materials and Apparatus. We used an interactive graphics system using targets
displayed on a LCD (Dell P2210, 22”) and a cursor manipulated by an input device
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(graphic tablet WACOM Intuos 4 XL + stylus). Stylus movements over a graphics
tablet motion of a vertical green line cursor. A vertically elongated white bar on the
screen represented the target against a grey background. The stylus’ position was
sampled at a frequency of 150 Hz. An adjacent monitor (17’ touch screen) showed
two horizontal lines used for agency measures recording (see later).

Procedure. The participants' task was to move a cursor as quick and as accurate as
possible, toward a target from a home position (one-dimensional movement). The
sequence of events on each trial is described in Figure 1. (1) Participants’ cursor is
situated at the central position. (2) After a short interval, a sound got the signal for the
beginning of the movement. (3) The participant moved the cursor as quick as possi-
ble towards the target. (4) The cursor reached the target. (5) After a controlled tempo-
ral delay, an acoustic feedback concerning the success of the target was given. (6)
After each trial, measures of agency were computed (details in Measure of agency
section). In order to test the effect of latency on agency, a temporal gap was intro-
duced between the initiation of the physical movement of the device (stylus) and the
time the corresponding update appears on the screen (movement of the visible cursor).
Four different levels of latency were tested (0, 250, 750 or 1500ms). In a last condi-
tion, called control condition, the movement of the cursor was externally produced
(i.e., participant only observed). Task difficulty was also manipulated by using two
different target sizes (30 mm for ID2 versus 10 mm for ID3).

Measure of Agency. If the sense of agency has been proved to be difficult to quan-
tify, it is now accepted that different aspects has to be considered, conscious and un-
conscious aspects. Conscious aspect refers to the explicit judgement of causal control.
In contrast, unconscious aspect refers to change involved in voluntary action (i.e.,
agentive situation), particularly perceptual change. An interesting one relates to the
perceived duration of intervals between actions and effects. Recent research has
shown that human intentional action is associated with systematic changes in time
perception: the interval between a voluntary action and an outcome is perceived as
short as the interval between a physically similar involuntary movement and an out-
come. This phenomenon called intentional binding [7] offers an implicit measure of
the sense of agency. Relative to these two aspects of agency, two measures were col-
lected for each trial. Unconscious aspect of agency was evaluated by the temporal
delay perceived between action and effect. Participant had to estimate on a scale from
0Os to 1s the temporal delay perceived between the entrance in the target and the ap-
pearance of the success feedback. If they were told that the possible range of delays
was between 1 ms and 1000 ms, only three Action/Effect delays (250 ms, 500 ms, and
750 ms) were presented, in a random order. Conscious aspect of agency was evalu-
ated by judgement of agency. Participants has to report how strongly they felt that
they controlled the pointing movement, using a scale from O (no causal involvement)
to 1 (strong causal involvement).
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Fig. 1. Typical sequence of events for one trial

To summarize, we have (1) five conditions of latency, (2) two index of difficulty
(ID2 versus ID3) and (3) three effective Action/Effect delays. Each participant made
two trials for each combination of Latency, Difficulty and Action/Effect Delay, being
in total sixty trials per participants. The trials were tested in random order.

2.2  Results and Discussion

In this study, our primary concern is the relationship between latency and sense
of agency, at both unconscious and conscious levels. The impact of latency on
performance is also computed.

Unconscious Aspect of Agency: Temporal Judgement. The first measure of agency
collected concerns the perceived duration of intervals between actions and effects. As
previously introduced (see Intentional binding effect), if latency reduces the sense of
agency, action/effect interval estimation should increase with the level of latency. To
test this hypothesis, we performed a 5%2*3 ANOVA with Latency (0, 250, 750,
1500ms, control condition), Difficulty (ID2, ID3) and Action/Effect delay (250, 500,
750 ms) as within subject factors. Our results (see Figure 2A) show a significant ef-
fect of Latency on interval estimation (F(4,68)= 11.91, p<.01). Post-hoc analysis re-
vealed that interval estimates increased monotonically with the level of latency: the
more the cursor movement was delayed, or the less it relied on participant’s actual
movement, the longer the action-effect interval was perceived, and this even if the
actual action/effect delays are completely independent of the latency introduced in the
system. Interestingly, no significant difference (p>.01) was observed between the
conditions with large latency (750 and 1500 ms) and the control condition (movement
externally produced). These results indicate that the unconscious aspect of agency is
sensitive to the latency, with increasing latency leading to a higher interval estimate,
which we interpret as a gradual decrease in sense of agency.
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Conscious Aspect of Agency: Explicit Judgement of Agency. The second measure
of agency collected concerns the judgement of agency: How much do you feel in
control? As for the unconscious aspect of agency, this feeling of control should de-
crease with latency. Our results (see Figure 2B) confirm such hypothesis, since a sig-
nificant effect of Latency on verbal reports was observed (F(3, 51) = 60.76, p<.01).
Post hoc analysis shows that judgement of causality decreased monotonically with the
level of latency (all ps,.01). These results indicate that the conscious aspect of agency
is sensitive to the latency, with increasing latency leading to a gradual decrease in
judgement of agency. A significant effect of Difficulty is also observed (F(1,17) =
25.96, p<.01). Post-hoc analysis for Difficulty reveals that subject have larger sense of
control for easier task (ID2), results not observed for time estimation (F(1,17)= 1.32,
n.s.). More particularly, conscious aspect of agency seems more sensitive to perfor-
mance than unconscious aspect. A possible explanation could be found regarding the
relation between performance and judgement of agency.

Performance: Movement Time. Finally, we computed the effect of the latency on
movement time. As previously observed by MacKenzie and Ware [8], we observe a
significant effect of Latency on movement time (F(3,51) = 51.37, p<.01) (see Figure
2C). Post-hoc analysis reveals a progressive decrease in movement time in regard to
the latency. These results indicate that the performance is sensitive to the latency,
with increasing latency leading to a poorer performance (i.e., a larger movement
time).

(9]
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Fig. 2. Modulation of (A) Interval Estimates, (B) Judgement of Agency, and (C) Movement
Time by actual level of Latency

3 Experiment 2 and 3: Wegner Principle for Latency
Compensation

Our first experiment indicates that latency (1) decreases conscious and unconscious
aspects of agency, (2) impacts human performance. It clearly demonstrates that
increase in latency is correlated to a decrease in sense of agency. Such decrease is
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congruent with models of agency (see [18; 17]). Indeed, as claimed by priority princi-
ple, to perceive a sense of control, the effect cannot start too soon or start too late; it
has to be on time just after the action. In this context, we hypothesized that designing
HMI solutions that enhance agency (particularly in regard to priority principle) could
compensate the negative effect of latency. To tackle this question, we focused on
teleoperation control task. The aim was to propose human-machine interface (HMI)
solutions that reduce the effects (oscillatory behaviour) of latency on an operator’s
performance.

The HMI solution developed was a predictive cue called the “Payload Director”.
The goal of this help is to provide immediate feedback to the operator about the pre-
dicted position of the payload due to the user input. The aim of the design is to satisfy
the condition of temporal contiguity for sense of agency. Indeed, by presenting an
anticipated effect of the action, we decrease the gap between the command sent by the
operator and the perceived effect of this action, even if action is really effective
only several seconds after. Figure 3 is the screen shot of the payload director. The
circle indicates the position which the crosshair will centre on as a result of the user
input. The position of the circle is calculated using the known control function of the
payload controller. Figure 4 illustrates the function of the Payload Director.

Userstops payload director at
intended target

Payload reaches desired position

Fig. 3. Payload Director (PD) Fig. 4. Illustration of PD’s function

Two experiments were designed to evaluate this HMI solution in a complex setting
involving controlling a UAS camera for target acquisition. Particularly, two groups of
participants performed respectively a pointing task (acquire a fixed target as quick as
possible) and a tracking task (track a moving target). These two experiments were
conducted using ONERA'’s remote piloted system simulator. This simulator com-
prises a UAS pilot station which includes payload control sticks (for camera com-
mand) and video screen (for camera control, i.e. visualization of the camera’s image).
Delays were introduced between the stick command input and the movement of the
camera and their effects on agency and performance were observed with or without
the Payload Director.
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3.1 Method

Participants. Eight and ten right-handed from the French Aerospace lab participated
respectively in the pointing and the tracking tasks. All had normal vision and were
naive as to the hypothesis under investigation. Their mean age was 26 (range = 22-31
years) for the pointing task, 27 (range = 23-34 years) for the tracking task.

Procedure for the Pointing Task. The participants' task was to move a cursor as
quick and as accurate as possible, toward a target from a home position (two-
dimensional movement). The sequence of events on each trial was as follows (see
Figure 5). At the beginning of each trial, participants’ cursor is situated at the central
position (home position). (2) After a short interval, a target appeared. There were 6
different target positions at equi-distance from the crosshair of the payload (see Fig-
ure 6). (3) The participant moved the camera as quick as possible towards the target.
(4) The cursor reached the target (visual feedback for target acquisition). (5) After
each trial, measures of agency were computed. Relative to the two aspects of agency
(conscious and unconscious), two different measures were collected. Unconscious
aspect of agency was evaluated by the temporal delay perceived between action and
effect. Particularly, participant had to estimate on a scale from Os to 2s the latency
perceived between their action on the stick and the movement of the camera. Con-
scious aspect of agency was evaluated by verbal reports. Participants made an explicit
judgement of agency, by reporting how strongly they felt that they controlled the
pointing movement, using a scale from 0 (no causal involvement) to 1 (strong causal
involvement). In order to test the effect of latency on agency, four different levels of
Latency were tested (0, 250, 750 or 1500ms). Finally, each level of latency was
performed with or without help. Altogether, each participant performed 32 trials (4
repetitions for each combination Latency/Help). The trials were tested in random
order.

Participant
estimates latency

of intentional
binding measure

60m

80m 60m

Crosshair centres on target. Time

/ recorded

- Participant moves control
3om stick to move crosshair onto
Som target
Target appears. fom
8om J Time recorded
Fig. 5. Typical sequence of events for one trial Fig. 6. Equi-distant targets

Procedure for the Tracking Task. The participants' task was to keep the payload
cursor on a moving target from a moving UAV (two-dimensional movement). The
sequence of events on each trial was as follows (see Figure 5). At the beginning of
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each trial, participants’ cursor is situated at the central position (home position). (2)
After a short interval, a moving target appeared. There were 24 different paths made
up of repeatable components in different order for similar difficulty. Frequency and
sharpness of turns are controlled. Path time was of 50 seconds. (3) The participant
moved the camera to keep crosshair in the moving target. (4) After each trial, meas-
ures of agency were computed in the same way than in the pointing task. Three dif-
ferent levels of Latency were tested (0, 500, or 1000ms). Finally, runs were performed
for each level of latency with or without help. Altogether, each participant performed
24 runs (4 repetitions for each combination Latency/Help). The trials were tested in
random order. The measure of agency was computed at both unconscious (temporal
estimation of latency) and conscious (explicit judgement of control) levels.

3.2 Results and Discussion

As observed in our first experiment, latency reduces the sense of agency at both un-
conscious and conscious levels, but also human performance. In this study, we aimed
to propose an HMI solution to compensate these negative effects. If efficient, our help
should increase sense of agency and performance in presence of latency. In other
words, for a same level of Latency, we anticipated better performance and sense of
control in presence of the help proposed (the Payload Director) than without.

Unconscious Aspect of Agency: Temporal Judgement. At the unconscious level, a
decrease in agency leads to a larger estimation of the temporal delay between my
action and its effect (Action/Effect interval). We hypothesized that the Payload Direc-
tor could partially mitigate this effect. To test this hypothesis, we compared the effect
of Latency on Action/Effect delay estimation with and without the Payload Director
in the two tasks. Whatever the target, fixed or moving, we observed a significant dif-
ference in Action/Effect delays estimation with or without the Payload Director (with
F(1,7) = 52.15, p<.01 for fixed target and F(1,19) = 45.62, p<.01 for moving target)
(see Figure 7A). Post-hoc analysis reveals that the Action/Effect delays are estimated
shorter with the Payload Director for the two experiments. These results indicate that
the HMI solution proposed partially mitigates the effect of Latency in regard to the
unconscious aspect of agency.

Conscious Aspect of Agency: Explicit Judgement of Agency. At the conscious
level, a decrease in agency leads to a decrease in the judgement of control. As hy-
pothesized for unconscious aspect of agency, we anticipated that the Payload Director
could partially mitigate this effect. To test this hypothesis, we compared the effect of
Latency on judgement of agency with and without the Payload Director in the two
tasks. Our results (see Figure 7B) showed a significant difference in judgement of
agency with or without the Payload Director (with F(1,7) = 29.33, p<.01 for fixed
target and F(1,19) = 25.16 p<.01 for moving target). Post-hoc analysis reveals that
subjects have larger sense of control with the Payload Director than without for the
two tasks. These results indicate that the HMI solution proposed partially mitigates
the effect of Latency in regard to the conscious aspect of agency.
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Performance. Concerning the performance measure, we used the time for acquisition
in the pointing task, and the percentage of time the payload cursor is on the moving
target (Ratio of time Crosshair-Over-Target or COT Ratio) for the tracking task. In
the two tasks, we observed an increase in performance with the Payload Director. In
the pointing task, our results showed a significant difference between time for acquisi-
tion with and without the Payload Director (F(1,7) = 55.92, p<.01). Post-hoc analysis
reveals shorter time for acquisition with the Payload Director (see Figure 7C). The
same effect was observed in the tracking task. Wilcoxon Signed Rank Test shows that
the overall difference in performance between Payload Director and No Help condi-
tion were statistically significant (p<.01). Particularly, the time over the target is
larger with the Payload Director than without. These results indicate that the HMI
solution proposed partially mitigates the effect of Latency in regard to the operator
performance.

A mNo Help O Payload Director B mNo Help @ Payload Director c mNo Help mPayload Director

900 09
800 08
07
0.6

05

Movement Time (in s)
COT Ratio (in s)

03

Latency estimation (in ms)
o
2
2
Judgement of Agency

200 02

100 01

Fixed Moving Fixed Moving Fixed Moving
Kind of target Kind of target Kind of target

Fig. 7. Modulation of (A) Latency Estimates, (B) Judgement of Agency, and (C) Performance
(Movement Time or COT ratio) by the HMI solution proposed (i.e., the Payload Director)

4 Conclusion

In the current context of continue increase in complexity, latency problem becomes a
major human factors question. This is particularly true considering the use of UAS. In
this context, we aimed to investigate the cognitive implications of latency for Human-
Computer Interaction. Our study yielded two important results. First, we showed that
the sense of agency evolves as a function of latency. Particularly, increase in latency
leads to a decrease in sense of agency. Second, we showed that the Wegner formal
framework of agency (for a review, see [16]) provides principles to design Human-
Machine Interfaces capable of compensate the negative effects of latency on action
control. By this way, we show that psychological ideas about the self, and particularly
the concept of agency, can help to (1) understand the theoretical basis of the effect
of latency on action control mechanisms, (2) propose HMI solutions to mitigate la-
tency effect on action control. More generally, we consider that accounts of agentive
experience could provide guidelines for better system design.
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Abstract. Novel interaction techniques have been developed to address
the difficulties of selecting moving targets. However, similar to their
static-target counterparts, these techniques may suffer from clutter and
overlap, which can be addressed by predicting intended targets. Unfor-
tunately, current predictive techniques are tailored towards static-target
selection. Thus, a novel approach for predicting user intention in moving-
target selection tasks using decision-trees constructed with the initial
physical states of both the user and the targets is proposed. This ap-
proach is verified in a virtual reality application in which users must
choose, and select between different moving targets. With two targets,
this model is able to predict user choice with approximately 71% ac-
curacy, which is significantly better than both chance and a frequentist
approach.

Keywords: User intention, prediction, Fitts’ Law, moving-target selec-
tion, perceived difficulty, decision trees, virtual reality.

1 Introduction

Selection of moving targets is a common task in human—computer interaction
(HCI) and more specifically in virtual reality (VR). Unfortunately, most of the
HCT studies on selection, based on Fitts’ Law [4], have focused on static targets
(for a compendium, see, for example [6]). Recently, however, new performance
models [1] and interaction techniques [8] have been proposed to address the
specificities and difficulties of moving-target selection.

Novel moving-target selection techniques, such as Comet and Ghost [8], en-
hance pointing by expanding selectable targets or creating easier-to-reach prox-
ies for each target, respectively. Nevertheless, these techniques may suffer from
clutter and overlap when the number of selectable objects is increased [8]. A pos-
sible solution to these limitations, also present in static selection, is to predict
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the intended targets [8,15]. Unfortunately, to the authors’ knowledge, current
predictive techniques are tailored towards static-target selection.

Current static-target prediction techniques are based on the trajectory and ve-
locity profiles of the pointer [13,17,21,15]. The peak accuracy rates for prediction
using these techniques require a wide window of user input—at least 80% of the
pointing movement—but some of them are intended to predict endpoints [13,21],
rather than intended targets [17,15].

In contrast with static-target prediction techniques, this study explores the
feasibility of predicting intended moving targets based only on the initial physical
states of both the user and the targets, namely initial hand position, target
position and target size, in a 3D selection task. To exclude factors, other than
size and position, that may bias these predictions, the targets in the analyzed
3D task are kept identical in every other aspect, such as color and speed.

1.1 Identical Choices, Mental Effort and Fitts’ Index of Difficulty

In the mid 90’s, Christenfeld [3] conducted a series of real-life studies in which
he found the middle position to be up to 75% predictive of people’s choices
when selecting among otherwise identical options, such as items from the same
product in a supermarket or restroom stalls. In the same series of studies, he
also explored route selection and found participants tended to choose based
on the initial segment of the route and not on the optimal route—this was
posteriorly named the Initial Segment Strategy [2]. Christenfeld suggested that
these outcomes are consistent with the principle of minimizing mental effort,
although he did not formalize this notion.

From a human-performance standpoint, selecting the middle choice among
identical objects minimizes Fitts’ Law’s Index of Difficulty [4] (ID, see Equa-
tion 1 for its so-called Shannon Formulation [14]), since middle objects have the
smallest distance (D) relative to the person and thus the smallest ID. Recent re-
search also suggests that Fitts’ I.D can be related to perceived difficulty [5,12,20].
Thus, in Christenfeld’s studies, people may have minimized their perceived effort
by choosing the objects with the minimum ID.

ID =logy(D/W +1) (1)

This research explores the hypothesis that this relationship between I'D and
perceived effort can be used to predict user intention in 3D selection tasks. To
do so, however, the influence of target distance (D) and width (W) on such
predictions must be evaluated; as opposed to distance only, the common factor
in Christenfeld’s item selection studies. More importantly, it is possible that the
correlation between ID and perceived effort will decrease with the addition of
target motion, since the correlation between ID and selection time is reduced
in moving-target selection relative to static selection [10]. Regardless, we hy-
pothesize that I D, or another function of target size and initial distance may
be predictive of user intention in moving-target selection tasks. Additionally, in
accordance with the Initial Segment Strategy, we hypothesize that in the case of
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a sequential selection task, the first target’s 1D will be more predictive of user
intention than the sum of I Ds in the sequence.

2 Methods

2.1 Participants

Twenty-six unpaid participants, from the city of Chalon-sur-Saone, France aged
23 to 47, participated in the study. There were eighteen males and eight females;
only two participants were left-handed.

2.2 Apparatus

The experiment was developed in VR JuggLua [18], a Lua wrapper for VR
Juggler and OpenSceneGraph. The application was deployed in the “MoVE”,
a 4-surface CAVE-like virtual environment with three walls and a floor. The
3x3%2.67 m environment was projected using passive, Infitec stereo [11] at
1160x 1050 pixels per face. Four infrared ART cameras tracked the pose (posi-
tion, P, and orientation, Q) of each participant’s head and wand, using reflective
markers mounted on Infitec stereo glasses and an ART Flystick2, respectively.
This allowed each participant to have an adequate 3D perception and interact
with the virtual world.

2.3 Procedure

Each participant was asked to stay in the middle of the MoVE (z = 0,z = 0)
facing the front wall and was instructed to complete a series of target selection
tasks. In each trial, they were presented with a horizontal array of virtual spheres
of different sizes, starting in front of them and flying towards them in z. All of
the spheres had the same texture, scaled accordingly to the sphere’s size. Each
participant was instructed to touch each sphere by extending their arms only to
reach the spheres—as opposed to wait for the spheres with their arms already
extended. If a sphere was touched, or if it got 0.5 m past the participant’s head
in z, it disappeared. Each trial ended when the participant had touched all of
the spheres, or when the remaining spheres got past their head.

Visual and auditory feedback were used to indicate participant’s performance.
A virtual counter was placed in front of the participant at (0,0, —5), which would
show the number of missed spheres during each block; the counter would be reset
to zero at the beginning of each block of trials. When a participant hit a sphere,
a spatialized sound would be played, co-localized with the wand position; a
different spatialized sound would be played, co-localized with the overall centroid
of the remaining spheres, when the spheres got past the participant’s head.

At each frame of the application, the elapsed time, head pose (P, @), wand
pose (P, Qw), sphere positions (P;) and possible collisions between the wand
and the spheres were recorded in a log file. The experimental setup is depicted
in Fig. 1.
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Fig. 1. Experimental setup with an array two spheres

2.4 Design

A within-subjects, factorial design was used, with two blocks of trials, each with
a different number of conditions presented in a random order. In every trial, all
of the spheres appeared 0.3 m below the participant’s head and 5 m in front of
them (P, , = Pp, — 0.3, P, . = —5).

In the first block each trial had only one sphere, moving at a constant speed of
2.5 m/s in z. Factors were sphere radius (r; = [0.1,0.2]) and sphere position (left:
Py, = 0.5, center: P, = 0, and right: P , = 0.5). Each of the six conditions
was presented to the participant in a random order until completing five trials
per condition (30 total). The first block was intended only for training, so that
users could become familiar with the environment and the task.

After completing the first block, the number of spheres was increased to two
and velocity was decremented to 1.5 m/s in z. The spheres were positioned 0.5 m
apart in = but the pair could appear offset to the right (P, = —0.5, P, = 0),
left (Pry = —0.5,P, = 0), or centered (P1, = —0.25,P,, = 0.25) with
respect to the user (see Fig. 2). Factors were sphere radius (r; = [0.1,0.2]) and
row position (left, center and right). Each of the 12 conditions was presented
to the participant in a random order until completing five trials per condition
(60 total).
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Fig. 2. Possible row positions—Ieft, center and right—with respect to the user in the

two-sphere block

3 Analysis

Trials in which a participant did not touch any sphere were discarded. Based on
the initial wand position (P,), sphere diameter (W7,W3) and initial sphere posi-
tion (Py,P,), different values were calculated, including wand-sphere distances,

Dy =[Py, — P

Dy = |P, — P
wand-—sphere indices of difficulty,

IDl = IOgQ(Dl/Wl + ].)

ID2 = IOgQ(Dg/WQ + ].)

inter—sphere distance,
Dsph:|P2*P1|

inter—sphere indices of difficulty,

IDLQ = IOgQ(Dsph/Wg + 1)

ID271 = logQ(Dsph/Wl —|— 1)
and total indices of difficulty

IDyy = ID; + IDs 5
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ID7y = 1Dy + 1Dy (10)

Using the Weka machine-learning suite [7], feature-sets {IDp1,IDrs}, {ID1 2,
IDs 1}, {ID1,ID5} and {D1,D2,r1,r2} were evaluated with the J48 classifier, an
open source implementation of the C4.5 decision tree algorithm [19], to predict
the first selected sphere.

The classifier chooses its decision nodes recursively, based on the feature that
yields the greatest Information Gain (I)—a measure of the diminution of entropy
(H, a measure of uncertainty) on the training set (S) when splitting it by the
values of feature (A). In this experiment, the equations for I and H are the
following:

(S, A) = H(S) — H(S|A) (1)
H(S) = —p1logy p1 — p2logy p2 (12)
aei= Y s, 13)

veValues(A) ‘ |

where p; is the relative frequency (see Equation 14) of sphere ¢ (sph;) within
set S and S, corresponds to the subset obtained by splitting S with the value
v of feature A. The advantage of this classifier is that it produces easy to in-
terpret rules, choosing the simplest decision tree from the input attributes. In
this study’s scope, the decision trees allowed representation and analysis of the
possible participant strategies to solve each task. To avoid over-fitting to the ex-
perimental data, 10-fold cross validation was used on the generated tree models.

Finally, data were also analyzed using a frequentist approach, by calculating
the relative frequency of choosing either sphere:

bi = ni/N (14)

where n; corresponds to the number of trials in which sph; was chosen and N is
the total number of trials. This approach allows generating a simple, one-node
decision tree with an empty feature-set (&) that always predicts the sphere with
the highest frequency.

4 Results

Participants showed an overall preference for the right sphere. The decision tree
generated using the frequentist approach always predicted spho as the selected
sphere with approximately 64% + 2.4% accuracy, with a 95% confidence level
(see last row of Table 1).

Decision trees generated with the J48 algorithm from feature-sets 1-4 (see
Table 1) yielded approximately 71% 4 2.26% accuracy on predicting the se-
lected sphere, with a 95% confidence level, which is significantly better than
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both chance and a frequentist approach. Statistically, none of the tested feature-
sets seemed to perform significantly better (or worse) than each other; however,
the generated tree for feature-set 1 is more complex than those generated for
feature-sets 2—4, making it less practical and perhaps over-fitted to the data [16]
considering that the 5 non-leaf nodes were generated from only 2 attributes.

Table 1. Accuracy and 95% confidence intervals for the evaluated feature-sets

Feature-set Tree Size Number of Leaves Accuracy 95% Confidence Interval

1 IDr1, IDr2 9 5 70.5577% +2.27491%
2 ID12, ID2; 5 3 71.2062% +2.26003%
3 ID1, 1D, 5 3 70.9468% +2.26605%
4 D1, D2, 71, 12 5 3 71.2062% +2.26003%
5 %] 1 1 63.8132% +2.39848%

Interestingly, the fact that feature-sets 2 and 4 had the same accuracy, 95%
CIs and a similar tree configuration (3 leaves out of 5 nodes) implies that they
are equivalent. This may seem surprising, since the only relevant factors in the
inter—sphere indices of difficulty, which compose feature-set 2, are sphere diam-
eters (W1, Wa)! (see Equations 7 and 8), whereas feature-set 4 is composed
not only of sphere radii (r1,r2), but also of wand-sphere distances (D1, D2).
A closer look at the generated decision tree for feature-set 4 (Fig. 3), however,
shows that the decision tree included only sphere radii; wand-sphere distances
(D1, D2) were probably ignored by the J48 algorithm on the basis of low infor-
mation gain. Thus, it is safe to conjecture that the radii provide an equivalent
information gain not only to feature-set 2, but also to feature-set 3, since their
generated trees had similar configurations and yielded an equivalent accuracy.

The overall tendency for choosing the right sphere (sphz) first is most likely
due to the majority of the participants being right-handed; unfortunately, there
weren’t enough left-handed participants to evaluate the effects of handedness on
the generated models. According to the decision tree generated from feature-set
4 (see Fig. 3), participants would only choose sphy first if spho was smaller; if
both spheres had the same radius, or if sphe was bigger, spho would be selected
first.

5 Discussion

Considering that decision trees were built based only on the initial position of
the user’s wand and the initial size and position of the spheres, predictions bore
a very high accuracy. It is likely, however, that the accuracy will decrease if the
number of targets is increased, but it is expected that the accuracy will still be
better than chance.

! Inter-sphere distances are equal for all of the trials (Dspr = 0.5), annulling their
influence on I D12 and ID> 1 and, thus, on feature-set 2.
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sphy
(764.0/174.0)

0.2
sphy sphy
(388.0/137.0) (390.0/133.0)

Fig. 3. Decision tree for feature-set 4, suggesting that participants based their decisions
only on sphere size, with a preference for the right sphere. Leaves represent prediction
outcomes (sph1 or sphs), while the other nodes represent tested attributes (rl or r2).
The numbers in parenthesis within the leaves represent the total number of instances
that fall into that leaf, over the number of incorrectly predicted instances among these
instances.

Considering that the decision tree for feature-set 4 consisted only of radii,
quantities from which every other feature-set is derived (see Equations 4-10)
and apparently equivalent in terms of information gain to the features in other
feature-sets (see the results section), suggests that size is more predictive of
intended targets than every measure of Fitts’ I D evaluated. This may be due to
the fact that the spheres get closer to the user throughout each trial, eventually
annulling the z-component of the target’s distance, this corroborates Jagacinski’s
findings on 1D selection times on moving targets [10]. The fact that absolute
horizontal sphere positions (P, ;) did not affect user choices may suggest that
users prepared their hands horizontally, while waiting for the target, or that it
was more comfortable for them to reach for the right sphere first, followed by
the left sphere, which seems reasonable considering that most participants were
right handed.

In any case, this result suggests that participants did not have an optimal
global strategy to execute their reaching tasks. Yet, this does not imply that
participants optimized the initial segment either, at least as hypothesized in
terms of Fitts’ ID.

6 Conclusion and Future Work

The feasibility of predicting user intention in a very simple moving-target selec-
tion task was demonstrated. This approach revealed the practicality and power
of using decision trees to predict user intention. Although Fitts’ ID served as a
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good predictor of intended target selection, sphere radius seemed to yield equiva-
lent accuracy. This suggests a very basic strategy from the users in which distance
does not play an important role for choosing targets. Because the targets were
moving and there was some waiting time while the target arrived, it is possible
that users prepared the starting position of their wands prior to executing the
pointing task.

Future work should include a greater number of spheres with different vertical
positions, as well as different movement directions. Beyond size, distance and
movement, this approach could be extended to consider other factors such as
target semantics, if any, as well as user behaviors and gestures. The potential
of using other “indices of difficulty,” formulated specifically for moving-target
selection [1,9,10], to predict user intention should also be explored. Finally, it
should also be possible to refine decision trees in real time, to adapt the generated
models to each user.

References

1. Al Hajri, A., Fels, S., Miller, G., Tlich, M.: Moving target selection in 2D graphical
user interfaces. In: Campos, P., Graham, N., Jorge, J., Nunes, N., Palanque, P.,
Winckler, M. (eds.) INTERACT 2011, Part II. LNCS, vol. 6947, pp. 141-161.
Springer, Heidelberg (2011)

2. Bailenson, J.N., Shum, M.S.; Uttal, D.H.: The initial segment strategy: a heuristic
for route selection. Memory & Cognition 28(2), 306-318 (2000)

3. Christenfeld, N.: Choices from identical options. Psychological Science 6(1), 50-55
(1995)

4. Fitts, P.M.: The information capacity of the human motor system in controlling
the amplitude of movement. Journal of Experimental Psychology: General 121(3),
262-269 (1954)

5. Grilli, S.M.: Perceived Difficulty in a Fitts Task. PhD thesis, Cleveland State Uni-
versity (2011)

6. Guiard, Y., Beaudouin-Lafon, M.: Fitts’ law 50 years later: applications and
contributions from human-computer interaction. International Journal of Human-
Computer Studies 61(6), 747-750 (2004)

7. Hall, M., National, H., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P.,
Witten, I.H.: The WEKA Data Mining Software: An Update. SIGKDD Explo-
rations Newsletter 11(1), 10-18 (2009)

8. Hasan, K., Grossman, T, Irani, P.: Comet and Target Ghost: Techniques for Select-
ing Moving Targets. In: Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems, CHI 2011, Vancouver, BC, Canada, pp. 839-848. ACM
(2011)

9. Hoffmann, E.R.: Capture of moving targets: a modification of Fitts’ Law. Er-
gonomics 34(2), 211-220 (1991)

10. Jagacinski, R.J., Repperger, D.W., Ward, S.L., Moran, M.S.: A Test of Fitts’ Law
with Moving Targets. Human Factors: The Journal of the Human Factors and
Ergonomics Society 22(2), 225-233 (1980)

11. Jorke, H., Simon, A., Fritz, M.: Advanced Stereo Projection Using Interference Fil-
ters. In: 3DTV Conference: The True Vision - Capture, Transmission and Display
of 3D Video, Istanbul, Turkey, pp. 177-180. IEEE (2008)



22

12.

13.

14.

15.

16.
17.

18.

19.

20.

21.

J.S. Casallas et al.

Kourtis, D., Sebanz, N., Knoblich, G.: EEG correlates of Fitts’s law during prepa-
ration for action. Psychological Research 76(4), 514-524 (2012)

Lank, E., Cheng, Y.-C.N., Ruiz, J.: Endpoint prediction using motion kinemat-
ics. In: Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems, CHI 2007, San Jose, CA, USA, pp. 637-646. ACM (2007)

MacKenzie, I.S.: A Note on the Information-Theoretic Basis for Fitts’ Law. Journal
of Motor Behavior 21(3), 323-330 (1989)

McGuffin, M.J., Balakrishnan, R.: Fitts’ law and expanding targets: Experimental
studies and designs for user interfaces. ACM Transactions on Computer-Human
Interaction (TOCHI) 12(4), 388-422 (2005)

Mitchell, T.M.: Machine learning. McGraw-Hill, Boston (1997)

Noy, D.: Predicting user intentions in graphical user interfaces using implicit dis-
ambiguation. In: CHI 2001 Extended Abstracts on Human Factors in Computing
Systems, Seattle, Washington, USA, pp. 455-456. ACM (2001)

Pavlik, R.A., Vance, J.M.: VR JuggLua: A framework for VR applications com-
bining Lua, OpenSceneGraph, and VR Juggler. In: 2012 5th Workshop on Soft-
ware Engineering and Architectures for Realtime Interactive Systems (SEARIS),
Singapore, pp. 29-35. IEEE (2012)

Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann,
San Mateo (1993)

Slifkin, A.B., Grilli, S.M.: Aiming for the future: prospective action difficulty, pre-
scribed difficulty, and Fitts’ law. Experimental Brain Research 174(4), 746-753
(2006)

Wonner, J., Grosjean, J., Capobianco, A., Bechmann, D.: SPEED: Prédiction de
cibles. In: 23rd French Speaking Conference on Human-Computer Interaction, IHM
2011, Sophia Antipolis, France, pp. 19:1-19:4. ACM (2011)



Image Quality Assessment Using the SSIM
and the Just Noticeable Difference Paradigm

Jeremy R. Flynn, Steve Ward, Julian Abich IV, and David Poole

University of Central Florida, 4000 Central Florida Boulevard, Orlando, FL, USA
{jflynn, jabich}@ist.ucf.edu, steve@igatest.com,
mr.david.a.poole@gmail.com

Abstract. The structural similarity index (SSIM) has been shown to be a supe-
rior objective image quality metric. A web-based pilot experiment was con-
ducted with the goal of quantifying, through the use of a sample of human
participants, a trend in SSIM values showing when the human visual system can
begin to perceive distortions applied to reference images. The just noticeable
difference paradigm was used to determine the point at which at least 50% of
participants were unable to discern between compressed and uncompressed
grayscale images. For four images, this point was at an SSIM value of 96, while
for two images it was at 92, for an average of 95. These results suggest that, de-
spite the wide differences in the type of image used, the point at which a human
observer cannot determine that compression has been used hovers around an
SSIM value of 95.

Keywords: Applied cognitive psychology, Designing for pleasure of use,
Display design, Formal error prediction techniques, Human error, Human
Factors / System Integration, Psychophysics for display design.

1 Introduction

The Internet is rich with images and media consumption is at an all-time high. Ac-
cording to a Pew report on online usage of photos and videos, 56% of the internet
users sampled either created and uploaded photos to the internet or took existing im-
ages and reposted them to image sharing websites [1]. Websites that cater to this be-
havior are wildly popular. Tumblr.com has a blogging service where users primarily
post images and videos, and has ranked the 36th most visited website in the world,
followed closely by Pinterest.com, an online pin board that essentially has a wall of
images from all over the Internet, which has ranked 38th [2]. Imgur.com is ranked
97th globally [2], and its only function is for users to share and display uploaded im-
ages. In an average month, there are over 61 million photos uploaded, 33 billion im-
age views, and over 4 petabytes of bandwidth used by Imgur alone [3]. With such a
large amount of traffic, it becomes important to optimize bandwidth usage and load
times which requires the compression of images. Imgur's policy is to automatically
compress, resize, and adjust the quality of images that are otherwise too large in an
effort to make them more easily viewable online and to save space [4], but this may
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noticeably decrease the image quality. The objective of our work was to reveal
whether an image quality index can be used to determine the point in which human
observers cannot tell the difference between compressed and uncompressed images.
This metric could then be applied to all compressed visual media, but here the focus is
online image databases due to the potential impact in this domain. Online image data-
base services could use the metric as a part of an automated image adjustment proce-
dure to ensure that image compression does not noticeably detract from perceptual
quality.

Images are not stored as raw source signals, instead they are compressed into a
format. According to Shen and Kuo, the quality of the compressed image depends on
the data source, coding bit rates, and the compression algorithm [5]. For lossy com-
pression, which includes JPEG, the researchers state that there is a trade-off between
lower bit rates at the cost of increased distortion in image quality. JPEG is an
acronym for Joint Photographic Experts Group and is formally defined by a joint
ISO/ITU-T standard, ISO/IEC IS 10918-1 or the ITU-T Recommendation T.81 [6].
Raw digital images compressed in the JPEG format are ubiquitous on the internet, in
presentations, and in documentation. JPEG images, even at the lowest compression,
are smaller in storage size than many other types of image formats [7].

Small storage size is important when dealing with large servers which contain, in
some cases, millions, or even billions, of images. In this situation, it is advantageous
to minimize image file sizes while maintaining sufficient image quality, such that an
average human observer cannot perceive a distortion or loss of image quality due to
compression of the original image. Since the JPEG format is very common on the
internet and with digital imagery, it was chosen as the type of distortion to be applied
to the reference images used in this study.

Having a large sample of subjects available to quickly and efficiently determine the
quality of an image, or determine when an image reaches a level of distortion that is
detectable, is not practical or feasible. To address this need, there are a range of dif-
ferent methods of analyzing images compression as it relates to the perceptual capa-
bilities of the human visual system (HVS), ranging from mathematical algorithms to
complex models that seek to analyze and quantify elements of an image based on
features pertinent to the HVS, such as contrast, masking, and summation [8]. In light
of the multiple different methods available, the most useful would be an analysis me-
tric that could quickly quantify the image. Traditional methods to achieve this include
the mean squared error (MSE) or peak signal-to-noise ratio (PSNR). The usage of
MSE, for example, may be problematic as it does not always provide an adequate
evaluation of image quality as it would be perceived by the HVS [9]. Rather than a
simple measurement of error between signals, an algorithm that accounts for structur-
al similarity between images would better model how the HVS perceives distortion.
The structural similarity approach depends on the assumptions that natural images are
highly structured and the HVS is suited for extracting structural information from
scenes. It then follows that an accurate approximation of perceived image quality
should be the measurement of structural similarity. Research has shown that an algo-
rithm based on a structural similarity approach, such as the Structural SIMilarity
(SSIM) index, more closely resembles the way humans perceive structural distortions
in an image and thus assess image quality [9].
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The purpose of this study was to collect and analyze subjective responses from
human participants to determine if the point at which a compressed image is noticea-
bly different from the uncompressed original aligns with a particular SSIM value,
which can then be used to predict the point at which the average human can begin to
perceive distortion due to compression in an image.

2 Method

2.1  Reference Images

We initially planned on using images from a common image database such as the
University of Southern California’s SIPI database [10]. However, we discovered that
many of these images lacked the necessary requirements that were desired in a set
of reference images, which includes high quality and a variety of subjects. Additional-
ly, most of the images in that database were under some form of copyright protection
or the copyright status was unknown. It was decided that the reference images used
in the web-based survey would be of high quality and be free of any copyright
issues.

The six images chosen to be reference images in this study were selected from the
Wikimedia Commons [11] website because they all met the criteria of being high
quality and of varied subject matter. They were all freely licensed under the Creative
Commons Attribution-Share Alike 2.5 Generic license [12]. The images exhibited
various characteristics, including a public domain image of Albert Einstein, a land-
scape of the Arnisee region in Switzerland, a bald eagle, a complex pattern of cracks
in desiccated sewage, an apple, and a windmill.

ImageMagick [13], an open-source image processing utility, was used to convert
the original color reference images to grayscale, resize them to have maximum di-
mensions of 384 pixels, and apply the various degrees of JPEG compression. This
was done in an effort to systematically control how all of the images were processed.
The value of 384 pixels was chosen due to the limitations of small screen resolutions
that could possibly be used by some of the participants. Octave [14], an open-source
numerical computation tool, was used to calculate the SSIM values for all the dis-
torted images. Figure 1 shows how various degrees of distortion affect image quality,
as measured by the SSIM, where lower values translate to lower image quality.
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Fig. 1. Increasing degrees of distortion and associated SSIM values
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2.2 Participants

A total of 30 participants, comprised of 24 females and 6 males, completed the online
experiment and submitted results. They were recruited through word-of-mouth re-
quests and online postings. No compensation was given for participation in this study.
Participants were also informed of their ability to withdraw from the study at any
time, in which case none of their biographical data or results would be submitted. The
mean age of the participants was 34 years (SD = 15).

2.3  Biographical Questionnaire

If participants agreed to participate in the experiment, they were directed to a bio-
graphical questionnaire. The questionnaire collected biographical data such as the
participant’s age, sex, primary language, quality of vision (normal or corrected-to-
normal), experience with photo editing or image processing, and computer and video
game proficiency.

2.4 Image Comparisons

After completing the questionnaire, participants were presented with an instructional
page that described the task they would be performing. A practice image comparison
session was then given to familiarize participants with the task. The image used was
of the Giza Necropolis, which was also selected from the Wikimedia Commons and
processed in the same manner as the six reference images. This particular image was
not used as a part of the actual experimental task. Participants were presented with the
following instructions: “These images are different. One of them has severe distor-
tion. Severe distortions are noticeable by their blockiness. A distorted image may
appear on either the left side or the right side. These messages will not be shown dur-
ing the actual experiment. They are only instructional.” Participants were presented
with two buttons to click, “Identical” and “Different.” They were then given feedback
about the decision they made in the practice session, but it was made known that no
feedback would be given to participants during the actual task.

For each of the 6 reference images, 10 degrees of JPEG compression were applied.
The reference image and its distorted versions comprised an image set. To each im-
age, different levels of JPEG compression were applied until the image reached the
following specific SSIM values: 82, 84, 86, 88, 90, 92, 94, 96, 98, 99.9. This resulted
in 10 different versions of each of the six images in addition to the original reference
with varying levels of distortion as quantified by the SSIM.

Within an image set, the reference image was compared to itself 10 times and
compared once per distorted version of the reference. Consequently, in each image
set, 20 image comparisons were made. The sets were presented in a random order, as
were the distorted and reference images in each set. The reference image was placed
randomly on either the right or left side of its counter image. Every comparison was
made one at a time.
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On each page, participants were presented with the two images. Participants were
also given the following instructions: “If you can perceive a difference in the images,
select Different. If you cannot perceive a difference in the images, or you are unsure if
they are different, select Identical.” One of the images was the original reference
while the other was the same image with some level of distortion applied. Participants
then clicked one of the two buttons, “Identical” or “Different.”

After a selection of “Identical” or “Different”, the images disappeared for a brief
inter-stimulus interval to reduce any visual artifacts, and the buttons were disabled to
prevent accidental double-clicking. The next pair of images appeared 300ms after the
previous pair had disappeared. The buttons were enabled 500ms after the new image
pair appeared. While the buttons were disabled, no selection could be made. All the
images were pre-loaded to avoid any delay in the image presentation.

Participants were given the opportunity to take as many breaks as they liked. They
could work at their own pace and were not restricted to complete the task in a particu-
lar amount of time. The client-side code was written in JavaScript. When the last
image comparison was made, the result data and the biographical information were
serialized from a JavaScript object into a string using the JavaScript Object Notation
(JSON)) library. The JSON-formatted string was submitted automatically without user
interaction. The server-side code that processed and stored the results was written in
PHP. Results could be downloaded for further analysis in a spreadsheet.

3 Results

Based on the answers to the biographical questionnaire, 28 participants reported hav-
ing normal or corrected-to-normal vision, with only 2 reporting they did not. Sixty-
seven percent of the participants had some type of prior image processing or photo
editing experience, while 33% had no such experience. On average, participants spent
about 32 hours per week using a computer for various tasks. Twenty-six participants
reported spending little to no time playing video games. Four participants played vid-
eo games more than 20 hours per week, which raised the average of video game use
to about 7 hours per week (SD = 15.75).

Seventy-seven percent of the participants felt they were above average in computer
proficiency, 13% felt they were average, and 10% felt they were below average.
Thirty-two percent of the participants felt they were above average in video game
proficiency, 46% felt they were average, and 22% felt they were below average.

The data were scanned in an effort to remove those participants who may not have
been completing the task, but rather were simply clicking buttons. As noted previous-
ly, for each of the six images the participant was presented with an image set ten
times where both images were the uncompressed, original reference image. If they
responded more than 50% of the time that the identical images were different, this
indicates that they may have not been actually completing the task. We conducted the
analysis in both the original and cleaned datasets, and while some of the averages
were different between the two, ultimately the results were the same. We decided to
retain the cleaned data as it is more accurate.
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The just noticeable difference (JND) paradigm was utilized in this study. The JND
is the point in which half of the participants report perceiving a difference between
two stimuli. Eckert and Bradley [8], citing the previous work of Watson et al., sug-
gested that utilizing JND is an effective method of determining the point at which an
individual is able to perceive the visual difference between compressed and uncom-
pressed images. Therefore, we examined the data across SSIM values for each image
to determine the point at which at least 50% of participants were unable to discern
between compressed and uncompressed images. See Figure 2 for a visual representa-
tion of the percentage of participants who perceived the compressed and uncom-
pressed image as being identical by SSIM value for each of the six images used in this
study, and see Table 1 for the actual values with the JND SSIM value highlighted.

100%
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§ gg:ﬁ’ —B— Arnisee
§ 400/: // /V/ —A— Bald Eagle
§ 30% l/ W / —»— Sewage
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82 84 86 83 90 92 94 96 98 99
SSIM Value

Fig. 2. Percentage of participants that reported that the uncompressed and compressed images
were identical by SSIM value for all six images

Table 1. Percentage of participants that reported that the uncompressed and compressed images
were identical by SSIM value for all six images with JND point highlighted

SSIM 82 84 86 88 90 92 94 96 98 99
Einstein 8% 4% 0% 4% 4% 38% 46% | 63% 83% 83%
Arnisee 7% 14% 25% 32% 43% | 61% 68% 86% 64% 93%

Eagle 0% 4% 4% 8% 8% 12%  23% = 50% 77%  92%
Sewage 17% 8% 17% 17% 29% 33% 38% | 54% 75% 719%
Apple 8% 0% 4% 13% 17% | 58% 63% 9% 96% 92%

Windmill 0% 0% 7% 4% 4% 14%  43% @ 54% 82% 96%

For four images, the JND was at an SSIM value of 96, while for two images it was
at 92, for an average of 95. These results suggest that the point at which a human
observer cannot determine that compression has been used hovers around an SSIM
value of 95.
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4 Discussion

Using the just noticeable difference paradigm, we examined the data across SSIM
values for each image to determine the point at which at least 50% of participants
were unable to discern between compressed and uncompressed grayscale images.
Our results suggest that, despite the wide differences in the type of image used, the
point at which a human observer cannot determine that compression has been used
hovers around an SSIM value of 95. This is useful since the SSIM can be used to
analyze images after compression to predict whether the decrease in quality will be
perceptible by the user.

It is important to note that two images (the landscape of the Arnisee region and the
apple) reached the JND at an SSIM value of 92, while participants reported the JND
for the other four images at 96. This may indicate that the content of the image itself
affects the JND point from either a bottom-up or a top-down processing perspective.
Regarding bottom-up visual perception, the HVS processes visual information by
analyzing structures, which is why techniques such as SSIM are so apt at predicting
visual perception of distorted images [15]. Future research efforts could focus on how
different types of features that are perceived by the HVS, as represented in a wide
variety of images, affect the JND as quantified by the SSIM. This would allow for
parsing the components of human vision against which the SSIM algorithm can be
tested. An alternative method would be to examine the top-down approach of visual
perception and examine how the content, meaning the actual subject, of images affect
the JND. For example, previous research has suggested that some images, such as
faces, are processed in different areas of the brain as compared to other objects [16].
In the present study, the face of Albert Einstein was not perceived any differently with
respect to the JND point from an image of an eagle, a windmill, or the complex
pattern of cracks in desiccated sewage. Replicating this study that combines both
processing perspectives with a wide variety of images that focus on familiar and un-
familiar faces and objects, as well as images that manipulate the type and complexity
of HVS features, may reveal a different pattern of results.

This study had some limitations. The results only pertain to grayscale images. One
potential avenue of future research involves replicating this study using the same
images displayed in full color to determine if the JND point changes. This is especial-
ly pertinent as it seems that the majority of images on the internet are in color, not
grayscale.

Another limitation of this study was the sample size. The purpose of this work was
to develop a method of quantifying image compression perception based on SSIM
utilizing the JND paradigm. As a pilot experiment, it revealed that this method does
yield meaningful results. Replication using these methods on a large scale by compa-
nies that deal in image hosting services would allow for a far-greater sample size. A
company could embed the survey within their website through a pop-up message that
offers the user a chance to complete a survey--this is essentially a crowd-sourcing
technique for data collection and a method already employed by some companies to
gather customer feedback [17]. This would provide the company with information
based on their own image set as how to best automate the compression of their images
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based on SSIM, utilizing the JND paradigm or even selecting their own criterion (e.g.,
a website specializing in art may wish to determine the SSIM value at which 90% of
users cannot discern between compressed and uncompressed images). Hopefully
these steps provide additional evidence and guidance for the ways that the SSIM in-
dex value can be used to determine optimal image compression.

5 Author's Note

The experiment address is http: //igatest.com. The source code may be down-
loaded from Google Code at https://code.google.com/p/igatest. It is
released under the GNU General Public License v3, copyrighted 2010 Steve Ward.
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Abstract. Language comprehension is an important issue in fire alarm systems.
This study focuses on the expression of temporal information in a fire situation.
Both absolute time and relative time were designed to compare the expression
types of temporal information. The time sequence and spatial sequence were
designed to explore the expressions of a complicated fire that has more than
one point of origin. A 5-point Likert scale and ranking task were used to eva-
luate the comprehensibility of different presentation forms. The results show
that using absolute time to describe the point of origin of the fire and its spread-
ing state aided better comprehension. The mechanism and potential reasons are
also discussed. In addition, some suggestions for future designs of fire alarm
systems are proposed.

Keywords: fire alarm, temporal information, comprehensibility.

1 Introduction

Based on modern information technology, Automatic Fire Alarm Systems could
present any fire situation based on information from the smoke detectors. Communi-
cating the spread of fire efficiently and effectively will help firefighters save lives and
property. When a fire alarm is received, firefighters need to first evaluate the fire situa-
tion as quickly and accurately as possible. How to represent a fire alarm in natural
language was an important issue in the design of fire alarm systems. Most research has
focused on speech intelligibility[1—4] but the human factors in a fire alarm system
have rarely been studied[5]. There are still some psychological issues, such as working
memory capacity and language comprehension, that need to be studied.

The comprehension of natural language is one of the crucial issues in human—
computer interaction. Stevens conducted some research about intelligibility, natural-
ness, and preference of text-to-speech synthesis[6]. The issue of content expression of
the message was not explored much. Based on this status and practical needs, we
conducted some research about information presentation of fire alarm systems from a
psychologist’s perspective. The manners of information presentation were compared,
and we found that information presented by audio and text simultaneously was the best
method for an En Route display of Fire Information [7, 8], confirming the results of Le
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Bigot et al.[9]. We also conducted some research about the structure of language in the
communicating the spread of fire[10] but we were unable to determine how to organ-
ize the specific information, such as temporal information, to present a fire alarm in
natural language.

This study investigates how to present the temporal information about a fire effec-
tively. Two questions need to be answered in this respect. First, how can the temporal
information of a fire’s point of origin and the status of the fire’s spreading be pre-
sented? Absolute time and relative time were designed to evaluate both conditions.
Furthermore, how can the temporal information about a fire with more than one
point of origin be presented? We examined the case of a fire with two points of
origin and designed two forms—time sequence and spatial sequence—to explore the
comprehensibility of communication for a complicated fire situation.

2 Method

2.1  Participants

Twenty firefighters from two fire brigades participated in this study. All were males,
aged from 22 to 29 years. Each of them was paid for participation.

2.2  Materials

Scenarios
Six fire scenarios were used in this research, including four scenarios with one point
of origin and two scenarios with two points of origin.

Presentation Forms

Absolute time vs. Relative time

There are two time points that should be present in a fire scenario—time referring to
the point of origin and the time referring to the spread of the fire. Firefighters estimate
the state of fire based on this information. The temporal information can be presented
by an absolute or a relative reference. So four combination forms were designed in
this study, as given below:

— OASR: Origin using absolute time, spreading using relative time.

— ORSR: Origin using relative time based on current time spreading also uses rela-
tive time based on current time

— OASA: Origin using absolute time, spreading also using absolute time.

— ORSO: Origin using relative time based on current time and spreading using rela-
tive time based on origin time.

Each scenario can be presented in these four forms. Below is an example for one
scenario (Table 1). In total, there were 24 descriptions used in this study. The room
type and number were modified in order to avoid repetition and to guarantee the
consistency of complexity of each scenario.
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Table 1. Examples of four time presentation forms

Form Origin time Point of fire Spread time Spread state
OASR At 14:22 Smoke was first | 3 minutes later Smoke then
ORSR 9 minutes ago detected on the 6 minutes ago spread to the First
OASA At 14:22 Ground Floor in A 14:25 Floor, near Room
ORSO 9 minutes ago Break Room 026. 3 minutes later 130.

Time sequence vs. Spatial sequence
For scenarios with two points of origin, the presentation of each origin was also
studied. There are two forms to describe the alarm information:

— Time sequence (TS): In this form, all events, including the point of origin of the
fire and state of spreading, are strictly described in time sequence.

— Spatial sequence (SS): In this form, all events associated with one floor were
described, followed by another floor.

The two scenarios with two points of origin were presented in both forms. See Table
2 for examples. So, there were eight additional descriptions for scenarios with two
points of origin. The room type and number were also modified. In total, there were
32 descriptions used in this study.

Table 2. Examples of presentation for a fire with two points of origin

Form Example

At 16:10, smoke was first detected on the second floor in
Time MECHANICAL ROOM 208 and on the tenth floor in the JANITOR’S
sequence | Room 1006. Smoke quickly spread to the second floor CORRIDOR
(TS) 207. Smoke also quickly spread into the tenth floor CORRIDOR 1007.
By 16:15, smoke was detected in the second floor STAIRWELL 2 and
the third floor STAIRWELL 2. By 16:20, smoke had spread to the
eleventh floor CORRIDOR 1100.

At 16:10, smoke was first detected on the second floor in
Spatial | MECHANICAL ROOM 208. Smoke quickly spread into the second
sequence | floor CORRIDOR 207. By 16:15, smoke was detected in the second
(SS) floor STAIRWELL 2 and the third floor STAIRWELL 2. At 16:10,
smoke was first detected on the tenth floor in the JANITOR’S Room
1006. Smoke quickly spread into the tenth floor CORRIDOR 1007. By
16:20, smoke had spread to the eleventh floor CORRIDOR 1100.

2.3  Questionnaires

Questionnaires were used in this study to investigate how to present information relat-
ing to the fire alarm. Two measurement methods were used in this questionnaire: a
5-point Likert scale and a ranking task.
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e S-point Likert scale.

The Likert scale is the most widely used psychometric scale in survey research. A 5-
point scale was used in this study to evaluate the comprehensibility of every descrip-
tion subjectively. Five ordered response levels were chosen to represent the different
comprehensibility levels (1 = Very hard to understand; 2 = Hard to understand; 3 =
Neutral; 4 = Easy to understand; 5= Very easy to understand).

® Ranking task.

The ranking task directly investigates the participants’ preference. For four different
temporal presentations, the participants were asked to rank the order according to
their ease of understanding. For two forms that described alarm information for a fire
with two points of origin, the participants were asked to choose which one was easier
to understand.

2.4 Procedure

We recruited volunteers from two fire brigades to participate in this study. First, we
introduced this study to firefighters and answered their queries about the question-
naire. Then, the firefighters filled in the questionnaires individually. In the first part of
the questionnaire, participants had to evaluate all 32 descriptions of the fire situation
on the 5-point Likert scale. It included four time presentation forms and two sequence
presentation forms. However, the participants were not informed about the differences
in this part of the questionnaire; all they had to do was rate these descriptions
according to the ease or difficulty of understanding. In the second part of the ques-
tionnaire, the differences between the presentation forms were explained directly after
each example. Participants had to rank them from easy to hard, based on their com-
prehensibility. Demographic information was also collected. It took 10 minutes for
the firefighters to complete this questionnaire.

3 Results

The data were analyzed with SPSS 17.0.

Time Presentation Forms

The data of subjective evaluation scores for the four time presentation forms were
analyzed using repeated measure with one within-subjects factor. The main difference
in the time presentation forms was significant, F' (3, 57) = 10.01, MSE = .20, p < .001.
Paired comparisons reflected that the differences between other three forms and Form
OASA were significant. Form OASA was much easier to understand for the firefight-
ers. The descriptive data are shown in Fig. 1.
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Fig. 1. Subjective evaluation of the four time presentation forms
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Fig. 2. Ranking results of the four time presentation forms

Data from only 18 participants were collected in the ranking task because two par-
ticipants did not complete this task. The data were transformed at first. Participants’
results were scored based on the weighting factor for the ranking order: 4 for the first
one, 3 for the second, 2 for the third, and 1 for the fourth. Then, the data were also
analyzed using repeated measure of ANOVA. The analysis revealed a significant
difference among the four presentation forms, F (3, 51) =2.99, MSE = 1.5, p < .05.
Paired comparisons showed that the differences between Forms ORSO and OASA,
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and Forms ORSO and ORSR were significant. Form OASA fared better than Form
ORSO, while Form ORSO fared the worst in the last three forms. The details are
shown in Fig. 2

Sequence Presentation Forms

For description of alarm information for fires with two points of origin, two tasks
were also applied to measure their comprehensibility. The data of subjective evalua-
tion points for the two sequence presentation forms were entered into a Paired-
Samples T-test. The difference between time sequence and the spatial sequence was
not significant, ¢ (19) = .72, p = .48. The descriptive statistics results are shown in
Fig.3. For the ranking task, 18 participants answered the questionnaire. Ten of them
chose the spatial sequence to present fire scenarios with two points of origin, while
the other eight participants preferred the time sequence. No difference was found
between the two forms by using the chi-square test.

4 -
3.5 A
3 -
2.5 A
2
15 -
1 -

0.5 -

15 55

Fig. 3. Subjective evaluation of the two sequence presentation forms

4 Discussion

The main findings show that Form OASA is the best method to use in time presenta-
tion forms for better comprehension. Besides, no significant difference was found
between the sequence presentation forms.

For the time presentation forms, subjective evaluation and a ranking task were used
to measure the comprehensibility of each description. A 5-point Likert scale was used
as subjective evaluation to compare the differences among the forms. The score of
Form OASA was much higher than the other three forms. For the ranking task, Form
OASA was significantly better than Form ORSO. The differences between Form
OASA and OASR, and Form OASA and ORSR were not significant, but there was a
noticeable trend where Form OASA was better than Form OASR (3.00 vs. 2.44) and
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Form ORSR (3.00 vs. 2.72). Form ORSO not only used relative time but also used
two base points, which were hard to understand. Combining the results from the two
tasks, it was concluded that using absolute time to describe a fire situation is better
than using relative time. In firefighting, the fire conditions change quickly. A one-
minute delay could lead to great risk. Using absolute time could provide specific in-
formation. This information could reduce people’s mental workload, especially in the
case of firefighters. They could process this information more quickly and react faster
and more effectively. Besides, absolute time supplied a fixed time point, and fire-
fighters could refresh their situation awareness conveniently. This is important in
emergency situations.

For the sequence presentation forms, the same tasks were used to measure the
comprehensibility of each description. There was no significant difference detected
between the two forms in the two tasks, but a trend was seen in the data. The score of
the spatial sequence form was higher than the time sequence form (3.14 vs. 3.05) in
subjective evaluation. More firefighters thought spatial sequence was easier than time
sequence in the ranking task. For fire scenarios with more than one point of origin,
they were the key factor to describe the fire clearly. To describe a fire in time se-
quence could lead to ambiguity in people’s minds. Describing a fire in spatial se-
quence helps build a cognitive map of the fire conditions. It is then easier to infer
the distribution and spread of a fire situation. The mission of firefighters is to put out
a fire, so the spatial information is more important. Fire scenarios with more than
one point of origin were too complicated to be described under these two methods.
Further research could consider other options to study this issue.

There are still some limitations in our research. First, we only used questionnaires
to study the effect of temporal information. Simulation experiments and field studies
could provide more method and data support for this research question. Second, a fire
situation with more than one point of origin is very complicated but very common in
everyday life. Describing a fire of this kind is an open question and deserves to be
explored in depth. Finally, this study focused only on firefighters opinion. A fire
alarm system should satisfy the need of the occupants, too. Thus, the scope of future
research should extend to all kinds of people.

5 Conclusion

In sum, using absolute time to describe a fire’s point of origin and its spreading state
was found to be better for comprehension. So, we recommend the use of absolute
time in the future design of fire alarm systems. For a complicated fire with more than
one point of origin, presenting the points of origin in a spatial sequence may be easier
for people to understand.
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Abstract. This paper describes how Cognitive Work Analysis (CWA) can be
utilized to support a system-level usability analysis. Overall, we suggest that
CWA-derived work tasks should be considered as useful in guiding the
development of scenario-based usability questions. We also suggest that
usability practitioners be mindful of the importance of time consistencies in
developing scenarios and in the appropriate timing of questions throughout the
scenario. When evaluating the results of a system level usability experiment it is
useful to view the results in light of cognitive and attentional biases.

Keywords: Attention, Biases, Cognitive Work Analysis, Mental Models,
System, Usability, Work Tasks.

1 Introduction

1.1 Overview

The intent of this paper is to profile the use of Cognitive Work Analysis (CWA) as a
tool in performing a system level analysis. Although the primary objective of this
research project was to assess the usability and functionality of an Integrated
Information Display (IID), this particular paper addresses the process we undertook to
perform the usability assessment. This paper is an attempt to fill the notable gap in the
literature with respect to system level usability evaluations. As such, we believed that
the use of CWA to inform our assessment was unique, generalizable and worth
reporting. We also believed that there was value in reporting on the use of mental
models and cognitive biases when evaluating a design. This paper will also shed light
on the valuable aspects of CWA and the challenges in using it to define system level
usability parameters. The process we describe is generalizable and valuable for
researchers in various domains.

1.2  Background

Time-sensitive military missions often require operators to incorporate and process
data that are distributed and presented in a variety of formats. In an attempt to
understand and reduce demands on “information analysis” (p.65) [1] in submarines,

D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 39-48, 2013.
© Her Majesty the Queen in Right of Canada



40 A. Hunter and T. Randall

Defence R&D Canada — Atlantic (DRDC Atlantic) designed an IID to aid the
warfighting capabilities of the Officer of the Watch (OOW) [2]. This IID is the focus
of the following usability analysis.

As part of the IID design process a CWA was completed [2]. The CWA allowed
for an analysis of the OOW’s work domain. In general, CWA is used in these contexts
to expose work restrictions that define decision making [3, 4]. The majority of
researchers use CWA to gather information to aid the design of an interface for a
complex system [5]. CWA extracts information requirements that are needed by
operators to make effective decisions. In essence, the information requirements
provide an explanation of what information is important in the work domain [2]. Once
this is complete, the second step in display design is to determine how the information
should be presented. The challenge at this point becomes translating hundreds of
information requirements into meaningful graphics that support operator decision
making to complete various work goals. To do this effectively the information needs
to be integrated in a way that defines the limits of the work system [4] and minimizes
pressure on cognitive and attentional resources. Unfortunately, CWA techniques have
not been optimized to easily turn information requirements into a usable design [5].

Information from the IID was categorized in the following eight categories: Date
and Time Group, Primary Ownship Status, Sound Velocity Profile, Tactical Picture,
Contact Management, Schedule of Events, Alerts/Alarms, and Dynamic Information
Area [6]. The layout of the categories on the IID are depicted in Figure 1. Due to
issues related to intellectual property we are not able to present the readers with a
fully mocked up display. However, certain isolated components of the display will be
presented in this paper.

1. Date/Time 7. Configurable Alerts 2 Primary Ownship Status
Group
5. Contact Management
View Options:
. Schedule
of Events + Relative bearing 4. Overall Tactical Picture
+ Relative range
+ Contactbearing rates
+ Sonar
+ Periview
2. Dynamic Area
View Options:
+ Weapons
+ Watchlist
3. Sound + Events
Velocity + Weather
Profile « Totes
» CurrentContact List
- COlList
+ Library
» Platform State
» ROEs

Fig. 1. Represents the layout of information in the IID and the titles assigned to each [2]
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Following the initial design layout an independent team conducted usability testing
to assess usability and functionality prior to implementing the completed display. For
this assessment, each of the areas depicted in Figure 1 was evaluated by submariner
subject matter experts (SMEs) for issues related to their functionality and usability.
To simulate the “dynamic” aspects of the display a series of five IID screenshots
(scenes) were developed. Each of the screenshots included time relevant changes to
the IID to mimic what would happen if the IID was fully functional. The scenes were
manipulated by the researcher using a button press at the appropriate time in the
evaluation. For example, Figure 2 depicts the change in tactical information in area
four in the display from scene three (time 12:57) to scene four (time 14:06) [6]. This
was an effective way to implement some level of dynamic fidelity without having to
feed real data into the display. At each new ‘“scene” we asked the user specific
questions about the content of each display area, the functionality and usability of
each display area, the anticipated content changes in the elements and the
expectations for change in the next scene.

o

“f —'—'H

Fig. 2. Scenario for the tactical picture at 12:57 (scene 3) and 14:06 (scene 4) which depicts the
movement of contacts across time periods [6]

2 System Level Evaluation

Often a newly designed display is built to replace an outdated one allowing for a
baseline evaluation between the old system and the new system [7, 8, 9]. However,
since the IID is a new concept there was no old display available for comparison. As
such, the display was evaluated based on these three criteriaz CWA derived
requirements, mental models, and attention biases. In the sections to follow we will
give examples of tests using each of these criteria. It should be noted that traditional
usability testing is efficient when evaluating the one-to-one relationship between
elements, but these techniques are not easily applied to complex integrated displays.
The complexity of integrated displays requires both an evaluation of individual
components (i.e., a particular gauge) and a “holistic” evaluation of the system (i.e.,
the integration of information) [10]. The remainder of this section will outline how we
tested this new system. It also outlines what portions of the available CWA were most
effective in supporting our evaluation.
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Roth and Eggleston [7] indicate that complex system usability needs to be driven
by a "work-centered evaluation" (p.204) to determine the value of the display in
supporting work functions and work tasks. These types of evaluations require an
understanding of specific work tasks and contexts, cognitive and attentional
resources, task complexity, and performance expectations which matches well to the
outputs of CWA [7]. This requires that scenario appropriate metrics and questions be
designed for use in the usability evaluation [11]. Understanding when, and under what
conditions, the display supports and overwhelms cognitive and attentional resources is
also vital in determining the limitations of the display [11].

3 CWA Derived Requirements

3.1  Scenario Development

The first task, prior to beginning the evaluation, was to develop a detailed scenario
with enough complexity to allow for realistic work centered decisions [9, 11]. The
literature is vague on guidelines for developing these types of scenarios, but we found
that scenarios or storyboards used during the CWA were sufficient enough in detail to
support “work-centered” decision making. Dynamic scenarios, regardless of domain,
require realistic timelines and event sequences. Our experience suggests that users are
particularly sensitive to deviations in time and the progression of elements across
time. As such, maintaining predictability across time are key factors in scenario
realism. When inconsistent patterns, such as slight target movement (jumping too far
ahead or not far enough) are present in a scenario then the SME’s mental model
becomes unreliable. This becomes particularly important for scenarios that require
users to maintain awareness and predict the future status of the system as is often the
case with dynamic displays [12]. Another important aspect comes from the
naturalistic decision making literature which suggests that realistic time constraints
are key to encouraging users to make realistic decisions. When testing a new system
the researcher should ensure that realistic time constraints are in place to force SMEs
to make decisions that provide a reasonable solution [13]. Providing them with too
much time is not realistic and does not accurately reflect the way real world decisions
are made. In effect, time is one way that researchers can induce ecological validity
into scenario-based decision-making.

3.2 Question Development

Once the scenario was established a series of questions were developed. Questions
were required as part of the system level analysis to assess if the IID supported the
level of decision making that was intended. It is important to note that question
development was one of the most challenging phases involved in the system level
evaluation. It was also the phase of the analysis that leveraged the most from the
CWA. In order to design system relevant questions we utilized the work functions
that were extracted from the CWA design work [6]. In total, ten work functions were
assessed for their applicability to question design. For each of the work functions a
list of high-level and low-level work tasks were also identified. From these we
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narrowed down the list of work functions and tasks to a set of scenario relevant
functions and tasks. In the end, we had four relevant work functions, four high-level
work tasks, and 22 low-level work tasks. A sample of the scenario relevant work
functions and tasks are presented below in Table 1.

Table 1. Outline of work functions extracted from the CWA with high and low level work
tasks [6]

Work Functions Work Tasks High Level Work Low Level Work Tasks
Tasks
Overall tactical picture | Work Task 1 | Integrate information
interpretation related to tactical
picture
Work Task 2 Acquire information related to the

tactical picture

Work Task 3 Update understanding of the
tactical picture as required
Work Task 4 Understand relevance of tactical

picture to safety covermess and
mission

Contact Management Work Task 1 Classify Contact

Work Task 2 Establish best Target Motion
Analysis (TMA) solution (range,
course, speed)

Work Task 3 Monitor bearing rates of contacts

Work Task 4 | Track Contact of
Interest (COI)

We found that low-level work tasks, in comparison to high-level work tasks, were
most suitable for constructing questions with measurable outcomes. While CWA
results were useful for determining what tasks need to be completed to achieve a
particular work function, they provided no indication as to when these tasks need to
be performed. For example - is a low-level target motion analysis (TMA) task best
made at the beginning, middle, or end of the scenario? ; is it best made before or after
a particular event occurs? For this reason, we had to review the availability of task
related information at each point in the scenario to ensure that the questions were
being posed at an optimal time in the scenario. Posing questions too early or too late
would not provide an adequate representation of the system’s ability to support the
work task in question.

To answer these types of questions, we had an SME review the scenario and
construct subtasks that could be asked as lead-up questions to the low-level work
tasks. This allowed us to gauge how early in the scenario users began gathering
information and what information sources on the display were most helpful in
gathering this information. We also had the SME evaluate which areas of the display
were most likely to support this question so that we could compare the user’s
extraction of data to that of the SMEs. An example of this process is provided in
Table 2 below.
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Table 2. Link between low-level work tasks, scenes (time), subtasks and display area

CWA ]-]':::el Subtask related Relevant
Work Work Scene usability questions IID Areas
Functions Tasks
1 Not enough detail for scenario specific questions.

All

Is there anything currently happening that would affect

your mission goals?

2 Not enough details for scenario specific questions.

Tactical

Utilizing the information presented on the IID, please give | Picture

us vour interpretation of the current tactical situation,

noting any changes for the previous scene.

Is this information consistent with vour expectations?

Could you have anticipated these changes?

Contact Classify Utilizing the information presented on the IID please give
Management | Conract | 3 us your interpretation of the current tactical situation, Tactical

noting any changes from the previous scene. Picture

Is this information consistent with your expectations?

Could vou have anticipated these changes? Range
Information

New contacts entered the scenario and these questions are
based on a correct recognition of these contacts. If the user | Information
did not recognize the new contacts then point them out. Area

Follow-up Questions

What information did you use to determine there are new
contacts?

If wou wanted to find out if the contacts have
characteristics of your Contact of Interest (COT) what
display information would vou use?

What are the propulsion characteristics of your COI?
What are the weapons characteristics of your COI?

4 Mental Models

4.1 Mental Models and the IID

While CWA derives various useful information requirements there is still a need to
evaluate how the information requirements should be integrated and how they support
user decision making. A “mental model” is essentially what drives users to perform in
certain ways and to make certain decisions, and is representative of their expectations.
A display that supports the user’s mental model reduces uncertainty and aids the
decision making processes of the user [14]. We found it useful to assess the user’s
mental model in an attempt to understand how users use the display and what
information in the display best supports their decision making.

As an example, we assessed the user’s mental model of motion. From the literature
we know that mental representations of motion differ from static information [15]. As
such, we believed there to be value in testing both static and dynamic forms of the
gauges, especially since some of the dynamic gauges are slow moving and therefore
have more static characteristics than dynamic ones. To start we isolated the static
gauges from the whole display (Figure 3) and we asked users questions such as- "how
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do you expect this gauge to change as fuel level decreases?" "which way do you
expect the dashed line to move over time?" "what do you think will happen when the
line reaches the darker colour?" [16]. These questions forced the users to verbalize
their mental model so we could compare their mental model to the actual movement
of the gauge.

Fig. 3. Fuel gauge. Dashed line represents current fuel with 82% available

Once we obtained an understanding of the user’s static mental model we used
dynamic sliders and dropdown menus to simulate movement and changes to the
system as they would happen in the dynamic display. The sliders and drop-down
menus, presented underneath of the gauges in Figure 4, were adjusted to manipulate
the lines depicted in the graphic. This allowed us to follow-up on the user’s
expectations and to clarify confusing elements. We found this strategy particularly
helpful for graphics that were less obvious. Speed (Figure 4 right graphic), was a
particularly difficult graphic for the users to delineate because it had three separate
colour coded lines. The meaning of these lines in the static condition was not apparent
to the users. Motion was introduced by changing the numbers in the dropdown menus
and by manipulating the slider. In doing this it became clear which line represented
current speed (black dashed) and which one represented planned speed (blue line).
We believe that testing elements in their static and dynamic form adds value to the
assessment by tapping into both the static and dynamic mental models of the user.

oo o

Fig. 4. Fuel and speed gauges with dropdown menus and sliders used to induce motion

As a second example the IID had a new design for ownship spatial orientation
based upon common aerospace displays (Figure 5). While CWA provided information
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requirements, there was still a need to determine how, and what, information should
have been integrated. We found it useful to assess mental models to determine the
“how” for the newly integrated graphics. Properly integrated information should be
less effortful to evaluate than the components that make up the integrated concept.
Again, we assessed the user’s mental model to determine how separate concepts may
be integrated and what the spatial representation of those elements should be. In doing
this we found that our user’s mental model of "ownship" was from a “side-view”
which made the new graphics with "look through" perspectives difficult for them to
understand. The OOWSs view of their submarine had an impact on how they integrated
information related to the spatial orientation of ownship. As a result of this we
redesigned the graphic in Figure 5 for a more simplistic integration from a “side-
view” perspective. As such, we suggest that mental models that include an
understanding of spatial representations be used to assess integrated concepts.

Fig. 5. Ownship attitude indicator with depth, trim, roll, pitch, rudder angle information

5 Attention

5.1 Attentional Factors in the IID

One of the main difficulties with CWA for use in display design is that it assigns
equal priority to all information requirements as a way to support all possible decision
making tasks. This makes it difficult to determine how information should be
oriented, sized, arranged, and integrated in the display. In order to support the
user and aid the design, it is imperative that priorities be assigned and accurately
reflected in the display layout. While understanding the expectations of the user is
important, there is also a need to understand the cognitive and attentional resources
required to process the relevant information. Part of our assessment evaluated user
behaviours and outcomes with respect to perceptual and cognitive biases. In doing
this, we are better able to predict the potential shortfalls of the display in high-stress
and high-workload conditions.

As an example, it is known that display logistics (i.e., arrangement, size, and
proximity of information) directs attention and display viewing patterns [17]. Display
sampling refers to the sequence of gaze patterns, which is driven by attention, to areas
on the display [14, 17]. Ideally more important or vital areas of the display will be
sampled more frequently than areas of low importance. With respect to the IID we
found that some of the areas did not hold enough real-estate to reflect the importance
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of the information. Of course, this is likely a reflection of the fact that priorities
were not assigned to the information extracted from the CWA. For example,
we found that SMEs used Area 4 more than Area 5 (see Figure 1), yet the two areas
were of equal size. Had priorities been assigned to the information areas we would
have known that the tactical picture was of high importance and required more screen
real-estate.

While we noted that the users gathered a lot of their information from the tactical
picture we also have concerns that making the tactical picture too large would
promote attentional tunneling [17]. By making one area of the display larger we run
the risk of directing the user’s attention to this area at the expense of other vital
information in the display. To combat this bias we suggest that scanning techniques,
such as scanning the display in a particular pattern, be presented to users to maximize
the amount of information they retrieve from the display. This would also help
combat “event rate” [17] (p.73) biases which direct attention to quickly changing
areas at the expense of more static areas in the display [17, 18]. Ideally, the
recommended sampling technique would mimic the OOWSs current data extraction
mental model to allow the user to spend more time and resources evaluating the
acquired information and making decisions.

6 Conclusion

We believe that usability professionals can minimize the ambiguity of system level
testing by utilizing CWA derived work tasks. In the current assessment, we found that
both the work functions and high-level work tasks were too general to adequately
formulate questions. We did find that the CWA derived low-level work tasks were
useful in guiding the development of scenario based usability questions. However, it
was necessary to break the low-level work tasks into subtasks. The subtasks allowed
us to formulate time relevant specific questions with measurable outcomes. We also
recommend that priorities be assigned to the CWA derived information requirements
to aid the design of the system-level display. Furthermore, we found the consideration
of mental models and attentional biases in our assessment valuable in identifying
ways to improve design and decrease attentional load.
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Abstract. We present our efforts on studying the effect of transliteration, on the
human readability. We have tried to explore the effect by studying the changes
in the eye-gaze patterns, which are recorded with an eye-tracker during
experimentation. We have chosen Hindi and English languages, written in
Devanagari and Latin scripts respectively. The participants of the experiments
are subjected to transliterated words and asked to speak the word. During this,
their eye movements are recorded. The eye-tracking data is later analyzed for
eye-fixation trends. Quantitative analysis of fixation count and duration as well
as visit count is performed over the areas of interest.

Keywords: Eye Tracking, Transliteration, Readability.

1 Introduction

Readability can be technically accounted as the ease with which the text can be read and
understood. There are various factors that can be explored to measure the readability such
as "speed of perception," "perceptibility at a distance," "perceptibility in peripheral
vision," "visibility," "the reflex blink technique," "rate of work" (e.g., speed of reading),
"eye movements," and "fatigue in reading” (Tinker, Miles A. 1963).

The early research on readability date back to 1880’s when English professor L. A.
Sherman, pointed out that average sentences length is getting shorter with time and
attributed the fact to ease of reading shorter sentences than the longer one by common
mass(Sherman, L.A. 1893). The first psychological study in the field was (Kitson, Harry
D. 1921), which observed that each type of reader bought and read their own type of text
and the respective text types differ in sentence length and word length trend, showing
that sentence length and word length are the best signs of being easy to read.

The research on readability since then has been explored extensively in the field of
psycholinguistics. Major research methodologies that are employed here include
Behavioral Tasks, Language Production Errors, Neuroimaging and Eye Movements. A
typical behavioral task would include presenting the subject with linguistic stimuli and ask
to perform an action in response (e.g. articulating a given word). The response to the
stimuli is recorded and measured (if required). Often this is also complemented by
“priming effect” where the earlier linguistic stimuli is provided along with a supporting or
disaccording linguistic stimuli and the effect of it is compared with the earlier observation.
Language production error methodology analyzes error patterns and investigates a
systematic process responsible for it. Neuroimaging take advantage of medical techniques
like positron emission tomography (PET), functional magnetic resonance imaging (fMRI),
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event-related potentials (ERPs) in electroencephalography (EEG) and magneto
encephalography (MEG), and Trans cranial magnetic stimulation (TMS). Eye tracking
make use of a device called eye-tracker which can determine and record the point of gaze
(where one is looking) or the motion of an eye relative to the head.

Research on readability is not limited to single language but various studies
engaging multiple languages have been performed with multilingual readers
(Caramazza&Brones, 1979, Soares&Grosjean, 1984).

Language pairs with different writing scripts gave a new angle to the research on
readability with an additional factor of orthographical complexity getting introduced.
India, with more than a hundred languages and almost each having a different writing
script from other, provides great research opportunities.

Kumar et. al. 2010 performed fMRI study of phrase reading for Hindi-English
bilinguals and observed left putamen activation for the less fluent language (English).
Das et al. 2011, also employed neuroimaging to reveal dual routes to reading in
simultaneous proficient readers of English-Hindi orthographies. Rao, et al. 2011
have targeted Hindi — Urdu orthographies and did behavioral analysis on the
readability of the two. They observed a relatively faster orthographic characteristics
speed in Hindi word naming as compared to that in Urdu.

The advent of digital communication mediums have given rise to the use of
transliterated text where the text is written in different script, generally English in
most of the cases. However, there is no major readability study yet on the
transliterated text. This has motivated us to study the effect of transliteration on
human readability. We have tried to explore the effect by analyzing the eye
movement of the subject while reading.

In past, eye-tracking has been explored by linguistic researchers to investigate the
human reading patterns in language (Rayner 1998). However, there are no studies on
the readability research of transliterated text using eye-tracking.

More recently, eye tracking has also been applied to experimental studies in
translation process research (Jakobsen and Jensen 2008, Pavlovicand Jensen 2009, Alves,
Pagano and Silva 2010, Hvelplund 2011, Carl and Kay 2011, Carl and Dragsted 2012,
among others). In most of these works, eye-tracking data have provided input for
quantitative analyses of fixation count and duration in areas of interest in texts.

Eye-tracking studies have also contributed to the investigation of the lexical
retrieval of words and the processing of syntax, semantics, and discourse. In reading
studies, the movements of the eyes are recorded as sentences are read. Typical
dependent variables are word-based duration measures such as the time the eyes dwell
on a word before proceeding to the next word or the probability to move backwards
from a word. Increased in this times and rates of regressions on a specific word are
commonly interpreted as posing difficulty to process that word or one of the previous
words (Rayner, 1998; Clifton et al., 2007; Vasishth et al., 2013).

2 Span and Scope of Transliteration

In this research, we have studied the effect of transliteration on human readability by

analyzing the eye-movement of the participants subjected to reading stimuli.
Transliteration is the process of converting a text from one writing script to another by

substituting the alphabets. For example in Chinese, the text “RE3Z’  means ‘mother’ and
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pronounced ‘mouchan’; to represent it in text as ‘mouchan’ instead of ‘FEg’ is
transliteration. Here the substitution is done from Chinese alphabets (source script) to
Latin alphabets (target script). Across transliterations, the pronunciation of the lexicon
however remains unaltered. Off late, transliteration is quite frequently seen especially in
case of digital communication like email, chat, blogs etc. The target language in majority
of the cases is observed to be English. This is due to that fact that there is an ease to type
in English given Latin layout keyboard. The reverse is also seen in practice where an
English word is observed in a different script other than Latin. This is majorly seen in
case of borrowed vocabulary words. Globalized use of English as official language is
accounted as the main reason for it.

The abundant use of transliteration in digital communication has introduced a need
for better design of text input mediums and product designers are now considering
factors effecting readability, to come up with better display devices. However these
are challenging issues as investigating the factors that contribute to better reading or
writing experience are not straight forward as writing and reading are not just
physical but also a unique cognitive ability of humans, and cognitive aspects are
tough to be directly articulated, identified or answered.

Here we have made an effort towards identify such factors, by exploring the eye-
tracking technique. Eye-tracking has been extensively explored in past for readability
research to investigate the human reading patterns (Rayner 1998). Except here we are
having transliterated text instead of the regular text. We have chosen Hindi and
English languages, written in Devanagari and Latin scripts respectively, due to high
availability of Hindi-English bilingual speakers in the neighborhoods.

3 Experiment

3.1  Objective

The objective of the experiment is to report the changes in the human reading pattern
when the text is transliterated. The independent variables in our experiment were as
follows:

Fixation Count
Fixation Duration
Visit Count

First Fixation Duration

3.2  Participants

The experiment is conducted at IIIT Hyderabad which is a deemed university in South
India, with two major streams of Computer Science and Electronics & Communication.
The university has ample number of students from North India where Hindi is the majorly
spoken language. Twenty-four proficient biliterate readers of Hindi-English volunteered
from the campus. They included 17 male and 7 female students, aged 20-28 years
approximately. All except one claimed Hindi as their native language, but all of them
agreed to have received formal education in Hindi during schooling. The participants were
given small incentive in form of chocolates for being part of the experiment.
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3.3  Stimulus Material

Our stimuli consisted of 8 slide shows. Each slide show comprised of three kinds of
slides (Figl).

a) Instruction Slide.
This slide contains the general information about the experiment.
b) Fixation Slide.

This slide just had a star figure in the middle of the slide. This slide appeared
between any two consecutive word slides so that the first fixation landing position
could be captured more effectively. The fixation screen is important to minimize
the chances of subject already looking at the position where a stimulus is to appear.

c¢) Word Slide.

This slide contains a single word in one of the quadrant of the slide which is
selected randomly.

We establish a baseline with one pair of slideshow, having words in Hindi and English
with their respective scripts. The other three pair of slides contains transliterated text with
English words in Devanagari and Hindi words denoted in Latin. The words are
automatically selected from ‘Gyannidhi Corpus’ (Arora et. al. 2003). We only considered
words having more than three syllables (approximately greater than 8 characters) to have
ample eye movement for a word. On the basis of their frequency of occurrence (Low,
Medium and High) in the corpus, 10 words are randomly selected from each frequency
class and for each language, giving us the three pair of slides mentioned earlier.

(8)

raashtriya

©) ©)

Fig. 1. (A) Instruction slide (B) Fixation Slide (C) Transliterated Hindi word in Latin (D)
Transliterated English word in Devanagari
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3.4 Procedure

We employ eye tracking machine Tobii X120. Tobii X120 eye tracker is widely used
for research in the academic community, and to conduct usability studies and market
surveys. The stimuli are loaded in the eye tracker and each participant’s response is
recorded on the same. We maintained a random order for the above mentioned slide
shows so that any kind of bias can be avoided .The internal order of slides in a slide
show is also randomized. For analysis, each word is enclosed in a rectangular
boundary and the resulting rectangle is partitioned in four equal parts (fig.2) for area
of interest analysis, over selected parameters viz. number of fixation points, duration
of fixation and number of visits. It is important to divide the word in areas of interest
as we want to know which part does subject focuses on. This approach provides an
advantage of increased statistical power over a normal whole-volume analysis
approach.

3.5 Task

Each participant was subjected to above mentioned eight slide shows .They were
asked to enunciate the word occurring on the screen thereby ensuring that they read
the complete word. During the process their eye movements are captured with the eye
tracker.

paragraph
//

Areas of Interest

Fig. 2. Four rectangular regions of Area of Interest analysis

3.6 Results

We performed the Area of Interest (AOI) analysis for the independent variables in our
experiments. The readings recorded by the eye-tracking apparatus are processed via
Tobii AOI analysis application. The results for visit count and fixation duration are
shown below in Tablel and Table2 respectively. The heat maps for fixation duration
are shown in Fig 3. The detailed results for first fixation duration and fixation count
are not shown due to space constraint.
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4 General Discussions

Our experiment results show an increase in the average reading duration for the
transliterated text over the baseline. The average fixation time in case of English
written in Devanagari is noted to be greater than that in the case of Hindi written in
Latin. This reinforces the observation by (Rao et. al. 2011) that the readability
depends on the complexity of the orthography. A high concentration of fixations is
seen in the second and the third partitions of the boundary as compared to the first and
the fourth partition. The observation can be accounted for, from the study of
peripheral vision and central vision by (Legge et. al. 2001). There is an increase in the
number of visits in the AOIs over the baseline for both English and Hindi. Also, for
both, the languages, the transliterated text, showed a subtle increase in the average
fixation number and average fixation count for low frequency words as compared to
their medium and high frequency counterparts.

Table 1. ExperimentResults for Visit Count per word averaged over 24 participants. (N=Visit
Instances, Mean =Avg. visits, Sum=Total visits, Sdev= Standard deviation)

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total
Baseline English N 8.7 N 18.9 N 17.6| N 7.7, N 529
Mean 1.471 Mean 2.111 Mean 2.085 Mean 1.247, Mean 1.871
Sum 12.8 Sum 39.9 Sum 36.7, Sum 9.6 Sum 990
Sdev 0.468| Sdev. 1.054] Sdev. 0.944] Sdev. 0.515] Sdev. 1.05
N 8.4 N 18.9 N 17.8] N 7.9 N 530
Baseline Hindi  |Mean 1.595 Mean 2.101] Mean 1.949) Mean 1.354) Mean 1.858]
Sum 13.4 Sum 39.7 Sum 34.7 Sum 10.7 Sum 985
Sdev 0.684) Sdev. 0.964) Sdev. 1.234) Sdev. 0.493 Sdev. 122
Rectangle 1 Rectangle 2 Rectangle 3 Total
N 10.5 N 19.6 N 19.1 N 8.7 N 579
High English Mean 1.752] Mean 2.444 Mean 2.005 Mean 1.345] Mean 2.009
Sum 18.4 Sum 47.9 Sum 38.3 Sum 11.7 Sum 1163,
Sdev 0.992 Sdev. 1.123 Sdev. 1.045) Sdev. 0.471 Sdev. 1.1
Rectangle 1 Tota
N 13.2 N 19.9 N 19.9] N 13.11 N 661
High Hindi Mean 1.538] Mean 2.724 Mean 2.523 Mean 1.634] Mean 2.21]
Sum 20.3 Sum 54.2 Sum 50.2 Sum 21.4 Sum 1461
Sdev 0. 673| Sdev. 1.333 Sdev. 1.274) Sdev. 0.7 Sdev. 133
Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total
N 13.5 N 19.8 N 19.8] N 10.5] N 636
Mid English Mean 2.252 Mean 3.096/ Mean 2.495) Mean 1.638 Mean 2.489)
Sum 30.4 Sum 61.3 Sum 49.4 Sum 17.2 Sum 1583
Sdev 1.26] Sdev. 1.483 Sdev. 1.199) Sdev. 0.806 Sdev. 161
Rectangle 1 Rectangle 2 Rectangle 3 Total
N 135 N 19.3 N 19.1 N 12| N 639
Mid Hindi Mean 1.704 Mean 2.642 Mean 2.215 Mean 1433 Mean 2.089
Sum 23 Sum 51] Sum 42.3 Sum 17.2 Sum 1335,
Sdev 0.916 Sdev. 1.261 Sdev. 1.171) Sdev. 0.561 Sdev. 1.38)
Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4 Total
N 12.8 N 19.2 N 19.5 N 12.6) N 6|
Low English Mean 2.008| Mean 3.089 Mean 2.944 Mean 1.802] Mean 2.5
Sum 25.7 Sum 59.3 Sum 57.4 Sum 22.7 Sum 15
Sdev 0.999 Sdev. 1.562 Sdev. 1.687| Sdev. 0.756 Sdev. 2.26)
Tota
N 12.6 N 19.3 N 19.3] N 11 N 622
Low Hindi Mean 1.841] Mean 3.114 Mean 2.233 Mean 1.582] Mean 2.312
Sum 23.2 Sum 60.1 Sum 43.1 Sum 17.4 Sum 1438
Sdev 0.911] Sdev. 1.688 Sdev. 1.242) Sdev. 0.687| Sdev. 171
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Table 2. Experiment Results for Fixation Duration per word averaged over 24 participants.
(N=Avg. fixations, Mean =Avg. fixation time per fixation (in sec.), Sum=Total fixation time (in
sec.), Sdev= Standard deviation (in sec.))

ZI

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4

. . 12,8] N 36,7 N 9,6}
line English

Mean 0,216 Mean 0,3 Mean 0,309
Sum 2,762 Sum 11,015 Sum 2,965
Sdev 0,085 Sdev 0,137] Sdev 0,138
Rectangle 1 Rectangle 2 Rectangle 3
N 13,6) N 39,9 N 35,2 N 114
line Hindi Mean 0,291 Mean 0,292 Mean 0,339 Mean 0,332
Sum 3,962 Sum 11,641 Sum 11,937 Sum 3,655
Sdev 0,115 Sdev 0,166} Sdev 0,181 Sdev 0,169

Rectangle 1 Rectangle 2 Rectangle 4
N 18,4 N 47,9 N 38,3 N 11,7]
High English Mean 0,283 Mean 0,274 Mean 0,311 Mean 0,322
Sum 5,204 Sum 13,132 Sum 11,903] Sum 3,762
Sdev 0,136 Sdev 0,137] Sdev 0,16] Sdev 0,158]

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4
N 20,3] N 54,2 N 50,2 N 21,4
High Hindi Mean 0,26 Mean 0, 254I Mean 0,282 Mean 0,289
Sum 5,283 Sum 13,763| Sum 14,154 Sum 6,187
Sdev 0,127 Sdev 0,109| Sdev 0,126} Sdev 0,163|
Rectangle 2
N 30,4 N 61,3 N 49,4 N 17,2]
Mid English Mean 0,3] Mean 0,264 Mean 0,311 Mean 0,319
Sum 9,119 Sum 16,169 Sum 15,35 Sum 5,486
Sdev 0,17] Sdev 0,127 Sdev 0,155 Sdev 0,153

Rectangle 3 Rectangle 4
N 23] N 51 N 42,3 N 17,2
Mid Hindi Mean 0,289 Mean 0,255 Mean 0,299 Mean 0,292
Sum 6,647 Sum 12,981 Sum 12,63| Sum 5,025
Sdev 0,127 Sdev 0,113 Sdev 0,136 Sdev 0,163

Rectangle 1 Rectangle 2 Rectangle 3 Rectangle 4
N 25,7 N 59,3 N 57,4 N 22,7
Low English Mean 0,283 Mean 0,259 Mean 0,298 Mean 0,32
Sum 7,273] Sum 15,342 Sum 17,111 Sum 7,263
Sdev 0,121 Sdev 0,12 Sdev 0,166 Sdev 0,155
Rectangle 2
N 23,2 N 60,1 N 43,1 N 17,4]
Low Hindi Mean 0,275 Mean 0,254 Mean 0,289 Mean 0,301}
Sum 6,379 Sum 15,255 Sum 12,449 Sum 5,234
Sdev 0,118] Sdev 0,11 Sdev 0,135 Sdev 0,153
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Fig. 3. Heat Maps for Fixation Duration

5 Conclusion and Future Work

The increase in the statistics of fixation duration and visit count indicates that there is
an extra effort required on the part of a reader to process and to speak the
transliterated text. Thus, our results conclude that the familiar word forms are quickly
perceived by the mind rather than the unfamiliar forms and thus readability is not just
the mere process of identifying the constituent alphabets but more of a cognitive
process.

For simplicity, here we have assumed that each character takes an equal effort in
reading on the part of the reader. In future we wish to relax this assumption and
investigate the effect over transliterated texts. Also, existing quantitative readability
measures (Sinha 2012, Benjamin, 2012) can be explored for selecting the stimuli text.
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Abstract. College students spending too much time on online games every
week tend to suffer from worsened learning ability, concentration problems,
poor academic performance, and decreased interactions with other people. This
study’s author conducted a questionnaire-based survey to examine how many
hours college students from central Taiwan spend on online games per week, in
order to find out their average daily involvement in such games. Using propor-
tionate stratified sampling, the survey respondents were selected to examine the
weekly involvement in online games among college students from central Tai-
wan, who were divided into low-, medium- and high-involvement groups in a
cluster analysis. Results of the survey were tested using a self-developed evalu-
ation system based on working memory and response time. Totally 36 college
students, or 12 students from each of the low-, medium- and high-involvement
groups, were randomly selected from the population to test how involvement in
online games, game-playing time and display duration affected their working
memory. Findings from this study include: I. The low, medium and high levels
of online game involvements are defined as an average 1.34 hours, 4.84 hours
and 10.27 hours spent on online games every day. 30.9% of the survey respon-
dents said they spent more than 4 hours on online games, which suggests that
online games may be the reason why college students stay up all night so often.
II. This testing discovers that the levels of involvement in video gaming (p <
0.05), display duration (p<0.05), and the interaction of the two factors will all
have an impact on visual working memory (p <0.05).

Keywords: Online games, involvement in online games, Display duration,
game-playing time, Attention.
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According to the estimation made by the Institute for Information Industry in Taiwan

in 2009, there are as many as 350 million broadband users worldwide.

Video games

have also gradually transformed to grow beyond the stereotypical ideas of gambling
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and unhealthy leisure activity. Due to economic recession, many people face the
problem of losing their jobs, being forced to retire, and being forced to be dismissed.
As a result, another form of economy, “stay-at-home economy” (otaku economy), has
been formed. The increase of online population, speedy fiber internet, and the popu-
larity of home computers has led to the emergence of “video gaming addiction”, a
behavior pattern developed by individuals and video games[11]. The after effects of
being overly involved in internet gaming, including alienation, tendency toward vi-
olence, behavioral disorder, anxiety, loss of concentration, and low learning efficien-
cy have not only become personal problems of the users but major social issues[8].
Although there are many studies focusing on middle school and elementary school
students, there is very little research done on college students.

The surveys are conducted through stratified sampling to understand college stu-
dents’ level of involvement in video games each week in central Taiwan[11][15].
This study uses surveys as research tools and the survey structure is divided into three
parts: first, variables of personal background; second, usage behavior of video games;
third, mental and physical state. Four thousand college students from different de-
partments are surveyed. According to the sampling curve proposed by [9], when the
population is 4,000, at least 351 people must be sampled and the conservative estima-
tion of the survey response rate is 80%. As a result, the number of survey should be
at least 439. This research uses surveys to study the amount of time that college
students spend each week on video games in colleges in central Taiwan to understand
the background and behavioral pattern of video game involvement, which is one of
the research motivations of this study.

Early studies focused on the negative effects caused by internet addiction[11] but
very few focused on working memory of the video game addicts. Therefore, the
impact of video games on visual working memory is the second research motivation
of this study. The examination of video gaming and visual concentration is con-
ducted with self-designed and self-developed visual code testing tools[3]. Subjects
are randomly selected from the video gaming groups of low, middle, and high le-
vels of involvement to test the level of involvement and the impact of time length
toward working memory. The dependent variables of working memory generate
the accuracy rate.

1.2 Research Objectives

Therefore, there are two purposes of research in this study. The first purpose is to
study the behavioral pattern of college students’ involvement in video gaming and the
research subject are students in the colleges in central Taiwan. The second purpose
is to, based on the survey analysis from the first stage of the study, adopt cluster anal-
ysis to divide the subjects into video gaming groups of low, middle, and high levels
of involvement based on their average time spent on video games and to analyze
the impact on working memory caused by the levels of involvement, time length of
involvement, and code display duration[2].
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2 Research Methods

2.1  Survey of the Background and Behavioral Pattern of College Students’
Involvement in Video Gaming in Colleges in Central Taiwan

Three sections of the surveys used by [5]are selected to be the survey tool for this
study. College students were surveyed to study the different level of involvement in
video gaming and their behavioral patterns. Stratified sampling is conducted and the
survey time is approximately 30 to 35 minutes. The first part of the survey is “Basic
Information” to understand background factors such as personal variables and recrea-
tional resources. The second part is “Experience in video gaming” to examine the
type of game played by the subject, the environment of playing, the motivation of
playing, the time of playing, feeling and evaluation for playing. The third part is
“Video Gaming Addiction Chart.”

In order to understand the influence of college students’ levels of involvement in
video gaming and their behavioral pattern, survey structures of past literatures have
been studied to summarize and generate the survey structure of this study. The sur-
vey structure is divided into three sections: first, variables of personal background;
second, usage behavior of video gaming; third, mental and physical state. The sur-
vey design is completed based on the above structure. Three sections of the survey
used by [5] are selected to be the survey tool for this study.

Lee [10] once applied less than one SD of the sample mean and it is 15.87%
after the application in the group with lower level of involvement in video gamming
while it is 15.87% before the application in the group with higher level of involve-
ment, more than one SD of the sample mean. The group with middle level of in-
volvement is within plus or minus one SD, 68.26%, which is the middle of the sample
scores. This research applies cluster analysis toward the study of the groups with
high, middle, and low levels of involvement in video gaming.

2.2  The Impact Caused By Different Levels of Involvement in Video Gaming
and Different Time Length on Working Memory

Based on the analytical result of the surveys, experiment participants are divided into
three groups of high, middle, and low levels of involvement in video gaming.
Twelve people are randomly selected from each group and a total of 36 people from
the three groups are tested on their visual attention to compare the difference in work-
ing memory caused by the time of video gaming, level of video gaming, and display
duration[2].

(1) Research subject
Twelve people are randomly selected from the three groups of high, middle, and
low levels of involvement in video gaming and there are a total of 36 subjects.
(2) Research tool
(A)A self-designed “Visual Code working Memory Evaluation System” is used
and the software function includes the setting of the background color,
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code color, font size, font, code number, display duration, the number of
questions, inspection duration, total inspection duration, calculating the
correct number of questions and the time required.

(B)Equipment and environment setting: ambient light illumination is set at 350
Ix, PC parameter setting. Please refer to Table 1[3].

Table 1. The settings of Visual Code working Memory Evaluation System

VDT Background Code Font Display Code Inspection
. . . Font .
pixels color color size duration number duration
. 03&04 . .
1152x864 White  Black 72 Sec 7 Arial 10 Minutes

(3) Design of the experiment
This experiment offers the video game Runes of Magic to the participants and
each participant must have more than five hours of experience in playing Runes
of Magic. The variables of the experiment are three levels of involvement de-
gree (high, middle, and low); two levels of code display duration (0.3 second
and 0.4 second); two levels of video gaming time (two hours and three hours).
During the experiment recording process, each set of experimental time is ten
minutes and the dependant variables are the accuracy rate. The experiment
adopts a repeated measure design. Random grouping experiments are con-
ducted with the groups of high, middle, and low involvement levels. Within
three minutes after the participants finished playing the video games, the partici-
pants are tested in 3 minutes.

(4) Experiment Process

A. Before the experiment, explain to the participants the purpose, the precau-
tions, and the operation method of the experiment. Each participant has
two practices with ten questions each time before playing the video game.
The testing lasts approximately ten minutes.

B. Setting of the testing system (please refer to Table 1).

C. The participants play the video game Runes of Magic for a random of
two (or three) hours and take the test within three minutes after playing
the game.

D. Testing of the participants:

(A) Start by pressing any button.

(B) Codes are displayed randomly (Arabic numerals 0-9, each number is
one code; seven numbers will be randomly displayed at the same
time, the number of the code might repeat).

(C) The participants key-in the seven code numbers they remember in
five seconds.

(D) The participants complete the test when ten minutes has passed or
100 sets of random codes have been finished.
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(E) Calculate and analyze the accuracy rate of the set of codes entered by
the participants, including all correct in 1-7 codes, 1-6 codes, 1-5
codes, 1-4 codes, 1-3 codes, and 1-2 codes.

3 Results and Discussion

3.1  Survey of the Background and Behavioral Pattern of College Students’
Involvement in Video Gaming in Colleges in Central Taiwan

The survey includes six aspects and a total of 104 questions. The survey for each class
was conducted through stratified sampling; therefore there are some samples from
each class. Deducting the surveys with missing values, the Cronbach a reached 0.944
after correction, demonstrating good validity.

Table 2. Cluster analysis chart of the time spent on video gaming

Cluster
group 1 2 3
Time spent on video gaming 33.9 72.4 9.4

Table 3. Cluster analysis of the time spent on video gaming ANOVA summary

Cluster Deviation
F-value P
MS df MS df
Time of playing 72433.88 2 63.556 492 1139.679 .000

*P <0.05

3.2  The Impact on Working Memory Caused by Different Involvement Levels
In Video Gaming and Time of Usage

Table 4. Summary chart of the MANOVA testing of the involvement levels, involvement time
in video gaming and display duration.

Effect terms Numeric F-value df of Assumed df of error p
InVOlve(rxm level 240 22.050 12.000 254.000 .000
D‘SPlag)“ra“O“ 886 2.713 6.000 127.000 .016
A*B 802 2.462 12.000 254.000 .005

*P <.05; A= Involvement level, B= Display duration; A*B=Interaction of between A
and B.
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Table 5. Summary chart of the testing of effect terms among the involvement levels of video
gaming of the subjects.

Source variables  SS of Type Il df MS F -value p
The 2™ code 732.347 366.174 5.552*%  .005

The 3" code 1279.847 639.924 9.268*  .000

Involvement The 4" code 5591.625 2795.812 28.623*  .000
level The 5" code  31918.347 15959.174 148.518* .000
The 6" code  47723.181 23861.590 154.734* .000

The 7" code  59062.181 29531.090 157.320* .000

2
2
2
2
2
2

#p<0.05

Table 6. Summary chart of the effect term testing among the duration time of the participants

Source variables SSof Type Il  df MS F-value D
The 2™ code 2250 1 2.250 .034 .854
The 3™ code 5.444 1 5.444 .079 779
Duration  The 4" code 14.694 1 14.694 150 .699
Time The 5" code 403.340 1 403.340 3.754 .055
The 6™ code 1040.063 1 1040.063 6.744* 010
The 7™ code 427.111 1 427.111 2.275 134

*P<0.05

4 Discussion

4.1 Survey of the Background and Behavioral Pattern of College Students’
Involvement in Video Gaming in Colleges in Central Taiwan

As of July 2003, there were more than 3.51 million households enjoying the internet
and the internet penetration rate in general households were as high as 54%. The
estimated internet user was approximately 11,750,000, about half of the total popula-
tion of Taiwan. According to the estimation of the Institute for Information Industry
in 2009, there were as much as 350 million global broadband users. There are 521
effective samples in this survey. Analytical study of the surveys indicates that 35.5%
of the college students in central Taiwan play video game more than eight times each
week. On average, men are involved in video gaming for 25 hours each week, higher
than the 13 hours of women. There are 308 men who have been involved in video
gaming for over three years, which is 59.18% of the surveyed population. According
to the daily time of usage of the high-risk group is four hours, approximately 24.5
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hours a week[5]. The standard for heavy users set by Canadian scholars is seven
hours and above per week, which indicates that 59.18% of the college students have
become heavy users and even high-risk users in college or even in their high school
years. During non-weekends and non-holidays, 30.9% of the students are involved
in video gaming for more than 4 hours a day; as high as 42.8% are involved in video
gaming for more than 4 hours a day on weekends and holidays. As the time for vid-
eo gaming increases, sleeping time decreases and might cause poor school grades.
Cluster analysis of the surveys discovers that the average number of hours spent
on video gaming each week from the groups of middle and high levels of involvement
are several times higher than the research result of 12.5 hours per week discovered
by Harn[7].

In addition to the fact that video gaming causes poor school work, the research re-
sult of Huang [8]discovers that more boy students have played online game and have
a higher percentage of online gaming addictions. In terms of years of experience,
moreover, the highest percentage of students are those with three and more years of
experience; the higher the frequency and the longer the time spend in video gaming
each week, the higher the tendency for game addiction. Research shows that video
gaming can fulfill the users’ need for self-fulfillment and social interaction yet it pos-
es the potential threat of addiction[15], leading to negative psychological responses of
anxiety and a sense of emptiness. When the act of video gaming is suspended, the
person becomes anxious and hard to control his or her impulsive behavior, neglecting
the interactive relationship between people and matters in the surrounding. Studies
show that the important variables of video gaming addictions include certain perso-
nality traits such as a tendency of depression, anxiety, low self-esteem, type A perso-
nality, and alienation in interpersonal relationship[6]. Previous studies show that
obsession in video gaming might lead to addiction problems and it may cause a great
impact of mental damage on the young students. Although research literatures also
mention that the experience of playing video games can improve visual concentra-
tion[11], this study discovers that some college students have become heavy user, and
even users of high-risk group, with their over-involvement in video gaming. Psycho-
logical damages might have been caused; how to correct or adjust their life style will
be a major challenge in future education.

Past researches show that obsession with video gaming might cause addiction
issues, causing psychological damage to the young students. This study also discov-
ers that as many as 88.8% of college students play online games at home. Therefore,
parents should establish good communication channels with the children, understand-
ing their children’s online activities. It would be best if the parents can regulate their
children’s time and behavior online, educating them about the correct concept in in-
ternet use to avoid the damages caused by the internet on the children and avoiding
the students’ indulgence in the world of online gaming.

Information security company Norton commissioned opinion polling firm Strate-
gyOne to conduct a survey in more than 14 countries including America, England,
and Canada about internet behaviors and experiences. The survey included 2,800
children aged 10 to 17 and more than 7,000 adults. The survey discovered that child-
ren in Taiwan spend an average of 15 hours per week online, preceded only by Bra-
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zil’s 18.3 hours, showing that the children in Taiwan are overly indulged in the inter-
net. A research done in 1998 with 2,249 students from 12 high schools and voca-
tional high schools shows a high 85% of the students goes online[4]. According to
the analytical study of the “Internet Addiction Clinic” at the Kaohsiung Medical Uni-
versity Chung-Ho Memorial Hospital, the level of seriousness of internet addiction in
Taiwan is the third in the world, closely following Singapore and Korea[12]. How
do we educate the children to have correct concepts in computer usage, how do we
restrict the time for computer games and internet use, how do we divert the children’s
attraction to video games and the internet, and how do we develop alternative leisure
activities are all pending issues and action items for the future.

4.2 The Impact on Short-Term Memory Caused by Different Levels of
Involvement in Video Gaming and Different Time of Usage

This testing discovers that the levels of involvement in video gaming (p <0.05), dis-
play duration (p <0.05), and the interaction of the two factors will all have an impact
on visual working memory (p<0.05). There are many testing methods for visual
concentration. For the vision, concentration is a very important information
processing mechanism; without concentration, recognition, learning and memoriza-
tion will become impossible. Psychologist Berlyne[1] once pointed out that human
beings and animals are usually most interested in things that are not too easy and not
too complicated.

Therefore, the goal of this study is to test if visual concentration will be influenced
by the length of time involved in video gaming, the length of time for code display,
the number of code displayed, and level of involvement in video gaming in the past
(the average time spend on video gaming each day). The result shows that the expe-
riment participants, no matter which group of involvement level, demonstrate better
post-test scores than pre-test scores(p <0.05). The results also proved experiences of
playing video gaming can promote the ability of working memory[3]. And another
reason the phenomenon is caused by the learning effect from using the visual code
working memory evaluation system one more time.

A person is focused on doing requires more resources, the ability to monitor
surrounding messages will become worse[13]. The well-known ‘“Posner paradigm”
has become the model for studying visual spatial selective attention. Posner utilizes
the length of gap between cue time and the appearance of the target to discover that
visual attention can be divided into covert shift of attention (a shift of attention with-
out moving the eye sight) and sustained attention (attention is kept at the cue spot).
Covert shift of attention include the process of disengage, move, and engage, which
are mostly complete by the parietal lobe in the brain. This process provides the fron-
tal lobe with the command of priority management, managing and strengthening the
level of the attention. Normally people who the average of working memory are 7+2
[14]. The later process is the so-called sustained attention. The study result also dis-
covers that the level of involvement in video gaming has significant impact on the
accuracy rate of the display codes. Display duration will influence the accuracy rate
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(»<0.05) for the six codes. There is no significant difference (p>0.05) when there
are seven codes, maybe because the number of codes is beyond the working memory
capacity of the subjects.

This study adopts visual working memory evaluation system, which is based on the
important features of visual attention mentioned by many of the scholars mentioned
above. Sanders and McCormick[14] make the following suggestions on the screen
color: do not use too many colors; avoid using extreme colors such as red or blue,
avoid using color combinations such as red and blue, red and green, and blue and
green; increase the color contrast between the text and the background. Zhu and Tsao
[16] point out in their study on the pairing of the target and background color that the
best result is achieved with a combination that has a greater contrast: white target and
black background, yellow target and black background, green target and black back-
ground. Research results show that there are no significant differences (p > 0.05)
when the involvement time in playing the video games is two hours and three hours.
While analyzing the reason, it is shown that the subject of experiment had a daily
average of at least 1.34 hours playing video games in the past, with the highest aver-
age time 10.34 hours. It is understandable that significant differences were not
reached since the number of hours is much higher than the 2 hours or 3 hours adopted
in this experiment.

5 Conclusion and Suggestion

Due to the popularity of the internet, computers and the World Wide Web have be-
come indispensable tools of living for today’s families. Video games and the internet
have also become major items in the lives and leisure activities of teenagers and col-
lege students. The quality of leisure life and the level of concentration, which is
most crucial to learning, have gradually been corroded by video games and the inter-
net. It is important to contemplate how we can help children develop correct con-
cepts in computer usage, how do we regulate appropriate time length for computer
usage to avoid traits of video game addiction such as tendency of depression, anxiety,
low self-esteem, type A personality, and alienation in interpersonal relationship. Some
students even try to fulfill their goal of self-realization through the virtual reality
world of the video games, causing negative psychological damage such as anxiety,
sense of emptiness, and behavioral impulses beyond control. This study discovers
that as high as 88.8% of the college students play internet video games at home.
The development of parent-and-child activities in the family as a replacement for
playing video games will effectively reduce the time spent on video games and avoid
the potential threat caused by over-involvement.

References

1. Berlyne, D.E.: Structure and direction in thinking, New York; Chen, S.H., Wong, L.Z., Su,
Y.R., Wu, HM., Yang, P.F.: Development of a Chinese Internet Addiction Scale and Its
Psychometric Study. Chinese Journal of Psychology 45, 279-296 (2003)



10.

11.

12.

13.

14.

15.

16.

The Effects of User Involvement in Online Games, Game-Playing Time 67

Chang, C.L., Li, K.W., Jou, Y.T., Hsu, T.Y.: The Study of the Impact of Environmental II-
luminance on the Visual Codes Working Memory during a Fencing Game. In: 2009 IEEE
International Conference on Networking, Sensing and Control, pp. 318-324 (2009)

Chang, C.-L., Hsu, T.-Y., Lin, F.-L., Huang, C.-D., Huang, I.-T.: Leisure Activities for the
Elderly—The Influence of Visual Working Memory on Mahjong and Its Video Game Ver-
sion. In: Stephanidis, C. (ed.) Posters, Part I, HCII 2011. CCIS, vol. 173, pp. 358-362.
Springer, Heidelberg (2011)

Chen, S.H., Wong, L.Z., Su, Y.R., Wu, HM,, Yang, P.F.: Development of a Chinese In-
ternet Addiction Scale and Its Psychometric Study. Chinese Journal of Psychology 45,
279-296 (2003)

Feng, J.Y.: A study of the video gaming experience, addictive tendencies, and the per-
ceived health status of junior high school students. Taiwan Journal of Public Health,
National Taiwan Normal University (2005)

Griffiths, M.: Computer game playing in early adolescence. Youth Soc.?29, 223-238
(1997)

Harn, P.L.: The Impact of Internet Users’ Characteristics, Behaviors, and Psychological
Traits on Internet Addiction for Taiwanese High School Students, Taipei: unpublished
master’s thesis at the National Taiwan Normal University Department of Educational Psy-
chology and Counseling (2000)

Huang, Y.L.: A Relational Study of On-line Game Addiction, Behavior, and Leisure Satis-
faction for Fifth and Sixth Graders of Elementary School, Changhua: unpublished master’s
thesis of the EMBA Classes at the Da-Yeh University Department of Leisure, Recreation,
and Tourism Management (2006)

Krejcie, R.V., Morgan, D.W.: Determining Sample Size or Research Activities. Educa-
tional and Psychological Measurement 30(3), 89 (1970)

Lee, G.S.: A Study of using Data Mining techniques to explore relationship of long-
latency auditory evoked potentials P300 and IQ, Tainan: unpublished master’s thesis at the
National University of Tainan Graduate Institute of Technology Education (2004)

Lin, F.L., Chang, C.L., Jou, Y.T., Pan, S.C., Hsu, T.Y., Huang, C.D.: Effect of the In-
volvement Degree of Playing Video Games on Brain waves for an hour. In: IEEE 17th In-
ternational Conference on Industrial Engineering and Engineering Management, vol. 2, pp.
1043-1047 (2010)

Peng, Y.H.: Research on teenagers internet usage behavior and addiction during leisure
time, Taipei: unpublished master’s thesis at the National Taiwan Normal University Grad-
uate Institute of Sport, Leisure and Hospitality Management (2003)

Pomplun, M., Reingold, E.M., Shen, J.: Investigating the visual span in comparative
search: The effects of task difficulty and divided attention. Cognition 81(2), 57-67 (2001)
Sanders, M.S., McCormick, E.J.: Human factors in engineering and design, 7th edn.
McGraw-Hill, New York (1993)

Young, K.S.: What Makes the Internet Addictive: Potential Explanations for Pathological
Internet Use. In: The 105th Annual Conference of the American Psychological Association
(1997)

Zhu, Z.H., Tsao, L.R.: The impact on CRT display efficacy caused by target - background
color with color. Acta Psychologica Sinica 2, 128—134 (1994)



An Approach to Optimal Text Placement
on Images

Gautam Malu and Bipin Indurkhya

International Institute of Information Technology,
Hyderabad, India
gautam.malu@research.iiit.ac.in, bipin@iiit.ac.in

Abstract. In deciding where to place a text block on an image, there
are two major factors: aesthetic of the design composition, and the visual
attention that the text block naturally attracts. We propose a compu-
tational model to address this problem based on the principles of visual
balance and the diagonal method of placing emphasis. A between-subject
study with seven participants was conducted to validate our model with
subjective ratings. Fight color photographs were used to generate a set
of text-overlaid images as the stimuli. Participants rated the stimuli for
aesthetic appeal on a seven-point likert scale. Results show that the par-
ticipants preferred text-overlaid images generated by our method of text
placement over random text placement.

Keywords: Computational aesthetics, Interface design, Visual Balance,
Diagonal Method.

1 Introduction

Some previous studies in the field of computational aesthetics have focussed on
layouts containing text blocks and images on a solid color background [1,2], but
these studies do not address the aesthetics of text-overlaid images. Sandhaus et
al [3] have dealt with the same but on an image background. These studies are
concerned with the arrangement of multiple elements on a single background.
Lai et al. 2010 [4] have proposed a computational model for overlaying a single
text element on a background image. However, their approach only works for
images with homogeneous backgrounds.

In this paper, we propose a computational model for optimal text placement
on images using the principles of visual balance. We also used the diagonal
method to improve the overall aesthetics of text-overlaid images.

Visual balance is a key principle in the study of design and composition [5,6].
In his book, Art and Visual Perception, Rudolf Arnheim [7] articulates visual
balance in terms of perceived visual weights. In recent years, there have been
several studies on computational modeling of visual balance using different kinds
of visual weights: for example, contrast for grayscale images [2], visual saliency
[8], and color contrast for colored images [4]. It is generally agreed that in a
balanced composition the visual weight is equally distributed in every directions.

D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 68-74, 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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The diagonal method [9] suggests that the objects an artist wants to empha-
size are often found at one of the bisecting diagonals of the frame. A bisecting
diagonal is one that bisects a corner angle [Figure 1]. Arnheim [7] also stated
that objects when placed at the diagonals appear visually heavier than any other
location. Following this principle, text can be emphasized if placed at one of the
bisecting diagonals.

/|

Fig. 1. Bisecting diagonals of a rectangle

2 Approach

We followed two approaches to position text on an image:

— Based on Visual Balance (VB)
— Based on Visual Balance and Diagonal Method (VB + DM)

2.1 Approach Based on Visual Balance (VB)

2.1.1 Visual Weight We defined the visual weight in terms of visual saliency
values, as follows:

S(z,y), S(x,y) >T
0, otherwise

Wi = { 1)

Here, T is the threshold obtained using Otsu‘s method[10].

2.1.2 Saliency Algorithm We used a graph-based saliency model that also
incorporates face detection along with low-level saliency features of color, inten-
sity, and orientation [11]. Voila Jones algorithm was used for face detection [12].
This saliency algorithm does not incorporate the saliency of text; so we made
a text conspicuity map by using delta functions at the center of the text block
with 2D Gaussian with the standard deviation equal to the minimum of the sides
of the text block. We added this conspicuity map to the existing saliency map.
Now, the saliency map is the uniform linear combination of all five normalized
conspicuity maps: Color(C), Intensity(I), Orientation(O), Face(F) and Text(T)
[Figure 2].

5= (IN(C) + N(I) + N(O) + N(F) + N(T) (2)
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Combined Saliency Map

Original Text Overlaid Image overlaid on original image

Feature Extraction

Face Conspicuity Map+ Text Conspicuity Map *

Linear Combination of All Feature Maps

Fig. 2. Modified saliency model: An image is processed through standard color, ori-
entation and intensity multi-scale channels [13], along with face detection channel and
text detection channel. All five maps are normalized to the same range, and added
with equal weights to a final saliency map.

2.1.3 Text Placement The center of mass (x., y.) was computed from W (z, y)
, as follows:

- Z;‘L:1 Dy Wiy g) x i
> Y Wi, 5)

o 2t Z?:l Wi, j) x j
S Y W (i)

Here, w= Width of the image h= Height of the image

For a balanced composition, the center of mass should be at the minimal
distance from the center of the frame. We find the quadrant in which the center
of mass was located.To minimize the distance between the center of mass and the
center of the image, the text block should be placed in a quadrant opposite to the
quadrant in which the center of mass was located. We gridded this quadrant,
with each grid cell being equal to the size of the text block. The text block
was placed at each grid cell and the center of mass was calculated again. We
calculated the Manhattan distance between the center of mass and the center of

the image.The grid cell with the least distance was selected for placement of the
text block.[Figure 3]

3)

(4)

Ye

2.2 Visual Balance and Diagonal Method (VB4+DM) Approach

This method was an extension of the visual balance method. Diagonal method
states that the salient objects should be placed at one of the bisecting diagonals,
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but it does not specify the diagonal or the location of the diagonal. After com-
puting the text location by VB method (section 2.1), the text block was moved
perpendicularly to the bisecting diagonal of the nearest corner. [Figure 3]

Fig. 3. Overview of the approach: (a) Input Image, (b) Saliency map, (c) Visual weights
and center of visual weight (d) Text placement using VB model (red line indicates
the bisecting diagonal), (e) Text placement using VB4+DM method; red lines are for
illustration only

3 User Evaluation

To evaluate the performance of our method, we conducted user evaluation study
in which we compared both models against random placement of text blocks as
well as with each other.

Seven university students (three females and four males; mean age: 23.2; age
range 20 -26) took part in the evaluation study. None of the participant had any
formal art education. Art naive participants were selected to avoid any possible
background effect of expertise in art.

Eight colored photographs were selected from http://photo.net/. All photp-
graphs were rated at least six on a seven point scale by Photo.net users. Three
variants of each photograph were prepared by placing a text block on them using
the following methods [Figure4]:

— random placement excluding the salient regions and a 10 pixel margin on all
sides.

— VB Approach (section 2.1).

— VB+DM Approach (section 2.2).


http://photo.net/
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The only difference between the variants was the location of the text. The
text block was devoid of any semantic meaning, as we are not considering the
semantics of the text while finding its optimal position.

Each participant was shown all three variants of each photograph simultane-
ously and was asked to rate each variant on a seven-point scale for aesthetic
quality. The photographs and variants were presented in random order. Their
responses were normalized per image per participant between 0 and 1. A total
of 168 (3x8x7) responses were gathered.

Fig. 4. Examples of the stimuli used in user evaluation study (a) Random placement
of text,(b) Based on VB model, (c¢) Based on VB-+DM model

4 Results and Discussion

A one-way between-subject ANOVA test revealed that the mean aesthetic scores
were significantly different for all three models at p < 0.01 level[F'(2,165) =
28.455,p = 0.000]. Post-hoc comparison using Tukey HSD test indicted mean
aesthetic scores for both VB model (M = 0.3343,SD = 0.0745) and VB4+DM
model(M = 0.3891,SD = 0.0771) are significantly better than random place-
ment (M = 0.2741,SD = 0.0896). The results also indicated that the mean
aesthetic score for VB4+DM model is significantly higher than VB model at
p < 0.01 level.

Taken together, these results suggest that our approach using both visual bal-
ance and diagonal method performed better than random placement of text on
images. It is noteworthy that the diagonal method further significantly increased
the overall aesthetics of the text-overlaid image.
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0451
VB = Visual Balance
VB + DM = Visual Balance and Diagonal Method

040
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035
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Random Placement VB VB+DM

Fig. 5. Mean aesthetic scores for all three methods

5 Applications and Future Work

There are many websites that allow users to share their photographs in public
domain, for example Photo.net.One example is a portal for online greeting cards
(e-cards), where the user supplies a message which is overlaid on the selected
image. Existing systems simply place the text message on the top of the image
and send it as an e-card. In our model, the text color is defined by the user, but
it could also be decided automatically using different color harmony schemes|[14].
Different color evokes different emotional reactions [15,16]; so according to the
emotional content of the message different color harmonies could be used.
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Abstract. Visuospatial function and performance in interactions between
humans and computers involve the human identification and manipulation of
computer generated stimuli and their location. The impact of learning on mental
rotation has been demonstrated in studies relating everyday spatial activities
and spatial abilities. An aspect of visuospatial learning in virtual environments
that has not been widely studied is the impact of threat on learning in a
navigational task. In fact, to our knowledge, the combined assessment of
learning during mental rotation trials and learning in an ecologically valid
virtual reality-based navigational environment (that has both high and low
threat zones) has not been adequately studied. Results followed expectation: 1)
learning occurred in the virtual reality based mental rotation test. Although
there was a relation between route learning and practice, a primacy effect was
observed as participants performed more poorly when going from the first zone

to the last.

Keywords: Visuospatial Processing, Learning, Virtual Reality, Mental Rotation:
Navigation.

1 Introduction

Visuospatial function and performance in interactions between humans and computers
involve the human identification and manipulation of computer generated stimuli and
their location. A number of neuropsychological studies have found that visuospatial
tasks activate different cortical areas such as the Broadmann area V5, superior parietal
lobule, parieto-occipital junction and premotor areas [1]. One measure of visuospatial
processing in the human-computer-interaction literature is performance on virtual reality
based mental rotation [2], which can be enhanced through practice [3]. The impact of
learning on mental rotation has been demonstrated in studies relating everyday spatial
activities and spatial abilities. Newcombe, Bandura, and Taylor [4] found a substantial
positive relationship between a visuospatial relations test and a number of daily spatial
activities. Quaiser-Pohl and Lehmann [5] found significant relationships among visually
mediated sport activities, computer activities, and mental rotation. Quaiser-Pohl et al [6]

D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 75-83, 2013.
© Springer-Verlag Berlin Heidelberg 2013



76 T.D. Parsons et al.

also found a relationship of action-and-simulation-playing with MRT performance.
These studies point to the malleability of visuospatial abilities and their relation to both
experimental practice and everyday (non-laboratory) learning.

1.1  Virtual Reality Based Navigation

Assessment of navigation-based learning and memory has been of interest to
neuropsychologists for many years and has been broadly studied over the past four
decades by researchers concerned with the neurobiological bases of learning and
memory [7]. A great deal of this research has focused on assessing the navigation
performance of rats and mice in the Morris water navigation task (MWT; [8], [9]).
While immersed in the MWT animals are trained to locate a hidden escape platform
submerged in a circular pool of opaque water. A virtual reality version of the Morris
water task (VMWT) has been developed for assessment of human navigational ability
[10-12]. Of note, the VMWT has proven useful in studying spatial learning theories
[11], [12]. Virtual reality based navigation has been suggested as representative of real-
world functioning [13-15]. Navigation, like mental rotation, has been shown to be
impacted by learning. Walker and Lindsay [16] assessed the visuospatial domain
through the use of virtual reality based navigation with a virtual auditory display—
finding an overall improvement in performance from one navigation map to the next.
This learning or practice effect mimics the sort of learning effects found in mental
rotation performance.

1.2  Impact of Threat on Cognitive Performance within Virtual Environments

An aspect of visuospatial learning in virtual environments that has not been widely
studied is the impact of threat on learning in a navigational task. Stress related
responses to threat are important because associations have been found among
increased stress, cortisol, and poor learning/memory in both rodents [17] and humans
[18]. When a user is immersed in a virtual environment, they can be systematically
exposed to specific feared stimuli within a contextually relevant setting [19], [20].
Further, virtual reality environments allow for optimal arousal identification and
classification [21]. This modality of virtual reality exposure comports well with the
emotion-processing model, which holds that the fear network must be activated
through confrontation with threatening stimuli and that new, incompatible
information must be added into the emotional network [22], [23].

1.3  Research Aims

To our knowledge, the combined assessment of learning during mental rotation trials
and learning in an ecologically valid virtual reality-based navigational environment
(that has both high and low threat zones) has not been adequately studied. Our aims
were to 1) attempt to replicate prior findings that learning occurs in a virtual reality
based mental rotation test; 2) assess whether navigational learning occurred in a
virtual simulation of a Middle Eastern city; and 3) assess the impact of threatening
stimuli presented while subjects navigated a three dimensional virtual environment.
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2 Methods

2.1  Participants

Subjects included 49 undergraduate students (18 males and 31 females) between the
ages of 18 and 25 took part in the University of Southern California’s Institutional
Review Board approved study. Strict exclusion criteria were enforced so as to
minimize the possible confounding effects of additional factors known to adversely
impact a person’s ability to process information, including psychiatric (e.g., mental
retardation, psychotic disorders, diagnosed learning disabilities, attention-
deficit/hyperactivity disorder, and bipolar disorders, as well as substance-related
disorders within 2 years of evaluation) and neurologic (e.g., seizure disorders, closed
head injuries with loss of consciousness greater than 15 minutes, and neoplastic
diseases) conditions.

2.2  Procedure

Virtual reality spatial rotation: After informed consent was obtained, basic
demographic information, computer experience and usage, and spatial activities
history were recorded. Next, a previously validated (see Parsons et al., 2004 [2])
neuropsychological measure of virtual reality spatial rotation (VRSR) was used. The
VRSR assessment and training system was designed to present a target stimulus (TS)
that consists of a specific configuration of 3D blocks within a virtual environment.
The stimuli appear as “hologram-like” three-dimensional objects floating above the
projection screen (see Figure 1).

Fig. 1. Virtual reality spatial rotation

After presentation of TS, the participant is presented with the same set of blocks
(working stimuli; WS) that needs to be rotated to the orientation of the target and then
superimposed within it. The participant manipulates the WS by grasping and moving
a sphere shaped “cyberprop” which contains a tracking device. The motion of the
sphere is imparted upon the WS. Upon successful superimposition of the WS and TS
a “correct” feedback tone is presented and the next trial begins. The new WS appears
attached to the sphere (user’s hand), and a new TS appears. In this mode of
interaction, users do not need to press any buttons or select objects. The WS simply
appears attached to the sphere for users to manipulate [2].
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Virtual Reality Navigation Task: The virtual navigation task utilized herein was that of a
virtual Middle Eastern city, which included a route-learning and navigation simulation
to assess landmark and route knowledge of the newly experienced VE. Participants
were led along a predefined path through a virtual Middle Eastern city by a group of
virtual military service personnel serving as guides. The guides led participants through
six zones alternating between high and low environmental threat levels. During the high
threat zones, participants experienced an ambush situation in which bombs, gunfire,
screams and other visual and auditory forms of threat were present, whereas none of
these stimuli were presented in the low threat zones. Upon reaching the end of this
initial tour through the city, participants were instructed to navigate back to the starting
point following the same path taken during the initial tour. Participants were to pass
through each zone in reverse order until reaching the original starting point. If the
participant strayed too far from the path, which was quantified as the distance it would
take to walk for 10 seconds in a perpendicular direction from the original path, an arrow
appeared in the corner of the screen that assisted the participant in finding his or her way
back to the original path. During the navigation task, there were no longer any
threatening stimuli presented in the high threat zones. The navigation task ended when
the participant crossed the zone 1 marker.

The virtual environment depicting an Iraqi city was presented to participants with
use of an eMagin Z800 head mounted display complete with head tracking
capabilities to allow the participant to explore the environment freely. The virtual
environment was created using graphic assets from the Virtual Reality Cognitive
Performance Assessment Test [24], [25], using the Gamebryo graphics engine to
create the environment. A tactile transducer floor was utilized to enhance the
ecological validity of the VE by making explosions and other high threat stimuli feel
more lifelike [26]. Auditory stimuli were presented with a Logitech surround sound
system. Participants experienced the VE while residing in an acoustic dampening
chamber, which had the added benefit of creating a dark environment to remove any
peripheral visual stimuli that were not associated with the VE, resulting in increased
immersive qualities of the simulation.

Fig. 2. Examples of high (left) and low (right) threat zones
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3 Results

As expected, learning occurred in the virtual reality based mental rotation test. There
was a significant learning curve with an attendant difference in performance from
Trial 1 to Trial 24 (t=5.27; p<.01). Responses elicited by the variations in threat were

Table 1. Descriptives for Virtual reality navigation task

Minimum Maximum Mean SD
Seconds in Zones
High Threat 53.01 186.65 7148 | 2528
Zone 1
Zone 2 12.56 186.71 76.67 24.90
Zone 3 53.59 147.85 80.82 23.52
Low Threat
Zone 1 55.54 111.45 64.30 11.04
Zone 2 42.29 138.18 75.42 16.99
Zone 3 21.30 183.10 67.74 23.97
Route Deviations
High Threat
Zone 1 24 97.73 31.98 23.16
Zone 2 22 410.77 57.31 80.02
Zone 3 1.43 358.14 71.8830 80.68
Low Threat
Zone 1 25 204.17 32.92 32.49
Zone 2 17 869.85 71.90 137.21
Zone 3 .14 485.34 58.99 91.86
#Arrow Prompts
High Threat
Zone 1 0.00 42.00 10.87 11.68
Zone 2 0.00 35.00 8.89 8.97
Zone 3 0.00 100.00 20.85 23.56
Low Threat
Zone 1 0.00 71.00 7.44 13.72
Zone 2 0.00 56.00 1591 14.93
Zone 3 0.00 74.00 12.93 21.41
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used to predict an outcome measure related to participants’ performance navigating
along the newly learned route in the novel virtual Middle Eastern city. Specifically,
we looked at: 1) Time in zones; 2) Number of route deviations; and 3) Number of
computer-generated prompts (arrows) to reorient the user (see Table 1).

Although there was a relation between route learning and practice, a primacy effect
was observed as participants performed more poorly when going from the first zone
to the last:

1. Time in Zones: comparing the first and last zone (Mean = 13.26; Standard
Deviation = 17.61; Standard Error of the Mean = 2.51; t=4.36; p<.01)

2. Route Deviations (Mean = 38.95; Standard Deviation =93.18; Standard Error of
the Mean = 13.59; t=2.87; p<.01)

3. Computer Reorientations (Mean = 13.40; Standard Deviation = 31.31; Standard
Error of the Mean = 4.47; t=2.98; p<.01).

4. The impact of threat level on learning was most notable for its impact on Time in
Zones: This was evidenced by the fact that subjects had decreased learning in the
high threat zones (Mean = 21507; Standard Deviation = 59476; Standard Error of
the Mean = 8496; t= 2.53; p<.01).

4 Discussion

A primary focus of this study was upon visuospatial function and performance in
interactions between humans and computers that involve the human identification and
manipulation of computer generated stimuli and their location. Our goal was to
combine assessment of learning during mental rotation trials and learning in an
ecologically valid virtual reality-based navigational environment (that has both high
and low threat zones).

We were able to replicate prior findings that learning occurs in a virtual reality
based mental rotation test. A number of researchers have found that repeat exposures
to even a two-dimensional test leads to a rather marked increase in performance [27],
[28], [29]. [30]. The learning effects have practical and theoretical implications. The
practical aspect, in terms of experimental design, is best illustrated by reference to
Hampson's observation that the expected effect of period phase on spatial performance
did not materialize in a within-subject design, as opposed to a between subjects design
[29]. Hampson attributed this to the learning effects for tasks and this concern can be
extended to the MRT as well. It should be pointed out that the extreme responsiveness
of MRT performance to learning contrasts sharply to some other behaviors in which
sex differences between males and females have been found, such as a fine motor task.
No gender differences were found for the VRSR. From our theoretical perspective,
VRSR stimuli represent an increase in the complexity of a stimulus (from 2D to 3D)
and results in an increase in the cognitive load (working memory) of the task. We
consider our data on a perceptual continuum with stimuli and tasks increasing in
complexity to match “spatial conditions.” As a result, working memory load seems to
increase steadily with stimulus complexity, due to task demands. Therefore we assert
that the relation between stimulus complexity and task demand reflects a functional
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relationship between stimulus complexity and the load of working memory for these
stimuli. We argue that stimulus complexity provides a parsimonious theoretical
framework for understanding the differences between these tasks with full realization
that interpretations are variegated by one’s working heuristics.

Although there was a relation between route learning and practice, a primacy effect
was observed as participants performed more poorly when going from the first zone
to the last; and the impact of threat level on learning was most notable for its impact
on Time in Zones. These findings are consistent with findings that emphasize that
stress related responses to threat are important because associations have been found
among increased stress, cortisol, and poor learning/memory in both rodents [17] and
humans [18] can be well expressed in a virtual environment with varying levels of
threat. Given the fact that when a user is immersed in a virtual environment, they can
be systematically exposed to specific feared stimuli within a contextually relevant
setting [19], [20].

In sum, results followed expectation: 1) learning occurred in the virtual reality
based mental rotation test. Although there was a relation between route learning and
practice, a primacy effect was observed as participants performed more poorly when
going from the first zone to the last.
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Abstract. Operational errors were collected and analyzed with regard to the use
of different tablet Uls. The effects of previous operational knowledge upon the
use of new devices were clarified through user experiments in which forty sub-
jects participated. A comparison was made of three different types of tablet Uls
that were equipped with three different operating systems: iOS 5, Windows 8
(release preview), and Windows 7. The results showed the user’s dependence
upon previous operational knowledge when using a new tablet PC. This depen-
dency was demonstrated both in the ratio of the users’ accurate operation, and
in their process of exploring an unknown operation.

Keywords: knowledge transfer, tablet PC, mental model, error analysis, gesture.

1 Introduction

In recent years tablet PCs have rapidly achieved widespread use, providing a variety
of applications, such as music players, email, maps, and camera. To maximize the
utility of these applications, users must know how to select a desired application and
execute the related tasks, as well as know how to switch to other applications. One of
the problems of tablet PCs is that they have different touch or gesture operations be-
cause each one is equipped with its own operating system (OS), whose operations are
designed based on their different policies. To take one example, iOS features the me-
taphor of real world interaction in the elements of its gesture design, such as flipping
a sheet of paper [1]. Windows 8, on the other hand, focuses on the redesign of optimal
touch operation, as shown in features such as its dynamic menu bar, which is based on
the idea that simple physical interactions alone are not sufficient to realize flexible
operations [2].

Users often make mistakes with new tablet PCs because they tend to operate them
based on their previous experience of similar devices [3]. Therefore, from the pers-
pective of Human—Computer Interaction (HCI) it is important to analyze such com-
mon operational errors [4], identify the effects of previous experience, and apply the
results to the operations of new tablet PCs.

D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 84-93, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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A number of experimental research efforts on tablet PCs have focused upon the
domain of HCI. Li et al. [4] reported that the adoption of buttons that can be pressed
by the non-writing hand offers the fastest performance with a pen tablet interface.
Bragdon et al. [5] presented bezel-initiated gestures, which offered the fastest perfor-
mance with smart phones, and mark-based gestures, which were the most accurate.
These studies provide a framework of general knowledge for the design of touch op-
eration, but they do not consider the differences in knowledge or experience among
users. As regards the effects of previous knowledge upon the operation of a new de-
vice, we have conducted several previous user tests that involved switching to a new
DVD recorder. Our results showed that there are specific operational error patterns
that depend upon the user’s previous experience using DVD recorders of individual
manufacturers [6][7]. The results also indicated that operational errors can be used for
estimating user intention and for generating adaptive help.

A similar phenomenon of a prior-knowledge effect is common in the operational
errors users make when using a new tablet PC, because the touch operations are de-
signed with variations in the origin, direction, and number of fingers used. In our
DVD recorder experiments, we observed that this led to users making multiple
guesses as to how they would operate a new device. The aim of this study is to clarify
the effects of previous knowledge during the use of a new tablet PC, and analyze the
resulting error patterns in order to provide improved usability via adaptive operational
support. The experimental results showed that dependency upon previous knowledge
could be observed both in the users’ ratios of accurate operation, and in their process
of exploring unknown operations.

2 Operation Model for Tablet PCs

2.1  Definition of Operation Model

We differentiate a tablet PC’s model of operation in terms of two perspectives: the
operation model of the user, and the operation model of the device. The operation
model of the user is a set of rules that the user knows about how the device works, in
terms of its internal structure and processes [9]. The operation model of the device is
a set of rules about the device-side functions, and how they are programmed to per-
form in response to the user’s operation. In this paper, we refer to the operation model
of the user as the “operation model,” and the operation model of the device as the
“device model.” The influence of the operation model upon a user using a new device
is shown in Figure 1.

As shown in the figure, user A has an operation model A, and user B has an opera-
tion model B, which is different from operation model A. When users A and B begin
to use a new device C, each user operates it based upon the operation model
they already know (in this case, as model A and model B, respectively). If their pre-
viously known operation model does not enable them to correctly operate device
model C, the device interprets operation A and/or operation B as an error operation.
In general, operation A is not always equivalent to operation B because they are based
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upon
different operation models.

In addition, two processes take place before a function is executed. The first
process is the user’s internal prediction of the procedure, based upon that individual’s
operation model. The second is an action process, based upon looking at the device’s
surface design. According to this model, an error operation occurs when the operation
model and device model are not in agreement, or when the user cannot find the
appropriate button after scrutinizing the surface design of the new device.

(1) Before Transition

Operation Model A Operation Model B ‘

User A ! User B
Transfer
(2) After Transition '
(At the time of the first use)
Device Model! C

Device C

Action

Select action from surface design of device

/ Different Operation \ [
Operation B”

Fig. 1. Interpretation of user’s operation according to the device model

Operation A"

2.2 Operation Model of a Tablet PC

A tablet PC is characterized by a flat menu structure and touch operation. Application
icons are evenly arranged on the home screen, and the user touches the desired appli-
cation icon in order to execute the application. Figure 2 shows a conceptual diagram
of the selection of an application on a tablet PC. The application icons are displayed
on the home screen, and the selected application occupies the entire screen. This sim-
ple procedure of application selection dramatically improved the usability of the tablet
as compared with the conventional mobile phone, PC, and DVD recorder, which had
complicated menu structures. However, switching applications still presented a diffi-
culty, because one application occupies the entire screen, and all the buttons on the
screen are intended for the current application.

A conceptual diagram of the transition between applications is shown in Figure 3.
As shown in the figure, the screen is used to display home, each application, and the
settings of the OS. The transitions between screens are usually operated using a phys-
ical button that is outside the tablet screen. However, every OS provides a touch oper-
ation for switching between screens by bypassing the home screen without pressing
the physical button. In summary, the operation of tablet PCs can be separated into
four categories: (i) transitions between home and applications, (ii) transitions between
applications, (iii) operations in a single application, and (iv) transitions between
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OS settings and home/applications. To examine the effects of previous experience of
an operation model, we prepared an operational test that included the operational
categories (i), (ii), and (iii) shown in Figure 3. A comparison of user manuals of
tablet PCs showed that there are often operational differences in categories (i) and (ii),
and therefore, error analysis could be profitably performed for these categories by
matching an operation model and a device model.

Operation System

{{ieY08  Home. Application

Home
Home Application

{ 1ii | In Application » (1 }Heme - Appheation
-.
n
Ejeale s o
App. 3 S
AppA App. 1 App. 2 App. 3
........................... -
E E @ ( ii ) Between Applical-ons

Fig. 2. Screen usage in a tablet PC Fig. 3. Application transitions in a tablet PC

3 Experiment

3.1  Purpose

The purpose of this experiment was to verify the effects of the user’s prior operational
knowledge when using a new tablet PC.

We selected i0OS and Windows 8 tablet PCs for the experiment, based on their
availability at the time of this experiment (August 2012). The models of the devices
for switching applications were different from each other. Figure 4 shows a concep-
tual diagram of the application switching method of the two OSs. The menu buttons
explicitly displayed in the screen are only for inside applications, and no information
about the switching application is displayed. The switching operations were called a
“four-finger pinch” gesture, whose design imitates the real-world movement used in
turning up a sheet of paper. On the other hand, no menu buttons for the inside applica-
tions and switching application are displayed in Windows 8, as the interactive menu
bars are hidden outside the screen (bezel gesture). Hidden menu bars can be displayed
by sliding the right bezel to the inside of the screen, and tapping one of the icons, just
as one does on a conventional PC.

We therefore set the switching control shown in Figure 3 as the experimental task,
because the method of switching between applications was different for each OS. In
order to compare the original gesture operation for each OS, users were not permitted
to use the physical home button installed on the tablet body. Furthermore, thirteen
common applications were arranged in the same order on the home screen, in order to
eliminate any possible effect of the arrangement of the application icons.
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Fig. 4. Switching operations in iOS 5 and Windows 8
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Subjects. Forty subjects participated in the experiments, all of them were university
students. The experiments were performed from August 16 to November 5, 2012.
Each participant provided a written informed consent.

Apparatus. Three different types of tablet PCs were used: Apple iPad running iOS
5.1 (i0S), Acer ICONIA TAB running Windows 8§ release preview (win8), and Acer
ICONIA TAB running Windows 7 (win7). The presentation of tasks was performed
by a PC monitor. The experimenter stood behind the subjects in order to execute the
task presentation and operation of the test apparatus.

Procedure. The experiment was conducted in three steps: learning, confirmation, and
testing. First, the subjects were divided into four groups, as listed in Table 1. In the
learning step, subjects learned the operation method of one tablet PC of these three
OSs. The same testing task was then provided on a new tablet PC. Groups G3 and G4
were a control group that learned conventional Windows 7, whose operation is almost
the same as that of a PC mouse. The experiment time was a maximum of 45 min.

Table 1. Instruction Group

Group Number | Leamng [ Testng
G1 10 0S w ihn8
G2 10 wh8 0S
G3 10 win7 w ih8
G4 10 w7 0S

Stepl: Learning (10 min). The subject learned the tablet operation in an OS, which is
specified in the ‘Learning’ column in Table 1. Since the task sheet of this step con-
tains a combination of the task statement and correct operation, the subject can learn
how to operate the tablet for each task. At the same time, the operation model could
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be acquired through this learning step. Seven learning tasks (Q1-Q7) were prepared,
as shown in Table 2, which covered the transitions (i—iv) shown in Figure 3. An
example of a task sheet that was used for learning win8 is shown in Figure 5. The
answer operation was designated by the drawing.

Table 2. The learning tasks

Learning and testing tasks Testing tasks

Task Statement Class Task Statement Class

Q1 _|[Start Internet Explorer (IE). | (i ) |Q8 |Select music from the application list. (i)
Q2 [Back to the home screen. | (i) |Q9 |Play the music. (iii)
Q3 |Start music. (i) [Q10]|Stop the music. (iii)
Q4 [Change from music to IE. (i) [Q11|Go back to the home screen (i)
Q5 [Open a tab on IE. (iii) [Q12|Start map. (i)
Q6 [Back to the home screen. | (i) |Q13[Change a display to an aerial photograph. | (iii)
Q7 |Display an application list. (iv) [Q14|Change from map to music. (i)
Q15 [Display an application list. (iv)

Step2: Confirmation (5 min). A confirmation test was conducted to determine whether
the operations in step 1 had been performed correctly. Error operations were learned
again until all tasks were performed correctly. We assumed that the users acquired an
understanding of the operation model during Steps 1 and 2.

Step3: Testing (maximum 30 min). Each group performed an experiment using a dif-
ferent tablet (the column ‘Testing’ in Table 1). Fifteen operational tasks were pre-
pared, as shown in Table 2. The testing tasks Q8—Q15 shown in Table 2 were the
same kind of tasks as tasks Q1-Q7. These tasks were added in order be able to ana-
lyze the user’s process of operation discovery via exploratory interaction. The maxi-
mum time for one task was set at 2 min, and the subject could give up the search at
any time. During the testing step, the users’ operation sequences were recorded by a
video camera, and the number and types of operations they performed were analyzed.

3.3 Results

Accuracy Rates for All Tasks. The mean accuracy rates for all tasks for all subjects are
shown in Figure 6. The arrows indicate the users’ movement from the learning tablet to
the testing tablet, while the percentages indicate the accuracy rate. As can be seen in the
figure, the accuracy rate of each group was more than 56%. This rate includes the tasks
that were unknown to the subjects, and thus shows that the interface of each tablet was
well designed for beginners. As regards the differences in accuracy, the rates for groups
that tested Windows 8 (G1:85%, G3:86%) were approximately 20% higher than those
for groups that tested iOS (G2:60%, G4:56%). These results show that Windows 8
makes it easier to discover the correct operation via exploratory interaction.

Accuracy Rates for Each Task. The mean accuracy rates for each task for all sub-
jects are shown in Figure 8. The tasks that received ratios of less than 30%, which are
grayed out in Figure 8, were Q2, Q4, Q6, Q7, Q11, Q14, and Q15, all of which were
related to application switching. The remaining tasks involved application selection or
operation (classes (i) and (iii) in Tables 2 and 3). These results show that operation
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error tends to occur most in the switching between applications. Moreover, the rates
of these tasks differed, depending upon the tablet being used. For example, in Q4,
even though G1 and G3, which operated win8, showed a rate of 80%, G2 and G4,
which operated iOS, showed low rates of 20% and 0%, respectively. These results
suggest that the design concept of each OS influenced its usability in a user’s initial
use of a new tablet PC.

Q4 Change from music to Internet Explorer.
A4 Swipe from the left frame.

560, . Win 7%
. 85% >
iOS ———> Win8
60%

Fig. 5. Example of a task sheet Fig. 6. Accuracy ratio for all tasks

The Influence of Previous Knowledge. On all 15 tasks, all users made their first
operational error on Q2. Detailed analysis was then performed on the operational
records for Q2 (“Return to home screen”), in which we expected to observe the ef-
fects of learned knowledge. The task of returning to the home screen is difficult
because the screen is occupied by the current application, and no information is
displayed for application switching or returning to the home screen.

Table 3. Accuracy ratio for each task

G1:i0S—win8 |G2:win8—i0S |G3:win7—win8 |G4:win7—i0S

Qi 100 100 100 100
Q2 60 0 50 10
Q3 100 100 100 100
Q4 80 20 80 0

Q5 100 100 90 100
Q6 70 20 90 10
Q7 10 20 30 0

Q8 100 100 100 100
Q9 100 100 100 100
Q10 100 100 90 100
Qi1 100 20 90 10
Q12 100 100 100 100
Qi3 100 80 100 90
Q14 100 20 100 20
Q15 50 20 70 0

Qi1-15 85 60 86 56

The frequencies and ratios in the operational records for Q2 are shown in Figure
7(a). The operational records included the number of fingers used, the starting
point gesture on the screen, and the type of action used (e.g., tap, swipe, pinch). The
records were classified into three categories: (a) the bezel gesture, as a starting point
gesture on the outer frame, which was peculiar to Windows 8 (bezel); (b) the use of
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four fingers, which was peculiar to iOS (four-finger); and (c) other operations (other).
The ratio for the bezel gesture was 45% in G2, who learned using Windows 8, a ratio
that was more than 1.5 times those of the other groups (19-31%). The ratio for the
four-finger gesture was 20% in G1, who learned using iOS, whereas the ratio was 0%
in the other groups who did not learn using iOS. These results show that the user’s
previous knowledge interferes with his initial operation of a new tablet PC.

100% other 00% other
u fourfinger (i0S) u fourfinger (i05)
B0%
0% nbezel (wing) 848 W hezel (wing)
258
2 o 1527 721
2 7 % 60% D
L - 219 — t
5 H
3 2
B H
0% g 20%
g &
) . I . I l
0% 0%
GLi0Swing G2WInBI05  GIwin7wind  GA:wmin7i0s GLiOS$wing G2:win8=i0s GIwin7wing Ga:win7i0s
(a) Q2 “Move from application to home” (b) Q1-Q15

Fig. 5. Frequencies and ratios for operations

The frequencies and ratios in the operational records for all tasks are shown in Fig-
ure 7(b). Compared with Q2, the ratio of bezel operation increased from 20% to 40%
in G1 and G3. On the other hand, the four-finger operation hardly changed, showing a
movement from 0% to 3% in G2 and G4. These results suggest that the exploratory
operation as related to the number of fingers was more difficult than the search as
related to the starting point or action.

3.4  Analysis of the Error Factor

We then analyzed the factors involved in error tasks whose accuracy rates were less
than 30%. Error tasks were collected for Q2, Q4 and Q7 after the same task was
summarized. The correct operation of these three tasks is shown in Table 5. The box-
es with bold lines show the operation of error tasks. In Q2 and Q4, the menu search
tasks, such as the menu tapping of win8, had a high accuracy rate (50-80%), whereas
gesture search tasks, such as the pinching and swiping of iOS had a low accuracy rate
(0-20%). Similarly, on Q7, the gesture search tasks had a low rate (0-30%).

These results show that operating errors occurred during tasks that required a ges-
ture search other than a menu search. Figure 9 shows the mean accuracy rate for tasks
that required both menu search and gesture search. The accuracy rate of the menu
search tasks was 95%, whereas that of the gesture search tasks was 18%. This sug-
gests that it is difficult for users to find a new gesture even if the design of the correct
gesture is based on a real world action. Gesture search was one of the factors that
reduced the immediate usability of tablet PCs.
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swipe up 0%

Fig. 9. Accuracy ratios for menu search tasks
and gesture search tasks.

4 Discussion

Application to Operational Support. Our first main finding is that users’ previous
knowledge of a tablet PC has a strong influence on their degree of operational error
when first using new tablet PC, especially when switching applications. This means
that it is necessary to provide optimum support according to the user’s experience, in
addition to improving usability by standardizing the device’s interface design, to
prevent operational errors. In order to realize such optimum support, estimation of a
personal operation model for each user is needed. If a device has a database of the
operational error pattern based on a user’s previous experience, a personalized opera-
tion model can be inferred when they make certain errors (e.g., the four-finger error is
presumed to be an i0S model in Q2), and adaptive support can then be offered to each
user. Our second main finding is that more participants completed menu search tasks
than completed gesture search tasks. This suggests that menu manipulation is easier
for an initial search than a gesture operation that imitates a real world operation. For a
search using a gesture operation, feedback on different search strategies (e.g., alerting
the user as to the number of fingers used in iOS) becomes an effective approach to
improving usability.

Scope of Observation. The observations acquired in this study are applicable to the
switching of applications when users first use a new tablet, based upon our initial
users test. In addition, we need to test a greater variety of users in order to verify the
broader validity of our results, since we did not test users who have little experience
using electronic devices, such as children or the elderly.

Restrictions on Experiment Implementation. Most tasks given in this test can be
done using the physical home button attached to the tablet body, which is what users
generally tend to use. Although operation of the home button is easier, the switching
task is faster when it is performed using a gesture on the screen.

Future Work. Touch operation commands are made and impacted by the number of
fingers used by the user, the starting point, the gesture on the screen, and the type of
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action being performed. However, the results of our analysis of the operation log
show that subjects did not try to change the number of fingers they used. Clarifying
the gesture operations that are required during search processes is still necessary in
order to facilitate optimal gesture design in tablet PCs.

5 Conclusion

In this paper, we analyzed the effects of previous knowledge in relation to the factors
that cause user error when users first use a new tablet PC. According to the results
obtained, we found that there are several operational error patterns that depend upon
the users’ operation model, which is the product of their previous experience. It was
found that these errors occurred most frequently in switching applications. Further-
more, an analysis of the operational records showed that the gesture search is one of
the factors that reduced the initial usability of tablet PCs. It is necessary for us to gain
further understanding of the user’s exploration of new gesture operations in order to
produce better design of the operations of tablet PCs.
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Abstract. We aimed to analyze multitasking behaviors of digital natives in
Turkey while interacting with new media, within the scope of the following
questions: What kind of multitasking behaviors do digital natives exhibit? How
does being a multitasker influence digital natives’ interaction with new media?
We used dominant-less dominant, quantitative-qualitative sequential mixed re-
search method. The target group is teenagers, aged from 13 to 17 as being digi-
tal natives. The sample size is 494 in the quantitative part; 10 in the qualitative
part. According to the results, the rate of being a multitasker among digital na-
tives is very high. Multitaskers think multitasking is a very natural behavior and
they feel very comfortable with it. On the other hand, there are some negative
issues regarding multitasking, such as losing attention.

Keywords: Digital natives, Multitasking, New media, Cognitive load, Interaction.

1 Introduction

By the pioneer developments in computer technologies, especially with the emer-
gence of the Internet, digitalization has started in all the areas in the information age
that we live in. Digital culture has become an inseparable part of the information so-
ciety [1]. A new generation, who was born and has been raised in the world of such a
society, appeared. There is plenty of naming for this new generation but in this study
we will use Prensky’s [2] term: “digital natives”. He defines digital natives as “native
speakers of the digital language of computers, video games and the Internet”. They
are the people born after 1980’s and surrounded by digital media and other digital
technologies.

Digital natives differ in characteristics and express their needs in ways that are
different from the previous generations. As stated by Prensky [2], for example,
they “like to parallel process and multi-task”. Multitasking behavior is influential on
individuals’ lives in various extents, such as in terms of their interaction with technol-
ogical tools, especially considering the information age that we live in. In fact, infor-
mation and communication technologies in the world of digital natives are no more
based on traditional media. Manovich [3] said that media turned into new media as a

D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 94-103, 2013.
© Springer-Verlag Berlin Heidelberg 2013



Multitasking: Digital Natives' Interaction with New Media 95

result of enormous developments, especially in 1990’s. Lister et al. [4] listed the
properties of new media as digital, interactive, hypertextual, virtual, networked, and
simulated. This is the media by which digital natives are surrounded.

The term multitasking originally belongs to computer sciences. It is defined as “the
running of two or more programs (sets of instructions) in one computer at the same
time” [5]. While the term belongs to computer sciences, however, it has been used
by various disciplines other than computer sciences such as media and human
sciences as well. When it comes to humans, multitasking is defined as “the ability to
conduct two or more tasks at the same time both requiring attention and various ad-
vanced cognitive processes” [6].

Multitasking behavior has come into prominence in the last decades. The research
done by Rideout et al. [7] shows that in the USA, multitasking proportion among
youths aged 8-18 increase gradually; multitasking proportion is 16% for 1999, 26%
for 2004, and 29% for 2009. They define multitasking proportion as “the proportion
of media time that is spent using more than one medium concurrently”. This finding is
very important because it implies that the rate of multitasking behavior of young
people is raising in parallel to the developments in technology. On the other hand,
according to some research, doing or attempting to do more than one task at a time
overloads the capacity of the human information processing system [8, 9]. Cognitive
overload may be a barrier to some activities, such as learning. In this case, Hem-
brooke and Gay [10] say that multitasking may have a negative impact on
learning due to cognitive overload. While designing human-computer interfaces,
optimum use of working memory should be taken into consideration in order to
balance the cognitive load [11]. Therefore, the relation between multitasking and
cognitive load for digital natives has a value to be investigated within the context of
human-computer interaction.

Then, it becomes more of an issue to examine on multitasking behavior of digital
natives; especially in the present days when new media become dominant by the
use of Web 2.0 technologies and social media in our lives, and in such a world that
multitasking behavior becomes widespread. In this respect, we aimed to analyze
multitasking’ behaviors of digital natives in Turkey while interacting with new
media, within the scope of the following questions: What kind of multitasking be-
haviors do digital natives exhibit? How does being a multitasker influence digital
natives’ interaction with new media? Research questions related to the former are:
Do digital natives exhibit multitasking behaviors? How are multitasking behaviors
of digital natives distributed with regard to age, gender, and socio-economic status
(SES)? Research questions related to the latter are: Why (or not) do digital natives
do more than one activity while online? How do digital natives do more than one
activity while online? How do digital natives feel doing more than one activity
while online?

! While multitasking is valid for any activity, here, it is addressed to new media usage, focusing
on the Internet.
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2 Method

In the study, we used dominant-less dominant and quantitative-qualitative sequential
mixed research method. First, we conducted the less dominant, quantitative part and
then the dominant, qualitative part.

2.1  Participants

The target group is teenagers, aged from 13 to 17 as being digital natives. The
universe of the study is teenagers of 13-17 years old in Turkey; study universe is tee-
nagers of 13-17 years old in Istanbul. In the quantitative part, study sample was de-
termined by disproportional group sampling method; and stratified according to age,
gender, and socio-economic status (SES). Total size of participants is 494 (age 13:
103, age 14: 101, age 15: 82, age 16: 101, and age 17: 107; females: 240 and males:
254; low-SES: 267 and high-SES: 227) [12]. In the dominant qualitative part, the
focus group consists of 10 participants selected by extreme or deviant case sampling
of purposive sampling methods, with regard to being a multitasker or not. We chose
the participants of the qualitative part based on the findings about being a multitasker,
from the first part. Half of these participants are multitaskers, and the other half are
non-multitaskers. Also, we took into consideration that there were one multitasker and
one non-multitasker at each age.

2.2 Design

We used descriptive model in the quantitative part; and case study model in the
qualitative part.

2.3  Materials

In the quantitative part, a questionnaire was used as the data collection tool in order to
determine the multitasking behaviors of digital natives as well as their demographic
information [12]. In the qualitative part, focus group interviews were carried out in
order to have detailed information about multitasking behaviors of digital natives, by
using semi-structured interview questions.

2.4  Analysis

Findings from the quantitative part were analyzed by using percentage frequency
distributions. Findings from the qualitative part were analyzed using descriptive anal-
ysis method. Before descriptive analysis, interviews were transcribed into text. Then,
descriptive analysis was performed through four stages. At the first stage, a thematic
framework was constructed. At the second stage, transcripts were annotated and orga-
nized for each theme. At this stage, participants were labeled with their age and multi-
tasking behavior, such as 13-M where 13 stands for the age and M stands for being a
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multitasker or 13-nonM where 13 stands for the age and nonM stands for being a non-
multitasker. At the third stage, findings were obtained. At the last stage, findings were
discussed and interpreted.

3 Results

In order to answer research questions, data from both quantitative and qualitative
parts were analyzed. The results are given below, respectively.

3.1  What Kind of Multitasking Behaviors Digital Natives Exhibit

In the quantitative part, we tried to answer the following research questions within
the scope of the question of “What kind of multitasking behaviors do digital natives
exhibit?”:

e Do digital natives exhibit multitasking behaviors?
e How are multitasking behaviors of digital natives distributed with regard to
age, gender, and socio-economic status (SES)?

Multitasking behavior of digital natives were analyzed in terms of: (1) Using more
than one technological tool while online, (2) Using more than one program on com-
puter while online. The former was asked as “Do you do more than one activity at the
same time while you are online? For example watching TV, listening to music, or
talking on the cell phone while searching the Web for your homework...” The latter
was asked as “Do you do more than one activity on the computer at the same time
while you are online? For example checking your e-mails, posting to your Facebook
profile, or doing chat while searching the Web for your homework...” The purpose of
emphasizing “while searching the Web for your homework™ in the example given in
the questions is to mention an activity that is not automatic, but requires attention.
Table 1 shows the distribution of affirmative answers addressing to these cases.

Table 1. Distribution of multitasking behaviors

f
(N=494) %
Using more than one technological tool while online (a) 388 79%
Using more than one program on computer while online (b) 412 83%
Doing both 356 72%
Doing at least one of “a” or “b” 444 90%
Doing neither 50 10%

From Table 1, we see that the rate of digital natives who use more than one tech-
nological tool while online is 79%; that of digital natives who use more than one pro-
gram on computer while online is 83%; that of digital natives who behave in both
ways is 72%. It can easily be seen that the rate of digital natives who behave at least
one of these ways is 90%; and that of digital natives who behave in neither one of
these ways is 10%.
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Fig. 1. Distribution of multitasking behaviors with regard to age

The distribution in Figure 1 is obtained by analyzing multitasking behavior of
digital natives with regard to age.

As we see from Figure 1, the rates of multitasking behavior for each age group are
almost the same and close to each other. The highest rate among digital natives who
use more than one technological tool while online belongs to 17 year olds (83%). The
highest rate among digital natives who use more than one program on computer while
online belongs to 16 year olds (92%). The highest rate among digital natives who
behave in both ways belongs also to 16 year olds (80%).

The distribution in Figure 2 is obtained by analyzing multitasking behavior of
digital natives with regard to gender.

mFemale mMale
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Using more than one technological Using more than one program on Doing both
tool while online computer while online

Fig. 2. Distribution of multitasking behaviors with regard to gender

As we see from Figure 2, the rates of multitasking behavior for females and
males are close to each other. The rate of using more than one technological tool
while online is higher among males (80%) than females (77%). The rate of using
more than one program on computer while online is higher among females (85%)
than males (82%). The rate of behaving in both ways is higher among males (73%)
than females (71%).
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Fig. 3. Distribution of multitasking behaviors with regard to SES

The distribution in Figure 3 is obtained by analyzing multitasking behavior of
digital natives with regard to SES.

As we see from Figure 3, the rates of multitasking behavior among digital natives
from high-SES are higher than those from low-SES. The rate of using more than
one technological tool while online is higher among high-SES (85%) than low-
SES (73%). The rate of using more than one program on computer while online
is higher among high-SES (85%) than low-SES (82%); but those rates are close to
each other. The rate of behaving in both ways is higher among high-SES (76%) than
low-SES (69%).

3.2 How Being a Multitasker Influences Digital Natives’ Interaction with New
Media

In the qualitative part, we tried to answer the following research questions within the
scope of the question of “How does being a multitasker influence digital natives’
interaction with new media?”:

e  Why (or not) do digital natives do more than one activity while online?
e How do digital natives do more than one activity while online?
e How do digital natives feel doing more than one activity while online?

Thematic framework was developed in parallel to these research questions, respec-
tively: (1) Reasons for being a multitasker (or non-multitasker), (2) Multitasking
style, (3) Feelings while multitasking.

The first theme is “reasons for being a multitasker (or non-multitasker)”. The
theme was analyzed within the scope of participants’ answers to the following ques-
tions: “You reported that you (don’t) use more than one technological tool while on-
line, why?” “You reported that you (don’t) use more than one program on computer
while online, why?” According to the results, multitasker participants agreed that
multitasking is a natural behavior of them. For example, the participant coded as 13-
M stated “I don’t do otherwise” about using more than one technological tool at the
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same time. Similarly, 15-M said “in general, I already behave like that” about using
more than one program on computer at the same time. On the other hand, non-
multitasker participants have a common feature: not having enough opportunity to get
experience in multitasking. One of the reasons behind this is to use new media rarely
or never. For example, the participant coded as 13-nonM stated “We have no comput-
er. I don’t use the Internet much.” Another reason is not to have access to more than
one technological tool to use simultaneously. For example, 16-nonM said “There is
no TV in the room which I do my homework, there is a desktop computer only.”
There is another common feature of non-multitaskers: prejudice against possible neg-
ative effects of being a multitasker. When they think of multitasking, especially while
doing homework, they assert their concern for losing attention or concentration, or
wasting time; thus having lower points at school. For example, 15-nonM stated “I
don’t do multitasking since I think I can lose my concentration.” Similarly, 14-nonM
said that “I don’t use the Internet. I don’t have any Facebook account because I don’t
want to get lower points at school.”

The second theme is “multitasking style”. The theme was analyzed within the
scope of participants’ answers to the following questions: “You reported that you
use more than one technological tool while online, how?” “You reported that you
use more than one program on computer while online, how?” Naturally, we asked
these questions only to multitasker participants. When we examine on the records for
these questions, we saw that this theme should be analyzed under two conditions: (1)
at least one of the tasks, such as doing homework, requires attention (2) that doesn’t
require much attention. Although there is no big problem with the second case to
mention, the first case needs to be examined. Results show that some multitaskers
have developed some strategies in order to diminish the possible negative effects. For
example, 14-M stated “I don’t bother, if all the programs I was using are related to my
homework.” about using more than one program on computer at the same time. 13-M
stated “While I am doing homework, I rather listen to music.” about using more than
one program on computer and/or more than one technological tool at the same time.
In other words, 13-M prefers such an activity that requires less attention while he is
doing homework at the same time. 16-M said “While doing homework, if the other
programs related to my homework are open on my computer, there is no problem. But
if they are not related to my homework, then I work with them in a sequence.” On the
other hand, one of the multitaskers, 15-M, has trouble because of losing concentration
or has some concerns about wasting time with multitasking. 15-M stated “I don’t use
any other technological tool while I am doing my homework since I lose my concen-
tration. I use more than one program while online but it is such a waste time. Those
times I am worrying about my school life.”

The third theme is “feelings while multitasking”. The theme was analyzed within
the scope of participants’ answers to the following questions: “How do you feel when
you are using more than one technological tool while online, especially while study-
ing?” “How do you feel when you are using more than one program on computer
while online, especially while studying?” We asked these questions only to multitask-
er participants as well. According to the results, we saw that all the multitasker partic-
ipants’ views about multitasking behavior were in a positive way. For example, 17-M
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said “I am feeling very comfortable while doing it.” 14-M said “It is funny to multi-
task. Indeed, the Internet is not fast enough for me. If it would be faster multitasking
would be funnier.” One of them, 13-M, even said “I love to behave like that so
much.”

4 Discussion

The rate of multitasking behavior among digital natives in Turkey is very high. Al-
though the rates of those regarding to age, gender, and SES differ, it can easily be
seen that all those rates are very high as well. In other words, it is common among
digital natives to use more than one technological tool or more than one program on
computer simultaneously while online. Similarly, as a result of their study with people
aged from 14 to 65+ in Britain, Helsper and Enyon [13] found that multitasking beha-
vior was observed with the significantly highest rate at 14-17 age range (%87) among
all the age ranges. Also, Rideout et al. [7] found that only 13% of 13-18 aged youths
were not computer multitasker in the USA in 2009. Computer multitasker means who
“use a totally different medium while he/she is also using the computer —for example,
watching TV, reading, or text messaging”. Another 40% of that age group said they
use another medium or text message most of the time while they are using computer;
another 26% said they do so some of the time; another 17% said they do so a little of
the time. In the project of Media Habits of MENA (Middle Eastern and North
African) Youth, participants aged 13-28 stated their choices about other activities
they usually engaged in while watching TV, as follows: 53% send and receive cell
phone text messages, 50% talk on the phone, 41% send and receive email, 39% listen
to music, 36% browse online, 35% do their homework or work, 19% play video
games, and 17% read [14]. All those findings together with the findings of this study
show that multitasking behavior among digital natives are very widespread all over
the world.

In case of the effects of multitasking behavior on digital natives, we saw that multi-
tasking digital natives think that multitasking is a very natural behavior and they feel
very comfortable with it. Non-multitaskers, however, think in a negative way about
multitasking behavior. The main two reasons behind this are: not having enough ex-
perience in multitasking, and having prejudice against multitasking as it causes to
lose concentration. These are very reasonable. It can be expected to make prejudice
about a behavior related to using new media for one who doesn’t have enough oppor-
tunities to have access and use new media. Indeed, we saw that the common point of
non-multitaskers is that they all use new media few and far between when we ex-
amine the records of those participants [12]. The rate of using computer or Internet
among them is at most weekly; the rate of using mobile phone is at most weekly (ex-
cept one who uses daily); no one possesses tablet computer; no one have personal
web site or blog; only one of them has a Facebook account but he uses it rarely. Thus
we cannot expect them to get experience in multitasking. On the other hand, one of
the multitaskers thinks that multitasking behavior may have a negative effect on their
academic success since it can lead to lose concentration. Therefore, there appears a
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relation between multitasking and concentration obviously. Correspondingly, there
are some research which state that attempting to do more than one task at a time over-
loads the capacity of the human information processing system [8, 9]. Additionally,
we cannot be sure that the strategies, which were developed by some multitaskers to
diminish the possible negative effects of multitasking, are really effective.

5 Conclusion

It becomes important to examine on behaviors of digital natives interactions with new
media, especially in the present days when new media has become dominant in our
lives and in such a world that multitasking behavior becomes widespread. From this
point, we conducted this research which is about multitasking behaviors of digital
natives in Turkey.

According to the results, it is observed that the rate of being a multitasker among
digital natives in Turkey is very high. Also, according to the detailed analysis with
regard to age, gender, and SES, those rates are very high and close to each other.
According to multitaskers, multitasking is a very natural behavior and they feel
very comfortable while doing it. On the other hand, non-multitasker participants
have a common feature that they didn’t have enough opportunity to get experience
in multitasking. Although all the multitasker participants said they were doing more
than one activity at the same time when online, we observed that their multitasking
behavior may differ if at least one of the tasks requires much attention. In that case,
some multitaskers pay special attention deciding on which activity to do simulta-
neously; some prefer doing activities in a sequence. Losing concentration is a very
common obstacle, for both multitasker and non-multitasker digital natives, to do
multitasking.

New media offer more than one possibilities to interact with simultaneously, i.e.
multitasking. As new media bring new interaction ways, human behaviors change as
well. Besides, human factors change as digital natives have different characteristics.
Although human is the most complicated aspect of human-computer interaction, there
are some cooperative disciplines such as psychology and cognitive sciences to deal
with such a complicated factor [11]. Therefore, we suggest that there should be more
interdisciplinary investigations especially on cognitive load while executing multiple
tasks. Because the findings of this study relay on the self-reporting of participants on
both questionnaire and interviews, there is the need for empirical data in order to get
deeper findings to discuss about positive and negative issues on multitasking. Thus it
could be possible to apply knowledge from cognitive neuroscience to achieve more
effective human-computer interaction designs for the digital natives. Human-
computer interaction offers more design opportunities, while there is a tendency to
user-centered designs [15]. It becomes more of an issue that human-computer interac-
tion designers and user experience designers should use the opportunity to reduce
cognitive load.

In conclusion, the results provide valuable information for getting to know digital
natives in Turkey by presenting the nature of their multitasking behaviors. Therefore,
the study is worth in terms of providing information to apply on the related fields as
well as providing some starting points for future research.
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Abstract. The universal television remote control is one of the most common
pieces of household technology in the industrialized world. In spite of the ubig-
uity of the television remote, the complexity of the device often means that con-
sumers find universal remotes to be confusing to operate, particularly when
programming the remote to operate a new device or piece of technology. The
present study employed an advanced version of a technique called link analysis
in order to decompose how a typical user would go about programming a re-
mote control in order to better understand where users might become confused
during a standard setup procedure. Next, the authors worked with a project de-
velopment team at Universal Electronics Incorporated (UEI) to produce a new
model of the remote that was easier to use. Finally, the setup procedures of the
new version of the remote control were tested against the previous version in a
short usability test. The results of the study confirmed that programming new
devices using the redesigned remote was faster, less error prone, and subjective-
ly rated by users as easier to accomplish. These findings suggest that timed
directional link analysis may be a viable technique that designers and human
factors psychologists can utilize to improve the user experience of consumer
electronics.

Keywords: Remote Control; Usability Testing; Link Analysis; Product Design.

1 Introduction

Developed in 1956 by Eugene Polly and Robert Adler, the television remote is a
special type of technology, one that has become truly ubiquitous in the homes of
industrialized societies. The success of the television remote control led to the
development of additional remote controls for other types of home entertainment
(e.g., the stereo receiver, the DVD player). As home entertainment systems grew in
scope and complexity, many consumers realized that having a different remote
control for each device confusing. In the wake of the influx of numerous specialized
remote controls, demand grew for a ‘universal’ remote control, one that could control
many different devices regardless of their function or manufacturing origin [1].
Consumers and electronics manufacturers alike thought that by replacing multiple
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dedicated remote controls with just one device, they could make user interactions with
home entertainment systems faster, easier, and more intuitive.

Universal remotes have certainly accomplished some of the goals of their many
developers set out. Not only have universal designs helped to unclutter coffee tables
everywhere, but they have also allowed consumers to learn how to operate one remote
rather than the many that may accompany each component of a complex home enter-
tainment system. The ‘Atlas’ universal remote, developed by Universal Electronics
Inc. (UEI), can be programmed to control several hundred models of home entertain-
ment equipment regardless of their manufacturer or year of production. Because of its
reliability and relatively low cost, the Atlas has become one of the most common
universal remote controls available in the Unites States.

Fig. 1. Universal Electronics’ Atlas universal remote control model

Although universal remote controls are commonplace, users do not always find
remote controls to be user friendly. The Duke of Edinburgh, a famous advocate for
usability in technology, quipped in 2009 that “to work out how to operate a TV set
you practically have to make love to the thing,” and an online search will quickly
yield reviews, blogs, and even designers’ personal websites that point to remote
control designs as very good examples of very poor human factors. One of the major
barriers that seems to limit designing user friendly universal remotes is that the
remotes, by definition, are intended to control an incredible variety of different
products that have been developed by other product design teams. As a consequence,
universal remote control designers must try to balance the demands of supporting a
great many products and systems with the demands of creating user-friendly products.

The work reported here represents one attempt by one of the world’s leading man-
ufacturers to strike a better balance between product support and ease of use while
redesigning one of their most popular universal remote controls, the Atlas. To im-
prove the human factors of the Atlas remote, the product development team employed
multiple task analysis techniques, but this paper focuses specifically on a technique
called link analysis, a technique that is particularly useful for analyzing the links be-
tween parts of a system as a person shifts her focus of attention between them [2].
Specifically, the link analysis reported here investigated how people shift their atten-
tion between printed instructions and the button clusters of the remote control while
programming the device to control new products and systems.
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1.1  Link Analysis

Link analysis is a task analysis method that identifies patterns of interactions between
a human and systems ranging from small handheld interfaces to large-scale work
environments. The “links” in the analysis represent one of three types of actions:
mental shifts in operator attention, physical movements in operator behavior, or ver-
bal communications between multiple operators (see [2]). In a traditional link analy-
sis, the analyst tallies the sequential shifts in actions between these three types of
interactions during normal system operation, and in doing so, he or she learns how an
operator interacts with a system during a given procedure. Connection frequency data
is then typically displayed on a resulting ‘link table,” which forms a tabular represen-
tation of the task in a way that highlights areas of frequent system-user interaction.
While link analysis is a useful task decomposition method in many domains, link
analyses are perhaps most useful when link tables of the interactions allow the analyst
to consider complicated interactions in a tabular format that may highlight frequent
actions that are potentially complicated or frustrating for a user. In doing so, those
interactions may be flagged for redesign when a product or system is upgraded, mod-
ified, or redesigned.

In spite of link analysis’ usefulness, researchers have recently addressed limitations
in this task decomposition method by modifying the traditional link analysis tech-
nique itself. For example, some researchers have developed computer-based link
analysis techniques that allow algorithms for describing user interactions to optimize
an interface layout for maximum efficiency [3]. Other researchers have noted that
traditional link tables lack both directionality, information about whether a link
represents an action that is moving towards or away from a given part of a system,
and weighting, information about how relatively complicated or time consuming any
given action is to complete.

Lin and Wu [3] addressed the lack of directionality and timing data by developing
a directional link analysis, a technique whereby the direction of actions are recorded
by an analyst and used to populate a modified link table [4]. As shown in Figure 3, a
directional link analysis table represents system sub-areas along the side and top of
the table, but the starting points of user interactions are always represented on the left
vertical column, while the targets that the user’s actions move towards are represented
in the top horizontal row. Lin and Wu also addressed the issue of how different ac-
tions can affect usability by proposing a system whereby computer modeling is used
to establish weighting variables that are assigned to links, although this process also
requires that the analyst use a computerized version of link analysis.

Because link analysis was initially designed to be a relatively simple task decom-
position method that can be achieved with paper and a pencil [2], we devised a simp-
ler method in the study reported here called Timed Directional Link Analysis
(TDLA), a link analysis technique that combines the directionality of the link tables
used by Lin and Wu [3] with basic time information about each action sequence simi-
lar to those used during keystroke level modeling techniques [5]. By measuring or
estimating the average time it would take a user to complete an action, essentially the
time it takes for them to move from a start position to a target position, each link in
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the bi-directional table can be weighted with time information which will allow an
analyst to determine which actions may be most burdensome to the user. As a result,
the analyst can make recommendations to designers to either decrease the frequency
of a cumbersome action, decrease the time it takes to complete a cumbersome action,
or both, thereby improving the human factors considerations of the product or system.

2 Methods

To complete a TDLA of the Atlas remote, it was first necessary to define specific
areas of the remote control and instruction manual. We identified four main areas
used during new product setup: 1) the ‘Setup’ located at the top of the remote that
consisted of the mode keys and setup button, 2) the numeric keypad located near the
bottom of the remote control, 3) the step-by-step instructions found in the user
manual, and 4) the list of numerical codes printed in the back of the user manual that
corresponded to the hundreds of programmable brands and models that were
supported by the universal remote. We reasoned that these were the major areas that a
typical user would be required to successfully setup a new product that could be
controlled by the Atlas remote (see Figure 2).

PROGRAMMING DEVICE CONTROL Setup Codes for DVD Recorders
Apex Digital 1056
The Atlas OCAP 5-Device Remate Control with Learning
i preprogrammed to operate the cable box: (converter) Aspire Digital 1168
provided by your cable system, an RCA TV, a Toshiba Toby 1086
DVD player, an RCA VCR, and a Pioneer audio receiver. . =
‘To contral devices other than the defauk brands, Cybertome 1129, 1502
perform the following steps: otherwise skip this section. Funa 0675, 1334
NOTES:  For control of a Combo device (for example, a e =
TVIVCR combo), skip this section and per- G““?’" 1075, 1158 _
form the instructions on “Setting Up a Combo Go Video 0741, 1158, 1304, 1730
Unit” on page 11. Also refer to “Device Table” T 38
on page § to find out w