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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Norbert Streitz and Constantine Stephanidis, contains
papers focusing on the thematic area of Distributed, Ambient and Pervasive
Interactions, and addressing the following major topics:

• Natural Interaction
• Context-Awareness in Smart and Intelligent Environments
• Design and Evaluation of Smart and Intelligent Environments
• Smart Cities
• Multi-user, Group and Collaborative Interaction
• Smart Everyday Living and Working Environments



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker
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• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker

• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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Kerstin Röse, Germany
Supriya Singh, Australia
Hsiu-Ping Yueh, Taiwan
Liang (Leon) Zeng, USA
Chen Zhao, USA

Online Communities and Social Computing

Program Chairs: A. Ant Ozok, USA,
and Panayiotis Zaphiris, Cyprus

Areej Al-Wabil, Saudi Arabia
Leonelo Almeida, Brazil
Bjørn Andersen, Norway
Chee Siang Ang, UK
Aneesha Bakharia, Australia
Ania Bobrowicz, UK
Paul Cairns, UK
Farzin Deravi, UK
Andri Ioannou, Cyprus
Slava Kisilevich, Germany

Niki Lambropoulos, Greece
Effie Law, Switzerland
Soo Ling Lim, UK
Fernando Loizides, Cyprus
Gabriele Meiselwitz, USA
Anthony Norcio, USA
Elaine Raybourn, USA
Panote Siriaraya, UK
David Stuart, UK
June Wei, USA



XII Organization

Augmented Cognition

Program Chairs: Dylan D. Schmorrow, USA,
and Cali M. Fidopiastis, USA

Robert Arrabito, Canada
Richard Backs, USA
Chris Berka, USA
Joseph Cohn, USA
Martha E. Crosby, USA
Julie Drexler, USA
Ivy Estabrooke, USA
Chris Forsythe, USA
Wai Tat Fu, USA
Rodolphe Gentili, USA
Marc Grootjen, The Netherlands
Jefferson Grubb, USA
Ming Hou, Canada

Santosh Mathan, USA
Rob Matthews, Australia
Dennis McBride, USA
Jeff Morrison, USA
Mark A. Neerincx, The Netherlands
Denise Nicholson, USA
Banu Onaral, USA
Lee Sciarini, USA
Kay Stanney, USA
Roy Stripling, USA
Rob Taylor, UK
Karl van Orden, USA

Digital Human Modeling and Applications in Health,
Safety, Ergonomics and Risk Management

Program Chair: Vincent G. Duffy, USA and Russia

Karim Abdel-Malek, USA
Giuseppe Andreoni, Italy
Daniel Carruth, USA
Eliza Yingzi Du, USA
Enda Fallon, Ireland
Afzal Godil, USA
Ravindra Goonetilleke, Hong Kong
Bo Hoege, Germany
Waldemar Karwowski, USA
Zhizhong Li, P.R. China

Kang Li, USA
Tim Marler, USA
Michelle Robertson, USA
Matthias Rötting, Germany
Peter Vink, The Netherlands
Mao-Jiun Wang, Taiwan
Xuguang Wang, France
Jingzhou (James) Yang, USA
Xiugan Yuan, P.R. China
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Abstract. This paper reports on the results of a user-based evaluation that was 
conducted on a 3D virtual environment that supports diverse interaction tech-
niques. More specifically, the interaction techniques that were evaluated were 
touch, gestures (hands and legs) and the use of a smart object. The goal of the 
experiment was to assess the effectiveness of each interaction modes as a means 
for the user to complete common tasks within the application. A comparison is 
attempted in order to provide an insight to the suitability of each technique and 
direct future research in the area. 

Keywords: multimodal interaction, 3D user interfaces, gestural interaction, 
usability evaluation, comparative evaluation. 

1 Introduction 

In recent years a lot of scientific effort has been placed in the development of  
multimodal interaction techniques which allow users to interact with systems in  
non-traditional ways. Such techniques have shown promise in enhancing the user 
experience by allowing more natural interaction between the user and the system. The 
different interaction approaches often seen, apply dissimilar practices including wear-
able equipment such as head mounted displays, non-instrumented user tracking using 
cameras, tangible artifacts and desktop-based interaction.  

This paper aims to assess and compare diverse modes of interaction in the  
demanding area of 3D environments [2], where the six degrees of freedom constitute 
an additional impediment as it requires extended interaction vocabulary, in order  
to provide an insight on the pros and cons of each approach. The means of interaction 
to be evaluated were selected bearing in mind the extent to which they are both  
affordable and natural to the users. In this direction, desktop interaction using a touch 
screen was chosen as a widely adopted and intuitive solution, enhanced with a tangi-
ble object (SmartBox) that complements navigation in 3D spaces. Furthermore,  
gestural and kinesthetic interaction is applied as a more natural expression beyond the 
limits of computer systems. 
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2 Background and Related Work 

Jaimes et al. [6] define a multimodal system as a system that “responds to inputs in 
more than one modality or communication channel, such as speech, gesture, writing 
and others”. Multimodal user interfaces support interaction techniques which may be 
used sequentially or concurrently, and independently or combined synergistically. 
According to Oviatt [11], “Multimodal interfaces process two or more combined user 
input modes (such as speech, pen, touch, manual gesture, gaze, and head and body 
movements) in a coordinated manner with multimedia system output”.  

Gesturing is a common approach which has been proven to be very intuitive to  
users and is widely used in literature [5, 8 and 17]. Gestures can be defined as a form 
of non-verbal communication in which visible body actions communicate particular 
messages. Hand gestures can be used to augment systems and allow additional inte-
ractions when combined with other means of interaction such as simple touch [14]. 
Gestures may not be limited to multi-touch and hands, but may be applied to feet as 
well: foot-based gestures are proposed by [1, 5 and 12] as an alternative interaction 
mechanism. Valkov et al. [16] use foot gestures to expand simple multi-touch  
interaction and boost navigation in dynamic and complex 3D Virtual Environments.  

Body movement indicates the pose of a user’s body as mentioned by Jaimes et al. 
[6], which can be tracked and applied for selective interaction with the environment, 
where the system may interpret a specific body pose in order to enable interaction in a 
specific manner. Papadopoulos et al. [13] use defined body poses recognition in order 
to allow navigation in 3d environments. According to their approach, whenever a user 
poses in a certain way, manipulation of a camera in a virtual 3d environment begins. 
Grammenos et al. [4] use the users’ positions to visualize information according to the 
location of any user inside a room: each user can choose a topic by moving to the side 
and explore different information details by moving forward and backwards. 

Finally, smart artifacts deliver natural, tangible interaction using predefined actions 
(e.g., pressure) through their embedded technology. For instance, accelerometers and 
magnetometers are used by [7, 15] in order to detect the orientation of items. 

3 System Overview 

3.1 System Design 

The system the users assessed involves 3D interactive information visualization in the 
form of a timeline presented in two distinct views. The first view involved informa-
tion visualization in the form of events placed on a two dimensional plane with time 
(expressed in periods) extending on the horizontal axis [Fig. 1, left]. The second view 
presented the same information complementarily, using the metaphor of a time tunnel, 
where time extends along the tunnel length. The events included multimedia informa-
tion including text, images, videos and 3D models. Furthermore, the system provided 
the separation of events in categories as a filtration mechanism. The individual  
components of the timeline (such as its title and the available categories) held the 
same appearance in both views for consistency. 
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Clicking or dwelling upon an item is translated by the system as a selection, whereas 
dragging serves a dual purpose: in the case where the user starts dragging an item, the 
action is interpreted as scrolling it in the corresponding direction, whereas if not, the 
system translates it as an intention to navigate in the virtual world.  

Tangible Interaction. Another field of multimodal interaction is the application of 
tangible means using smart objects. In order to experiment with such items, a box was 
created, equipped with a 3-axes accelerometer which has the ability to transmit its 
orientation wirelessly. The smart box was employed as a joystick to navigate in the 
virtual world, using the rotation in two axes to navigate forward/backward and 
left/right. Additionally, the box was used for the rotation of the 3D models.  

Kinesthetic Interaction. Kinesthetic interaction may be thought as “a unifying  
concept for describing the body in motion as a foundation for designing interactive 
systems” [3]. The types of kinesthetic interaction that this paper addresses include 
user’s position, controlling a virtual cursor, hand and leg gesturing. Leg gesturing and 
moving in space cover the need for spatial navigation in the virtual 3D world, whereas 
using hands may subsumed in the conceptual process of interacting with the elements 
displayed. The users may extend their hand towards the display in order to interact 
with the system. The movement of the hand is tracked and the user controls the virtual 
cursor while the hand is raised allowing the selection of visualized elements by plac-
ing it over an item for a short duration.  

Hand gesturing was also applied as an additional technique that suits better tasks 
such as scrolling through successive elements (e.g. the elements comprising an 
event’s information). Furthermore, both hands are used in combination to simulate the 
process of pulling an item near or pushing it away in a natural and human-centric 
manner. The gestures may additionally involve continuous gestures that cause the 
system to respond while the users perform them. Such an example is the gesture for 
rotating the camera around the vertical axis of the virtual 3D world, which in the pro-
posed system turns to the side while the users have their hand raised in the analogous 
direction (left/right). Leg gestures are applied by stepping towards any direction 
(right, left, up and down). Stepping is also continuous and causes the user (i.e. the 
virtual camera in the 3D world) to move towards the specified direction. 

The interaction techniques used for the manipulation of the system should be  
robust and tolerant to possible user behavior that does not match the exact system 
specifications: the system should be able to prevent reacting in such a way that may 
be unexpected by the user, even at the cost of providing reduced yet sufficient func-
tionality. Thus, the system adopts the concept of the user being able only to make a 
left swipe gesture with the right hand and a right swipe with the left hand.  

4 Evaluation 

The goal of the evaluation process was twofold. One the one hand, it aimed at as-
sessing whether the users were more successful in using one interaction mode versus 
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the other while trying to complete common tasks. On the other hand, it aimed at 
assessing the overall user experience of using each interaction mode. For the purpose 
of the first goal, Jakob Nielsen’s User Success Rate method [10] was used. This me-
thod is good for comparison analysis and it is a simple yet effective way to estimate 
how successful the users were in using the system. For this method, the users were 
given a series of tasks to complete and each task was then marked as “Success” if the 
user was able to complete it in the first or second trial without asking for assistance, 
“Partial Success” if the user managed to complete the task after the third trial or after 
receiving minimum assistance by the facilitator, and as “Failure” if it took more than 
3 trials to complete the task or if the user needed a lot of assistance in completing it. A 
simple formula was then used to calculate the Total Success Rate of the system. In 
order to assess the overall usability and user experience, the Think-Aloud process [9] 
was used during the evaluation, in which the participants were requested to express 
verbally their thoughts, comments, suggestions, and opinions throughout the comple-
tion of each task. In addition, at the end of the evaluation each user was asked to fill 
out a Likert scale based questionnaires for each interaction mode. The qualitative 
analysis has been presented in another paper [2]. This paper focuses more on the 
comparison of the user success rates of the two interaction modes.  

Given that users were already familiar with touch screen technology and not so 
much with gestural interaction, it was expected that the touch screen interaction 
would show a higher user success rate than the gestures. Indeed, the quantitative re-
sults showed a slightly higher user success rate for the touch screen interaction than 
the gestural interaction, however, upon further examination of the qualitative data, the 
slight difference was found to have been caused by an interface design issue and not 
because of the interaction mode. These results are analyzed in more detail in the sec-
tions that follow.  

 

Fig. 3. The setups of the different evaluation segments 
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4.1 The Evaluation Process 

A total of 16 volunteers participated in the evaluation, 7 females and 9 males from 20 
to 40 years old. Twelve of the users (75%) had intermediate or high computer exper-
tise whereas the other participants had limited expertise. Even though the majority of 
the users were familiar with computers and touch screen systems, they had very little 
to no experience in interacting with a system with gesturing. Two different evaluation 
set-ups were used (see Fig. 3 above) in the experiment. The first set-up was in a  
regular office room where the user would sit in front of a touch screen system and the 
second set-up was in a room where the application was projected on the wall and  
the user would stand in front of it and interact with hand and leg gestures (using Mi-
crosoft’s Kinect). To eliminate bias towards either interaction method, the experiment 
was divided into two rounds and the users into two groups, where the first group 
started the interaction with the touch screen first in the office set-up and then with the 
kinesthetic interaction mode in the second set-up, while the second group started with 
the kinesthetic interaction first and then with the touch screen in the first set-up. The 
tasks of the second round were slightly different than the first round since the users 
already knew some of the answers from their first round of exposure to the  
application (see Tables 1 and 2).  

Table 1. User Tasks performed either with the use of the touch screen or with hand and leg 
gestures  

Task 1a Navigate in the Timeline  
Task 1b Find how many decades are depicted in the Timeline 
Task 1c Find how many events are covered in the 1960s 
Task 1d Tell us which category of content you are currently viewing and how many other 

content categories exist 
Task 2a Zoom in the 1980s and find information relating to the Macintosh system 
Task 2b Find what kind of content is available for the above event 
Task 3a Find and select the photo “Another view of Apple Macintosh” 
Task 3b Open the photo and zoom in enough to read the name of the person depicted in 

the photo 
Task 4 Find any video file, open it and play its content 
Task 5 Find a file with a 3D model and explore it  
Task 6 Use the SmartBox to interact with the same 3D model (the group that started 

with the gestures they were asked to interact with the model with hand gestures 
instead of the Smart Box in this particular task). 

Table 2. User Tasks performed with the interaction mode that was not used in the previous 
round 

Task 1 Enter in the Timeline and explore it 
Task 2 Zoom in the 1960s and find information in relation to the first mouse device. 

What kind of content is available? 
Task 3 Select one of the available photos and zoom in the face of the person depicted in it 
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Table 2. (Continued) 

Task 4 Find a video file and play its content 
Task 5 Zoom in the 1980s and find information relating to the Macintosh system 
Task 6 Find what kind of content is available for the above event 
Task 3a Find and select the photo “Another view of Apple Macintosh” 
Task 3b Open the photo and zoom in enough to read the name of the person depicted in 

the photo 
Task 4 Find any video file, open it and play its content 
Task 5 Find a file with a 3D model and explore it  
Task 6 Navigate to a different decade (either with the SmartBox or with leg gestures) 

4.2 Result Analysis 

User Success Rate. In the first round of the evaluation, the first group of users  
completed 11 tasks using the touch screen while the second group of users performed 
the same 11 tasks but with gestures. From this round of evaluation, the User Success 
Rate of the touch screen interaction was 89% and the User Success Rate of the gestur-
al interaction was 82% (see fig. 4 and 5). In the second round the users from the first 
group performed similar tasks, but with gestures this time and the users from the 
second group performed these same tasks with the touch screen. This way both 
groups performed the same tasks using both interaction modes. The User Success 
Rate for the touch screen of the second round was 93,5% and the User Success Rate 
for the gestural interaction mode was 91% (see fig 6 and 7). As the results show both 
interaction modes produced higher User Success Rates in the second round of the 
experiment, but this was expected since the users were now more familiar with the 
interface and the system itself.  

Combining the User Success Rates for each interaction mode from both rounds of  
the experiments produced a final Total User Success Rate of 91% for the touch 
screen interaction mode and a final Total User Success Rate of 86% for the gestural 
interaction mode. 
 

 

Fig. 4. Touch Screen User Success Rate per 
Task (first round) 

Fig. 5. Gestures User Success Rate per Task 
(first round) 
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Fig. 6. Touch Screen User Success Rate per
Task (second round) 

Fig. 7. Gestures User Success Rate per Task 
(second round) 

Both interaction modes received a very high user success rate, which proves that 
they were effective and efficient methods for interacting with the system. The high 
user success rates were also supported by the qualitative analysis of the observations 
and the Think Aloud process. From the observations during the experiment, it was 
shown that the majority of the users understood quickly the Timeline concept and 
how the information was structured in it and thus the users didn’t exhibit any in-
stances of feeling lost in the application either in the 2D representation or the 3D 
Tunnel representation of the Timeline.  

Touchscreen Interaction and Tangible Smart Box. In the touch screen interaction 
mode, the users instantly knew how to perform most of the functions such as zooming 
in and out, dragging, scrolling, and selecting an object without receiving any particu-
lar instructions from the facilitator. The touch screen gestures used in the application 
seemed to fit the mental model of the users that had extensive touch screen expe-
rience. One of the main comments that came up repeatedly from the users through the 
evaluations was the lack of multi-touch capabilities, which a lot of the users suggested 
adding it as a feature. Some of the users also expressed preference of controlling the 
zoom level by dragging the slider instead of just pressing the (+) and (-) buttons and 
iterating through multimedia content by dragging the slider instead of just the content 
elements. The SmartBox that was used as a complimentary method for the users to 
navigate in the Timeline and to manipulate the 3D model in Task 6 received mixed 
reactions from the users and produced a few Partial Success results in the evaluation. 
Overall, the use of the Smart Object as a complimentary way of the touch screen  
interaction was not as well accepted by the users, who found that having to switch 
from touch screen mode to the smart box was adding unnecessary burden to the user’s 
interaction experience. Furthermore, users commented on the need for a direct one-to-
one representation of the virtual model with the Smart Box, which is not currently 
supported. 
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Kinesthetic Interaction (hand/legs Gestures). The users also didn’t exhibit any serious 
problems in interacting with the application with hand and leg gestures even though 
they were much less familiar with this interaction mode than with the touch screen. 
The supported gestures were easy for them to use and representative of the function 
they supported. Additionally, the segmentation of the interaction process into two 
distinct categories (leg gesturing for navigation in the 3D Tunnel representation, hand 
gestures and the virtual cursor for interaction with the visualized elements) provided a 
straightforward conceptual model of how to interact with the system for them. Tasks 
1c and 1d were the tasks that caused the most failures in the kinesthetic interaction 
mode, but that was more due to a design and display issue, than a problem of the inte-
raction mode itself. Some of the graphics of the design did not stand out as much in 
the second set-up with the projection on the wall and were thus missed by the users 
that started the evaluation in that set-up. A few of the users suggested that the move-
ment required for some of the gestures such as pulling or pushing items using both 
hands, should be shorter in order to eliminate the fatigue factor setting in after  
prolonged interaction with the system. Leg gesturing was almost unanimously  
accepted as a complimentary way of navigating through the 3D Tunnel model of the 
application and only one user could not navigate using his legs because Kinect failed 
to successfully recognize the exact placement of his legs due to the trousers the user 
was wearing. The combination of stepping in any direction in order to travel in space 
and interacting with the system elements using the hands proved a powerful method 
which well received by the users. This observation is more evident in the non-expert 
users, who supported the leg gestures even more than the expert users, as they felt 
more comfortable with handling the system naturally, but in a strictly defined manner. 
Overall, the participants found the conceptual model of moving in the space to be 
efficient, tireless and fascinating.  

5 Conclusions 

The selection of the appropriate interaction technique relies on the purpose of each 
system and the context in which it is designed to be used. Touch interaction proved to 
provide a complete and thorough set of instructions to manipulate 3D environments, 
suitable mainly for everyday use. Tangible artifacts received mixed reactions and 
their usefulness was questioned mainly due to their inability to fully handle a complex 
environment in terms of both navigation and object selection. Remote system han-
dling through non-instrumented user tracking provided rich interaction vocabulary, 
which the users are able to successfully memorize and use in combination. The fun 
factor of expressing themselves by making human-like movements overruled the 
tiredness that appeared after extensive use, making kinematic interaction suitable for 
setups which involve entertainment rather than serious work. 
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Abstract. Museums are attracted by new technologies, for example tracking 
systems and multitouch displays. They try to include them into their concepts, 
to expand the access to the artifacts. The intention of this work appears out of 
the image geometry of a linear perspective painting. We assume that the 
position of the perspective painting on the wall should depend on the observer’s 
viewpoint. To prove this hypothesis we undertook an experiment with 20 
participants and four perspective paintings. We detected a relevant connection 
between observer and the image geometry of the painting. Accordingly the 
observer, the room in front of the painting and the image itself are related 
together. Therefor this relation of the parameters is part of the research field of 
embodied interaction.  

Keywords: body, movement, embodied interaction, image geometry, 
perspective paintings, interactive environments. 

1 Introduction 

Over the past years the research field of human computer interaction (HCI) has 
considered the role of body movement [1 - 5]. Our aim is to identify parameter for 
HCI research. The term observer movement is used as a synonym for walking in front 
of the image. We want to take an approach on integrating this movement in the social 
environment museum – a panel-painting exhibition. The International Council of 
Museums defines the term museum as “a non-profit, permanent institution in the 
service of society and its development, open to the public, which acquires, conserves, 
researches, communicates and exhibits the tangible and intangible heritage of 
humanity and its environment for the purposes of education, study and enjoyment” 
[6]. To support this task the audience has to be considered by the conception of an 
exhibition.  

With the rediscovery of the perspective in the 15th century, the artist takes  
the observer in consideration [7]. The creation process includes the construction of the 
perspective system – the image geometry. The relation between observer and image 
operates in both directions. This viewpoint describes the place, where the depiction 
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seems to look coherent [11]. Therefore the observer seeks this point while viewing at 
the painting. This search intends to match the image geometry with the environment 
geometry of the observer. The image geometry is explained in the part below. 

Beside an historical excursion the next section introduce contemporary research in 
the field of body movement in human computer interaction. Afterwards we present 
the experiment with the evaluated parameters. The interpretation of the collected date 
takes place in the followed section. The next section discusses the choice of the 
observer position. The conclusion and an introduction of future work complete this 
paper. 

In 1435/36, Leon Battista Alberti wrote his “della pittura” (on painting). This treaty 
about “the technical principles of linear perspective” [9] summarizes the knowledge 
of perspective geometry of the 15th century [7]. It is the “first written account of a 
method of constructing pictures in correct perspective” [7]. Alberti characterizes how 
to draw a picture of a chequerboard floor. The conformity of this chequerboard 
enables the usage as a reference grid. This grid is used to proportion other items in the 
picture [10].  

Based on the knowledge about linear perspective, optics and the observation of 
pictures, Alberti concludes, that its’ a natural habit of the observer to seek the 
viewpoint while observing the picture [11] (see Fig. 1).  

 

Fig. 1. Giacomo Barozzi da Vignola: Depiction out of “Two rules of practical perspective” [8] 
with denotations by the author 

Fig. 1 describes the image geometry. The picture plane includes the principle 
vanishing point as the center of the construction. The horizon line and the principle 
ray cross in this point. Opposite of the principle vanishing point lays the viewpoint. 
These two points set the distance of the observer to the picture plane. The object is 
projected as the image on the picture plane. The outcome of this construction is the 
relation between observer viewpoint and image geometry.  

An artist chooses the location of the principle vanishing point of a perspective 
construction at the beginning of his work. In contrast, the camera used by 
photographers always defines the location of this vanishing point in the center of the 
image. Due to the ubiquity of photographic images, observers are used to view images 
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from a centered position to get the best impression [11]. Our experiment investigates 
if this habit can be influenced when viewing paintings with an off-centered principle 
vanishing point. If this is the case, the image geometry motivates the observer to 
move laterally in front of the image.  

Contemporary research in interaction design integrates a “wide scope of systems 
relying on embodies interaction, body movement, tangible manipulation, and physical 
embodiment of date, being embedded in real space and digitally augmenting physical 
space” [2]. People have skills and experience to manipulate objects in the physical 
environment. By designing (tangible) user interfaces it is necessary to understand and 
translate these common skills [12]. In our case we expand Ishiis’ statement out of the 
tangibility into the physicality of the body. 

Hornecker confirms this idea by pointing out that the “physicality of our bodies is 
tightly linked with our experience of the physicality of our surroundings” [2]. 
Physicality is a parameter for interactive applications. With this parameter a new 
ranges of research emerge, for example “design for bodily experience [and] for the 
moving and feeling body” [2]. Movement and perception are linked together. In this 
case the design of interaction integrates the enclosed space – the spatiality [2]. 

Authors like Kortbek and Grønbæk, Fogtmann et al. and Fatah gen. Schieck and 
Moutinho discuss the role of the whole body as an interaction device [3], in 
interaction design [4] and for the purpose to design responsive environments [5]. 

2 Investigation of the Observer’s Viewpoint 

We want to investigate the physicality in the environment museum. This means to 
analyze, if the relation between observer and image geometry comes to the fore. Both 
elements of this relation have to be considered, first the different body height of the 
audience and second the representation of the artifacts. Currently it is not possible to 
offer everyone the opportunity to immerse in the painting. To assure a consistency of 
the observation, the painting has to “know” about the presence of the audience. By 
using tracking technology it is possible to offer an optimal view, depending on the 
observers viewpoint.  

Due to this intention we express the hypothesis, that the image geometry of linear 
perspective paintings guides the observer. Furthermore it encourages the observer to 
move in front of the painting. We propose observer moves with the intention to find 
the place, which gives the best impression of the painting. We assume that this place 
correspond with the viewpoint.  

To examine, if the perspective geometrical construction – the image geometry – 
really influences the observer, it is necessary to use pictures with an off-center 
principle vanishing point, and therefore an off-center viewpoint. The observer is 
forced to move towards the viewpoint and tries to adopt the image geometry of the 
picture to his own.  
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2.1 Parameter 

Important parameters we want to discuss in this paper occur out of the mathematic 
rules of perspective, the social environment museum and the artifacts as well as the 
experimental installation itself. The parameters depend on the choice of the observer 
position – viewpoint. The parameter referring to the observer is his chosen position. 

Parameter referring to the artifact – image: 

• image content 
• image impression 
• image size 
• image perspective 

Parameter referring to the environment: 

• experimental room 
• size of the projection plane 
• distance of the observer to the projection plan 

2.2 Installation 

To prove the hypothesis we carry out an experiment. 20 participants attended and it 
took place in a separate room with a rear projection plane at one side. The proportions 
of the experimental cube are two meter each side (see Fig. 2). A chequerboard floor in 
the experimental room helped identifying the position of the participant.  

 

Fig. 2. Projected images, image width and principle vanishing point (top); chequerboard floor 
of the experimental room with the identified viewpoints, including the distance to the 
projection plane (bottom) 

Four perspective paintings, three Renaissance and one postmodern painting, were 
the objects of investigation and projected in real size (see Fig. 3): 
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• El Greco: Christ Healing the Blind, about 1570 
• Gerrit Adriaenszoon Berckheyde: Interior of St. Bavokerk at Haarlem, 1665 
• Dutch Master: Holy Family in the chamber with Anna and Joachim, 15th c. 
• Ben Willikens: Room 389, 20th c. 

 

Fig. 3. Paintings and their image geometry: horizon line, sagittal line and principle vanishing 
point 

All paintings have different principle vanishing points as well as different sizes. 
The artist integrated the auxiliary construction in the painting – the chequerboard 
floor. This can be used as a reference grid to relate the items of the picture to each 
other. To reconstruct the perspective of the picture such a reference grid is helpful. 
Fig. 2 shows the identified principle vanishing point in each painting. The principle 
vanishing point of Greco and Willikens are vertical close to the center and horizontal 
Greco has an off center point. The paintings of Berckheyde and the Dutch Master 
have off center principle vanishing points vertical as well as horizontal. Out of  
the image geometry it is possible to reconstruct the distance to the image plane (see 
Fig. 2). 

The image planes of the paintings with their principle vanishing points are shown 
in the top area of Fig. 3. The viewpoints of all four paintings are represented in Fig. 3 
bottom. 

2.3 Process 

Each participant entered the room. The task was to detect the ideal position, which 
gives the best perception of the painting. This place had to be in front of the picture 
plane and inside the experimental room. Afterwards they had to evaluate the referred 
parameter from major to minor influence. 14 of these 20 participants were male and 
six female. The average age was 32. 14 are computer scientists, three engineers, one 
architect and two business economists. 
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3 Outcome 

The results of the experiment are multifarious. Fig. 4 shows the entire viewpoints 
matched according to the calculated viewpoints (point of origin) of the four 
perspective paintings. At first sight there is no common pattern recognizable.  

We separate the compiled data respective viewpoints on the principle ray and 
distance line. The intersection of principle ray (also called sagittal line) and horizontal 
line form the principle vanishing point (see Fig. 1). The distance line runs parallel to 
the horizontal line and contains the calculated viewpoint.  

 

Fig. 4. Observer viewpoints corresponding to the identified viewpoints (point of origin) 

In total 80 observer viewpoints have to been analyzed. We examine the positions 
of the observer viewpoint according to the sagittal plane (see Fig. 5 left). 27 
viewpoints are located in this area. This are 33,75 %. The accumulation of the 
viewpoints on the principle ray is conspicuous. Therefor is a relation between 
observer viewpoint and geometrical system identifiable. Six up to nine viewpoints 
have been located on parallels of the principle ray. 

 

Fig. 5. Observer viewpoints according to the sagittal plane (left) Observer viewpoint according 
to the distance (right) 
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A closer examination of the viewpoints on the parallels to the distance line shows 
different patterns (see Fig.6). Fig. 6 splits the viewpoints referring to the painting 
itself. The paintings with a larger distance at 124 cm, Greco and Willikens, form one 
group. The detected observer viewpoints are grouped around the calculated 
viewpoint. The Dutch Master has a shorter distance of the calculated viewpoint. It 
looks like it has been moved backwards. The “main distance line” seems to be moved 
by three squares backward. This might be due to the projector solution. Many 
participants complained about the solution. The painting of Berckheyde has a very 
short distance of 41 cm. It shows a wide spread range of observer viewpoints. 
Therefore must be a more specific analysis of the raised data. 

 

Fig. 6. Observer viewpoint according to each projected image and referring to its viewpoint 

Furthermore we want to discuss the relation between the observer position, the 
artifact – painting and the environment with the named parameter (see 3.1). We 
divided the parameter into two sections. Size, geometry, impression and content refer 
to the image. Distance to the projection plane, the size of the projection plane and the 
experimental room refer to the installation. Very important factors by choosing  
the observer position has been the image geometry, second the image impression and 
the image size. The content of the painting has not been named as an important 
parameter (see Fig. 7 left). 

 

Fig. 7. Chart of the named parameters according to the choice of the observer position image 
related parameter (left) and installation related parameter (right) 

The parameters referring to the environment are not so important. The distance of 
the projection plane has no influence. The experimental room has been valued with no 
influence as well. Just the size of the projection plane has a negative impact on the 
observer. 
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4 Conclusion and Future Work 

In this paper we discussed the influence of linear perspective paintings on the 
observer position. We assume, that the image geometry encourages the observer 
movement. Our approach takes the artifact painting as the basis of the research. We 
analyzed if the audience of a panel-painting exhibition is animated by the paintings 
and there structure. This approach is located in the contemporary interest of 
movement research in the field of human computer interaction.  

The image geometry turned out to have an influence to the observer position. Most 
participants chose a position on the principle ray of the image. To expand this result 
we examine the raised data more detailed. Further experiments will take place with 
printed pictures to avoid the influence of the projector solution. The paintings of 
Greco, Berckheyde and the Dutch Master are located in the Gemäldegalerie Alte 
Meister (Old Masters Picture Gallery) in Dresden. An interview with the audience of 
the Picture Gallery is planed as well.  

Another planed experiment is the “moving viewpoint”. The projection of the 
painting knows about the observer. It reacts by adjusting the image perspective 
according to the observer viewpoint. Based on these four perspective painting we 
interview our participants about level of the impression. 

Acknowledgement. On the part of Franziska Hannß the European Union, the 
European Social Fund (ESF) as well as the Free State of Saxony support parts of this 
work. 
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Abstract. We present a novel hand gesture interaction method which
has a long-range working space (1m∼5m) overcoming conventional
approaches’ limitations in cost-performance dependency. Our camera-
free interaction system is composed of a pair of lighting device and an
instrumented glove with photosensor markers. The lighting devices spa-
tiotemporally encode user’s interaction space via binary infrared light
signals and markers’ 3D position at fingertips is tracked at high speed
(250 Hz) and fair accuracy (5mm at 3m working distance). Each marker
consisting of a photosensor array allows a wide sensing range and mini-
mizes fingers’ self-occlusion. Experiment results demonstrate various ap-
plications where hand gestures are recognized as input commands to
interact with digital information mimicking natural human hand ges-
tures toward real objects. Our system has strengths in accuracy, speed,
low price, and robustness comparing with conventional long-range inter-
action techniques. Ambiguity-free nature in marker recognition and little
cost-performance dependency are additional advantages of our method.

1 Introduction

We present a novel hand gesture interaction method with a long-range working
space (1m∼5m). Such long-range hand gesture interaction is an open research
area which is not practically covered by current methods or devices such as
Kinect. Practical solutions for the problem imply significant influence on future
TV applications like a next-generation remote controller in large space. Conven-
tional vision-based approaches including Kinect have fundamental weakness in
their performance: Interaction speed and accuracy directly depends on camera’s
performance and cost. Typically, vision-based approaches for long-range hand
gesture interaction require expensive cameras to capture visual information at
high-speed and high–resolution such as Oblong’s G-Speak system. To overcome
the conventional limitations, we present a camera-free hand gesture interaction
method based on spatiotemporally encoded illumination.

1.1 Contributions

We present an analysis of a photosensor-based interaction system that accurately
and rapidly recognize 3D position of markers through spatiotemporally encoded
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© Springer-Verlag Berlin Heidelberg 2013
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illumination. Our method proposes a practical solution for long-range hand ges-
ture interaction with a cheap camera-free system. Included in this analysis are
the following:

– performance of the hand gesture interactionmethod based on spatio-temporal
encoding and photosensor markers,

– a unique design of a photosensor marker which consists of multiple photo-
sensors to increase field of sensing and minimize occlusion errors,

– example applications for the hand gesture interaction, including 6 DOF ma-
nipulation of a graphic object, multi-user interaction for drawing operation,
and manipulation of a deformable object.

1.2 Related Work

Vision-Based Interaction: Bare-hand interaction is earning high attention
with the emergence of Kinect. Although such interaction provides the best user
convenience obviating the need of wearing a device, it’s been considered one
of the most challenging interaction tasks. [1] presented a bare-hand interaction
technique, called BiDi screen, based on a light field camera and a time-division
multiplexed display. While it successfully demonstrated object manipulation by
bare hands, the accuracy is not high enough to separately track each finger and
the interaction speed is limited due to the time-division multiplexed operation
over display frequency. Generally, bare-hand interaction techniques based on a
camera vision system suffer from ambiguity problem among fingers or hands.
In addition, the computational cost is high and in turn the interaction speed is
slow. To overcome such limitations, [2] and [3] employed color markers and color
gloves, respectively. Color information helps object ambiguity but still depth
ambiguity remains in 3D interaction. So, multiple cameras, a camera-projector
system, or a 3D camera have been adopted in 3D interaction domain. However,
strong dependency between system cost and interaction performance appeared
as an obstacle in developing practical applications. Besides, self-occlusion among
fingers or hands has still remained a challenging task. To computationally tackle
this matters, [4] presented an approach to jointly solve salient point association
with hand pose estimation. An almost everywhere differentiable objective func-
tion was proposed to estimate hand gestures by simple local optimization taking
edges, optical flow, salient points and collisions into account. [5] approached the
full 3D pose estimation of a user hand with a unique wrist-worn device consist-
ing of an IR camera-project setup and an IMU sensor. However, a fully flat or
over-arching hand was still problematic in their method.

Photosensor-Based Interaction: Some researchers ([6], [7], [8]) presented in-
teraction methods based on photosensors and an illumination device like a video
projector demonstrating good augmented reality applications. While our method
has a common ground in the usage of photosensors as markers, the core tracking
method, spatio-temporal encoding, is completely different with their methods.
The UNC’s HiBall system[9] employed six photosensors and six lens to track a
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user’s pose (location and orientation) with ceiling-mounted light-emitting diodes
(LEDs). SCAAT (Single-Constraint-At-A-Time) method, recursively estimating
accurate pose information from a single inaccurate measurement, was applied
to the system in order to improve tracking accuracy with less latency. However,
the system had a drawback in cumbersome system installation which required
for mounting huge number (approximately 3000) of LEDs onto a ceiling. Con-
trastingly, our system requires only two lighting devices consisting of 36 LEDs
for 3D position tracking. Kang[10] introduced an indoor GPS metrology system
with a unique probe unit, called 3D Probe, composed of three photosensors and
a ball probe tip. 3D Probe captures an object’s 3D surface via scanning and 3D
coordinate of a certain object point is measured by analyzing light signals trans-
mitted from multiple light sources at known location and orientation. While the
method requires measuring light sources’ geometry information at a calibration
stage, our method is free of such information and more accurate with less num-
ber of light sources.

Instrumented Glove-Based Interaction: Hand interaction techniques based
on various sensors such as mechanical and electrical sensors have been actively
commercialized. Immersion Corporation’s CyberGlove[11] and Fifth Dimension
Technologies’ Data Glove are good examples. Generally, such products are con-
figured into an instrumented glove assembled with a delicate sensor system.
CyberGlove measures hand posture through 18 electrical sensors in long and
thin strip shape which are sewn into a glove fabric. Each sensor experiences
change in resistance depending on bending amount. Hand gesture is estimated
by the amount of deformation at each sensor position, which is measured by elec-
tric current change. User-dependent calibration is indispensable in most sensor-
based approaches since different hand size or shape affects consistent bending
measurement and gesture estimation.

Lighting 
Device 

Instrumented 
Glove 

Graphic Object  
for Interaction 

Six Tracking 
Points 

Fig. 1. A user interacts with a graphic object, Buzz, through natural hand gestures
in a large space. Our interaction system consists of an instrumented glove with six
photosensor markers and two lighting devices.
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Bluetooth  
module  

Microcontroller 

Battery 

Active 
Marker 

Fig. 2. Our unique glove system consisting of markers, a control unit and a battery
achieves long-range hand gesture interaction at high-speed (250 Hz for 3D) and fair
accuracy (5mm at 3m)

2 System Configuration

Our prototype camera-free interaction system shown in Fig.1 is composed of an
instrumented glove (Fig.2) and a pair of lighting device (Fig.3). The glove is
integrated with six photosensor markers, a microcontroller, a Bluetooth module,
and a battery. The six markers are located at the five fingertips and the end
of palm as shown in Fig.2 right. Each marker consists of multiple photosensors
facing different views to cover a wide sensing range. For the photosensor, we
used Vishay TSOP7000 with 455 kHz PCM (Pulse-code modulation) frequency
which provides a high-speed sensing rate (1 kHz for six markers’ 1D tracking).
Our system’s tracking speed is inversely proportional to tracking DOF (Degrees
of Freedom) due to the temporal encoding nature of our method: 500 Hz and
333 Hz for 2D and 3D tracking, respectively. For 2D tracking, the lighting de-
vice (Fig.3 (a)) consisting of a pair of 1D lighting unit (Fig.3 (c)) are used to
project spatiotemporally encoded light in X and Y plane. Similarly, 3D tracking
requires projecting 1D lighting unit along X, Y, and Z axis, which allows 333 Hz
tracking speed. However, practically such projection demands a large space so
we alternatively present a stereo combination method with a pair of 2D lighting
device as shown in Fig.1, which achieves 3D tracking at 250 Hz. A microcontroller
(Microchip PIC18F45K20) controls all electronic devices including photosensor
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(a) A lighting device

Cylindrical Lens Binary Pattern Diffuser 

(b) Optical components (c) Assembly mount (d) LED unit

Fig. 3. A lighting device to project spatiotemporally encoded light. The 2D lighting
device (a) is assembled with a pair of 1D lighting unit (c) positioned perpendicular to
each other.

markers and a Bluetooth module in the glove. A Bluetooth module (FB755AC)
transmits markers’ position value to a remote server and receives event signals
for haptic feedback to a user. All electronic devices in the glove are powered by
a thin lithium polymer battery (3.7V/1000mA).

The 1D lighting units (Fig.3 (c)), consisting of nine IR LEDs (Vishay
TSFF5210 with 180mW/sr), spatiotemporally encode user’s interaction space
by binary infrared light signals. Eight LEDs encodes space with 8 bit binary
signals and one LED at the center of the unit sends a start signal to synchro-
nize photosensor markers. Fig.3 (b) shows optical components including a binary
pattern film, four cylindrical lens, and a diffuser. Two cylindrical lenses and a
diffuser scatter LED light over a large interaction space. Other two cylindrical
lenses focus LED light on the interaction space. Fig.3 (d) shows an electronic
circuit board to control the nine LEDs.
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�

Marker 

Fig. 4. When IR LEDs sequentially project binary patterns once at a time, a maker
receives a unique binary code which is transformed to an 1D position value

3 Tracking Method

Our tracking method is based on spatiotemporal encoding technique [12] which
temporally illuminates 8 bit binary light signals into the interaction space via the
lighting device shown in Fig.3. Photosensor marker’s position is simply obtained
by decoding the 8 bit light signal sensed by the marker’s photosensors. For
example, while the lighting device sequentially illuminates 4 bit binary patterns
in Fig.4, the marker receives either 0 or 1 depending on black or white light stripe
region. In the figure, the marker sequentially receives 1001 which is a unique
code for the position. In such a manner, 1D position is encoded by binary light
codes and Cartesian coordinate position is obtained by converting a marker’s
received binary signal to a real, decimal value. 2D tracking is simply the two
dimensionally extended case of 1D tracking with a pair of 1D lighting device
which are orthogonally positioned along X and Y axis. 3D tracking can be done
in the same manner with three lighting devices positioned along X, Y and Z axis.
Tracking with these configurations from 1D to 3D doesn’t require any calibration
since a position value is directly obtained by the received light signal. However,
in the case of stereo combination with a pair of 2D lighting device as shown in
Fig.1, a calibration step is required to calculate 3D position from two 2D position
values. We applied Miaw’s calibration method ([13]) which models the relation
between a 3D real position value and a 1D sensed value with seven unknown
parameters.
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Fig. 5. A demo video verifying our system’s resolution (5mm at 3m working distance)

The tracking speed and the sensing accuracy of our system depends on photo-
sensor’s response time and lighting device’s encoding resolution, which is given
by the resolution of printed binary patterns in Fig.3 (c). Hence, improving the
both tracking speed and accuracy is loosely related with cost factor, which is
one of distinct benefits in our method comparing to vision-based approaches.

4 Experimental Results

Demo video Fig.5 proves that our system’s interaction resolution is 5mm at
3m distance between lighting devices and a marker. The marker’s graphic rep-
resentation, a white ball, moves according to actual marker’s back and forth
movement in 5mm interval in the video. In the supplementary videos of which
still cuts are shown in Fig.6, we demonstrate hand gesture interaction where
hand gestures are recognized as input commands to interact with digital in-
formation mimicking natural hand gestures for handling real objects. Fig.6 (a)
shows an interaction demo with a deformable graphic object. With our system,
a user can grasp the object at any point, elongate, press, and release it freely.
Fig.6 (b) demonstrates interaction with a rigid object, Buzz. A user can grasp it
at any point, freely manipulate it in translational and rotational movements, and
change scaling. Fig.6 (c) shows multi-user interaction for a drawing operation.
Two users performs drawing jobs in parallel with our system.

5 Conclusion

We presented a novel hand gesture interaction technique with a large working
space (1m∼5m) based on spatio-temporal encoding method. Our unique track-
ing system equipped with photosensor markers is optimized for hand gesture
tracking with covering large sensing range and minimizing finger’s self-occlusion.
Demo videos verify high possibility in practical applications demonstrating nat-
ural and free hand gesture interaction at high speed and good accuracy.
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(a) Hand gesture interaction with a deformable object

(b) 6 DOF manipulation demo for a graphic object

(c) Multiple user interaction demo for a drawing operation

Fig. 6. Our method provides natural hand gesture applications with six markers’ 3D
tracking at high speed (250 Hz) and fair resolution (5mm at 3m working distance)
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Our system has strengths in accuracy, speed, low price, and robustness to
noise comparing with conventional long-range interaction techniques. Robust
marker identification, less erroneous performance for finger’s self-occlusion and
little cost-performance dependency are additional advantages of our photosensor
marker-based system.
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Abstract. The rapid development in the domain of Natural User Interfaces 
(NUIs) and the proliferation of the hardware required to implement them places 
an increasing burden on interaction designers. Designers should be aware of  
research results relevant to their interaction problem but the increasing volume 
of NUI related research makes it difficult and thus hinders the development of 
usable real-world products. To address this problem, we have developed a  
decision-making tool that uses an interaction taxonomy in combination with  
definable application requirements. Using our tool, designers as well as HCI re-
searchers can search for existing guidelines for a specific interaction problem 
fast and easily. In this paper we present the structure of the taxonomy, the  
decision-making process and tool as well as an evaluation and discussion of the 
overall approach. 

Keywords: Interaction Design, Taxonomy, 3D User Interfaces, Tangible  
Interaction, Embodied Interaction, Geo-Visualization, Virtual Reality. 

1 Introduction 

Developing highly interactive and intuitive systems requires fundamental insights 
from the area of Human Computer Interaction (HCI) and human perception research 
[5]. Especially for Natural User Interfaces (NUIs) a gap exists between gathering such 
knowledge from research and transferring it into real-world products. This is mainly 
caused by the vast amount of results and publications that spread out across countless 
different publications and websites without a unified structure. Unfortunately, there is 
no simple reference tool enabling a fast look-up of NUI design guidelines for specific 
problems. 

For the purpose of our research we restrict our definition of NUIs to systems that 
can be operated by gestures using body parts or the whole body. Our goal is to lower 
the burden of using new kinds of NUIs, especially within collaborative work settings. 
Therefore, we here only consider technology that requires low instrumentation, can be 
used ad-hoc and that does not require complicated setups or calibrations.  
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NUIs can be very beneficial for group work (e.g. Computer Supported Collabora-
tive Work - CSCW). Users interacting coactively1 with NUIs often gain a higher  
degree of awareness [7], [9], [15]. However, since numerous environmental parame-
ters have to be taken into account (e.g. group size and arrangement, display size, 
alignment and setup, type and dimension of the visualized data and the degrees of 
freedom (DOF) controlled by the input technology) coactive and co-local multi-user 
applications are much more challenging compared to single-user applications. Fur-
ther more, input technologies can differ strongly in their suitability for coactive  
setups. E.g. touch-based interfaces are often a good solution because of the somato-
sensory feedback they provide. However, they are not applicable as soon as a large 
number of people interact on a large display because some areas get out of physical 
reach and the system cannot distinguish between different users. Because of these 
fundamental differences, creating easily accessible guidelines for coactive NUIs 
seems crucial.  

To sum up, many parameters have to be taken into account when designing NUIs. 
For every single problem a number of alternative approaches might exist that design-
ers have to consider. Solutions that have been proven to be good in one situation may 
be very poor in another. The number of research outcomes and publications is vast 
and not organized in an easily accessible and searchable way, hindering a seamless 
transfer into practice. Therefore, our goal is to make a first step to overcome this gap. 
In this paper we propose a structured iterative method of collecting, breaking down 
and evaluating NUI components considering different environmental parameters. 
Using this approach we have developed a database based decision-making tool that 
helps designers to find design guidelines for a specific interaction problem using 
NUIs. Further on, HCI researchers can make use of this tool as a reference database. 
They can also submit new findings to the database and detect gaps in it that require 
new interaction and usability studies. 

The structure of this paper is as follows: First, we will present our taxonomy of 
NUI interaction techniques that adapts ideas from the area of Virtual Reality. Based 
on the taxonomy a decision-making process and the tool we developed are described. 
Finally, we present an evaluation and discussion of the process as well as of the  
decision-making tool. 

2 A Taxonomy Based Approach 

Taxonomies are a useful way to structure interaction tasks in a systematic way.  
Bowman et al. have developed a popular taxonomy of interaction tasks for the domain 
of Virtual Reality (VR) [1], [2], [3], [4]. To support the description and design  
of interaction techniques they have also introduced a hierarchical structure to  
describe how interaction techniques are composed of components to address specific  
 

                                                           
1 According to [11], coactivity „summarizes the different forms of communication, cooperation, 

collaboration, coordination, etc.“ 
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interaction tasks. While they introduced VR interaction techniques like selection, 
manipulation, travel and system control, we adapted their approach to the heterogene-
ous field of NUIs. Interaction techniques are much more diverse in this area since 
multiple kinds of technology offering different DOF control and multiple metaphors 
may be used. 

Our taxonomy consists of multiple graphs, where each graph represents a single  
Interaction Task (ITA, see Fig. 1). A task describes an overall goal a user has to ful-
fill, e.g. a 2D movement of a graphical object, a rotation of a 3D graphical object or 
the input of text. Many ITAs are suitable for different applications but some are also 
very domain specific (e.g. zooming may be very different in a document management 
system than in geo-visualization applications). ITAs can be realized using one of the 
available Interaction Techniques (ITQ) as can be seen in Fig. 1. ITQs may differ in 
their technical realization (e.g. multitouch, tangible interaction or optical hand track-
ing in midair) and the metaphor they represent. ITQs can be split up into Subtasks 
(ST) that represent the workflow of the interaction and the order of actions (e.g. selec-
tion - manipulation - confirmation). STs therefore represent a high level view on the 
realized metaphor and many of them occur multiple times in the overall taxonomy. 
Finally, Interaction Components (IC) as the leaves in the graph represent a concrete 
action a user has to perform (e.g. a freehand grabbing gesture in midair or the rotation 
of a physical object). Since they may occur multiple times in the taxonomy STs and 
ICs can be realized as re-useable software components. These components can then 
be used for rapid prototyping and testing of new interaction techniques. 
 

 

Fig. 1. Structure of an Interaction Task 

Fig. 1 shows the structure of a single ITA. It shows how designers can make use of 
the taxonomy by choosing one of multiple available ITQs. Each ST of this ITQ has to 
be realized while only one of the available ICs has to be chosen. The light and dark 
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grey shaded nodes in the graph (Fig.1) show two different possibilities for the realiza-
tion of the ITA. Using the hierarchical data structure of the taxonomy decisions re-
garding ITQs and ICs can be automated. However, decision-making requires some 
kind of qualitative evaluation towards the suitability of ITQs and ICs for a specific 
application context. Such evaluation requires the definition of requirements that  
consists of ITAs, characteristics and measurable parameters. 

2.1 Characteristics and Measurable Parameters 

While the taxonomy in the form proposed by Bowman et al. is well suited to structure 
the design space of interaction techniques for VR applications, it is not quite suited as 
a design tool for NUIs. To enable tool support in the identification of potential inte-
raction techniques for a task we have therefore extended the taxonomy by defining 
characteristics and measurable parameters. According to the idea of defining User, 
Task, System and Environment Characteristics [4] for interaction techniques, we  
decided to categorize characteristics for NUIs into User, System and Application. 
User characteristics describe the group of users and their capabilities. System  
addresses hardware characteristics while Application describes the software-side  
characteristics of the system. The categories and the definition of specific characteris-
tics are easily extendable. We have identified some important ones that have already 
been addressed in research studies. Table 1 introduces some of the so far defined  
characteristics. 
 

Table 1. Examples for characteristics 

Group Characteristic Description 

User User:Cnt:2, User:Cnt:3-5, 
User:Cnt:5+ 

Describes the number of users that is 
coactively using the system 

   

 User:TaskExperience:Low, 
User:TaskExperience:High 

Describes the average experience of all 
users with the interaction task  

   

System Sys-
tem:DisplayAlignment:Ver
tical,  
Sys-
tem:DisplayAlignment:Hor
izontal 

Describes the alignment of a single 
display 

   
Application Application:Data:2D, 

Application:Data:3D 
Describes the dimension of the visua-
lized data 
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Besides Characteristics also measurable parameters like speed, precision, intuitive-
ness or awareness are important for interaction designers that plan to create a specific 
application. These parameters can be measured within user studies either automatical-
ly (e.g. speed, precision) or using usability methods (e.g. for intuitiveness, aware-
ness). The next section shows, how characteristics and measurable parameters are 
used in order to create qualified evaluations from existing user studies that address 
NUI interaction techniques. 

2.2 Evaluating Interactions 

Given the wide variety of possible interaction techniques in NUIs it would be desira-
ble to support interaction designers with tools that allow the identification of suitable 
techniques and provide easy access to existing knowledge on their characteristics.  

Using extendable structures like the taxonomy as well as the characteristics and 
measurable parameters, arbitrary application scenarios can be defined (e.g. a horizon-
tal display setup for five users that offers precise input). After describing such a sce-
nario using characteristics a designer or developer might further define ITAs that the 
application needs to offer to its users as well as a number of preferred and technically 
available interaction paradigms and devices. These combined descriptions  
are termed requirements (see Fig.2). Given this formalized information it becomes 
possible to develop a systematic procedure that is able to search for design guidelines  
based on the given requirements.  

To enable the automated identification of suitable interaction techniques evaluation 
results from existing research studies must be made accessible. It is impossible to rate 
ITAs from the taxonomy with respect of different characteristics and measurable pa-
rameters since they represent different NUI technologies and interaction types. There-
fore, the evaluation has to take place deeper in the hierarchy of the taxonomy. Eva-
luating ITQs and ICs on the other hand is possible and matches the choices the struc-
ture of the taxonomy offers. Therefore, we created a database-based tool that allows 
the evaluation of ITQs and ICs in combination with one or more characteristics and 
measurable parameters. All characteristics in the evaluations are described with an 
additional factor ranging from 1 to 3 in order to define the importance of every single 
characteristic. Further more, it is also possible to rate the coexistence of ICs. This is 
extremely useful to avoid media disruption (switching from on interaction technology 
to another) or to force the usage of specific ones (e.g. the use of digital pens for text 
input even though all other input is done without pens). Each evaluation gets a rating 
that can be either X (impossible to fulfill requirements), - (not recommended combi-
nation), * (good solution), ** (very good solution / best practice). The following 
combinations are evaluated: 

• IC [1], Charakteristics [1..n] and measurable parameters [0..n] (IC eval.) 
•  ITQ [1], Charakteristics [1..n] and measurable parameters [0..n] (ITQ eval.) 
•  IC [1] and IC [1] (IC-IC eval.) 
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Every evaluation needs at least a reference or written defense that justifies the 
evaluation. Further on, technical requirements may occur for specific combinations. 
For example, some multitouch techniques in multi-user setups might require user 
identification or authentication. This is later presented to the designer along with the 
results. Therefore, they have also to be described while entering an evaluation using 
our developed tool. Fig. 4 shows some examples of evaluations that have been entered 
into the tool. 

3 The Decision-Making Process and Tool 

We have developed a decision making tool, that allows to enter and edit characteris-
tics, measurable parameters, technical requirements, evaluation results as well as the 
creation of new and editing of existing ITAs. The overall decision-making process, 
involved roles and the input of data can be seen in figures Fig. 2 and 3. At the mo-
ment we are using an algorithm that looks up every entered evaluation for the given 
requirements (ITAs, characteristics, measurable parameters) and creates the best-rated 
overall solution for all ITAs. However, it does not simply present one solution but a 
number of design alternatives with good overall-ratings in order to present guidelines 
from which a designer may choose. A design alternative consists of a specific ITQ 
but only one single IC for every ST. The most interesting point here is that the result-
ing ITQ can be a newly created and never tested combination of ICs. Therefore, our 
tool creates new combinations that result in completely new NUI interaction tech-
niques. Further more, within a design alternative, additional characteristics are given 
that have not been part of the requirements but are needed to design the system. 
Whenever needed or existing also technical requirements, annotations and existing 
discussions are presented within a design alternative. Our tool creates discussion 
threads automatically whenever conflicting evaluations are detected. Besides positive 
results also design alternatives with bad evaluations are presented to the user in order 
to give insights about bad influences to the system.  

 

Fig. 2. The decision-making process 
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In summary, the tool we have created allows to enter new data and to request de-
sign guidelines based on given requirements. Guidelines consist of multiple design 
alternatives a designer may choose from. Designers can hence use the tool to get in-
sights about existing knowledge about a specific interaction problem. On the other 
side, HCI researchers can use the tool for archiving their research results and for a fast 
look up of existing studies as well as for gaps in NUI research. Therefore, the tool is 
ideally usable in preparation of new HCI studies. 

 

 

Fig. 3. Roles in the decision-making process 

4 Evaluation and Discussion 

In this section we present an evaluation and discussion of first tests of the developed 
concept and tool. The tool was implemented as a web application on an Apache web 
server and it uses PHP and a MySQL database. 

In order to test the approach we entered data from three interaction studies that we 
performed in our lab into the database using the tool. Within these studies we ana-
lyzed single user 6 DOF multitouch interactions on a large tabletop display [12], 3D 
selection, manipulation and travel tasks using mid-air gestures in front of a large wall 
projection [13] and tangible interactions for 3D tasks in single and coactive user se-
tups [14]. The decision-making tool could easily be used to describe all characteristics 
of the study settings. Further on, the developed interaction techniques from all studies 
have been entered. We therefore created two ITAs: 6DOF Object Manipulation (that 
also includes prior selection) and 2D Camera Control (using an avatar mounted vir-
tual camera in a 3D environment). Since multiple interaction techniques and meta-
phors have been tested in the study, the result was a taxonomy that consisted of 2 
ITAs, 7 ITQs, 34 STs and 27 ICs. These values demonstrate the multiple occurrences 
of ICs since the number of STs is higher than the number of ICs. At least one IC is 
required for every ST and almost every ST in our taxonomy possesses two ICs or 
more.  

After defining characteristics and the taxonomy, the study results have been trans-
formed into evaluations and entered into the database using our tool. Different mea-
surable parameters have been taken into account and in summery we entered 34 ITQ 
evaluations (some of them can be seen in Fig. 4, right), 112 IC evaluations and 9 IC-
IC evaluations. 
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Fig. 4. Screenshot of the decision-making tool: defining requirements (left) and overview of 
existing ITQ evaluations (right) 

 

 

Fig. 5. Screenshot of the decision-making tool: Taxonomy view 

To evaluate the concept and its usage it was presented to eight researchers, most-
ly PhD students in the area of HCI, within two seminar lectures. All of them stated 
that the concept is easily understandable and allows the transformation of arbitrary 
NUI interaction techniques into an interaction taxonomy, the description of interac-
tive systems using characteristics as well as entering evaluations based on study 
results and measurable parameters. However, at the moment it is not yet clear if 
designers are able to easily understand the concept. Since design alternatives consist 
of the description of an ITQ based on our taxonomy, they need to understand this 
concept.  

Using the test data from the three studies we analyzed if the decision-making tool 
behaved the way we planned. During multiple different search queries we came to the 
conclusion that the programmed algorithm resulted in good as well as bad rated  
design alternatives as expected. Further on, also new interaction techniques have been 
found by combining previously untested ICs of the different STs. The test queries  
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showed that the algorithm considered all entered evaluation data. However, it has to 
be investigated whether the algorithm parameters used to evaluate different combina-
tions for the design alternatives are a good choice or whether they can be optimized in 
order to produce better usable results. Finally, it is still unclear, how good the results 
of the process are in practice since only theoretical combinations based on different 
user studies are combined. With our test data the algorithm needed less than two 
seconds to process every search query. Since we do not expect that queries with more 
than two ITAs will occur in practice that often, we state that the algorithm run-time is 
quite scalable even if the amount of data drastically increases while entering further 
study results. 

5 Conclusion and Future Work 

In this paper we presented a taxonomy-based decision-making process and tool for 
NUIs. This tool can be used by interaction designers in order to search for existing 
design knowledge for a specific interaction problem. HCI researchers can use the tool 
to search for existing studies, to archive their own results and to enter new Interaction 
Techniques. Existing ones can be extended by new taxonomy components like ITQs, 
STs and ICs allowing the definition of arbitrary interaction processes with different 
NUI technology and using different metaphors. In addition, new characteristics and 
parameters that describe the conditions of an interactive systems and evaluations from 
user studies can be defined and entered easily.  

We entered data from three user studies that have been performed in our laboratory 
and presented results and a discussion based on our experiences with the tool. We 
have established that the tool allows the identification of design alternatives that are 
relevant to a specific interaction task in a specific context and thus aids interaction 
designers in making informed design decisions. We think that the combination of the 
taxonomy with an interactive tool is a very suitable approach of enabling a more  
effective transfer of NUI research results into practice. 

Building on experience in collecting and hosting community portals about  
interaction technologies from the AMIRE project2, as a next step we plan to make the 
decision-making tool available online for the NUI community. This will be done after 
running some usability tests and redesigning the tool in order to make it usable for 
designers and researchers as well. Hopefully this will result in a larger number of data 
from different domains. Further on, we plan to allow the community to discuss on 
evaluation conflicts and extensions of the overall approach. We therefore hope to get 
feedback and input from domain experts and HCI researches as well regarding the 
concept presented in this paper. 

                                                           
2 http://www.amire.net/index.html 
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Abstract. In this paper we investigate the effects of fusing feature
streams extracted from color and depth videos, aiming to monitor the
actions of people in an assistive environment. The output of fused time-
series classifiers is used to model and extract actions. To this end we
compare the Hidden Markov model classifier and fusion methods like
early, late or state fusion. Our experiments employ a public dataset,
which was acquired indoors.

1 Introduction

One of the key questions in creating pervasive systems for the care of the elderly
is the graceful integration with the human user [1]. Towards building such a
system a highly desired property that needs to be satisfied is ”non-intrusiveness”.
Computer vision methods can satisfy this property and are typically used in
assistive environments. One of the main challenges is to transform the video
stream into a useful source of information. This can be further divided in several
sub-problems like how to track people in the captured video stream, how to
recognize their postures and how to analyze their short term actions and long
term behaviors.

Motion analysis in video, and particularly human behaviour understanding,
has attracted many researchers [2], mainly because of its fundamental applica-
tions in video surveillance, video indexing, virtual reality and computer-human
interfaces. The automatic modeling and recognition of human behaviour to
reduce human intervention in assistive or other environments is one of the most
challenging problems in computer vision. The related systems are envisaged to
automatically detect, categorize and recognize human behaviors, calling for hu-
man attention only when necessary. This is expected to increase the effective-
ness of 24/7 monitoring services for elderly or patients and make such services
financially viable [3].

N. Streitz and C. Stephanidis (Eds.): DAPI/HCII 2013, LNCS 8028, pp. 42–51, 2013.
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There are several works on human behavior recognition in assistive envi-
ronments using color cameras, e.g., [4], [5]. The color information captured by
conventional cameras is a very useful cue, which can be used for environment
modeling and object tracking. Problems which are associated to color video
tracking are the illumination changes as well as the occlusions [6]. Furthermore,
since human motion is essentially three-dimensional, the information loss in the
depth channel could cause degradation of the representation and discriminating
capability for these feature representations. The emergence of affordable depth
sensors (e.g., Microsoft Kinect) which are largely unaffected by illumination (at
least indoors) has facilitated capturing in real-time not only color videos, but
also depth videos with acceptable resolution (e.g., 640×480 in pixel) and accu-
racy (e.g., = 1cm). By employing appropriate methods we can extract three-
dimensional and motion information of the monitored subjects in the scene.
Therefore the depth ambiguity of the color camera could be bypassed. On the
other hand such depth sensors cannot differentiate between objects of the same
depth different color, which is trivial for color cameras.

Clearly the color and depth information are correlated but also complemen-
tary to a large extent, so it would be expected to have considerable benefits by
fusing them appropriately together aiming at more robust pervasive behavior
recognition systems. The contribution of this work is a study of the performance
of fusion techniques that combine color and depth videos for human activity
analysis. To this end we use the RGBD-HuDaAct dataset [7], which is publicly
available. We compare fusion methods at the decision level, the feature level and
the state level.

The rest of this paper is structured as follows. In the following section we
briefly survey the related work regarding systems employing color and depth
information. Section 3 describes the feature extraction and the fusion approaches
that we employed. Section 4 describes the experimental results and finally section
5 concludes this paper.

2 Related Work

One of the earliest works on action recognition using a depth sensor was pre-
sented in [8]. In that paper the authors employ an action graph to model explic-
itly the dynamics of the actions and a bag of 3D points to characterize a set of
salient postures that correspond to the nodes in the action graph. That method
managed to halve the recognition errors comparing to the 2D silhouette based
recognition. However one of the main limitations was that it completely ignored
color information.

Ni et al.[7] proposed a method for human activity recognition that takes
into account such color information coupled with depth information. They pro-
posed two multimodality fusion schemes, which simply combine color and depth
streams by concatenation and are developed from two state-of-the-art feature
representation methods for action recognition, i.e., spatio-temporal in-terest
points (STIPs) and motion history images (MHIs).
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Depth and color data can also provide higher lever and more meaningfull
features like skeletal joints of a person. Sung et al. [9] propose a supervised
learning approach in which they collected ground-truth labeled data for training
their model. Their input was color and depth images from a Kinect sensor, from
which they extracted certain features (like skeletal joints) that were fed as input
to a learning algorithm. They trained a two-layered maximum-entropy Markov
model which captured different properties of human activities, including their
hierarchical nature and the transitions between sub-activities over time.

However skeletal joint data aren’t always available, especialy in scenarios,
where the camera is mounted on the ceiling. Zhao et al. [10] addressed that issue
and in their work they investigated performances of different ways of extracting
interest points, since interest point based approaches can handle cluttered back-
ground and partial occlusions. Additionaly they proposed a local depth pattern
to represent each local video volume at each interest point. They used LibSVM
[11] to classify human activities in a multi-class fashion.

While Zhao et al. investigated performances of different ways of extracting in-
terest points for activity recognition, in this paper we investigate performances
of fusion techniques that fuse color and depth. In contrast to other methods we
investigate fusion schemes at the state level of the popular HMM framework,
which can give better results than the simple fusion schemes that rely on con-
catenation of the input feature streams. In this paper only region descriptors are
used, however the fusion approach has no constraints regarding the type of the
employed features.

3 Methodology

The proposed methodology performs initially a feature extraction step, combin-
ing the two different sources: depth videos and color videos. From the depth
videos we extract two different types of feature vectors (forward and backward),
as will be described next, while from the color video we calculate features de-
scribing the human blob. The features from the whole sequence are combined
and given as input to a classifier, which in turn decides on the performed activity.
The method is applicable on segmented actions, but can also be used for online
classification, by integration with a particle filter that makes hypotheses about
sequences of actions (see, e.g., [12]).

3.1 The Features

Features from Color Images. The image features that were extracted from
color images were based on a variation of Motion History Images (MHIs). MHIs
are among the first holistic representation methods for behavior recognition [13].
In an MHI Hτ , pixel intensity is a function of the temporal history of motion
at that point. In [14], it was shown that pixel change history (PCH) images
are able to capture relevant duration information with better discrimination
performance.
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The PCH of a pixel is defined as:

Pς,τ (x, y, t) =

⎧
⎪⎪⎨

⎪⎪⎩

min(Pς,τ (x, y, t− 1) + 255
ς , 255)

ifD(x, y, t) = 1
max(Pς,τ (x, y, t− 1)− 255

τ , 0)
otherwise

(1)

where Pς,τ (x, y, t) is the PCH for a pixel at (x, y), D(x, y, t) is the binary image
indicating the foreground region, ς is an accumulation factor and τ is a decay
factor. By setting appropriate values to ς and τ we are able to capture pixel-
level changes over time. The result is a scalar-valued image where more recently
moving pixels are brighter.

Assuming that the human blob shapes during specific actions have discrim-
inative capabilities we use the complex Zernike moments to capture the PCH
images, which provide scale invariant representations and are relatively robust
to noise. The moments of order p are defined on an grayscale image f as:

Apq =
p+ 1

π

∫ 1

0

∫ π

−π

Rpq(r)e
−jqθf(r, θ)rdrdθ (2)

where r =
√
x2 + y2, and θ = tan−1(y/x) and −1 < x, y < 1 (x,y are the

image coordinates, with respect to the center, around which the integration is
calculated) and:

Rpq(r) =

p−q
2∑

s=0

(−1)s
(p− s)!

s!(p+q
2 − s)!(p−q

2 − s)!
rp−2s (3)

where p − q = even and 0 ≤ q ≤ p. Moments of low order hold the coarse
information while the ones of higher order hold the fine details. However, the
more detailed the region representation is, the more processing power will be
demanded, and thus a trade-off has to be reached considering the specific appli-
cation requirements.

The MHI images are represented by means of the complex Zernike coefficients
A00, A11, A20, A22, A31, A33, A40, A42, A44, A51, A53, A55, A60, A62, A64,
A66, for each of which the norm and the angle were included in the provided
descriptors. We used a total of 31 parameters (constant elements were removed),
thus providing an acceptable scene reconstruction without a computationally
prohibitive dimension.

Features from Depth Images. Ni et al. [7] proposed the use of a depth sensor
and they introduced the motion history along the depth changing directions. To
encode the backward motion history (decrease of depth), they introduced the
backward-DMHI (bDMHI):

HbD
τ (x, y, t) =

{
τ, if D(x, y, t)−D(x, y, t− 1) < −δIth

max(0, HbD
τ (x, y, t− 1)− 1), otherwise.

(4)
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(a) HMM with
fused observations

(b) Parallel HMM
(PHMM)

(c) Multistream
fused HMM
(MFHMM)

Fig. 1. Various fusion schemes using the HMM framework for two streams. The s, o
stand for the states and the observations respectively. The first index marks the stream
and the second the time.

(a) Color im-
age

(b) Backward
MHI (from
depth)

(c) Forward
MHI (from
depth)

(d) PCH image
(from color)

Fig. 2. Illustration of MHI and PCH images for the put on jacket action

Here, HbD
t denotes the backward motion history image and D(x, y, t) denotes

the depth sequence. δIth is the threshold value for generating the mask for the
region of backward motion.

Similarly, the forward history image, is defined as:

HfD
τ (x, y, t) =

{
τ, if D(x, y, t)−D(x, y, t− 1) > δIth

max(0, HfD
τ (x, y, t− 1)− 1), otherwise.

(5)

In order to calculate the depth change induced motion history images, according
to the above equations, we use depth maps captured by a Kinect device. To
tackle the problem of noise, we used a median filtering at the spatial domain.
In the temporal domain each pixel value was replaced by the minimum of its
neighbors. Similarly to the color images, each frame was represented by the 6-th
order Zernike moments.
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3.2 Fusion

As mentioned earlier, the depth and color images are highly complementary.
Therefore, we can infer that by applying an appropriate fusion method we could
achieve behavior recognition results better than the results that we could attain
by using the information obtained by the individual data streams independently
of each other. In the following, we shall survey the most popular fusion methods
within the HMM framework and examine their applicability. The observations
from this analysis will form the criterion for our selection of the most suitable
HMM-based information fusion scheme to be used in the context of our system.

Existing approaches can be grouped into feature (or early) fusion and late
fusion approaches. Feature fusion is the simplest approach; it assumes that the
observation streams (sequences of feature vectors as defined in section 3.1) are
synchronous. This synchronicity is a valid assumption for cameras that have
overlapping fields of view and support synchronization. The related architecture
FHMM is displayed in Fig. 1(a). Let us denote as st the FHMM state emitting
the tth observation. Let us consider data deriving from a number ofC observation
streams, and denote as {o1t, . . . , oCt} the observations at time t deriving from
the available streams. Then, the full observation vector, ot, considered by the
feature fusion approach at time t, is a simple concatenation of the available
individual observations:

ot =
(
o

′
ct

)′

c=1...C
(6)

This way, the observation emission probability of the state st = i of the fused
model, when modeled as a k-component mixture model, yields:

P (ot|st = i) =
K∑

k=1

wikP (ot|θik) (7)

where wik denotes the weights of the mixture components, and θik are the
parameters of the kth component density of the ith model state (e.g., mean
and covariance matrix of a Gaussian pdf).

The major limitations of the feature fusion approach lie in the fact that the
simple concatenation of observations from different streams leads to high dimen-
sionality and often fails to capture significant statistical dependencies between
the different sources of information.

An alternative that assumes that the observation streams are independent of
each other is the parallel HMM - PHMM [15] (see Fig. 1(b)). This HMM-type
model can be applied to cameras (or other sensors) that may not be synchronized
and may operate at different acquisition rates. A PHMM does also comprise a
number of component streamwise HMMs, independently trained of one another.
Similar to the synchronous case, each stream c may have its own weight rc
depending on the reliability of the source. As a consequence of this construc-
tion, the PHMM suffers from the major disadvantage of tending to neglect any
dependencies on the state level between the observation streams.
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The multistream fused HMM - MFHMM is another method recently proposed
for multistream data modeling [16] (see Fig. 1(c)). The connections between the
component streamwise HMMs of this model are chosen based on a probabilistic
fusion model, which is optimal according to the maximum entropy principle
and a maximum mutual information criterion for selecting dimension-reduction
transforms [16]. Specifically, if we consider a set of multistream observations
O = {ot}Tt=1, with ot = {oct}Cc=1, and oc = {oct}Tt=1, the MFHMM models this
data based on the fundamental assumption

P (O) =
1

C

C∑

c=1

P (oc)
∏

r �=c

P (or|ŝc) (8)

where ŝc is the estimated hidden sequence of emitting states that corresponds to
the cth stream observations, obtained by means of the Viterbi algorithm, P (oc)
is the observation probability of the cth stream observed sequence, and P (or|ŝc)
is the coupling density of the observations from the rth stream with respect to
the states of the cth stream model

P (or|ŝc) =
T∏

t=1

P (ort|ŝct) (9)

The probabilities P (ort|ŝct) of the MFHMM can be modeled by means of mix-
tures of Gaussian densities, similar to the state-conditional likelihoods of the
streamwise HMMs.

Note also that for each possible value, say i, of ŝct, i.e. for each different state
of the streamwise HMMs, a different coupling density model P (ort|ŝct = i) has
to be postulated. Hence, if we consider K-state streamwise HMMs, there is a
total of K different finite mixture models that must be trained to model the
coupling densities P (ort|ŝct), ∀r, c.

4 Experiments and Results

The employed dataset is the RGBD-HuDaAct [7], which includes twelve
categories of human daily activities, motivated by the definitions provided
by health-care professionals. Namely these are: (1)make a phone call, (2)mop
the floor, (3)enter the room, (4)exit the room, (5)go to bed, (6)get up, (7)eat
meal,(8)drink water, (9)sit down, (10)stand up, (11)take off the jacket and
(12)put on the jacket. There is also a category named as background activity
that contains different types of random activities. Thirty actors were involved in
capturing. The actors were student volunteers, and were asked to perform each
activity 2 - 4 times. Finally, approximately 46 hours of video were acquired for
a total of 1189 labeled video samples. Each video sample spans about 30 - 150
seconds.

The resolutions of both color image and depth map are 640×480 pixels. The
color image is of 24-bit RGB values; each depth pixel is an 16-bit integer. Both
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(a) Depth - forward (b) Depth - backward

(c) Color (d) Feature fusion

(e) Parallel HMM (f) Multistream HMM

Fig. 3. Confusion matrices for the twelve tasks in the RGBD-HuDaAct dataset. The
results are normalized based on the total number of actions, considering all cross-
validation runs. The actions are: (1)make a phone call, (2)mop the floor, (3)enter the
room, (4)exit the room, (5)go to bed, (6)get up, (7)eat meal,(8)drink water, (9)sit down,
(10)stand up, (11)take off the jacket and (12)put on the jacket.

sequences are synchronized and the frame rates are 30 frames per second. The
color and depth frames are stereo-calibrated. The horizontal and vertical dis-
tances from the camera to the scene center under capture are about two meters
each and the average depth of the human subject in the scene is about three
meters (i.e., which is the optimal operation range of the depth camera). This
geometric setting is appropriate for home or hospital ward monitoring.

The basic observations about the dataset have to do with the complementarity
of the two sources of information: color images and depth. The latter is able to
differentiate between actions that take place within the human blob, e.g., make
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a phone call and drink water may look similar in color videos, however the depth
motion is different. On the contrary depth sensors have problems when viewing
objects with large discontinuities (e.g., actions sit down, get up, where furnitures
are present); such depth maps have a significant amount of noise. After frame
differencing and thresholding motion can be falsely detected even in areas where
there are only still objects, while color cameras are much more robust concerning
this aspect.

We have performed cross validation testing for one user after training for the
rest ones. In all cases we used six-state continuous HMMs with two components
for each state, which was gave reasonable results. The results are displayed in fig
3. Clearly the multi - stream approach outperforms the other methods, followed
by the parallel HMM fusion. The feature fusion is clearly inferior and this is a
result that agrees with the observations in [17], where a similar comparison was
performed. The overall accuracies are close to the ones reported in [7], however
the results are not directly comparable due to differences in the cross validation
procedures. In [7] random sampling was performed to separate the training set
from the test set, which was not replicated here. However, by establishing a fair
comparison between the three fusion methods we were able to assess the early
fusion scheme, which was the sole method tested in [7], in comparison to the
other two fusion methods (parallel and multistream).

5 Conclusions

This paper investigated the effects of fusing color and depth videos, aiming
to monitor the behavior of people in an assistive environment. The output of
fused time-series classifiers was used to model and extract behaviors. To this end
we employed the Hidden Markov model general framework. Fusion methods like
early, late or state fusion were compared. The results from early fusion were weak
compared to the other approaches. The late fusion gave better results, however
the state fusion scheme outperformed all other methods. Our results are inline
with the study in [17] for some different scenarios (industrial workflows). We
expect that they can be generalized to other feature streams (e.g., spatiotemporal
interest points) and we aim to investigate this hypothesis in the future.
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Abstract. This study analyzes interaction techniques in previously proposed 16 
user interface concepts that utilize the form factor of a finger-ring, i.e. “ringter-
faces”. We categorized the ringterfaces according to their interaction capabili-
ties and critically examined how socially acceptable, subtle and natural they are. 
Through this analysis we show which kind of ringterfaces are likely to become 
general-purpose user interfaces and what factors drive their development to-
ward commercial applications. We highlight the need for studying context 
awareness in ambient intelligence environments and end-user programming in 
future research on ringterfaces. 

Keywords: Interaction techniques, Subtle interaction, Social acceptability, 
Natural user interface, Finger-ring. 

1 Introduction 

Social acceptability and unobtrusiveness are becoming an ever higher concern in the 
development of ambient intelligence technology and innovative user interfaces [1, 2]. 
The aim in ambient intelligence technology is to make the technology ‘disappear’ and 
become socialized and part of the everyday activities of people. Jewelry has been 
noted as the potential medium for this purpose. Over a decade ago Miner et al. [3] 
envisioned digital jewelry as ambient interfaces that enable the user to see incoming 
email messages, check priority emails in meetings and provide affective information 
by using dynamically color-coded jewelry to close friends. Some of this kind of use is 
now enabled by smartwatches. Also finger-rings seem suitable as a universal form of 
ambient technology. Wide social acceptability in almost all cultures and the fact that 
fingers produce the highest information entropy in the human body [4] make finger-
rings a good candidate for future interaction device. 

Finger-ring shaped user interfaces deserve a descriptive term of their own in HCI 
literature ─ “ringterfaces”. In this paper we present a literature review of 16 past ring-
terface concepts and an analysis of interaction techniques. We discuss the pros and 
cons of these ringterfaces for their input and output capabilities and critically examine 
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how socially acceptable, subtle and natural they are. We end by suggesting factors 
that can drive ringterfaces to become everyday digital jewelry. 

This analysis focuses only on academic literature. We recognize that there are 
commercial products such as the gaming appliance Ringbow. There are also related 
patents pending and granted. Since none of the ringterfaces have really reached large 
scale commercial utilization we exclude those concepts from this analysis for now. 

2 18 Years of Research ─ 16 Ringterface Concepts 

This chapter summarizes the evolution of ringterface concepts from the first wireless 
keyboard prototypes in the 90's to the latest gesture ringterfaces in 2012. We then 
categorize the ringterfaces by the interaction techniques they support. 

2.1 Ringterface Concepts and Prototypes 

FingeRing in 1994 [5] and 1997 [6] was the first widely noted prototype that utilized 
the form factor of a finger-ring as the user interface. FingeRing was intended as a 
“full-time wearable interface” for inputting commands and characters by tapping a 
surface with fingertips which was detected by accelerometers and mapped to charac-
ters on the keyboard. 

MIDS Ring [7, 8] developed by Lam et al. works as a mouse, virtual keyboard and 
a light pen. The system uses MEMS acceleration sensors and consisted of MIDS 
Ring, MIDS Watch, MIDS Interface and a computer. It was envisioned to become the 
interface for handwriting or playing virtual piano and assistive technology for the 
blind for reading Braille dot writings. 

Fukumoto's HANDset [9] acts as a phone. It uses vibration conductivity of the 
bones in the user's hand for transmitting phone calls. The ring part of the system is 
used as the speaker and the wrist part as microphone. The user inserts her finger in the 
ear canal and speaks to her wrist. Additionally, the system supports a simple gesture 
such as on/off which is achieved by tapping fingertips together. Although intended 
primarily as a phone the device itself can be count as a ringterface since an audio-
based input and output mechanism could be built on it. 

Telebeads by Labrune & Mackay [10] was a concept for sharing social network 
mnemonics targeting teenagers. The finger-ring part of the system acted as a notifica-
tion medium to e.g. vibrate when someone sent a message to the user. Telebeads also 
help people to remember who they are connected to and communicate with them us-
ing the ring. For simple input Telebeads included a button. 

Lee et al.'s i-Throw [11] was the first ringterface to realize a wide range of hand 
gestures for user interaction. i-Throw was the ringterface part of a larger smart ubi-
quitous environment. The system recognizes gestures such as throwing (sending), 
ready-to-receiving, receiving and selecting virtual objects, as well as scrolling up or 
down, increasing or decreasing (e.g. volume), and scanning. Target devices the user 
wishes to interact with are chosen by pointing at them at close range. 
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Han et al. [12] presented the first ringterface to make use of magnetometers. Their 
method for handwriting input uses a magnetometer attached to the wrist and a perma-
nent magnet worn as a finger-ring. They suggested the method could be applied for 
wearable computing. 

Iwamoto & Shinoda [13] demonstrated a ring shaped interfaces that allows the user 
to press UbiButtons by tapping different parts of the index finger and use the finger as 
a pointing device such as mouse. 

Werner et al.'s [14] United-Pulse ringterface measures and transmits the partner's 
pulse whenever the wearer touches the ring having the aim of for sharing intimacy. 

Abracadabra by Harrison et al. [15] uses magnetometers like Han et al., but it re-
quires a wrist display. The system supports 1D polar movement (rotation) and click-
ing, cursor control and 1D polar or 2D positional gestures that are done near but not 
directly on the display (“around device interaction”). 

Matsuda et al. [16] developed a Finger Braille reading system for deafblind people 
which consists of piezoelectric accelerometers attached to rings. Finger Braille writ-
ings are recognized when moving fingers over Braille dots. 

Nenya developed by Ashbrook et al. [17] uses similar methodology as Abracada-
bra allowing 1D input operations. The user can twist the ring to make scrollable selec-
tions and slide it along the finger to “click”. Also Nenya requires a wrist counterpart 
that recognizes changes in electromagnetic fields that use of the ring produces. It can 
be used by just one hand although two-handed use is much easier. 

Bainbridge & Paradiso [18] created a ringterface based on RFID technology. Pas-
sive RFID tags are worn in each finger and a wrist piece contains an RFID reader. 
Five rings worn on each finger allow finger gestures such as clicking and scrolling 
and mouse-like operation of the cursor. 

Zhang et al. [19] demonstrated a ring-shaped system and a sensing method that col-
lects audio signals conducted by finger bones when the user slides the finger along a 
surface. It uses a gyroscope and an accelerometer to recognizes posture and move-
ment of the hand. This system was intended to be used for controlling large displays 
such as TVs and projector systems. 

Xangle by Horie et al. [20] consists of two accelerometers embedded on two dif-
ferent devices assuming that people can control only one axis precisely and fast by 
moving a body part. Xangle devices can be worn on forefingers, a forefinger and a 
thumb, or a forefinger and head. Pointing interaction is enabled by calculating the 
angle between the two devices. “Clicking” is achieved by 1-second pointing. 

EyeRing by Nanayakkara et al. [21] is a ring-embedded camera that is used for tak-
ing photos of the surroundings. It was intended as an assistive technology for the 
blind to be used in applications such as detection of currency in bills by text recogni-
tion, recognition of colors and walking aid by recognizing space in front of the user. 
A small button embedded on the ring has to be pressed to initiate interaction. 

Ketabdar et al. [4] developed an “around device interaction” system Pingu. It con-
sists of built-in magnetometer, acceleration, gyro and proximity, and output capabili-
ties via a RBG led light and a vibration transducer.  Pingu recognizes small scale 
subtle finger gestures. Social interaction, physical activity analysis, context recogni-
tion and in-car interaction are mentioned as possible applications. 



 Subtle, Natural and Socially Acceptable Interaction Techniques for Ringterfaces 55 

 

2.2 User Interaction Support in Ringterfaces 

We categorized the ringterface concepts according to input and output capabilities by 
using the direct vs. indirect input and user task composition [22]: 

• elemental tasks use typically one degree of freedom such as 1) text entry (e.g. typ-
ing a symbolic character), 2) making a selection (e.g. from a set of alternative), 3) 
indicating position (e.g. pointing on screen) and, 4) quantification (e.g. giving an 
exact numerical value), 

• phrasing that utilizes muscular tension such as using a pull-down menu (press and 
hold mouse button, move cursor to a menu item, release button). 

Table 1. Input type and user tasks supported by each ringterfaces concept 

Ringterface Fingers Direct/ Indirect 
input 

Elemental 
tasks

Phrasing 
tasks

Output 

FingeRing 5 Indirect: keyboard Text N/A N/A 
MIDS Ring 2 Direct: pen 

Indirect: keyboard; 
mouse 

Text, Pointing Hand-writing N/A 

HANDset 1 Direct: voice 
Indirect: button

“Clicks” N/A Audio (voice) 

Telebeads 1 Indirect: button “Clicks” N/A Visual (color 
coding); Vibra-
tion (alert) 

i-Throw 1 Indirect: gestures N/A Hand ges-
tures

N/A 

Han et al. 1 Direct: pen N/A Hand-writing N/A 
UbiButtons 1 Indirect: mouse “Clicks”, 

Pointing
N/A N/A 

United-
Pulse 

1 N/A N/A N/A Vibration 
(pulse) 

Abracadabra 1 Indirect: gestures; 
mouse; button

“Clicks”, 
Pointing

Hand ges-
tures

N/A 

Matsuda et 
al. 

3 Indirect: Finger-
Braille reading

N/A N/A Vibration 
(Braille) 

Nenya 1 Indirect: slider Selection, 
“Clicks”

N/A N/A 

Bainbridge 
& Paradiso 

5 Indirect: gestures; 
mouse; button 

Pointing, 
Selection, 
“Clicks”

Hand ges-
tures 

N/A 

Zhang et al. 1 Direct: touchscreen Pointing, 
Selection, 
“Clicks”

N/A N/A 

Xangle 2 Indirect: joystick N/A Pointing, 
“Clicks”

N/A 

EyeRing 1 Direct: pointing 
Indirect: button

“Clicks” N/A Audio (synthe-
sized voice) 

Pingu 1 Indirect: gestures N/A Hand ges-
tures 

Visual (color 
coding); Vibra-
tion (alert) 

 

Compound tasks and chunking that use multiple degrees of freedom e.g. by using 
two hands for scrolling with keyboard and pointing with mouse are often difficult to 
differentiate from elemental user tasks [22]. In the case of ringterfaces, it is rather 
simple to differentiate between elemental and phrasing tasks, but more inconvenient 
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to differentiate between elemental and compound tasks because the discrete motion of 
the finger(s). Phrasing can be taken as an input operation which requires the finger on 
which the ring is worn to be kept in certain position for a while, as "clicking" using 
Xangle. Table 1 illustrates our categorization. 

Since the 90's command-line prototypes the number of rings has been reducing, the 
only exception being Bainbridge & Paradiso's prototype. Most of the ringterfaces (10) 
have adopted the indirect input paradigm. Han et al.'s and Zhang et al.'s prototypes 
enable direct input only. MIDS Ring, HANDset and EyeRing enable both direct and 
indirect input. The ringterfaces demonstrate a wide array of input methods being ei-
ther button-like (5), mouse-like (4), gesture interface (4), keyboard-like (2), pen-like 
(2), joystick-like (1), touchscreen-like (1) or simple slider-like (1). Matsuda et al.'s 
Braille reading method is also indirect input. United-Pulse does not support any input. 

The first two prototypes, FingeRing and MIDS Ring enable text input. Most of the 
ringterfaces utilizing indirect input methods enable “clicks” (7) and pointing (6) of 
which Zhang et al.'s prototype acts as a direct touchscreen-like input. Xangle can be 
taken as an indirect joystick-like method as the user has to adjust two rings to point 
and make selections. HANDset is a unique ringterface in a sense that it is intended as 
just a phone and it supports only input that is equal to pressing two buttons. 7 ringter-
faces enable phrasing. Handwriting is supported by MIDS Ring and Han et al.'s proto-
type. i-Throw, Abracadabra, Bainbridge & Paradiso's prototype and Pingu support 
gesture interaction. Xangle is a unique indirect input ringterface since pointing is done 
by phrasing and the user has to “click” by holding the cursor still. 

6 ringterfaces support output. Output is usually provided via vibro-tactile or audio 
feedback. Only Telebeads and Pingu demonstrate visual feedback by showing lights 
of various colors which meaning the user needs to interpret. HANDset was intended 
as just a phone. Matsuda et al.'s prototype is unique in a sense that its only function is 
to transfer and interpret vibration information into another person than the user. 

3 Analysis of Interaction Techniques 

The categorization above demonstrated that it has been technically possible to include 
many kinds of input methods and at least limited output into ringterfaces. In the fol-
lowing we analyze advantages and disadvantages of the interaction techniques. It 
should be noted that only limited user studies have been conducted by all the ringter-
face authors. We recognize the fundamental challenge of defining what subtle interac-
tion, gestures and natural user interaction are in general, but at least we can draw  
approximations based on previous HCI literature on these topics. 

3.1 Analysis Criteria from HCI Literature 

Social Acceptability. As computer use has become a social norm, we do not question if 
pressing buttons, making selections, using mouse, typing on keyboard and writing with 
digital pens are socially acceptable input methods. On the other hand, several ringterfac-
es support gesture interaction. There are expressive, suspenseful, secretive and magical 
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gestures and the observers of gesture interaction have an impact on what is socially 
acceptable [23]. In everyday use the effect of gestures has to be visible to the people 
around the user instead of looking like magic [23]. Therefore ringterfaces that use indi-
rect non-gesture based or direct touchscreen-like interaction techniques can be expected 
to be socially acceptable as the effects can be observed. Gesture interaction without a 
touchscreen, however, appears as magical ununderstandable interaction. Secretive ges-
tures would not be noticed at all. Lumsden & Brewster [24] questioned the social accep-
tance of gesture-based and speech-based interaction methods in general. Previous  
studies highlight two critical issues in gesture based interaction in public use. Rico et al. 
[25] argue that a successful gesture interfaces need to be usable and robust in addition to 
being socially acceptable. Gestures in general produce physical and cognitive load 
which has to be overcome by personalized gesture sets [26]. These challenges lead to 
the exclusion of all indirect gesture ringterfaces from social acceptable everyday digital 
jewelry. Socially acceptable ringterfaces therefore would support either: 1) conventional 
computer-like input or 2) secretive gestures. 

Subtlety. Costanza et al. [27] studied subtle and intimate interaction using an EMG-
based “motionless gesture” system worn on the upper arm under the clothes. This 
kind of interaction represents the most subtle and unnoticeable interaction the human 
body can produce using voluntary movement of muscles. Unfortunately, such interac-
tion is difficult to incorporate into ringterfaces. The high information entropy in the 
finger [4] would produce lots of false positives in detecting any gesture. García-
Herranz et al.'s [28] model for classification of communication consists of two axes. 
Information communicated varies from poor to rich on one axis. On the other axis 
communication traffic varies from light to heavy. Subtle communication is therefore 
rich in information but light in traffic, whereas the opposite is redundant communica-
tion which is poor in information but heavy in traffic. This translates to subtle interac-
tion as minimal perceivable interaction. 

Natural Interaction. Many of the ringterfaces support gesture interaction. Although 
a popular research topic, gestures may not be the most suitable approach for ringter-
faces. Hinckley & Wigdor [22] argue that “it is a common mistake to attribute the 
naturalness of a product to the underlying input technology” and that “there is no 
inherently natural set of gestures”. Rico et al. [25] summarized previous research 
results on naturalness of gestures indicating that natural gesture interaction may not 
be separated from gestures that support speech and conversations. Mouse-like and 
keyboard-like ringterfaces are not any more natural than the original indirect input 
devices which interaction they emulate. Nor are handwriting ringterfaces, except for 
handwriting tasks. Thinking about the finger-ring particularly as a form factor does 
raise a question what a natural interaction using a ringterfaces should actually be like. 
Mundane interactions involving ringterfaces that are already ‘naturalised’ would re-
duce the perceived level of complexity in use. Normally, rings are mere decorations 
and have symbolic value. Conventional rings do not have functionality. However, 
being part of the finger they allow a few interactions that we here take as natural: 1) 
Pointing with the finger the ring is worn is natural direct input, 2) playing with the 
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ring by rolling it around, moving it along the finger or slightly fix its position which 
would not seem strange to most people, or 3) taking the ringterface off and putting it 
on which are natural and unobtrusive interactions (although potentially annoying 
when repeated). 

3.2 Results 

Fig. 1. illustrates the result of the categorization. In the following, we draw a few 
notions on how specific ringterfaces fit into the above-mentioned criteria. 

 

Fig. 1. Ringterfaces categorized by analyzed three characteristics 

Social Acceptability. Most of the ringterfaces allow the effect of interaction to be 
perceived and understood by others. Even HANDset would not differ much from a 
normal mobile phone headset. Mouse-like pointing would not look strange as long as 
the cursor can be seen. United-Pulse that does not allow input would also be socially 
acceptable as its output cannot be perceived by the observers. Use of Nenya, on the 
other hand, looks mostly like a magical gesture. All indirect gesture ringterfaces that 
do not relate to existing user interface devices, i.e. Bainbridge & Paradiso's, Pingu and 
Nenya, were judged to be socially non-acceptable based on the previous findings  
[24-26] discussed above. Assistive technology ringterfaces, Matsuda et al.’s Braille 
reading method and EyeRing, are more challenging to categorize. They are only used 
in situations where there are physically impaired users reading texts they do not 
perceive in the same way as healthy users. In that sense, if used by healthy users, 
these ringterfaces would be seen as strange devices. 

Subtlety. Pingu and Telebeads employed somewhat similar interaction techniques 
and United-Pulse only uses a different modality. These ringterfaces can achieve rich 
information through the codification and light traffic in communication. In this sense 
subtle interaction can be achieved by embedding the user interaction into some ordi-
nary and unnoticeable voluntary action that does not produce heavy communication 
traffic due to the use of the ringterface. MIDS Ring or Han et al.'s magnetometer-
based method could therefore be used only when masqueraded as normal-looking 
handwriting. Nenya, on the other hand, does achieve rather light traffic, but it com-
municates only poor information. 

Natural Interaction. Only three of the ringterfaces achieve natural interaction by 
providing interactivity as putting the ring on or taking it off, playing with the ring or 
pointing with the finger. Zhang et al.’s touchscreen-like ringterface enables the user to 
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point and touch a surface. The only limitation in this technique is that the user usually 
has to point at a target device of an ambient intelligence enabled environment. The 
“playful” interaction is only enabled in Nenya. Mundane interactions, taking off and 
putting on, have not been utilized in any ringterface concept yet. 

4 Discussion 

The above analysis suggests that the research on ringterfaces has so far been very 
much technically-focused. It seems that none of the ringterfaces presented to date 
achieve subtle, socially acceptable and natural interaction. Social acceptability was 
achieved by 11 ringterfaces, subtle interaction by 3 ringterfaces and natural interac-
tion by 3 ringterface. Only 2 ringterfaces achieve two of the three aspects. Therefore, 
an alternative paradigm might help us to understand how the vision of digital jewelry 
in the case of ringterfaces could actually be realized in terms. We suggest that that 
two major factors affect adoption of ringterfaces in the real world. 

First, as the level of automation in our everyday technology raises due to agent 
technology and context-awareness, we will find less and less need for complex user 
interaction. Especially in the context of ambient intelligence, this becomes a key 
question [29]. The automation of routine tasks will release people from executing 
trivial tasks, and thereby give them additional time to focus on more challenging 
tasks. In addition, such ambient communication technologies can be considered as a 
platform to keep social relationships within geographically distributed people [30].  
The design of ambient communication technologies will have a considerable impact 
on the way people communicate and interact in their daily life. The possibilities that 
arise from such system will not only influence communication processes, but also the 
way daily activities are organized. Therefore, the requirements to build ambient 
communication technologies that perform exactly as they are expected to do, and that 
protects personal data while still allowing easy access to it, are compelling. 

Second, we believe end-user programming (EUP) [31] becames an essential part of 
future ringterfaces. Within an increasing number of domains an important emerging 
need is the ability for users, who have limited technical knowledge, to compose com-
putational elements into novel configurations. EUP attempts to support naïve users to 
somehow find ways to control the power of computation to help with their tasks. EUP 
is becoming a trend in mobile communications e.g. in the form Samsung's TecTiles™. 

Costanza et al. [27] stated that most of the personal communication through mobile 
devices is minimal for the most parts. For a future ringterface that enables highly 
automated and end-user-programmed mobile communications, even a few input 
commands would suffice. Our on-going work demonstrates how increasing level of 
automation and EUP come together as a interaction method for making real world 
mnemonics [32]. The concept supplements smartphones with a finger-ring shaped 
wearable camera that is used to take photos of the user's environment. EUP enables 
the user to record macros on the smartphone that are associated with a photo of a 
familiar scene. Taking another similar photo of the same scene triggers the macro. In 
this way the user is empowered to use her creativity for making the mnemonics and 
achieve what she wishes using EUP, yet, automation processes photo comparisons. 
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5 Conclusion 

We analyzed 16 previous ringterface concepts in terms of interaction techniques. 
Especially gesture interaction seems a popular choice of interaction in the latest con-
cepts. We argued that gesture interaction based ringterfaces will face problems in 
everyday commercial applications because of low social acceptance of gestures in 
public places. We suggested two aspects that affect the success of ringterfaces as 
general-purpose user interfaces. First, the ever-increasing level of automation and 
future advances in ambient intelligence and context-awareness will affect adoption of 
gesture interaction based ringterfaces negatively. Simplistic interaction techniques are 
most likely to prevail. Second, end-user programming is suggested to be the paradigm 
which is a socially acceptable and flexible step in the near future developments of 
ringterfaces for everyday use. We outlined our approach and on-going work on devel-
opment of this kind of ringterfaces. Future research will focus on validating our sug-
gestions and examining how they relate to other form factors of digital jewelry. 
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Abstract. Entering text by gesture alphabets is not one of the most
efficient methods. However, there are special applications and contexts
where it shows advantages. Input with little focus of attention is possi-
ble and, for short phrases, transition to other input options may be more
involving. The work at hand presents a new multi-touch gesture alpha-
bet. Multi-touch can accelerate gesture input and provides the diversity
that allows to confine to single strokes that demand less attention. We
analyzed the characteristics of the alphabet and compared it to a single-
touch variant. Detailed investigations of text input by gestures and re-
sults of a user study are provided. The investigations revealed preferences
of users and showed the need for individualization and self-definition of
gestures. To meet this demands, our approach for classifying template
defined letters is demonstrated.

Keywords: gesture alphabet, text input, classification, recognition,
template-based, multi-touch.

1 Introduction and Motivation

Applications for controlling UI by symbolic surface gestures are browsers, air
traffic control [3], accessibility of mobile [16,8] or special [20] devices or in sketch-
ing tools, directly [1,23], or to support sketch recognition [11,4]. Symbolic ges-
tures are applied in several text entry systems, too. Gesture alphabets are, for
instance, ‘EdgeWrite’ [22], ‘Minimal Device Independent Text Input Method’
(MDITIM) [7], or the ‘Graffiti’ alphabet realized in the Palm OS. Such methods
can offer advantages over conventional text input methods. As an abstraction to
handwriting, such symbols are easier to recognize by pattern matching methods.
Additionally, they allow for shorthand writing and demand less attention by
writing letters on top of each other. Though efficiency of these input methods is
low compared to, for instance, virtual keyboards, users may still prefer them [9].
We introduce a new gesture alphabet consisting of multi-touch symbols. That
allows for greater variability and similarity to Latin letters while improving writ-
ing speed. The multi-touch gesture recognizer utilized is capable of recognizing
all types of symbolic surface gestures and can be trained by templates. This
provides the option to compare other gesture alphabets directly. Furthermore,
the classifier detects gestures invariant to rotation, scaling and speed. Therefore,
it scales with users’ experience in text input and is suitable for mobile devices.
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2 State of the Art

For text input in mobile environments different approaches exist. Most common
is the 12-key keyboard, capable to achieve around 10 words per minute (with T9
support, approximately 20 wpm are possible) [13]. In substitution to QUERTY
hardware-keyboards, less space demanding virtual keyboards are common for
smartphones, too. Besides typing, other silent input systems include handwriting
and entering symbols of gesture alphabets. While handwriting is natural to most
users, it is still challenging for pattern recognizers. Virtual keyboard input is fast
(conservative model estimation predicts at least 28 wpm [24]), but unnatural and
prone to parallax errors.

Several approaches improve on pure keyboard input and diminish differences
between gesturing and typing. One way is to re-arrange or group symbols to
provide structures for a short way hierarchical targeting by gestural movements
[17,14,15]. In [18], letters are split into a set of abstract and recurring segments to
define a hierarchical structure whose navigation produces them. Other methods
support gesturing on virtual keyboards to connect keys to words. Though per-
formance gains by gesturing on virtual keyboards are possible in general, there
is much room for improvements due to special layouts [19]. In [2], such input can
be done even bi-manually. By interpretation of the drawn shape on the basis of
a large dictionary, the approach in [10] requires no precise targeting of keys.

All these methods lack the ability of eyesfree writing. Although, methods that
interpret the shape - as in [10] - demand less attention from users as they are al-
lowed to trade accuracy for speed [13]. Overall, the precise targeting necessary for
input per soft keyboards, hierarchical selection and handwriting requires focus-
ing the input area. Eyesfree entry allows to spend more attention to supporting
input techniques as word completion [12].

Pure gesturing is an alternative that uses an input area more efficiently by
writing letters on top of each other. In [6], this concept was introduced as heads-
up writing and it was stated being easier on the wrist for users when compared to
handwriting. Another advantage of writing discrete symbols in single movements
and an unrelated manner is the possibility of entering text with less attention to
the screen or even without visual feedback. In [13], the term ‘focus of attention’
(FOA) is introduced. It indicates the level of attention a task requires from a
user. For instance, blind writing of memorized text has a lower FOA than writing
it with a text entry method that requires additional observation of input [13].

Gesture alphabets discretize letters by variable degrees of abstraction. The
more abstract, the more robust is recognition, though users’ ability to grasp
them intuitively may suffer. ‘EdgeWrite’ [22] and MDITIM [7] facilitate robust
recognition by utilizing sequences of only a few directional strokes. This enables
both methods to be less dependent of input devices and input by tracking of
eye movements, for instance. Little more resemblance to Latin letters can be
found in ‘Unistrokes’ [6]. The ‘Graffiti’ alphabet, in contrast, mimics most Latin
letters and is therefore more intuitive. Its successor ‘Graffiti 2’, though prone to
input errors (19% at approximately 12% due to classification errors), compared
to virtual keyboard is preferred by users (with word completion) because it is
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seen more intuitive and usable as well as less exhausting [9]. This is interesting
regarding that a slow input rate (9 wpm), approximately two-thirds the input
speed shown on virtual keyboard, was observed.

3 Multi-Touch Text Input

In the following, we use the same terms and taxonomy as in [21] (see Fig. 1).
A gesture consists of at least one stroke, i.e., a phase during which at least
one contact touches the sensing device. Each stroke can have one or multiple
(partly) concurrent touches. ‘Single-touch’ and ‘multi-touch’ refers to gestures
consisting of one stroke with one or multiple touches, respectively. A ‘multi-
stroke’ is characterized by more than one subsequent but no concurrent touches.
A gesture of multiple strokes containing one being multi-touch is referred to as
‘sequential multi-touch’.
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Fig. 1. The taxonomy of surface gestures from [21]. Gestures are classified by their
number of strokes and the maximum number of concurrent touches within these strokes.

We present a multi-touch gesture alphabet based on the two ‘Graffiti’ versions.
Our aim is to speed up writing by avoiding multi-stroke symbols and introducing
multi-touch symbols for complex letters. The level of abstraction is low compared
to ‘Unistrokes’ and most symbols resemble upper case Latin block letters. We
balance efficiency and intuition by abstracting letters that are drawn multi-
stroke when writing with a pen or that have a shape that can be produced faster
using multiple touches. Variations of several letters are supported to allow for
further writing speedup or individual style. In our user study, we investigated
the advantages and drawbacks of this approach. For this purpose two alphabets
were created, a single-stroke reference alphabet and the multi-touch text input
method. Figure 2 illustrates the two alphabets. On the left side, the single-
stroke reference alphabet is shown. It consists of letters from ‘Graffiti’ 1+2,
stripped by multi-stroke symbols and enlarged by few simplified alternatives for
some letters. On the right side, our multi-touch alphabet is demonstrated. We
replaced selected symbols by multi-touch counterparts. The remaining single-
stroke gestures are shared for the same letters between both alphabets.

To recognize both gesture alphabets of Fig. 2, the gesture classifier presented
in [21] was used. It recognizes arbitrary surface gestures that were trained by
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                                Backspace

Fig. 2. Illustration of input for the single-touch (left) and the multi-touch alphabet
(right). Symbols are drawn in one stroke, but may consist of up to three movements of
simultaneous touches (only on the right side). A black dot depicts a touch, the arrow
its movement and the blank circle the position where the contact is lost.

templates. This way a fair comparison is not hindered by different classification
methods. Two gesture templates per symbol were defined in advance by the
authors.

4 Gesture Recognition

Details of the applied on-line gesture recognition routine are found in [21]. The ap-
proach is based on statistical (Bayesian) classification and comprises comparisons
by features of the shape and structural properties of a gesture’s segments (tokens).
The segmentation process splits gestures by their trajectories of touches on the
sensing device. The pseudo code adapted from [21] is given in Algorithm 1. The
procedure ‘CompareGestures’ computes the similarity of an input I and a template
gesture T with the same number of tokens n.1

Algorithm 1 finds the best bijective matching between two sets of tokens by
the negated sum of their pairwise distances of normalized structural features
and their shape. Structural features of a token are its relative position, size,
slope and rotation within the gesture. Shapes are compared by the Procrustes

1 An input is not allowed to match a template with a different number of tokens.



66 M. Schmidt, A. Fibich, and G. Weber

Algorithm 1. CompareGestures(I, T, n)

� INPUT: T - template gesture; I - input gesture; n - token count
for all i = 1 → n do

y
(i)
T ← ExtractStructuralFeatures(T,i)

z
(i)
T ← GetTrajectory(T,i)

y
(i)
I ← ExtractStructuralFeatures(I,i)

z
(i)
I ← GetTrajectory(I,i)

end for
if n == 1 then

return ProcrustesShapeDistance(z
(1)
T ,z

(1)
I )

else
for all i = 1 → n do

for all j = 1 → n do
md ← SquaredEuclideanDistance(y

(i)
T ,y

(j)
I )

sd ← ProcrustesShapeDistance(z
(i)
T ,z

(j)
I )

mm[i,j] ← −md− sd
end for

end for
return MaximumMatchingValue(mm)

end if

analysis. It performs normalization of the trajectories to match them in sample
rate, size and rotation2. A squared Euclidean distance of thus normalized ‘shape
signatures’ is computed. The interested reader is referred to [21] for a detailed
description of features and routines. Possible improvements of the classification
routine concerning parameter estimation to account for feature correlations are
discussed there as well. Rejection of an input is possible by defining a distance
threshold that shall not be exceeded. We did not apply rejection for MTIS.

5 Evaluation

A first version of our multi-touch alphabet was evaluated with 20 users in [5].
Organized in a between group design, the multi-touch alphabet was compared to
the ‘Graffiti 2’ alphabet by performing text-copy tasks3. In a questionnaire, users
declared the multi-touch gesture alphabet more usable in the whole and in detail
conducive to learning. Furthermore, the input of multi-touch symbols was faster
in the learning phase and significant faster during tests, when averaged over the
same test sentences.4 However, ‘Graffiti 2’ contains few multi-stroke symbols
that require a time-out for proper recognition. To gain better comparability,

2 We restricted rotational invariance to 20 degrees to include gestures differing in this
aspect mostly.

3 Text-copy tasks are preferred over text-creation tasks to minimize mental workload
and errors of incorrect memorization or spelling[13].

4 In detail, letters ‘E’,‘H’,‘M’,‘W’, for instance, proved to be significant faster.
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both alphabets were modified. We restrict all symbols to single strokes in this
work.Within the multi-touch alphabet, former single-touch symbols of the letters
‘R’ and ‘K’ were replaced by abstract multi-touch symbols5.

We were interested in further insights of gesture text entry methods, more
specifically, in the following questions:

• Differ the two alphabets regarding intuitivity, error rate and satisfaction?
• Compared to conservative methods, is text input per gestures perceived as
useful?

• Are abstract symbols preferred, or the ones more similar to handwriting?
• Would users like to specify their own gestures?

The classifier allows for template-based specification of symbols and users can
individualize their alphabets. We were keen to know if users accept such possi-
bilities to enhance their text input system.

The second evaluation was done again with an SMS writing tool developed
in [5]. This tool can be used to define and teach gesture alphabets and presents
text for testing purposes. In the same between group design, each group was
confronted with a different gesture alphabet and the following test schedule:

• Introduction to the alphabet, its notation and the evaluation routine.
• Training:

1. Visual templates of symbols/variants were retraced by the user.
2. Aiding icons were shown and symbols entered twice altogether in random

order. Gestures entered correctly were automatically added as templates
to make classification more robust to between user variations.6

3. Symbols were entered (random) without visual aid and in the users’
preferred variant.

• Test: Users were requested to enter text presented to them as quickly and
accurately as possible. Corrections were done by backspace buttons or ges-
tures only. A reminder of the gesture alphabet could be displayed on press
of a help button. Altogether, 16 phrases per participant were entered by
gestures.

1. A pangram7 was written per virtual keyboard by the user.
2. Sentences (letters only and letters plus numbers) were entered per ges-

tures.
3. The pangram was entered again, this time per gestures.

• Survey per questionnaire on perceived usability and subjective preferences.
A free text field gave the option to provide additional comments.

5 Pretests indicated they were hard to remember, but wanted to know if abstraction
or intuition is preferred.

6 This individualization without knowledge of the users has its drawbacks. The tem-
plates did not always represent the users’ style. Instructed not to play around, some
users did so to test recognition. Others drew the gestures still very meticulous.

7 Lower case version of German phrase ‘Franz jagt im komplett verwahrlosten Taxi
quer durch Bayern’.
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As for the first evaluation [5], we used a convenience sample of participants.
Of the 12 new participants (7 female, 5 male, aged 19-34), nine were students
or former students of computer science. Most stated to write approximately 1-
5 SMS per day. One each answered to this question with 0, 6-10, 11-20. Six
participants use virtual keyboard when writing SMS, four the 12-key keyboard
and two use the ‘QWERTZ’ hardware keyboard.

6 Results

Considering characters per minute (cpm, as defined in [13]) when writing the
pangram, the multi-touch group (M=36.93, SD = 4.63, N=6) was significantly
faster (two-sample t-test; t=3.1, DF = 10, p = 0.01) than the single-touch group
(M = 28.13, SD = 5.19, N=6).8 Considering overall input during the test phase,
strong tendency to faster multi-touch input is shown by the same test (t = 2.08,
p = 0.06).

Cumulative error rates (containing all misinterpreted input) during the third
phase of training (without aid) were 13.85 for multi-touch and at 17.44 for single-
touch. This difference showed no significance (two-sample t-test).

In our survey, we collected answers to questions regarding subjective sen-
sations of error rate, temporal demand, stress and ease of memorization when
writing per gestures. On a five point Likert scale (1 worst - 5 best) all items were
rated slightly higher for multi-touch and in average between 3 and 4. Highest
difference (3.3 versus 4) is shown in subjective error rate of gesture recognition.

The direct comparison of input by gesture alphabets to the usual text input
method showed preference of the latter. In both groups, most answers to pre-
ferred technique, fun, error rate, stress and concentration got average values of
3 to 3.83 on the five point Likert scales. Increasing values describe tendencies in
favor of the usual text input. Differences between the two groups are negligibly
small (0.16 or less) and insignificant. One exception occurred for fun, which got
a better average rating of 2 for multi-touch compared to 3 for single-touch.

All participants were confronted with a picture of both alphabets and a short
explanation of the differences in the final question of the interview. Until this
time, it was not communicated that a comparative evaluation took place. Asked
what alphabet they would prefer, given only this choice, three (two within the
multi-touch group) selected the multi-touch version and nine the single-touch
alphabet.

Figure 3 displays the distribution of answers, when users were asked on pre-
ferred variants of input possibilities.

Besides evident tendencies towards specific versions of ‘T’, ‘X’ and indicated
preferences for ‘J’, ‘V’, ‘Y’, most symbols - including commands for space and
backspace - are not assigned to a generally favored gesture. This impression is
affirmed by our logging data that additionally provides information for num-
bers. Number ‘8’ (multi-touch) and ‘9’ were favored in their figurative variations

8 For comparison, input by virtual keyboard achieved in average 96.69 cpm.
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Fig. 3. Numbers of users that prefer one of the provided input methods for different
symbols. Note that not all symbols are available within both alphabets.

whereas number ‘4’ was entered in one third of the time in the abstract variant,
too. For spaces and backspaces the relations were as indicated in Fig. 3.

7 Discussion and Outlook

Our results affirmed that, besides additional input options, a performance gain
can be achieved when multi-touch is involved. The multi-touch alphabet itself,
however, is in need of improvement. In spite of better ratings, users tend not
to select it when given the choice between the single-touch and the multi-touch
alphabet. Reasons for this can be found in users’ comments. In three comments
of multi-touch users, the awkward input for ‘R’ was criticized and in two that
of ‘K’. For both letters the help was called most often, too. Further discontents
were communicated regarding the horizontal direction of the numbers 1-3 and
the frequent changes in drawing directions. One participant wished for a mixture
of both alphabets.

The distribution of selected input styles within the questionnaire suggest the
development of gesture alphabets that allow for much more variation in users’
input than it is provided in available tools. We conclude the need of individu-
alization when offering input by gesture alphabets. This deduction is supported
by answers in our questionnaire concerning whether users would rather like to
specify their own gestures. All but one participant responded positively.

The instruments to evolve arbitrary gesture alphabets (see Fig. 1) by continu-
ous modifications were presented. The template-based classification can be used
for fair evaluations of different gesture alphabets under the same conditions.
Rates of classification errors should be adequate for that purpose. Memoriza-
tion performance and learning curves are features to be evaluated thoroughly in
the future. However, a usable text input system including adaptability is still
to be built. Ambiguous definitions should be prevented and aided recall created
dynamically from specified templates. To be of real use, it would require sophis-
ticated help and text correction as it is common for other input methods. Still,
applications of gesture alphabets fall into a niche. Investigations of how and in
which contexts this input option is of advantage are to be done. We imagine



70 M. Schmidt, A. Fibich, and G. Weber

a text input system on mobile phones for the blind or visually impaired users.
Possibly, with concepts of [20], a training mechanism (not necessarily per haptic
sensations) can be developed that allows for learning and recalling gestures as a
blind user. Input by a self defined alphabet may be fast and useful for this user
group.

Acknowledgments. The authors kindly thank all participants of our tests for
their help and constructive input.
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Abstract. Tangible user interfaces enable users to interact with digital information 
by directly interacting with physical objects. Aesthetic interaction is about 
triggering imagination, it is thought provoking and encourages people to think 
differently about the encountered interactive systems, what they do and how they 
might be used differently to serve differentiated goals. The aesthetic experience is 
one of the main elements in interaction design. We propose to combine ubiquitous 
computing with aesthetic interaction. In this paper, we present a new aesthetic 
interaction concept, a technology that enables aesthetic interaction on capacitive 
multi-touch devices. Our proposed a kit consists of iPhone device (Tangible 
device) and conductive ink sketching. We supply user draw lines or any sketches 
on it via conductive ink, which makes the simply interaction connection between 
the iPhone’s capacitive touch screen. Sketching conductive ink on a paper creates 
an aesthetic interaction by the capacitive surfaces. 

Keywords: Interaction design, Tangible device, Conductive ink drawing, Musical 
and Light composition. 

1 Introduction 

Tangible user interfaces enable users to interact with digital information by directly 
interacting with physical objects. Users can collaborate easily around such a space to solve 
problems using both hands. And then, physical objects in this type of environment can  
be more than just input devices: they can become embodiments of digital information. On 
the other hand, the aesthetics of the use experience becomes an instrumental perspective. 
Aesthetic interaction is about triggering imagination and it is thought provoking and 
encourages people to think differently about the encountered interactive systems, what 
they do and how they might be used differently to serve differentiated goals. [1] 

As our lives are increasingly regulated by electronics and there is a drive towards the 
miniaturization and portability of electronics on and around the body. Moreover, our way 
to interact with everyday objects has been changing along with the latest advancement of 
technology. The idea of the human circuit will capture people's imaginations. 
                                                           
* Corresponding author. 
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In the cell phone industry, capacitive touchscreen displays rely on the electrical 
properties of the human body to detect when and where on a display the user touching. 
Because of this, capacitive displays can be controlled with very light touches of a finger 
and generally cannot be used with a mechanical stylus or a gloved hand. Examples of 
devices with capacitive touchscreens are the Apple iPhone.  

 
 

 

Fig. 1. Based on the iPhone device and Conductive ink pen 

 

Fig. 2. Prototype testing on capacitive multi-touch panel (i.e. iPhone case) 
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2.2 Human Circuit and Touch Gestures 

To create a tangible, users draw the sketches by using the conductive ink and touching, 
recognizable by a capacitive screen. Using electrically conductive carbon paint, they 
can draw a circuit on to fabric, paper, glass and even your own skin. 

Touch gestures is a very general term and can refer to a broad definition depending 
on the context. In this paper, we focus in a specific genre of utilizing touch gesture in 
tangible media that is called paper computing. Paper computing can take various forms. 
For example in “Paints, Paper, and Programs”[6], paper computing computational 
elements (sensors, actuators, and power sources) are held on paper surfaces and 
electrically connected by magnetic paint and magnet. 

The Living Wall project explores the construction and application of interactive 
wallpaper [6]. The wallpaper consists of circuitry that is painted onto a sheet of paper 
and a set of electronic modules that are attached to it with magnets. The wallpaper can 
be used for a multitude of functional and fanciful applications involving lighting, 
environmental sensing, appliance control, and ambient information display. It explores 
an alternative method of conducting electricity in an interactive installation and 
effectively utilizes touch gestures in meaningful ways of interaction [5,7,8]. 

3 Design Concept and Components 

The main concept is the creation of a process in which involves conductive ink drawing 
and touch gestures and combine them with mobile device to compose sound feedback. 
Users are able to contribute their idea visually, feel the result of their works with their 
tactile sense, and receive auditory feedbacks. On the other hand, the mobile device 
enables us to develop a portable installation while allowing high degree of 
customization. For example by customizing the software, we were able to control the 
pitch and tempo of the auditory feedback and even did some remix to generate 
interesting sound effects or LED lights interaction. 
Our recognition module consists of 3 key parts, i.e.:  

1. Touching sensitivity：To improve the touching sensitivity between the Conductive 

ink and the kit. The static electricity block is divided into several of regions and based 
on four-point, three-point, two points, one point, as the main identification way.  

2. Supporting by the mobile device：To connect multi-touch displays  (Capacitive 

Touchscreen as sensor), user touch their drawings to play based on the figure static 
electricity. Then, the main body of mobile device provides sound feedback. 

 

3. Interaction design of pleasurable and natural experience：Players can drive 

around and explore the world of mind imaging and drawing. The mobile device 
case has lots of applications, such as the installation of simple dynamic reaction 
device or the LED light interaction changes though the conductive ink drawings. 
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Fig. 4. The example: Static electricity block of recognition module 

4 Research Method 

Creating though Play: Using Conductive ink pen as a conductive surface, we identify 
play as one approach to capture user’s attention and creativity. In accordance to 
unlimited possibilities of ink drawings, sketching conductive ink on a paper creates an 
aesthetic interaction by the capacitive surfaces, thus providing an enjoyable platform 
and new user experience. 

Sensing: When skin makes a contact with graphite, it will generate a stable static 
electricity signal and electrical current can be measured directly. Thus, by sending this 
signal into mobile device, the quantity of the electrical current can be converted and 
transmitted as sound signals. The mobile device’s multi-touch display (Capacitive 
Touchscreen) measure static electricity which is generated when a user makes a contact 
with the surface. 

Signal Processing and Auditory Feedback: The main part of our installation is the 
signal processing and auditory interaction feedback. As discussed in the previous 
sub-section, static electrical current were measured using static electricity sensors and 
transmitted as sound signals in the mobile device case. 

5 User Experiences 

In this paper, we discussed the concept of Aesthetic Interaction currently presents 
theoretical considerations and will need further empirical experiments to provide more 
concrete guidelines for working with aesthetic interaction generally. However we see 
Aesthetic Interaction as a beneficial perspective when designing interactive systems. 

We presented concept ideas of how we work towards aesthetic interaction in design 
cases. It represents a new way of interacting with music. In the prototype, we are able to 
record gestures with the device and relate that to playing sounds and lights. 
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6 Conclusion and Future Works 

The playful interaction and concept envisions a pervasive computing environment, 
where walls, tables and floors are interactive surfaces; documents can be exchanged, 
moved around and arranged in a spatial setting. 

In this paper, we have described an alternative interface for composing music. Our 
proposed kit allows users to interact in an easy way. By using mobile device and 
conductive ink as the sketch drawing we have succeeded in emphasizing imagination 
experiences in musical composition while preserving the enjoyment and quality of user 
experience. Furthermore, it allows the users to simultaneously experience three 
different modes of sensory perception, i.e.: visual, audio, and tactile. 
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Abstract. In this paper, we investigate interactions with distant inter-
faces. In particular, we focus on how to issue mouse click like commands
in mid-air and we propose a taxonomy for distant one-arm clicking ges-
tures. The gestures are divided into three main groups based on the part
of the arm that is responsible for the gesture: the fingers, the hand, or
the arm. We evaluated nine specific gestures in a Wizard of Oz study
and asked participants to rate each gesture using a TLX questionnaire as
well as to give an overall ranking. Based on the evaluation, we identified
groups of gestures of varying acceptability that can serve as a reference
for interface designers to select the most suitable gesture.

1 Introduction and Related Work

In this paper, we investigate interaction with distant interfaces. In particular,
we focus on how to interact with distant objects that are, for example, displayed
on a videowall in a control room or on a shopping window. We are interested in
distant interaction because growing screen sizes require, and improved computer
vision technologies allow for, interaction without actually touching the displays.
We further selected the clicking gesture because it is one of the most basic forms
of interaction which allows for very powerful and universal interaction designs
as the computer mouse shows.

There exists a large body of literature about gestures for human-computer
interaction, e.g. [6,9]. Here, we focus on clicking gestures that can be performed
with one arm only. Alternatives are, e.g., two-arm clicking gestures or the use of
additional devices. However, we feel that device-free one-arm clicking gestures
place the least restrictions on users and allow a more general use. We also believe
that they are more natural and intuitive and can more easily be related to touch.

We also focus on clicking gestures only. We do not investigate how to translate
a pointing gesture to display coordinates (see [12,13] for recent examples). We
also do not consider gestures that can be used as shortcuts to perform more com-
plicated actions, e.g. [1], or on gestures for other actions, e.g. pan-and-zoom [8].
We focus on clicking because it is one of the most fundamental human-computer
interactions, but at the same time one of the most useful and general ones.
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The clicking gestures in this paper are all based on a pointing gesture to
specify the area of interaction on the display. Pointing gestures have a long
history in human-computer interaction, e.g. Bolt’s ”Put that there!” [2], Vogel
and Balakrishnan [13], Schick et al. [12], to name just a few. To use pointing
gestures for interaction, two main problems have to be solved: first, how is the
pointing gesture translated to display coordinates, e.g. ray-casting [12,13] or
relative pointing [13], and second, how is the interaction triggered, e.g. with
speech [2], hand gestures [1,13], or dwell-based [12]. Here, we solely focus on
how to trigger the interaction.

Even though different clicking gestures have been proposed and compared to
each other, there are two drawbacks in previous work. First, the number of click-
ing gestures is relatively small and the selection arbitrary, thus not exploring the
full design space of clicking gestures [13]. Second, they are usually implemented
with a given system, e.g. based on Vicon markers [13] or video cameras [1,12].
Such systems are never absolutely perfect, e.g. due to measurement noise or
physical limitations like resolution. In addition, some gestures are more difficult
to recognize than others. Unfortunately, imperfections in the recognition system
affect the users’ perception of the gesture and, consequently, their evaluation. In
this paper, we present a systematic evaluation of clicking gestures and evaluate
them in a Wizard of Oz study [4], thereby eliminating the bias of an imperfect
system.

There exists a large body of research on how to classify gestures in human-
computer interaction and several taxonomies have been proposed [3,7,10,11,14].
A recent overview about gesture taxonomies can also be found in [14]. The
proposed taxonomies usually have a relatively wide scope to capture a large range
of gestures that can occur in different contexts. Even though it is possible to
describe clicking gestures based on these taxonomies, almost all clicking gestures
would fall into the same category. Therefore, we will introduce a new taxonomy
that focuses only on one-arm clicking gestures. This allows for a more diverse
categorization and a better exploration of the design space of clicking gestures.

In the remainder of this paper, we will first introduce a new taxonomy before
choosing nine specific gestures that were evaluated in a Wizard of Oz study.
After presenting the results of this study, we conclude with a discussion.

2 Taxonomy

In this paper, we focus on clicking gestures to interact with objects that are
displayed on a distant vertical display (Figure 1). We assume that the basis of
each clicking gesture is a pointing gesture to specify the object to interact with.
This is very natural for humans. Pointing gestures can be split into three phases:
preparation, stroke, and recovery [5]. The clicking gesture always occurs in the
stroke phase.

Given established taxonomies, one-arm clicking gestures can, for example, be
categorized as deictic or manipulative [10,11]. However, such a categorization is
very coarse and does not capture the possible variations, as we will show now.
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Fig. 1. The interface for the user study

A one-arm clicking gesture requires some form of movement over time. Given
a pointing gesture, this can either be a movement of the arm, of the hand, or
the fingers. This leads to the following categorization (see also Figure 2).

If the clicking gesture is based on arm movement, it must not affect the
pointing location. This reduces possible movements to orthogonal ones (towards
and away from the display) and rotation. Not moving the arm is the third option.
If based on hand movement, the clicking gesture can be expressed by a bending
movement, e.g. by vertically bending the hand. The most variations are possible
when the clicking gesture is based on finger movements. We characterize these
by the number of fingers that are part of the gesture, starting from one and up
to five. We found that having three or four fingers perform a gesture are the
least natural options.

In summary, the proposed taxonomy classifies one-arm clicking gestures for
distant interaction based on two characteristics: first, the body part that is
mainly involved, and second, the type or direction of the movement. These char-
acteristics also influence the difficulty of implementing a system to recognize the
gesture (the larger the body part, the easier it is to recognize), and how stressful
it is for the body to execute the movements depending on size and how natural
the movement is (e.g. push versus pull arm movements).

A clicking gesture is categorized by one single leaf node; however, even though
it would increase physical and cognitive stress, it is also possible to combine leaf
nodes, e.g. arm and finger movements.
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Fig. 2. Taxonomy for distant one-arm clicking and examples for each leaf node of the
taxonomy. The nine representatives for clicking gestures at the bottom are the ones
evaluated in the user study. Each gesture is split into three consecutive phases that are
shown from top to bottom. The clicking event is triggered in the last phase.

2.1 Clicking Gestures

For our experiments, we chose for most leaf nodes of the taxonomy at least
one representative. They are shown at the bottom in Figure 2 and will now be
explained.

For arm movements, we chose five representatives: push and pull, 90◦ rotation,
point, and dwell. We set the dwell time for the dwell gesture to one second. We
chose this duration after experiments in our laboratory and looking at existing
interfaces, e.g. Microsoft Kinect applications. The point gesture is different from
dwell-based interaction, in that the clicking event is triggered as soon as the arm
movement stops.

For hand movements, we chose a downward vertical bending of the hand. We
found other hand movements similar, but much more stressful on the wrist.

For finger movements, we chose one, two, and five finger movements: air-
tap [13], pistol [13], and grab. We categorized pistol as a two-finger movement
because it requires two fingers to perform the gesture. Not moving a finger is sim-
ilar to the point and dwell gestures. We found three and four finger movements
either similar to other gestures or as not as natural.

When comparing the gestures to mouse clicks, it is interesting to note that all
gestures have phases that can be compared to hold and release (except point and
dwell). Even though not required for our study, this is important for applications
that require something similar to a mouse-down event. Also note that all gestures
can be implemented in a real-world system; in fact, most of them are already
available at our lab.

3 Experiments

Every gesture recognition is biased by the accuracy of the underlying recognition
system. To overcome this problem, we used a Wizard of Oz setup [4] where
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participants are interacting with a pretense system that is controlled by a hidden
human experimenter. This allows users to experience each gesture as if a perfect
recognition system would be present.

We evaluated all techniques in our laboratory (Figure 1). The interface was
displayed on the right half of a 4m by 1.5m videowall with the highest point
being at 2.37m and a display resolution of 4096 by 1536 pixels. The effective
interaction space was 2m by 1.5m with a resolution of 2048 by 1536 pixels. In
our experiment participated 5 females and 13 males ranging from the age of 20
to 64. Two participants were left-handed. The participants were students from
university and employees from our research institution.

We presented each participant with all nine clicking gestures in randomized
order. The task was to click a button that was displayed on the wall (Figure 1).
The size of the button was 13.6cm. Due to the Wizard of Oz setup, the size
did not affect the recognition accuracy of the clicking gesture. In each run, the
participants were allowed to try each gesture. Then, a succession of 25 buttons
appeared that they had to click. When a button was clicked, it disappeared and
the next button was displayed. The buttons were equally distributed across the
screen and their order of appearance randomized.

There were two experimenters. One experimenter was present in the room and
guided the participants through the study. The second, hidden experimenter was
seated in a separate room and observed the participants with multiple cameras
that are part of our regular system setup. By pushing a button, the hidden
experimenter could trigger a clicking event. By carefully observing the scene, it
was possible to only trigger clicking events when the participants were actually
pointing at the button (which some did not to test the system limits). The
perceived system reaction time was minimal and only affected by the latency of
the cameras and the reaction time of the hidden experimenter.

After each clicking gesture, the participants were asked to rate the gesture
based on a NASA TLX questionnaire. The NASA TLX questionnaire contains
questions about mental, physical, and temporal demand, overall performance,
frustration level, and effort. We asked participants to give their ratings for each of
these categories on a 7-point Likert scale. Then, the next gesture was presented
in the same fashion. After the experiment, the participants were presented with
an additional questionnaire where they were asked for further comments and
to select which gestures they considered generally useful. Most importantly, we
asked them to rank the gestures based on how they liked them, starting from 1
for their most and ending at 9 for their least favored method.

4 Results

For presenting the results, we mainly focus on the overall ranking of the gestures
because it summarizes the overall perception of the participants and we show
the physical and temporal demands results from the TLX questionnaire. Table 1
shows the mean values as well as standard deviation for each gesture and the
pair-wise significance comparisons. Tables 2 and 3 show results for physical and
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Table 1. The gesture ranking evaluation. Each participant ranked the gestures from
1 (liked best) to 9 (liked worst). The table shows the resulting ranking from left (best)
to right (worst) with mean and standard deviation in the top rows and the significance
analysis results (p-values) for the pair-wise comparisons below (based on Wilcoxon
rank sum test).

airtap point pistol 90◦ bend grab dwell push pull

μ 2.78 3.00 4.61 4.89 5.11 5.28 5.39 6.22 7.72

σ 1.93 2.13 2.16 2.26 2.38 2.28 2.31 2.15 1.19

airtap - 0.95 < 0.01 < 0.01 � 0.01 � 0.01 � 0.01 � 0.01 � 0.01

point 0.95 - 0.02 0.02 0.01 < 0.01 � 0.01 � 0.01 � 0.01

pistol < 0.01 0.02 - 0.62 0.54 0.41 0.30 0.03 � 0.01

90◦ < 0.01 0.02 0.62 - 0.78 0.75 0.54 0.10 � 0.01

bend � 0.01 0.01 0.54 0.78 - 0.94 0.72 0.18 � 0.01

grab � 0.01 < 0.01 0.41 0.75 0.94 - 0.87 0.28 < 0.01

dwell � 0.01 � 0.01 0.30 0.54 0.72 0.87 - 0.28 � 0.01

push � 0.01 � 0.01 0.03 0.10 0.18 0.28 0.28 - 0.04

pull � 0.01 � 0.01 � 0.01 � 0.01 � 0.01 < 0.01 � 0.01 0.04 -

temporal demands. Because the data did not always follow a normal distribu-
tion, we used the Wilcoxon rank sum test. However, a t-test showed comparable
results. The significance level was 0.05. While the other categories of the TLX
questionnaire are in line with the ranking, they are not as significant. This is
most likely due to the fact that the TLX questions are tailored towards more
complex tasks. While physical and temporal demands can be directly related
and are meaningful for the simple task, the other categories like mental demand
do not fit very well and might lead to inconclusive ratings.

5 Discussion

The ranking of the gestures follows a smooth descent from airtap, as the best
rated gesture, to pull, as the worst. The pair-wise significance analysis (Table 1)
shows that there are three groups of gestures that have similar ratings within the
group but significantly differ from other groups. The results from the physical
and temporal demands ratings are in line with the ranking of the gestures and
support it.

The first group consists of the two highest rated gestures: airtap and point.
Airtap requires minimal effort and, as several users pointed out, has a high
resemblance to the use of a computer mouse thus making it very intuitive. The
high rating of the point gesture is not surprising as it requires no additional
effort besides pointing itself and, therefore, was perceived as very convenient
and fast. It has to be pointed out, however, that a large number of users noted
that they would expect a lot of errors when operating a real interface as they
did not have the same level of control compared to the other gestures. Given a
real interface, the pointing gesture would most likely only be useful if there is
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Table 2. Physical exhaustion. How physically exhaustive was interaction with the
given technique with ratings from -3 (not exhaustive at all) to +3 (very exhaustive).

point airtap 90◦ pistol bend push dwell grab pull

μ -2.83 -2.28 -1.39 -1.11 -1.11 -0.89 -0.89 -0.67 0.00

σ 0.37 0.93 1.70 1.63 1.49 1.45 1.94 1.73 1.49

point - 0.04 � 0.01 � 0.01 � 0.01 � 0.01 � 0.01 � 0.01 � 0.01

airtap 0.04 - 0.15 0.03 0.02 < 0.01 0.04 < 0.01 � 0.01

90◦ � 0.01 0.15 - 0.55 0.47 0.31 0.48 0.22 0.02

pistol � 0.01 0.03 0.55 - 0.95 0.59 0.85 0.47 0.05

bend � 0.01 0.02 0.47 0.95 - 0.68 0.85 0.47 0.05

push � 0.01 < 0.01 0.31 0.59 0.68 - 0.82 0.68 0.09

dwell � 0.01 0.04 0.48 0.85 0.85 0.82 - 0.68 0.13

grab � 0.01 < 0.01 0.22 0.47 0.47 0.68 0.68 - 0.28

pull � 0.01 � 0.01 0.02 0.05 0.05 0.09 0.13 0.28 -

no potential for false positives. Therefore, we recommend airtap as the primary
gesture for click-like commands.

The pistol, bend, 90◦, grab, dwell, and push gestures make up the second group.
They were rated worse than the first group but were still named when participants
were asked which gestures they considered to be useful in everyday life. These
gestures could be used for secondary tasks like opening a context menu.

Table 3. Temporal demand. How long did it take to execute the gesture from -3 (very
short) to +3 (very long).

point airtap bend pistol 90◦ grab push pull dwell

μ -2.94 -2.06 -2.00 -1.83 -1.78 -1.28 -1.22 -0.28 0.06

σ 0.23 1.22 1.00 1.30 1.23 1.59 1.69 1.56 2.12

point - < 0.01 � 0.01 < 0.01 � 0.01 � 0.01 � 0.01 � 0.01 � 0.01

airtap < 0.01 - 0.67 0.61 0.47 0.14 0.20 � 0.01 � 0.01

bend � 0.01 0.67 - 0.89 0.69 0.23 0.25 � 0.01 � 0.01

pistol < 0.01 0.61 0.89 - 0.82 0.33 0.33 < 0.01 < 0.01

90◦ � 0.01 0.47 0.69 0.82 - 0.41 0.40 < 0.01 < 0.01

grab � 0.01 0.14 0.23 0.33 0.41 - 0.97 0.07 0.06

push � 0.01 0.20 0.25 0.33 0.40 0.97 - 0.10 0.06

pull � 0.01 � 0.01 � 0.01 < 0.01 < 0.01 0.07 0.10 - 0.68

dwell � 0.01 � 0.01 � 0.01 < 0.01 < 0.01 0.06 0.06 0.68 -

The remaining gesture, pull, forms the third group. Almost no participant
could imagine using the pull gesture for an actual application and in all ratings,
pull was among the worst rated gestures. This seems to result from the fact that
pulling the arm away from the display to click something is very counterintuitive.
We advise not to use this gesture at all for clicking gestures.

As a whole, the ranking follows the general observation that a gesture with
less required effort resulted in a better overall rating. While the gestures in the
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first group add little to no additional strain to the always required pointing
gesture, the pull gesture of the third group requires movement of the complete
arm which, depending on the execution of the gesture, can even include the
upper body. In between are the gestures of the second group that mostly require
movement of multiple fingers or the whole hand. In case of the dwell gesture, no
movement is necessary but the long delay during which the arm has to remain
extended is tiring.

While the point gesture and the dwell gesture are very similar, the dwell
gesture performed significantly worse in the ranking. Of course, the dwell gesture
has other advantages such as being easy to detect and is, therefore, robust but
the delay was not well perceived by the participants. We see the dwell gesture
as a good choice if robust detection of other gestures cannot be guaranteed.
However, given similar robustness for any of the better rated gestures, it could
be a valid design choice to consider them over the dwell gesture.

As pointed out, the ranking of the gestures shows a smooth descent which
indicates that several gestures can be considered useful. This leads to the con-
clusion that gestures of the first group could be used for common operations, like
clicking, because they were generally perceived as being faster and more efficient.
Gestures of the second group would then be a good choice for less frequent but
still common operations such as drag-and-drop or opening a context menu.

6 Conclusion

We presented a taxonomy specifically aimed at one-arm clicking gestures for dis-
tant interaction and evaluated nine specific gestures in a Wizard of Oz study. The
rankings indicate which gestures were considered more useful over the others.
Design choices based on the presented results can help to provide an improved
user experience for distant interaction. As a conclusion, we recommended air-
tap as the primary clicking gesture and gave recommendations for secondary
gestures that can be used for shortcut functions, e.g. opening a context menu.
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Abstract. People often have difficulty in browsing a massive number of 
pictures. To solve this problem, we focused on the activities of people who 
share slideshows with their friends: that is, they often talk about the each 
picture shown on the display. We think these activities are useful as narrations 
for the slideshows. Therefore, we propose a novel slideshow system, 
PhotoLoop, which can automatically capture people’s activities while watching 
slideshows using video/audio recordings and integrates them (slideshows and 
video narrations) to create attractive contents. In this paper, first, we describe 
people’s behavior while watching slideshows. Next, we present the PhotoLoop 
prototype based on our observations.  Finally, we confirm the effectiveness of 
the system through evaluation and discussion.   

Keywords: Photograph, Slideshow, Narration, Implicit creation. 

1 Introduction 

As digital cameras and camera equipped mobile phones became popular in recent 
years, people began to take more pictures than ever before. They now face the 
problem of managing the large number of pictures. Many researchers focused on 
metadata related to each picture for effective picture management. These approaches 
can be divided into three categories: (1) using features extracted from pictures [1], (2) 
using sensor information collected during the capturing process [5, 6], and (3) using 
metadata manually created by users [3, 4, 5, 8]. In particular, subjective metadata 
created by users have advantages in reflecting their judgments or intentions which are 
difficult to be generated by computers. However, users often experience difficulty in 
adding metadata continuously. 

To solve this problem, we focused on the activities of people who share slideshows 
with their friends: that is, they often talk about the current picture shown on the display. 
Chalfen also reported that people usually make conversations during slideshows to 
avoid silences [2]. We think these activities are useful as narrations for the slideshows. 
Therefore, we propose a novel slideshow system, PhotoLoop, which automatically 
captures people’s activities while watching slideshows using video/audio recordings and  
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Fig. 1. The concept of PhotoLoop 

integrates them (slideshows and video narrations) to create attractive content. Using 
PhotoLoop, users can easily add video narrations to slideshows without special efforts 
(Figure 1). 

2 Preliminary Study 

We performed a preliminary study to record people’s activities while watching 
slideshows using video/audio recordings and analyzed their conversations and 
behavior. The aim of this study is to explore the number, frequency, and content of 
people’s conversations while watching a slideshow. Moreover, we also observed their 
behavior during the slideshow. We explain the procedure of the study. First, we 
selected 16 subjects (11male and 5 female, aged between 19 and 54) who all worked 
at the same laboratory. We prepared 30 pictures taken at a laboratory camp. 12 of the 
subjects had attended the camp. We classified them into four groups. Each group 
includes a subject who had not attended the camp. The slideshow was manually 
controlled by a subject who was randomly selected in each group.  

2.1 Results 

We recorded the activities of the users while watching the slideshow with video/audio 
and wrote down all conversations. Next, we summarized the number of conversations 
and the length of the slideshow for each group (Figure 2). On average, the subjects 
spent 11:32 min watching the 30 pictures and had 367 conversations. In other words, 
the subjects spent 23 seconds and had 12 conversations per picture. Next, we analyzed 
the contents of the conversations during the slideshows to explore their features. First, 
we found “Questions and answers” that is, a subject asked a question such as “What is 
it?!”, “When did it happen?”, or “Who is he/she?” and other members answered to the 
question. For example, a subject asked “Where is this road?” while watching Figure 3 
(A) and another subject answered “The road is located under the ropeway”. 
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Fig. 2. Number of conversations for each group member 

We also found “Recall by question”: that is, a subject asked a question such as “It 
was a warm day, wasn’t it?” to conform his/her memory. For example, a subject said 
“We were in the same group in the workshop, weren’t we?” while watching Figure 3 
(B), and another subject answered “Yes, we worked together!”  

Some subjects mentioned their impression of the picture. For example, a subject 
mentioned “I felt fine because of the weather.” while watching Figure 3 (C). 

 
 

 

Fig. 3. Examples of pictures in preliminary study 

As shown above, we observed many types of conversations related to the pictures. 
These conversations often contained information that was not found in the pictures 
themselves. Moreover, the conversations were sometimes different between groups. 
For this reason, we thought that the system can obtain various narrations for the 
slideshow by recoding conversations from multiple groups. 

Furthermore, many subjects performed gestures to express their interests or 
emotions during conversations. For example, they often pointed at an object or a 
person in the picture with their fingers when talking on them. 
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3 PhotoLoop 

We propose a novel slideshow system, called PhotoLoop, based on the results of the 
preliminary study. PhotoLoop can automatically capture people’s activities while 
watching slideshows using video/audio recordings and integrates them (slideshows 
and video narrations) to create attractive contents. 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. Screenshot of the main window and slideshow browser 

In this section, we explain the basic features of PhotoLoop: “video narration”, 
“overlap recording”, and “pointer logging”. 

Video Narration. As mentioned above, PhotoLoop automatically records users’ 
activities using a camera and a microphone while they watch slideshows. In this 
paper, we call these video/audio recordings as “video narration”: the video includes 
facial expressions/ gestures and the audio includes explanations/impressions of the 
pictures. Figure 4 (right) shows a screenshot of the slideshow browser. The system 
presents thumbnails of pictures and video narrations included in the slideshow. Users 
can select multiple video narrations that are shown during the slideshow. When the 
users push the start button, the system presents the selected video narrations below the 
screen along with a preview of real-time video (Figure 4 (left)). Although all videos 
are played at the same time, the system plays only one narration (audio track) to avoid 
confusion. The users can easily hear another narration, just by clicking another video. 
When they finish watching the slideshow, the system automatically creates a new 
video narration and saves it to the database. Thus, PhotoLoop helps users create a 
video narration just by watching slideshows without any special operation. 

Overlap Recording. As mentioned above, PhotoLoop can record the activities of 
users while they watch the slideshow with video narrations created at the previous 
slideshow. We call this feature “overlap recording”. Using this function, the system 
can add various explanations and impressions to the pictures from multiple 
viewpoints. Moreover, some people may attach unexpected narrations while hearing 
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previous narrations by another group. Thus, PhotoLoop can add further attractiveness 
to the slideshow by recording new video narrations while the users watch the 
slideshow with past narrations.  

Pointer Logging. As mentioned in the results of the preliminary study, users 
performed various gestures to explain pictures while they watched the slideshow. 
Here, we focused on one of the most popular gesture, “pointing at a person/object in 
the picture”, to express the main target. To record this action in a practical way, we 
provide the “pointer logging” function to help users add arrow cursors to the picture 
just by clicking the mouse button, as shown in figure 4 (left). We prepared two types 
of pointing device: a gyro mouse and a common mouse. While the gyro mouse was 
suited for casual slideshows (e.g., in a living room), we also supported a common 
mouse for general use. The cursors recorded in past slideshows are shown as red 
arrows. Figure 5 shows the basic usage of the PhotoLoop. 

 

 

Fig. 5. Basic usage of the PhotoLoop 

The PhotoLoop mainly consists of a PC (Windows XP), an LCD, a USB camera, a 
microphone, and a mouse, as shown in Figure 6. The system records video and audio 
using the USB camera and the microphone. We developed frontend software to 
control the above devices and play slideshows and video narrations using Adobe Air, 
as well as backend software to record video narrations using Adobe Flash Media 
Server . The resolution of the video is 320 x 240 pixels and the frame rate is 15 fps. 

 

Fig. 6. System architecture of PhotoLoop 
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3.1 Scenarios 

In this section, we describe three usage scenarios of the PhotoLoop. 

Watching Slideshows after Trips. Most people take many pictures when they go on 
trips. They often watch these pictures together as a slideshow after they come home.  
Although this process often becomes an important part of their memories of the trip, 
most people do not record their activities while watching the slideshow. PhotoLoop 
helps users enrich their memories of trips by recording these activities without effort.  

Sharing Video Narrations with Friends. When people watch slideshow after an 
event using the PhotoLoop, the system can generate a video narration that contains 
users’ subjective impressions and explanations of the slideshow. We think these 
narrations are useful, especially for their friends/families who did not attend the event.  
For example, when users want to share the slideshow of their family trip with their 
grandparents who live apart, the grandparents probably prefer the slideshow with 
video narrations. Moreover, when their grandparents use PhotoLoop to watch the 
slideshow, the initial users can easily check the reactions of the grandparents.  

Simple Annotations to Pictures. PhotoLoop can add a score to each picture – 
showing the importance of the picture within the slideshow – using the audio level of 
the narration and number of arrow cursors. Moreover, when the system extracts texts 
from the narrations using speech recognition techniques, these texts may work as 
annotations to the pictures. Although this method has a problem with recognition rate, 
the system can possibly help users add annotations to pictures just by watching 
slideshows as usual. 

4 Evaluation 

In this section, we verified the effectiveness of PhotoLoop through an evaluation. The 
main aim of this evaluation was to explore whether the video narrations can improve 
the attractiveness of the slideshow. We selected eight subjects (all males, aged 
between 19 and 27) who regularly use computers and digital cameras, and we 
randomly divided them into four pairs. First, the experimenter asked each pair to 
watch a slideshow using PhotoLoop twice. When they watched the slideshow at first, 
the system presented the slideshow alone. The second time, the system showed the 
slideshow along with the video narration that had been recorded with another pair. 
The second slideshows were performed after all first slideshows were finished. The 
slideshow included 15 pictures used in the preliminary study. After the second 
slideshows, the experimenter obtained subjective feedback from the subjects through 
questionnaires and oral interviews. Before the evaluation, the experimenter explained 
the basic function of PhotoLoop; that is, the system automatically records  
the subjects’ activities during the slideshow and presents them to another pair.  
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In addition, we provided two wireless mice to allow both subjects in each pair to 
control the arrow cursor and the slideshow. 

4.1 Results 

To gain subjective feedback, we set two questions and scored the answers on a scale 
of 1 to 5 as follows:  “Q.1: Did you enjoy watching the slideshow? (1: very boring – 
5: very amused)” and “Q.2: Did you discover new information from the slideshow? 
(1: no information – 5: plenty of information”. The average score of Q.1 was 4.75 
(S.D.=0.46) at first slideshow and 4.25 (S.D.=0.70) at second slideshow. The average 
score of Q.2 was 4.25 (S.D.=0.46) at first and 4.38 (S.D.=0.51) at second. 

Most participants responded favorably to Q.1 and Q.2 for both the first and second 
slideshows. Here we shows typical comments from the subjects as follows: 

1. I was very amused just by hearing the comments from the other group. 
2. I was amused by the person who said whatever he felt. The conversations between 

A and B were interesting. 
3. The conversations between C and D reminded me of the details of the event. I 

preferred when the conversations occurred less frequently. I was impressed that the 
other group explained the picture from a different viewpoint. 

4. I felt pleased to see that other people enjoyed the slideshow. 
5. I was favorably impressed by C since he remembered various details of the event. 
6. I was little bothered by the second slideshow since the pictures were the same. 
7. I could enjoy the second slideshow because of the video narrations. 
8. I enjoyed adding arrow cursors. 
9. I sometimes focused on listening to the narration 

4.2 Consideration 

In this section, we consider the results of the evaluation in terms of “video recording”, 
“pointer logging”, and “video narration”. 

Video Recording. We had been concerned that users might hesitate to talk in front of 
the camera and microphone. However, most subjects seemed to act as usual while 
watching the slideshow as shown in the comment (B). Meanwhile, we observed 
several inappropriate conversations, such as “He looked like an awful monster!” and 
“His shirt was quite twisted around his neck. That looked so bad!”. These “frank” 
comments may become attractive contents; however, we should also consider the risk 
that these comments may have negative influence on human relations.  

Pointer Logging. In this evaluation, we observed more conversations including 
reference terms (e.g., “that” or “this”) than those in the preliminary study. This 
change may have resulted from the “arrow cursor” function: that is, users often have 
conversations like “What’s this?” when they add arrow cursors in the pictures. We 
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found these conversations quite interesting as we had not expected the arrow cursors 
to affect the conversations. Meanwhile, several subjects talked about objects just by 
pointing to them with the cursor (without clicking). Since the current system recorded 
cursor positions only when the subjects clicked the mice, others could not understand 
the meaning of the reference terms in such cases. To solve this problem, we plan to 
develop another logging/display method that automatically records/visualizes the 
cursor movement and emphasizes the cursor when clicked.  In addition, we found a 
unique use of the arrow cursors:  some users draw pictures using arrow cursors; others 
attached arrow cursors archly to everywhere in the picture. These are also interesting 
findings for us since we had not expected these usages of the arrow cursor. 

Video Narration. Some subjects informally watched the slideshow with their own 
narration after the evaluation. In such cases, the subjects often reacted to their own 
conversations in the narration: for example, they often started laughing in response to 
their previous laughter. Next, we observed comments from the subjects who were the 
friends of persons shown in the pictures as follows: “I easily understood the situation 
though I had not participated in the event” and “I found the arrows were useful to 
understand the conversations. I really like it!”. Meanwhile, the number of 
conversations at the second slideshow was less than that at the first slideshow. These 
changes may arise from the fact that users were sometimes too focused on the 
narration and pictures and forgot to talk with each other as shown in the comment (I).  

5 Related Work 

There are three approaches to help users add subjective metadata: (1) supporting users 
to attach metadata manually [3, 4], (2) attaching metadata while capturing pictures [5, 
6, 7], and (3) extracting metadata from the picture sharing process [8, 9]. 
Shneiderman [3] proposed a system that helps users attach labels (e.g., personal 
names) to pictures by drag&drop. Sigurbjörnsson [4] proposed a system that 
recommends tag candidates using WordNet. In contrast, WillCam [5] is a novel 
digital camera that can help photographers add their ideas regarding pictures via 
pointers. ContextCam [6] proposes a context-aware video camera that provides time, 
location, persons and event information using several sensors and machine learning 
techniques. Capturing the Invisible [7] designs real-time visual effects for digital 
cameras using simulated sensor data. Moreover, Aria [8] focuses on communication 
using pictures; that is, sending pictures by e-mail. The system can automatically 
create descriptions of pictures from messages written in the e-mail. Chi et al. [9] also 
proposed a system that supports users attaching annotations to picture sets through 
text chats. PhotoLoop is unique in helping users add video narrations to slideshows in 
a simple manner by automatically recording the users’ activities (e.g., conversations 
and behavior) during the slideshows. 

Balabanovic et al. [10] proposed a method to add narrations to a picture set 
efficiently. Their research is similar to PhotoLoop in that it focuses on picture 
narrations. However, their system aimed to record only intentional narrations: the user 
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manually pushes the record button and starts explaining the picture. While this system 
is suited for creating accurate narration, it requires users’ motivation and attention to 
create narrations. Moreover, this system cannot record new narrations while playing 
previous ones. PhotoLoop is unique in automatically creating video narrations of 
slideshows by recording the users’ activities during the slideshows using a 
video/audio system.  

There are many research projects that focused on relationship between people and 
photographs [14,15,16,17,18,19]. For example, David et al. [15] had pointed that 
some photo sharing conversations incorporate comments about the meaning and value 
of photos to those who took them. They have been discussing that these comments 
and conversations would be good to save and associate with the photos for future 
personal reference and consumption. Almost all works investigated how people 
communicate with photographs in daily life. They have not developed system yet 
based on the result. However, these works will be meaningful to improve PhotoLoop 
in the future.  

There have been several projects that focused on communication by sharing 
video/audio data. CU-Later [11] is a communication support system that uses video 
messages in remote locations and different time zones. This system records users’ 
activities while eating with a video/audio system and shares them with friends/family 
in remote locations. LunchCommunicator [12] supports communication between 
family members (the lunch-creator and the lunch-consumer) using automatic 
capturing/playing techniques during the preparation/consumption of the lunchbox. 
The EyeCatcher [13] helps photographers capture a variety of natural looking facial 
expressions of their subjects by keeping the eyes of the subjects focused on the 
camera without the stress usually associated with being photographed. PhotoLoop is 
unique in focusing on users’ unconscious reactions while watching slideshows and 
utilizing them as video narrations for the slideshows. 

6 Conclusion 

In this paper, we propose a novel slideshow system, PhotoLoop, which automatically 
captures people’s activities while watching slideshows using a video/audio recording 
system and integrates them (slideshows and video narrations) to create attractive content. 
We designed a prototype based on observations of subjects while watching slideshows 
and confirmed the effectiveness of the system through evaluation and discussion. 
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Abstract. In recent years, various sensors are embedded into a so-called
smartphone. A human-probe community is paying great attention to a
smartpohne as a sensing node because it allows users to participate sens-
ing activity easily. However, on-body localization of a sensor is critical
issue if we utilize a smartphone as a sensing platform for human-probe.
For instance, acceleration, temperature or humidity values are affected
significantly by on-body position of a terminal.

In this paper, we propose a human-probe system that considers on-
body position of a sensor. A general architecture is presented, and a
heatstroke alert map is implemented, which visualizes a risk of heatstroke
by taking into account on-body position of a sensor. Additionally, we
introduce TALESEA, which is an external environmental sensing module
for an Android smartphone.

Keywords: environmental sensing, human-probe, heatstroke,
smartphone, on-body positional of a device.

1 Introduction

Recent advancement of technologies such as Micro Electro Mechanical Systems
(MEMS), high performance and low power computation has allowed a mobile
phone to be augmented with various sensors and to extract contextual infor-
mation of a user, a device and/or environment. A new sensing paradigm called
human-probe (or people-centric sensing and participatory sensing) aims at re-
alizing large scale sensing without any pre-installed infrastructure, in which a
sensor-augmented mobile phone is getting great attention as a sensing node
because it allows users to participate sensing activities easily [8,11].

However, the ease of carrying a “sensor node” introduces an issue. According
to a study of phone carrying, 17% of people determine the position of storing a
smartphone based on contextual restrictions, e.g. no pocket in the T-shirt, too
large phone size for a pants pocket, comfort for an ongoing activity [4]. These
factors vary throughout the day, and thus the users change the positions in a day.
This suggests that a context, on-body position of a sensor, has great potentials in
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improving the quality of sensor-dependent services. In the paradigm of human-
probe, the storing position of a mobile phone terminal is considered as a key
context for reliable measurement [12,16].

In this paper, we propose a human-probe system that utilizes the positional
information of a sensor node (smartphone) as a meta-data for improving the
quality of sensing. The rest of the paper is organized as follows. Section 2 exam-
ines related work in terms of human-probe with a smartphone. The necessity of
taking into account the position of a sensor on the body is pointed out in Section
3, and a framework for a reliable human-probe system is proposed. A USB sen-
sor module for Android-based terminal, TALESEA, is developed in Section 4.
Section 5 describes a map visualization of heatstroke risk level as an application.
Finally, Section 6 concludes the paper with future work.

2 Related Work

Smartphone-based environmental sensing is getting attention due to the popu-
larity of a smartphone and the existence of communication infrastructure [8,11].
Lane et al. argued the importance of sensor context [11] for reliable sensing, in
which the position of sensor on the body is a representative of a sensor con-
text. NoiseTube[16] is a smartphone-based noise level sensing system, in which
the possibility of conflicting the normal use of a mobile phone with the use of
a noise level meter is pointed out. This means, for example, carrying a phone
terminal in a trousers pocket might provide different measurement result from a
terminal hanging from the neck. Furthermore, Miyaki et al. proposed a concept
of sensonomy [13], in which environmental state of a city, e.g. CO2 concentra-
tion, temperature, humidity and air pressure, is visualized using a data collection
module attached to a smartphone; however, the visualization might contain data
from inappropriate sensing conditions since the storing position of the micro-
phone (terminal) was not taken into account. In human-probe, the positioning
information on the earth, e.g. latitude, longitude and the orientation, is usually
captured by GPS receiver, compass and gyroscope along with the target sensor
data. Interesting findings are that even these sensors are affected by the storing
position [19,2]. These facts suggest that the position of a sensor (smartphone)
on the body should be taken into account in reliable human-probe system.

On-body position sensing is recently getting attention to researchers in ma-
chine learning and ubiquitous computing communities [7,10,15,18]. Vahdatpour
et al. recently proposed a method to identify 6 regions on the body, e.g. head,
upper arm, for health and medical monitoring systems [18]. A preliminary work
by Shi et al. seeks a method of on-body positioning of a mobile device into typical
containers such as a trousers’ pocket. Inertial sensors are utilized in these work.
By contrast, Miluzzo et al. proposes a framework of recognizing the position of
a mobile phone on the body using multiple sensors [12]. In their initial stage, a
simple placement, i.e. inside or outside pocket, is subject to detect using an em-
bedded microphone. We have also investigated a method to identify nine typical
positions on the body including bags [6] as well as an application framework [7].
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3 On-body Placement-Aware Human-Probe System

We show an experiment to confirm the on-body positional dependency of an
environmental status, and then a human-probe system is proposed.

3.1 Placement-Dependency of Environmental Measurement

We can imagine that the temperature and humidity sensor readings might have
difference among various storing positions on our body, e.g. neck, chest pocket
and trousers pocket; however, it is not clear “how” different each other. A data
collection was conducted in August 2011 to understand the dependency of the
temperature and humidity sensor readings on storing positions. Four positions of
a sensor on our body were chosen: front/back pocket of trousers, chest pocket,
and around the neck (hanging), which are popular for storing a smartphone.
Note that “hanging from the neck” has a special meaning because the sensor
can measure an ideal air condition and be utilized in the comparison. The data
were collected from at most six participants who stored sensors in the four posi-
tions in 20-30 minutes’ walking on a road paved with asphalt. Tiny data loggers
(SHTDL-1/2 [17]) were utilized in the data collection.

To see the difference between an ideal measurement condition and the oth-
ers, scatter plots are generated so that the horizontal axis indicates the measure-
ment from a sensor hanging from the neck, while the measurement from the other
positions are represented by the vertical axis: from a sensor in a chest pocket
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Fig. 1. The difference of measurements in storing positions. (Left: neck vs. chest pocket.
Left: neck vs. front pocket of trousers.) Note that “neck” is an ideal sensing condition
due to the openness to the air.
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(Fig.1 top), and a front pocket of trousers (bottom). Here, the relationship be-
tween the neck and the trousers back pocket is similar to that of trousers front
pocket. The plots on the diagonal line represent that the measurement from the
neck and the chest pocket (or front pocket of trousers) are equal. These figures
show that there is a small difference between chest pocket and neck, while the
difference is large between trousers pockets and the neck. We consider that this
is because the outside temperature is very high and a trousers pocket shaded the
sensor from the sun’s heat. By contrast, in case of the chest pocket, the heat might
not be shaded since a chest pocket is nearly exposed to the air. These positional
dependency may degrade the quality of data analysis based on collected data.

3.2 General Architecture

We propose a human-probe system, which consists of target sensor, on-body
sensor position recognition, and position handling components on the smart-
phone side, while data sharing platform and applications run on the Internet side
(see Figure 2).

• 
• 
• 

Fig. 2. Basic Framework of an On-body Position-Aware Human-Probe System

The sensor position is tracked by a component that runs as a Service of
Android OS [7]. Then, the positional information is utilized as metadata of
original sensed data, in which it is utilized to filter out the data from undesired
position or calibrate the data from the trousers front pocket, for example, to
the one as obtained from the “neck”. Furthermore, a participant of a human-
probe campaign may be asked to put a smartphone on a desired position if
necessary. The processed data or the raw data with positional information are
sent to a data sharing service on the internet such as Pachube in conjunction
with global coordinates and timestamps. The shared data are further analyzed
to understand the current environmental states in a particular area or predict
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the futuristic states. For a consumer application, heat map visualization is often
utilized. In the future, a pedestrian or cyclist navigation might be provided based
on collected temperature dat, in which a route is suggested to a user to avoid
heatstroke or burn.

4 Sensor Module for Android-Based Smartphone Sensing

In this section, we describe the design and implementation of a sensor module
for Android-based smartphone sensing.

4.1 Overview of TALESEA

A smartphone at this moment is employing a wide range of sensing modality,
e.g. audio, proximity, light level, magnetic field; however, a class of environmen-
tal sensors, e.g. temperature, humidity, CO2, ultra violet, have not yet been
integrated into a smartphone. To accelerate smartphone-based environmental
sensing, TALESEA (Tiny, Adjunctive and Lightweight Environmental-Sensing
for Extending Andoid) was developed. TALESEA consists of a micro-controller
(Arduino Pro mini (8MHz, 3.3 V)) and communicates with Android USB-API
that is supported Android OS 3.1 or later. Any sensor and output element can be
connected to the micro-controller; a temperature and relative humidity sensor
(Sensirion Inc.’s SHT-71 [14]) is currently supported. Fig. 3-a) shows the ap-
pearance of TALESEA attached to Samsung’s Galaxy NEXUS. The dimension
is W48×H15×D30[mm], and the weight is 19[g].
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Fig. 3. Andoid-based terminal and TALESEA: a) appearance and b) software
components

4.2 Software Components

Fig. 3-b) illustrates the software components on the TALEASA’s side and
Android-based terminal. TALESEA Driver Service periodically sends a com-
mand to Arduino Controller running in TALESEA, which runs in the back-
ground as a Service of Android. A command includes a sensing request, an
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output request, e.g turning on/off on-board LED, rotating a motor by 30 de-
grees, and a request of referring/updating an internal state of TALESEA. The
latest value from a sensor is overridden on a table of DB (SQLite) that offers
asynchronous access to user applications. Here, special API is provided so that
it can encapsulate Android Contents Provider API from application developers.

5 Map Visualization of Heatstroke Risk Level:
An Application

Based on the framework, we implemented a map visualization system for
heatstroke alert as an application.

5.1 Demands for Sharing Heatstroke Risk Level

In recent years, the number of people suffered from heatstroke is increasing,
which is considered due to global high temperatures. In Japan, various consumer
products for heatstroke risk alert have been available on the market, e.g. [5]. The
information is, however, the level of heatstroke risk at the moment, i.e. around a
user. It is difficult to find the route to the station with lowest risk, for example.
On the other hand, a web application provides a current state of forecast of the
level of risk at any location based on the information from a weather station;
however, the spatial resolution of the information is limited to city-level. So,
sharing the local measurements with global position has the potential to improve
the spatial resolution and allow querying the risk level at any location.

5.2 Leveraging the Positional Information of Measurement Device

Heatstroke occurs due to thermoregulatory dysfunction under heat stress.
WBGT is considered to be the most informative index for environmental thermal
conditions that reflects the probability of heatstroke because it comprises of three
important factors: air temperature, air humidity, and radiant heat [3]. However,
due to the large form factor of a globe thermometer, a consumer portable device
utilizes an approximate formula [9] without the term of radiant heat as shown
below.

WBGT = 0.567× Ta+ 0.393× E(Ta,Rh) + 3.94 (1)

E(Ta,Rh) = (Rh/100)× 6.105× exp((7.27× Ta)/(237.7 + Ta)) (2)

Here,Ta andRh represent the air temperature and relative humidity, respectively,
that are easily measured in daily life.

People would not mind if the device is carried in a desirable manner. As
described in Section 3.1, the temperature and relative humidity measurement
might not be correct if the device is not outside or not open to the air, e.g.
in the front pocket of trousers. The calculated WBGT value is also affected
by the on-body positional dependency. The lower-than-actual level of the risk
by an under-estimate might make a user careless. In this application, the on-
body position of the device is explicitly presented to a user to facilitate the
interpretation of the reliability of the calculated WBGT by him/herself.
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5.3 Implementation

An uploading application on the terminal side gets latest temperature and rela-
tive humidity values from local DB, and calculate an approximate WBGT value.
A global positioning information is obtained from GPS receiver on a terminal. In
addition to these basic data, the level of risk of heatstroke (1 to 5) is determined
based on the range of WBGT value [1], which is often utilized for a consumer
heatstroke alert device as a user-friendly indicator, e.g. [5].

���

��� ���

Fig. 4. Visualization of collected data on a map: (a) the icon with storing position of
a sensor and the level of heatstroke risk, (b) plots on a map, and (c) detailed view

These types of information are shared and visualized on commercial web-
services. The data from terminals are shared on Pachube, which is an open
scaleable platform that realizes Internet of Things by connecting any device
and sharing data securely. An application component on the terminal utilized
jPachube, a Java wrapper for Pachube’s API, to post the data to Pachube. The
collected information is visualized using Google Map API, in which an icon
and the border indicate the storing position and the level of heatstroke risk,
respectively (Fig. 4-(a) and (b)). Detailed information can further be obtained
by clicking an icon (Fig. 4-(c)).

Fig. 5 shows a code snippet of the uploading application. The information of
a storing position is updated every time the sensor position recognition com-
ponent (Fig. 2) detects a new position and set to an instance variable pos via
onReceivemethod. In runmethod, the data are obtained from DB (line 12-14 of
Fig. 5), the risk level is estimated (line 15). Then, the rawdata, the risk level and
the storing position are sent to Pachube (line 16). As shown in line 8,12,13 and
14, the access to TALESEA is encapsulated by TALESEA class, which allows an
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Fig. 5. Code snippet of the heatstroke risk visualization application

application developer to concentrate on handling the application data rather
than handling USB communication or DB access throughout proprietary APIs.

6 Conclusion and Future Work

In this paper, we proposed a human-probe system that takes into account the
position of a mobile phone terminal (with sensors) on the body. We showed
a positional dependency of temperature and relative humidity sensor readings,
which implies the quality of collected data by human-probe might be low un-
less the storing position of a sensor is not considered. A visualization sys-
tem of heatstroke risk level was implemented based on a basic framework of
on-body localization-aware human-probe system. A tiny sensor module for an
Android-based smartphone was investigated.

Current version of the visualization system simply shows the storing position
as a self-interpretive data for a user. However, another type of information can
be considered, which provide a calibrated value, i.e. measured outside, and the
possibility of over- or under-estimation of the measurement from a current posi-
tion. In [20], we have already proposed a calibration method based on regression
models that are provided for each storing position, which will be tested after
refinement of the regression models based on large amount of data. We will fi-
nally investigate the appropriate way of visualization through various level of
utilization of the positional information of a sensor.

Acknowledgments. This work was supported by MEXT Grants-in-Aid for
Scientific Research (A) No. 23240014.
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Abstract. In this paper, we present a novel, non-intrusive system that uses 
RFID technology and the Kinect sensor in order to identify and track multiple 
people in an assistive apartment. RFID is used for both identification and loca-
tion estimation while information from the Kinect sensor is used for accurate 
localization. Data from the various modalities is fused using two techniques. 
During the experiments conducted, our system exhibited high accuracy, thus 
proving the effectiveness of the proposed design.   

Keywords: Person localization, context-awareness, multi-sensory fusion, depth 
information, Microsoft Kinect, RFID. 

1 Introduction 

Successful multi-person identification and localization is a fundamental step towards 
activity monitoring, emergency detection and ultimately context-awareness. The  
proliferation of ambient-intelligent environments has triggered research related to 
applications, such as monitoring Assistive Daily Living (ADL), fall detection, risk 
prevention and surveillance [1, 2]. Accurate person localization plays an essential role 
in all these applications and has been dealt with using many different approaches. 
Video cameras are the most commonly used devices since they are affordable  
and provide abundant information about people's activities and their surroundings. 
Nevertheless, when used domestically, they can be considered invasive, and the seg-
mentation and tracking problems using planar video in a multi-person setting are very 
challenging [3, 4]. On the other hand, RFID systems are consistently used to keep 
track of medicine and patients in hospitals [5]. However, radio frequency signal prop-
agation suffers from various issues such as multi-path attenuation, diffraction and 
reflection in an indoor environment [6] and therefore, RFID cannot be considered 
sufficiently accurate for localization purposes. 

Therefore, in our approach, we have utilized the identification capabilities of RFID 
and combined that with precise 3D tracking from the Kinect to create an accurate 
identification and localization solution. RFID is used for both discerning between  
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Fig. 1. The Kinect sensor (top) and examples for skeletal tracking (bottom-left) and audio  
localization (bottom-right) 

users and providing a rough estimate of their location. Skeletal tracking is carried out 
using the Kinect sensor's 3D depth images and sound source localization is conducted 
utilizing its microphone array to deduce accurate location information. The two ap-
proaches we have used to fuse the data from all sources are classification-based and 
proximity-based, with the later exhibiting the highest accuracy. 

In section 2 of this paper, we present the methodology used to build our system. 
Section 3 describes the experimental setup and results and section 4 concludes  
our work. 

2 Methodology 

The Kinect is a new device released by Microsoft that incorporates a color camera, a 
structured light 3D depth sensor and a microphone array (fig. 1). In our system, we 
utilized information captured by both the depth sensor and the microphone array. 
More specifically, we used skeletal tracking implemented using the MS Kinect SDK, 
in order to locate and track people in the field of view (FOV) of the sensor. Each de-
tected skeleton has a unique identifier for a specific session, which is defined by the 
3D space coordinates of its joints. In addition to the depth sensor, the Kinect has a 
microphone array comprised of 4 microphones in order to localize sounds. The infor-
mation acquired using the array is the direction of the incoming sound, as well as a 
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detected signature vector is compared to this database and the closest match found is 
returned as the current position. After the region has been defined, the precise coordi-
nates of the person within this region are estimated using the Kinect skeletal tracking. 
The classification approach is based on a training phase during which statistical re-
gression is applied on pre-specified position signatures (RSSI in our case) in order to 
build a classifier. This classifier is then used to classify the current signature to a par-
ticular sector of the deployment space. This sector is then mapped to the location 
coordinates detected from the Kinect sensor. As afore-mentioned, in both approaches 
we use the sound from the microphone array as another modality besides skeletal 
tracking to resolve ambiguities in mapping. 

3 Discussion of Results 

The equipment used for our experiments are an MS Kinect sensor, an Alien ALR-9900+ RFID 
tag reader and 2 Alien ALR-9611 circular polarization antennas (fig. 3). The range of the 
 

Table 1. Experimental results 

Approach Accuracy 

Classification-based (statistical regression) (4-person) 60% 

Classification-based with tag-id matching (4-person) 65% 

Classification-based with tag-id matching (2-person) 67% 

Proximity-based (4-person) 68% 

Proximity-based with tag-id matching (4-person) 76% 

Proximity-based with tag-id matching (2-person) 86% 

 

 
Fig. 3. RFID system Devices 
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addition, matching each RFID tag to the corresponding skeletal id resulted in a slight 
increase in accuracy, by minimizing false identifications. The highest accuracy was 
86%, achieved using the proximity-based approach. The reason that the proximity-
based approach performed better overall is that it utilizes both the RSSI and the  
Kinect information for sector mapping. On the other hand, the classification-based 
approach only uses the RSSI for mapping. 

4 Conclusions 

In conclusion, we combined the identification capabilities of RFID with accurate 
tracking from the Kinect in order to create an accurate multi-person identification  
and localization system for assistive environments. We used 3 types of data, RSSI,  
3D depth and audio to solve the localization problem using 2 methods. The experi-
ments conducted, proved the effectiveness of our system for this scenario. Further 
experiments will include additional Kinect sensors for more robust tracking. 

Acknowledgments. This material is based upon work supported by the National  
Science Foundation under Grants No. NSF-CNS 1035913, NSF-CNS 0923494. 
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Abstract. In many countries, people are obliged to remain in their jobs
for a long time. This results in an increased number of elderly people with
certain disabilities in working life. Therefore, a support with technical
assistance systems can avoid further health risks and help employees in
their everyday life. An important step for offering a suitable assistance
is the automatic recognition of working situations. In this paper we ex-
plore the unobtrusive data acquisition and classification of working situ-
ations above a tabletop surface. Therefore, a grid of capacitive sensors is
deployed directly underneath the tabletop.

Keywords: activity recognition, capacitive sensing, working situations.

1 Introduction

The demographic change in many industrialized countries and consequential
restructuring of social security systems leads to an increased number of elderly
and disabled people in working life. Considering modern societies, computer
work and activities that require a seated posture are one of the major risks for
an employees health, often resulting in a lack of exercise and stress to the spine.

These risks can be partially avoided by an ergonomic workplace that offers a
personalized technical assistance in suitable situations. For example, additional
lights can be switched on when the employee starts an activity that is related to
reading documents. Moreover, the height of the table or parameters of the chair
can be automatically adjusted to working situations. An ergonomic workplace
utilizing assistive technology can not only help people avoid developing health
issues, but can also aid people with pre-exisiting issues have a less distracting
and more productive work experience. On the following pages, we present a
method for recognition of working situations, forming the basis for realizing a
comprehensive and helpful technical assistance. We apply an array of unobtru-
sive capacitive sensors placed under a desk’s wooden surface to enable activity
recognition. One of the benefits of the use of capacitive sensor arrays as we de-
scribe it here is the cost-effectiveness of the solution. Low power consumption
as well as low hardware costs make this a promising solution for the hardware
basis of assistive services in the office environment.

N. Streitz and C. Stephanidis (Eds.): DAPI/HCII 2013, LNCS 8028, pp. 115–121, 2013.
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Based on this work, we intend to develop assistive services in the workplace to
make it more ergonomic, efficient and supportive in the most relevant everyday
desk work tasks. In summary, we present the following contributions:

1. We introduce a novel concept of a smart desk for recognizing working
situations that is equipped with an array of capacitive proximity sensors.

2. An approach for extracting features from a grid of capacitive proximity sensors
is presented. Based on this data, we introduce a concept for classifying working
situations.

3. We evaluate the recognition process with different test persons that carry
out a number of common office activities.

2 Related Work

Capacitive Sensing is a commonly used technology for realizing multi-touch
interfaces[4]. The technology can also be employed to realize proximity sens-
ing applications that measure the distance to objects, typically up to a distance
of 50 cm [9]. Compared to camera-based solutions, capacitive proximity sensors
offer the great advantage of being robust against changing lighting conditions
and visual occlusion. Moreover, they can be deployed unobtrusively under any
non-conductive material, such as wood, glass or plastic. Due to its low energy
consumption, the sensing technique can also be employed in battery-driven or
energy-harvesting applications. Given the unobtrusive nature of capacitive prox-
imity sensors, researchers have applied the measurement technique to activity
recognition in smart furniture or in wearable devices [6,11,3].

Detecting work activity has found widespread use in call centers and other
fully computerized work environments to monitor productivity. However, in
classical office work settings, the use of paper is still commonplace [7], mak-
ing computer-only work tracking systems insufficient for widespread workplace
usage.

In the area of table-top activity recognition, one can find a variety of existing
approaches for detecting different activities on a desktop as well as turning the
desktop itself into an interaction device. Tabletop activity recognition systems
are usually built for specialized use. In recent works one can find cooking- and
food-related systems like a diet-aware dining table[2], which recognizes different
dishes (using RFID tags) and their weight (using a pressure-sensing surface)
anm. Similarly specialized is the eLab bench, which offers support to biologists
in their daily lab work [1]. Regarding office work, research has been conducted on
the use of multitouch surface tabletop systems [10]. The research most related
to what is described in this paper in terms of underlying technology are the
work on the DiamondTouch system [4] as well as the Smart Skin large-scale
surface[8]. These solutions focus on a usage similar to the multitouch surface
tabletop systems.
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3 Concept

The system used in this work is deployed under the surface of an ordinary desk,
as illustrated in Figure 1. The grid is composed of three conductors placed hor-
izontally and five conductors placed vertically. Using this setup, we can detect
objects like hands and body parts located 10 cm above the desk, with a sen-
sor update rate of approximately 50Hz. This setup is the basis for subsequent
feature extraction and classification. In this work, we employed loading-mode
sensing, which measures the capacitance between an electrode and its surround-
ing environment [9]. However, there are other sensing methods, that can be used
to perform those measurements, such as shunt-mode and transmit-mode sensing
[9]. We chose loading-mode sensing due to its simplicity, as it is only based on a
single electrode and very easy to implement.

Fig. 1. The smart desk is equipped with a 3 by 5 grid of capacitive proximity sensors.
The sensors measure the proximity to a user’s body parts, for example the knees placed
below the table, or the hands placed upon the table.

In this work, we used the OpenCapSense evaluation toolkit, which is suitable
for rapidly prototyping capacitive proximity sensing applications [5]. Therefore,
we placed eight loading-mode sensors under the tabletop surface and connected
them to the wires under the desk’s surface. The loading mode sensors were then
attached to the OpenCapSense board by using standard USB cables. We used
OpenCapSense’s measurement and evaluation application Sensekit to record
activities for later evaluation with the WEKA machine learning framework1.

As a first processing step for recognizing working situations, we extracted
time-windows of five second length from the eight proximity sensors. We then
calculated the mean and standard deviation for each sensor window. Moreover,
we extracted the center of mean and the center of standard deviation from
all sensors. This can be achieved by weighting the sensors’ x- or y-positions

1 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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with the corresponding mean or standard deviation. These features acted as
an input vector for later classification of the performed activity. The sensors
were configured with a high update rate of 50Hz enabling us to capture fast
movements. Using the features extracted from the time-window, we applied RBF
Networks for classification.

4 Experiment

4.1 Setup and Scenario

In our experiment, we were able to show that our approach is a promising concept
for classifying working situations among different users. We also investigated
if the classification approach can be generalized for all users, enabling cross-
user classification without separately annotating training data for each person.
However, we expected that the working situations are often carried out very
differently, highly depending on the specific person and habits. Figure 2 shows
an exemplary measurement result from a working situation. We can see that
the sensor values reflect the placement of the user’s hands and the proximity to
his knees.

Fig. 2. Exemplary visualization of sen-
sor values, depending on an activity.
High sensor values are marked in red,
low sensor values are marked in green.

Fig. 3. The office chair’s positions were
split into five discrete classes: (a) outer
right, (b) middle right, (c) middle left,
(d) outer left and no person

We identified the following classes that are typical for the presented office
scenario: typing on a computer (employing only the keyboard), mousework (em-
ploying only the mouse), reading a book, phoning, pause, hand-writing and no
person. Figure 4 shows two exemplary activities, that were carried out in our
evaluation. In addition to these common working activities, we aimed to recog-
nize the office chair’s position, illustrated in Figure 3. This position was classified
separately employing five classes: outer right, middle right, middle left, outer left
and no person. Even though the person might not always place the hands close to
the table, it is possible to detect the proximity of the knees to make inferrations
about the office chair’s position.
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Fig. 4. Two exemplary activities, carried out above the smart desk: phoning and writ-
ing. The position of both hands is very different and can be exploited to distinguish
between the two activities.

Our test set consists of the activities of 12 persons who carried out each
activity for approximately two minutes. The activities were always interrupted
by non-related activities, such as moving away from the table or walking. In order
to evaluate scenarios like reading or typing, we placed several office-related items
like keyboards, mice and books on the table. These items have a very low impact
on the sensor values, as they are not grounded and only slightly influence the
measurements with their permittivity.

4.2 Evaluation Results

The main goal of the evaluation was to identify working situations on the given
data basis. Furthermore, we aimed to find out if a single training set can be
shared among all participants and if the working situations of unknown par-
ticpants can be reliably classified. In order to evaluate the possiblity of having
a shared data set, we performed a 4-fold cross validation on the recorded and
annotated data of all participants.

With the RBF network classifier, we achieved an overall accuracy of 93.2% for
the four different desk chair positions. Splitting the test set into six participants
for training and six participants for testing, we achieved an overall accuracy of
70.5%. The reason for this lack of precision can be assumed to lie in the great
variety of sitting postures and the different ways of placing one’s arms on a desk’s
surface. Regarding the confusion matrix, it is obvious that office chair positions
are often misclassified in their neighboring ones, such that misclassifications will
not have a very negative effect on later applications using this data.

Considering the seven different working situations, we achieved an overall
accuracy of 81.8% for a 4-fold cross-validation. As the hand positions are very
similar for reading and writing activities, these classes were often confused. With
an accuracy of 93.7%, the class mousework showed the best performance for the
given test set. The pause activity was classified with a very poor accuracy of
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Fig. 5. The two center-of-mean features in x- (horizontal) and y-direction (vertical).
The number above the bars represent the number of instances in the data set.

59.9%. Regarding this activity, there were many variations in the body posture
(for example leaning back) and the type of activity (e.g. eating chocalate).

When splitting the data set into a dedicated test and training set of six partic-
ipants each, the classifier could achieve an overall accuracy of 49.8%. Therefore,
we must conclude that office activities are highly individual and must be trained
in advance with each person. Moreover, the placement of the electrodes is not
optimal, as Figure 5 shows. The plot for the y-axis center-of-mean shows that
most activity was performed in the first half of the table, the area which is close
to the person. Thus, it would be reasonable to deploy more electrodes in this
area to achieve a higher resolution. The x-axis center-of-mean reveals that the
placement of tools, such as a phone, and the user’s characteristics, such as being
right-handed, leads to a very unbalanced usage of the two tabletop halfs.

5 Summary

On the last few pages we have presented an approach to recognize working situ-
ations using a grid of capacitive sensors that is unobtrusively placed below the
surface. Using self-capacitance measurements from various electrodes we were
able to gather information about the working situation using a minimal amount
of required hardware. We have created a prototype system based on the Open-
CapSense rapid prototyping toolkit [5] and performed an evaluation with 12
users. We tried to differentiate six different working situations associated to a
typical office employment (typing, mouse-work, reading, hand-writing, pausing
and talking on the phone). The results have shown that theses tasks are varying
strongly between the different persons and it is difficult to correlate training data
from one user to measurements of another. We can therefore conclude that a sin-
gle array of sensors is not sufficient to reliably detect working situations. However
they form a solid base for this approach and can be easily combined with other
systems. In the future we intend to create heterogenous sensing systems that
will enable a more reliable detection of working situations. For example, we are
planning to integrate further capacitive sensors into the office chair, which will
give us additional data particularly concerning the position of the back that is
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correlated to the current working situation. Additionally we plan to extend the
system with vibration or shock sensors, e.g. based on accelerometers or piezo
technology. They also can be applied unobtrusively and be hidden below the
office desk. We expect the vibration of the desk to correlate with typing and
handwriting tasks. It may even be possible to extract mouse click features. Ad-
ditionally, we need to gather more training data with a larger variety of users.
Finally we want to investigate a more generic approach that will allow us to
transfer our method to other working desks or additional working situations.

Acknowledgments. We would like to thank the evaluation participants from
Fraunhofer IGD.
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Abstract. One of the problems in the current commercial LBS (Location-based 
Service) is weak functionality for users to use their own generated content on 
the LBS. This paper proposes a new framework of Personal LBS which solves 
the problem by using blog as both a description language for the extension and 
a simple CMS (Content Management System). A blog entry is a kind of story. 
Better a story is, more easily and efficiently readers can understand it. One of 
the most important LBS applications is a location-based guided tour which can 
be created as geotagged stories on a blog. The framework allows the geotagged 
stories to be moved from a blog to a local software application on mobile 
devices as story packages for publishing, reproducing and exchanging on LBS. 
We also discuss the capability and importance of personal LBS for location-
based communication among ourselves, families, friends, groups and all users 
beyond time.  

Keywords: Blog, Geotag, Location-based service, Story-based LBS package, 
User generated content, private content, sustainability. 

1 Introduction 

The advent of smartphone has made it possible for many people to use various 
location-based services (LBS) easily in their daily lives. The GPS integrated mobile 
phones allow users to find their positions, search points of interest (POI), generate 
itineraries of their trips using complex time tables of public transportation, and 
navigate in the real world [1]. Furthermore, location based social networking services 
(SNS) such as Foursquare [3] and Facebook Places [4] become popular where users 
can checks in venues with using their current locations acquired by GPS. Then, users 
can communicate one another on same venues. They also have chances to get some 
good things like coupons for venues if they often visit there. There has been kinds of 
location-based personal content recorders and managers using GPS such as Garmin 
Connect [5]. They can provide users with their personal content about their movement 
and result of training for outdoor sports. Users appreciate the personal historical 
content of GPS data for their movements as well as other information such as heart 
rate, speed and other sensors’ captured data for analyzing their exercise and planning 
future training. This paper focuses on user generated content for personal LBS rather 
than the sensor generated one. Most of current commercial LBSs provide users with 
their generated content as a collection of only unstructured geotagged objects such as 
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POIs like geotagged photos and lines with less meaning for route planning and 
trajectory. Storylines could be more important to make a collection of geotagged 
objects more attractive and valuable for future LBS applications, but current 
commercial LBS does not explicitly support the function of the storyline depending 
on locations.  

Current commercial LBSs are considered to be designed for everyone and the 
present time now. Users cannot appreciate their owned and created private content on 
the commercial LBS. For example, users cannot appreciate push services of their 
photos and blog entries when they are located near the locations of the photos and 
blog entries unless all content become in public on the Web or LBS. Also, users 
cannot find Web mappings showing past places, e.g., map of three years ago, because 
Web mappings of only the present time are available. Even if users have their old 
generated content on Web mappings, users can use only the latest maps, but cannot 
obtain old background maps unless they bought the background maps when they 
created the old content, but most people do not imagine such a bad situation happens 
and buy snapshots of the Web mappings. It is not reasonable for map providers to 
enable users to move to any temporal point for browsing old maps on the Web from 
the financial viewpoint, thus no map provider realizes the time machine service for 
Web mappings. Even if a user has his/her own maps or bought maps of certain times, 
there is almost no way to use it on current LBS. Most of users usually never think 
about time aspects of maps when they use only Web mappings and live only now. It is 
bad not to give users chances to think and learn real world in terms of time aspects 
using maps. Many of stories are created by creating relations with real places with 
historical relations. We have researched on personal LBS based on our developing 
place-enhanced blog. It provides an environment for creating and managing story-
based LBS packages to solve the above problems and provides users with more 
meaningful experiences in the real world.  

2 Basic Concepts 

2.1 Place-Enhanced Blog 

Many people record and publish their day-to-day occurrences on various online media 
like blogs, SNS and other content management system (CMS). One of the reasons 
why people keep recording on blogs is not only informing other users about author’s 
opinions, but also retrieving them as needed [2]. Most of the records, however, might 
never be accessed in their lives. If a blog system has a function for geotagging blog 
entries, users could be pleased to meet their old blog entries when they are located 
near the places of entries. 

2.2 Personal LBS 

The definition of personal LBS is not decided, but they are designed for personal use 
and functionality for user generated content for users, groups and public. The 
followings are main functions of personal LBS.  
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1. Place-based memory refresher: It is a push service to present some content and 
information such as old photos and things to buy if they are located near the places 
of the content and information. For example, an old photo of a father is displayed 
when I am walking near the place of the photo. It can be interpreted as spatial 
alarm.  

2. LBS enabler of private content: Users can appreciate private content such as maps, 
art, music, and books as LBS. For example, a user can use an old map as a 
background map for LBS, and make spatial links of music and books.  

3. Location-based guided tour: Users can create content of guided tours synchronized 
with routes on maps, photos, videos, voices, texts and so on depending on a user’s 
location.  

2.3 Story and Package 

If a story is poor, it may be difficult for users to understand, enjoy and memorize it. 
Good stories on personal LBS allow users to easily acquire and organize knowledge 
from the real world. A collection of user generated content on a blog is also a set of 
stories, but the stories are not often designed well. If users want to present some 
descriptions of a blog entry to others, they must consider the background of the others 
and design stories well for them to understand easily and enjoy well with removing 
useless parts and adding more context of connecting other knowledge such as events 
and land marks on maps and timelines as well as personal memory such as place and 
time of birth. We introduce a concept of story package as story with related content 
information which allows users to understand even if they do not know the 
background of the authors. The story package includes most of all information of the 
story, but each description of a user’s blog entry may be difficult for new users to 
understand and often makes them not to be boring and interested in. The concept is 
also good for exchanging among multiple platforms and becomes independent and 
sustainable even if its services and platforms change and disappear.    

3 Story-Based LBS Package 

A story is composed of events. Figure 1 shows conceptual examples of nesting stories 
with three levels of a hierarchy. The levels can be chosen for use depending on levels 
of users such as beginners and advanced users. Our developed system adopts this 
structure for story-based content, called story-based LBS package in our developed 
system. The followings explain about it.  

─ Smallest unit is a point object. A point can include a text, a photo and an audio. 
─ A polyline object is a totally ordered list of point objects and vertexes they only 

have a coordinate. 
─ A package is structured as ordered lists composed of LBS objects, that is, point and 

line objects, and other packages. 
─ The package is also a unit to be read in mobile application software. It can work 

even if network connection is not available. Also, user’s log and generated content 
can be both included as components of the package.  
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Fig. 1. Conceptual image of nested story-based LBS packages. Examples of stories about 
travels around the world with three levels of detail. 

4 Development of Personal LBS 

We are developing a networked IT service pTalk, which is a software family to 
realize our proposed framework of personal LBS. pTalk is composed of the following 
three software components. (1) Blog-based LBS: A blog system with functions of 
dealing with spatial information. (2) CMS (Content Management System) for LBS: It 
manages personal LBS objects and packages in our developed blog, and LBS objects 
imported from other LBS. It also communicates with LBS applications for providing 
and recording data through Internet. (3) LBS Application: It is a front end software 
running on a mobile device to realize personal LBS by interaction with users. 

pTalk is a whole system composed of family software applications. Figure 2 
shows a concept of the architecture of pTalk which is designed as an open platform to 
realize personal LBS based on protocols of Internet.  

 

Fig. 2. Architecture of our developed system pTalk 
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Server side applications of pTalk include a blog-based LBS and CMS for LBS 
component. They are coded as Web applications. Users create their private records on 
a blog then the private records can be abstracted as new LBS objects and links 
between portions of blog entries and the new LBS objects using geotags. The new 
LBS objects will be transferred to CMS and managed in it. The CMS allows users to 
create story-based LBS packages and publish them to other users. A LBS application 
is a client side component of pTalk. It acquires user’s position by GPS and retrieves 
story-based LBS packages by the position from the CMS. The application can plays 
story-based LBS packages and a user can appreciate the package interactively while 
moving round the real world. 

Both blog-based LBS and CMS for LBS are implemented as an integrated Web 
application. Server scripts are processed on the Web server and the blog’s user 
interface is constructed Adobe Flash and Google Maps API for Flash.  

 

 

Fig. 3. An Example of pTalkWeb on Web browsers with Adobe Flash. A town guide LBS 
package in Hibiya. The upper-left and lower-right parts show the timeline view and a dialog of 
story-based package, respectively. The upper-right part displays a LBS object which is 
highlighted on the map in the lower-left part of the screen.  

pTalkApp is an implementation of LBS application for Apple Inc.’s iPhone. 
pTalkApp connects to CMS application interface on the Web server and downloads a 
package, then shows details of LBS object and location on a map. 
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Fig. 4. Examples of pTalkApp on Apple Inc.’s iPhone. A town guide LBS package in Ginza. 
The screen shot at the left shows the information about the main building of a famous bread 
company 木村屋(Kimuraya) with  the user’s current location, the location of the building and 
its photo. The screen shot at the right shows photos of Japanese style sweet breads on the upper 
part and playing the audio for explaining the breads at the bottom. 

5 Conclusion 

The current fashion of LBS is the style of disposable digital content. Freshness of the 
content is more important than quality and depth. Our proposed framework of 
personal LBS may enables users to consider value of their own old content and to 
realize significance of long-term for appreciating change of places and their life. The 
framework also make user generated and private content become more sustainable, 
and gives users more chances to refresh their old memory at right places. More users 
use the content, longer they survive because our memory continues beyond 
generations. It is also possible for personal historical content to be developed to 
family and more general history ones.  
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Abstract. This paper presents a personal ambient creation systme, IlluMe, 
which detects users’ emotion from their chatting context in instant messages 
and then analyze them to recommend suitable lighting and music to create a 
personal ambient. The system includes a mechanism for recording users’ 
feedback of the provided ambient to learn their preference. The aim of the 
proposed system is to link human language and emotion with the computer 
created environment seemlessly. To achieve this, we propose four apporaches 
to calculate emotion scores of words: Topical Approach, Emotional Approach, 
Retrieval Approach and Lexicon Approach. Natural language processing 
techniques such as normalization, part of speech tagging, word bigram 
utilization, and sentiment dictionaries lookup are incorporated to enhance 
system performance. Experiments results are shown and discussed, from which 
we find the system satisfactory and several future research directions are 
inspired.  

Keywords: emotion detection, blog articles, instant messages, ambient 
creation, context aware system. 

1 Introduction 

Language is one of the major tools used by users to interact with computer interfaces, 
which includes texts, speech, facial expressions and body languages. To provide a 
satisfactory usage experience, context aware systems have tried to detect users’ emo-
tion when receiving commands [3], [8] and considered it in the proceeding process. 
To find the users’ emotion, real time information like the facial expression or the 
speech utterance was gathered [2]. However, additional cameras and microphones 
became necessary. Some researchers used sensors to watch the heart beat and the 
body temperature of residents to know their current emotion for further respondence, 
but then users had to wear sensors and it was inconvenient. Instead of watching body 
signals, we postulate that the communication among people is one of the important 
factors to influence their emotions and from the content we can find hints over a cer-
tain period of time. Therefore, we hope to watch users’ conversations and then detect 
their emotion.  
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In the natural language processing research community, emotion analysis has 
drawn a lot attention and the development of fundamental approaches as well as ap-
plications has been proposed [4], [9], [12]. In this research, clues from users’ textual 
conversations were mined by these approaches to detect their psychological emotion 
state. Then the ambient of their personal working or living space will be changed as a 
feedback of the designed system. As a start, music and lightings were utilized. The 
design of the proposed system could be easily integrated into or applied to personal 
emotion management, self-care, wellness management, or any other human-machine 
interfaces which intend to consider users’ emotion. 

There are many ways to categorize emotions. Different emotion states were used 
for experiments in previous research [1]. To find suitable categories of emotions, we 
adopted the three-layered emotion hierarchy proposed by Parrott shown in Table 1 
[7]. Six emotions are in the first layer, including love, joy, surprise, anger, sadness 
and fear. The second layer includes 25 emotions, and the third layer includes 135 
emotions. Using this hierarchical classification enables the system the ability to  
categorize emotions from rough to fine granularities and degrade to the upper level 
when the experimental materials are insufficient. In addition, mapping categories in 
other researches to ours becomes easier with the hierarchy, and more information is 
provided to annotators when marking their current emotion.  

We hope to find emotion from authors’ aspect instead of readers’ aspect from texts 
to fulfill our purpose. In this research, users’ conversations were collected from the 
log of instant message software Yahoo! Messager. To automatically learn the accom-
panied emotion from a large dataset, texts containing emoticons in Yahoo! blog ar-
ticles were utilized. Then statistical approaches were adopted and compared. As to 
relations of emotions and the music, most researchers looked for the emotions in 
songs or rhythms [10-11]. They classified music into different emotional categories 
and developed the system to tell what emotion a song might bring to a listener, which 
was from readers’ aspect. However, if the aim is to create a comfortable ambient, 
what songs a person in a certain emotional state wants to listen to becomes the ques-
tion. A happy user does not always enjoy happy songs, and vice versa, which makes 
the technology developed in the previous work not applicable. Learning and adapting 
to the personal preference become the aim in this research. This is also true for the 
lightings. To further help the system perform better, collecting users’ feedback was 
realized by using smart phones as the personal controller. 

Table 1. Emotion Categories (Tertiary Emotion Not Listed) 

Primary Emotion Secondary Emotion 

Love Affection, Lust, Longing 
Joy Cheerfulness, Zest, Contentment, Pride, Optimism, Enthrallment, Relief 
Surprise Surprise 
Anger Irritation, Exasperation, Rage, Disgust, Envy, Torment 
Sadness Suffering, Sadness, Disappointment, Shame, Neglect, Sympathy 
Fear Horror, Nervousness 
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Figure 1 demonstrates the proposed system IlluMe designed for a small space person-
al environment. Detailed system framework can be found in Ku’s research [6]. We 
expect that this system could interactively respond to users’ personal status by provid-
ing a feeling of the companion. We view the IlluMe system as a realization of detect-
ing emotions from users’ textual conversations and then responding the best ambient 
accordingly. System features include an Emotion Detection Switch which detects 
users’ current emotion according to messenger logs once a preset time period; an Auto 
Ambient Setting which sets the current ambient by a specific combination of a song 
and a light group which corresponds to the emotion or represents a special atmos-
phere; a Manual Ambient Adjustment which provides a user interface to change the 
settings of music and lightings from smart phones; a Personal Preference Learning 
Mechanism which records the new settings, learns the preference and then performs 
the user adaptation; the Unlimited Melodies and Rich Light Colors where songs are 
added by users and 65,536 lighting colors are provided; Instant State Update which 
watches the users’ input from messenger when the software is on and changes  
the music and lighting according to the detected emotion to make users feel like the 
environment is interacting with them. Figure 2 shows the operational flow of the user 
interface. 

We adopted the concept of collaborative filtering to design the function of personal 
ambient learning. In the early stage of using IlluMe, it proposes the most frequently 
selected settings, that is, the choice of a group of people in the specific emotional 
state. If the user is connected to the Internet, the user experience will be transferred 
back to the servers to help suggest a better ambient to other users. 

The user experience can be optimized because of design of using smart phones. As 
the users update the settings, the system knows their preference. In the later stage, the 
learning function is able to consider the preference of both the individual and the 
group to create a unique ambient for each user. 

3 Emotion Analysis 

The emotion analysis that IlluMe performed is to find the emotions that texts in mes-
senger logs bear in order to create a comfort ambient by sound and lighting accor-
dingly. To achieve this, the system needs to understand the Internet language first, 
and then detect emotions and categorize them. The system works on the Chinese chat-
ting environment and analyzes Chinese texts to detect emotions. Two dictionaries, the 
Chinese sentiment dictionary NTUSD [14] and the Chinese emotion dictionary [13], 
were adopted for detecting emotions. The former categorized sentiment words into 
positive and negative, while the latter into eight emotion types: awesome, heartwarm-
ing, surprising, sad, useful, happy, boring, and angry. Notice that these eight emotion 
types appeared in Yahoo! News Taiwan in the year 2008 and not all of them were 
general emotion states. Therefore, we tried to align Lin’s emotion categories with 
those in Parrott’s emotion hierarchy before using his dictionary.  

Messenger logs were used as the source to detect emotions. We collected  
texts from Yahoo! Messenger and MSN Messenger logs of 8 annotators. When  
the installed collecting program in their computers was on, it ran as a service and 
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continuously logged their messages. Whenever there was at least one new message, 
once an hour the collecting program would pop up the menu and ask them to annotate 
the current emotion together with the preferred settings of the music and lighting. 
There were 3,290 songs, 15 emotional lighting colors and 6 atmospheres for selection. 
A total of 150 records are annotated for experiments. 

Before the sentiment analysis, some preprocessing steps were performed. In addi-
tion to the segmentation and part of speech tagging [16], which are the common  
preprocessing steps when utilizing Chinese texts, messenger logs and sentiment dic-
tionaries were first transformed into zhuyin [15], a Chinese phonetic symbol set,  
before looking for emotions to avoid the mismatch caused by this popular type of 
creative use of writing systems. 

3.1 Learning Emotional Scores of Words 

The emoticon sentences, i.e., there is at least one emoticon in these sentences, were 
treated as the learning materials and from them the emotional score of each word was 
calculated. The learned emotional scores of the words in the messenger log were ac-
cumulated to determine the emotion class of the log. Four approaches were proposed: 
Topical Approach, Emotional Approach, Retrieval Approach and Lexicon Approach 
[5]. Topical Approach utilized the concept of tf‧idf score (term frequency multiplied 
by inversed document frequency) and distributed it to 40 emoticon classes by the 
probability of observing the emoticon sentences in each emoticon class over all emo-
ticon sentences; In Emotional Approach the emoticon sentences of the same emoticon 
class were concatenated into one document and scores of words were calculated as in 
Topical Approach (the mapping is shown in Table 2); Retrieval Approach took the 
current sentence for judgment as a query and found the most similar 10 sentences 
(P@10, precision at ten) to determine the emotion it bore; Lexicon Approach looked 
up words from the Chinese emotion dictionary [13] and calculates their emotional 
scores [14]. Topical Approach and Retrieval Approach consider the importance of 
words in the query sentence and the emoticon sentences, while Emotional Approach 
calculates the “emoticonal” tendency of the words in the query sentence. 

Table 2. The Mapping of the Emotion Class and Emoticon Classes 

Emotion Emoticon 
Love 7(love), 8(shy), 10(kiss) 
Joy 1(smile), 4(happy), 13(smug), 18(laugh) 
Surprise 11(surprise) 
Angry 12(angry) 
Sadness 17(cry), 37(sign) 
Fear 15(worried) 

3.2 Experimental Results and Discussions 

To evaluate the performance of the emotion detection in messenger logs, 10-fold ex-
periments were performed. The results of four approaches for emotion detection were 
listed in Table 3. The best result of emotion detection among four approaches was 
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generated by Topical Approach, while Emotional Approach performed the worst. 
After looking over the emotional scores, we found that the unsatisfactory performance 
of Emotional Approach was caused by the concatenation of the emoticon sentences of 
the same class. This process made forty very large documents so that term frequency 
became the dominate factor and deteriorated the performance. 

Retrieval Approach was better than Emotional Approach but worse than Topical 
Approach. Instead of distributed the tf‧idf score to 40 emotion classes like Topical 
Approach, Retrieval Approach utilized it to rank sentences for voting on the emotion 
class. As a result, we can say that considering the composite important words to find 
the emotion class performs better than letting similar sentences to determine. 

Lexicon Approach was different from the other three in that it did not calculate 
scores based on emoticon sentences. Its performance was the second among all. The 
advantage of using lexicons was that we could find words not appearing in the emoti-
con sentences and hence would still be able to know the emoticon class of sentences, 
even though there were no previously seen words in them. However, having fixed 
lexicon set was also its disadvantage. When there were many emoticon sentences so 
that scores of various words were learned in Topical Approach, Lexicon Approach 
suffered from the limited lexicons.  

Table 3 shows that all approaches tended to perform unsatisfactory for emotion 
class Love, Angry and Fear. For Angry and Fear, the insufficiency of emoticon  
sentences was one causing factor of the low performance. Moreover, these two emo-
tion classes were seldom selected by annotators. Logs of these classes might be re-
lated to specific events represented by special word compositions instead of a certain 
subjective words.  

Generally for all approaches, we found several causes of mis-categorization. First, 
some infrequent words (i.e. less than 10 times) had unreasonably high scores. Second, 
the polarity of a sequence of words might be different from that of its composite 
words. Third, positive words in negative sentences (and vice versa) caused noise 
when determining the polarity. We hence proposed corresponding enhancement  
approaches in the next section. 

Table 3. Performance of Emotion Detection in Message Logs 

Approach→ 
Metric↓ 

Topical 
 

Emotional 
 

Retrieval 
 

Lexicon 
 

Love 0.000 0.000 0.000 0.000 

Joy 0.850 0.238 0.438 0.325 

Surprise 0.000 0.000 0.000 1.000 

Angry 0.000 0.000 0.000 0.000 

Sadness 0.103 0.000 0.103 0.026 

Fear 0.000 0.000 0.000 0.000 

Macro-Avg 0.159 0.040 0.090 0.225 

Micro-Avg 0.480 0.127 0.260 0.187 
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4 Conclusion and Future Work  

Through the work we aim to apply the language technology to redefine the concept of 
a personal space. Via the proposed interface, the space is enabled the capability to 
observe human emotion, and create corresponding consoling ambient according to the 
residents’ different status. The emotion analysis technique equips the space with the 
interaction ability with the residents. The instant interior lightings and music change 
expressed with constructed ambient and residents give feedbacks, which complete a 
new form of “conversation”.  

For the mentioned interface and functions, the core technology which detects us-
ers’ emotion is the most critical part. We proposed several approaches to enhance the 
performance of the system, and showed satisfactory results. Along with the developed 
technology, a good communication between computer controlled devices and users is 
feasible. Moreover, several further applications utilizing system components become 
easier to implement. 

Continuing collecting annotated materials and user feedbacks for learning, and 
then performing a long term experiment to develop good learning approaches is the 
future plan. Conversations from the Internet, such as Facebook, blog feedbacks, or 
line could be sources to gather various materials for advanced emotion detection. 
Making the system components real products like the home lighting system, the in-
telligent table lamp, or the music album promoter will be the next research direction. 

Ackowledgements. Research of this paper was partially supported by National Science 
Council, Taiwan, under the contract NSC101-2628-E-224-001-MY3. 
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Abstract. In recent years, there has been a steady rise in the installation of 
smart environment systems. These systems can consist of a wide range of  
sensors and actuators and as such can become very complex, which brings the 
average user to the limits of her technical understanding. Consequently, innova-
tive methods are required to simplify the interaction with such systems. This 
paper describes an approach for recording events triggered by a user and for 
linking those to actuator effects. Through this, even those end-users who are in-
experienced with modern day technology can create custom rule sets for smart 
environment systems.  

Keywords: Smart Environments, User Interaction, Behavior Recording. 

1 Introduction 

Over the last few decades, the amount of technical devices that populate our homes 
and work places has increased significantly. However, as of today, the majority of 
those devices are not capable of communicating with one another (just think of your 
TV and your fridge). Researchers envision that in the not-too-far future, all technical 
devices distributed in our surroundings will work together and form device ensembles 
with which we will be able to interact in a natural manner. 

A multitude of challenges need to be overcome before this vision can become re-
ality and in recent years, many research and development projects have been aimed at 
creating a software platform to support smart environments (e.g., [2], [3], and [4]). 
However, many of these research projects focus on solving the problem of interopera-
bility, that is, on developing the means for integrating heterogeneous devices into a 
single system and thus enabling them to communicate with one another. And while 
this is obviously a key aspect of making smart environments a reality, we have  
noticed that oftentimes the question of how the user is supposed to control these  
complex systems once they have been established falls a bit short. 

From the perspective of smart environments, the technical devices that they  
are based on can be grouped into two categories. While devices from the first catego-
ry, sensors, are used by the system to perceive the state of its environment, devices 
from the second category, actuators, are used to influence the environment’s state.  
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Frequently, the differentiation between these two categories is not clear and many 
devices are both, sensors and actuators (e.g., a smartphone). Usually, smart environ-
ment systems will rely on sets of control rules for the purpose of logically linking the 
sensor input to the actions performed by its actuators [1], meaning that in a specific 
situation S (as perceived by the system’s sensors), a system will instruct its actuators 
to perform a certain set of actions A. In our work, we are proposing a new approach 
on how to enable users to define control rules through “demonstrating” the desired 
behavior to the system. The underlying principle is not entirely new, and our main 
contribution lies in its adaptation to the area of smart environments. 

2 Related Work 

Our approach was largely inspired by the Visual Basic recorder that comes with the 
Microsoft Office software suite. This application allows users to record his or her 
activities while using one of the products from the Office suite, for example Microsoft 
Word. Users are capable of saving these behavior patterns to shortcuts for the purpose 
of evoking them at a later time – a single button click will then start and automatically 
“replay” the whole process.  

Research on the acceptance of such features goes back to Rosson’s work in 1984 
[7], which evaluated the advances people make when learning to work with a text-
editor software. Similar macro-recording features have been used in more recent work 
where repetitive browsing tasks have been automated using voice-enabled macros [8]. 
This shows that the use of recordable macros withstood the test of time as an intuitive 
and user-friendly means of end-user programming. 

The use of end-user programming in the context of smart environments has been 
suggested as a new research perspective in the field in [6]. This suggestion was then 
built upon in the detailed description of a concept for end-user configuration of smart 
environments in [1]. This concept takes into account different levels of technical  
expertise among end-users and presents solutions for the description as well as the 
recording and definition of system configurations based on multimodal user input. 

3 Concept 

For this work, we have developed a simple application (dubbed “the macro recorder”) 
that provides a very similar functionality as the Visual Basic recorder described in 
section 2 for a smart environment system (Figure 1 shows a screenshot of the applica-
tion’s prototypical user interface). In a nutshell, the macro recorder application works 
like this: If a user wants to add a specific behavior pattern to the system, she will start 
the application, press the “record” button and then trigger the individual events and 
effects which are supposed to be part of the desired pattern. Our application, which 
must have access to the communication channels of the system, will then display  
all sensor events (e.g., movement registered by a movement sensor) and actuator ac-
tions (e.g., the activation of the kitchen lights) in order of their occurrence (more spe-
cifically: in the order of their processing by the system). Once all relevant events and  
actions have been recorded and the user has stopped the recording, a first version of 
the new control rule is automatically generated.  
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sBrightness” and the object value “100”. This triple describes the state of a lamp 
which has a brightness value of 100 percent (indicating that the lamp is “on”). Such a 
triple is sent through the system via the Context Bus and conveys the information that 
the respective lamp has been turned on (via a light switch, for example). To allow for 
later access, all of these context events are also saved in a central database. The  
reason for this is that system components which enter the system (as it is an open 
system facilitating dynamic interoperability between system components) can then be 
informed about the current state of the system by referring to past context events 
saved in this database. Similarly, service requests are defined using the same message 
structure (statements of triples based on RDF/OWL). 

4 Evaluation 

We have assessed the macro recorder software with a group of nine users in our  
institute’s living lab. Three participants were computer scientists involved in the de-
velopment of the underlying platform (universAAL) and as such, they were well-
versed in the mechanisms and concepts that the platform is based on (understanding 
concepts such as context-events and service-calls). The remaining six evaluation par-
ticipants had not had experience in using the platform, but provided a solid technical 
background (students of a lecture on Ambient Intelligence). 

The evaluation consisted of a set of three test cases of rules which had to be created 
by the participants using the macro recorder (for example, a rule that triggered the 
activation of the stereo device when the movement sensor detected presence in the 
entrance area of our lab). Evaluation results showed that both groups found benefit in 
the recording of messages, but the developers still preferred the direct encoding of 
behavior rules using Java, especially for complex scenarios that involved many con-
text events and service calls. However, they confirmed the hypothesis that they might 
consider using the recorder for the encoding of simple rules once they would have 
gotten used to it. 

The second group of users, the students, reported positively on the fact that  
they were able to “program” the system, something which they had considered 
beyond their capabilities before the test. However, some aspects of the system were 
considered confusing and irritating by this group, especially the statements in the 
RDF/OWL format. The users explained that they would have actually preferred a 
different user interface which hid the exact technical details and rather only shows 
simple abstractions of the underlying information (such as “A light was activated in 
the living room”).  

4.1 Conclusion and Future Work 

In this work, we have described our approach for creating rule sets for smart envi-
ronments by recording the behavior of a user. We were able to successfully imple-
ment and test the concept with a group of nine test users, who were able to “program” 
the system, even if they had no further experience in working with it. However, the 
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evaluation showed some areas of improvement for the software. While developers  
of the underlying platform were comfortable with the user interface, the other users 
found some aspects of it too technical and offered various suggestions for its  
improvement.  

The main point of criticism was the overall complexity and too many references to 
the technical concepts of the underlying platform. As such, as a future work we intend 
to create a more advanced version of our macro recorder software which will be ca-
pable of hiding many of the technical details. It may even be possible to provide an 
entirely graphical user interfaces based on graphical representations of the sensors and 
actuators only, which should make “programming” of the system possible for a much 
larger group of users.  

Furthermore, as the macro recorder is currently only covering implicit interaction 
events (such as movement and occupation of certain areas), we intend to extend it to 
also handle explicit user interaction, such as voice and gesture commands. This would 
allow for the realization of even more complex rule patterns.  
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Abstract. The spread of mobile devices in modern societies has forced the 
industry to create software paradigms to meet the new challenges it faces. Some 
of these challenges are the huge heterogeneity of devices or the quick changes 
of users’ context. In this scenario, context becomes a key element, enabling 
mobile applications to be user centric and adapt to user requirements. The 
Mobile Context Framework, proposed in this paper, is a contribution to solve 
some of these challenges. Using Web servers running on the devices, context 
data can be provided to web applications. Besides the framework’s architecture, 
a prototype is presented as proof of concept of the platform’s potential. 

Keywords: Context, mobile devices, mobile web servers, RIA, Web 2.0. 

1 Introduction  

Many authors have already defined the concept of context. Dey et al. say that context 
is any information that can be used to characterize the situation of an entity [1]. An 
entity is a person, place, or object that is considered relevant to the interaction 
between a user and an application, including the user and application themselves. The 
same authors state that a system is context-aware if it uses context to provide relevant 
information and/or services to the user where relevancy depends on the user’s task. 

Mobile computing constitutes an excellent area where these definitions can be 
properly applied. In fact, as mobile devices become very common in modern 
societies, and with the significant improvements of their capabilities (in terms of 
software and hardware), these devices may store an important percentage of user 
context data. Besides, as the users carry the mobile devices with them, the context is 
always updated. The main problem is figuring out an efficient way to allow mobile 
applications to access and use this information. This paper proposes the Mobile 
Contextual Framework (MCF) as a solution to this problem. 

2 Development of Mobile Applications 

There are different approaches when considering the development of applications to 
mobile devices (see Figure 1). A first approach is developing applications that run 
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natively in a selected platform. The advantage of this approach is that we can access 
the APIs of mobile operating systems and optimize the user experience for the target 
platform. However, one drawback of this approach is the tight coupling between 
applications and mobile platforms, resulting in high costs to maintain the same 
application for different operating systems. 

A different approach is using web technologies (HTML5, CSS and JavaScript) to 
build a site/application that is accessed using a mobile browser. This results in 
applications that are generic – platform independent – and provide a good user 
experience with reduced effort both for developers and for final users. This approach 
has been gaining popularity mainly due to the fast improvement of mobile browsers 
and the currently numerous community of web developers.  

 

Fig. 1. Mobile development approaches (from [2]) 

A third approach – known as hybrid - results from the mix of native and web 
paradigms. In this paradigm, which we will adopt, the code is built using web 
technologies and is wrapped in a generic container, which is, in fact, a native 
application. This wrapper also exposes some of native APIs through a JavaScript (or 
similar) abstract layer allowing the developer to take advantage of some of features of 
mobile device. The main drawback of this approach is the, sometimes, poor 
performance of mobile applications and the lack of available frameworks. The most 
popular is Apache Cordova1.  

3 Contextual Information in Mobile Devices 

Applying the definition of context referenced above to the mobile computing world, 
we can consider context to encompass both static and dynamic properties. The static 
ones are the properties that do not change throughout time.  Mainly, device 
characteristics such as model, capabilities, supported formats, among others. In fact, 
static properties represent only a part of the contextual data (not the most important). 
We should also be concerned with dynamic properties such as location, temperature, 
who’s near, user PIM, user calendar, mood, financial status, etc. 
                                                           
1 http://cordova.apache.org/ (last accessed: 28/02/2013). 
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Recently, the World Wide Web Consortium (W3C) created groups to work on 
integration of web applications with mobile devices such as a) Device APIs WG [3] 
which main goal is to create client-side APIs that enable the development of Web 
Applications that interact with device hardware, services and applications such as the 
camera, microphone, system sensors, native address books, calendars and native 
messaging applications; b) Geolocation WG [4] which mission is to define a secure 
and privacy-sensitive interface for using client-side location information in location-
aware Web applications and c) Web Applications WG [5] that is chartered to 
develop specifications for web applications, including standard APIs for client-side 
development, and a packaging format for installable web applications. This group is 
also responsible to specify the APIs to deal with devices file systems. The main 
problem of these groups is the lack of implementation by industry on the 
specifications already published. Despite some exceptions, like the Geolocation API 
[6], which was already been successfully adopted by all the modern browsers2, there 
is no standard way to get this information from devices (using local APIs) so current 
web applications have a reduced awareness of context. This constitutes an important 
drawback for the web paradigm. 

This paper is a proposal to resolve this problem. Using the Mobile Contextual 
Framework (MCF), described in the next sections, it is expected that mobile 
applications should have three properties: (a) Universality – in the sense that the 
application should be independent of the device hardware and software; (b) Context 
awareness – in the sense that this factor is crucial for the success of the solution (in 
fact, today, users are constantly in movement so the context changes quickly, and, as 
the mobile phones become an essential tool for users, the application should know in 
detail one of these context in order to assist the users in an effective way), (c) Low 
Cost – in the sense that the effort to design, implement and maintain the solution 
should be small. 

The solution implemented by the Mobile Context Framework – MCF (see Fig. 2) – 
is based on Web standards like HTTP and JSON. Instead of adding new capabilities 
to browsers, MCF uses local web servers. In order to get contextual data, the web 
pages need only to make local HTTP requests and process the JSON responses. 

4 Mobile Web Servers 

Mobile Web Servers are HTTP servers – like Apache or IIS – that run in mobile 
platforms. One of first versions was designed to run on top of .NET Compact 
Framework [7]. Later, Nokia launched a port of Apache – Raccoon3 – targeted to 
Symbian devices. Other implementations are available for iOS4 and Android5. Use-
cases scenarios for the Mobile Web Servers, can be found in [8] and include sharing 
personal contents with others (e.g., contacts, calendar events, photos, videos, etc.); 

                                                           
2 http://caniuse.com/geolocation (last accessed 28/02/2103). 
3 http://sourceforge.net/projects/raccoon/ (last accessed 28/02/2013). 
4 https://github.com/robbiehanson/CocoaHTTPServer 

 (last accessed 8/02/2013). 
5 http://code.google.com/p/i-jetty/ (last accessed 28/02/2013). 
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remote use via a web user interface (e.g., to locate the device); or the creation of 
context dependent content (e.g. obtaining information from people nearby).One of the 
issues when using mobile web servers in real scenarios is related to mobile operator’s 
security policies. In fact, mobile operators networks are configured only to allow IP 
traffic originated from mobile devices. This means that an HTTP request done by an 
Internet host will not reach the target due to lack of connectivity. Additionally, it is 
not common that mobile devices connected to the Internet have fixed IP address. This 
brings another problem – addressability. Both issues can be solved using a gateway, 
outside the mobile operator network, in order to maintain HTTP connections from 
each device. These connections will be used whenever someone on the Internet makes 
a request to a certain device. Besides, this gateway guarantees the correct name 
resolution for mobile devices. This gateway-based solution is better explained in [9]. 

Upon the mobile web servers, developers are able to deploy web applications (like 
in other web servers). In order to allow running of web applications and dynamic 
pages, Raccoon implements a Python module - Python S606 – as well as the Personal 
Apache MySQL PHP module – PAMP7. Both modules provide APIs to guarantee 
direct access to operation system calls and, using this strategy, to get information 
about user PIM data or interact with GPS, camera, etc. 

 

Fig. 2. MCF solution 

5 MCF Architecture 

The Mobile Context Framework (MCF) architecture encompasses two main 
components (see Figure 2): 

1. MCS – Mobile Context Server 
2. RCS – Remote Context Server 

                                                           
6 http://sourceforge.net/projects/pys60/ (last accessed 28/02/2013). 
7 http://sourceforge.net/projects/pamp/ (last accessed 28/02/2013). 
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MCS runs on the mobile device as an application of the mobile web server. This 
component does not implement any logic dependent of a specific web application. It 
acts like a lightweight device API accepting HTTP requests and sending back 
responses in the JSON format.  

In this way, the web application can access the device API, and gather contextual 
information just doing some more HTTP requests (to the localhost interface). From a 
user point of view, this solution is transparent since it does not require any additional 
device configuration or software installation in order to work properly (assuming that 
the mobile web server is installed by default in mobile devices). From a technical 
perspective, this solution joins both remote HTTP requests, in order to retrieve 
content from a remote web application, as well as local HTTP requests, to allow 
access to user context. 

The MCS reference implementation was developed on top of the Raccoon server 
and using the Python module. The API is divided into two scripts: a main script – 
API-MCS.py - to manage metadata and textual responses (PIM, location) and an 
auxiliary script to fetch multimedia files such as images or videos in a streaming 
mode (Figure 3). 

 

Fig. 3. MCS architecture 

The contextual data, stored in mobile devices, is grouped in 4 categories: PIM, 
Camera, Location and System. Each of these categories has a correspondent class to 
manage, which acts like a bridge to device APIs. These APIs allow developers not 
only to grant access to context data but also to update it explicitly (e.g. to create a new 
calendar event). In what concerns to MCS API invocation, it is done asynchronously 
using callbacks to get the results.  
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As an example, let us consider a cinema tickets application, which contains a page 
listing the rooms near the user. To get the user current location (assuming that the 
user has a GPS device), the developer would need to add a script element which 
source URL should be http://localhost/mcs/api-mcs.py?op=getDeviceLocation. 
Besides that, it is required to implement the mcf_callback function in order to get the 
corresponding response (in this particular case, the location). In this example, the 
coordinates returned by MCF are used to make an Ajax request to a cinema service in 
order to get the rooms nearby. The full example code is listed in Figure 4. 

 
<html> 
<head> 
<title>Location Test</title> 
<script type="text/javascript"> 
var lat, longit; 
function mcf_callback(obj) { 
    lat = obj.location.lat; 
    longit = obj.location.longit; 
} 
function updateRoomsDiv() { … }     
</script> 
<script type='text/javascript'  
        src='http://127.0.0.1/mcs/api-mcs.py?op=getDeviceLocation'> 
</script> 
</head> 
<body> 
    <h1>Location Test</h1> 
   <div id="result" style="display: none"> 
       <span id="status">Searching cinemas...</span> 
       <img src=”ajax-loader.gif"> 
   </div>  
<script type="text/javascript">updateRoomsDiv();</script> 
</body></html> 

Fig. 4. MCS invocation example 

Figure 5 depicts a sequence diagram of the interactions expected to occur in this 
example. First, the device browser performs a request to the cinemas web site hosted 
in the Internet. The response includes a reference to a localhost resource, which 
makes the browser perform an HTTP request to this local URL. This request is 
afterwards received by the mobile web server. Internally, the request is processed by 
MCS, which will perform a call to the operating system in order to get the device 
location. Once the result is obtained, it is sent back to the device browser. At the same 
time, the browser makes an Ajax request to get the cinema’s set of rooms giving the 
location as parameter. When the final result is sent back to the browser, it is 
dynamically included in the page. All these steps are done transparently for the user. 
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Device browser MCS Remote Web Server

2. Page "Searching Cinemas"

Local Web Server

3. Get Device Location

4. Get Device Location

1. Get Servlet Cinema Rooms

5. Pos (X,Y)

6. Pos (X, Y)

7. Get Rooms for Location (X, Y)

8. [Room]

 

Fig. 5. Sequence diagram of a MCS invocation 

The second component – RCS – is also a web application, and runs on a remote 
host. It includes an Utils sub-component, which helps MCS in more complex tasks. 
Consider, for instance, the processing of a 2D code. When a web page requests the 
MCS to read a 2D code, the component captures a photograph using the camera 
device API (assuming that user is pointing the device to a 2D code). Then, instead of 
doing the image processing in the mobile device it makes a request to the RCS. 
Besides this sub-component, the RCS also includes a Trigger sub-component, 
implementing rule based user notifications. For instance, if the user has a meeting in 
location X and, some minutes before the scheduled meeting time, he is far from it, the 
RCS would notify the user. 

Internally, the trigger has a list of rules configured for each user. If the 
requirements of a rule occur, the corresponding event (in most cases, a notification to 
the user) is fired. In order to check the rules requirements, the RCS component makes 
periodical requests to the MCS, in order to get updated context information (for each 
user who subscribes some RCS rule). The mechanism that manages how rules are run 
is generic, independent of each specific rule.  

While the MCS component has a passive behavior (it just responds to requests that 
are made when user is browsing in context aware web applications), the RCS 
component has an active behavior, mainly the trigger. This constitutes a great 
advantage when compared to solutions designed to work only in a passive mode. In 
the case of MCF, the MCS API is remotely called by the trigger component. 

Regarding security and data privacy, the solution can run in a local only mode in 
order to guarantee that there’s no remote requests performed to device web server. In 
this mode, the trigger component of RCS is disabled since it cannot communicate 
with MCS. 
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6 An Example 

To illustrate the potential of MCF, a prototype was implemented. The prototype was 
based on the use case described next. 

Mary is a university student in London and a cinema fan. One day, while waiting 
for the bus, she sees an advertising spot about a new movie. Curious about it, Mary 
picks her phone, opens her operator mobile portal page and points the phone to the 2D 
code next to the advertisement. The phone camera captures the code and the data 
stored in it is sent to the RCS in order to be processed. 

Next, Mary is presented a page with the movie details, including an option to see a 
trailer (Figure 6-a). After watching the trailer, she decides to buy two tickets, one for 
her and another for her boyfriend. 

     

                (a) Movie details page                              (b) Sessions list screen 

Fig. 6. Choosing a session 

In the screen to choose the date and session of the movie, Mary notices that some 
sessions are unavailable for selection (Figure 6-b). She then understands that those 
sessions are in conflict with events in her agenda. Mary chooses the Saturday night 
session.  

After Mary has bought the second ticket, the application asks her for whom the 
second ticket is. Mary chooses her boyfriend contact from the phone contact list 
(Figure 7-a). Next, since this cinema chain has rooms in many cities in the UK, the 
application asks Mary to choose the room’s location. John realizes that the default 
cinema room is already in London (but other options are also available). In fact, the 
application has made a location request to the device and it has chosen the nearest 
room as the default one. Then, Mary finalizes the tickets purchase (Figure 7-b) and, 
immediately, the application adds an event in Mary’s agenda.  

Some days later, Mary has forgotten about the tickets she bought and is travelling 
to Manchester that weekend. One hour before the movie starts, the application 
realized that Mary is far away from the room’s location. Thus, it sends a short 
message to her, suggesting a change of movie location to Manchester since there are 
rooms from the cinema company there. 
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           (a) Select friends screen                          (b) Confirmation screen 

Fig. 7. Inviting friends 

When considering the implementation of this use case, we could think that the 
cinema company implemented a native mobile application and that shared it to the 
customers. However, the company directors did not agree on paying a high quantity to 
develop and maintain versions of this application for the 4 main mobile platforms.  

An application supporting the use case was implemented using MCF to provide 
context adaptation. The screenshots in Figures 6 and 7 are taken from the application. 
The application is provided as a Web application written in PHP. The code snippets 
presented throughout the paper, to illustrate MCF’s usage, are taken from this 
particular application. 

As illustrated by the use case description, the application is capable of accessing 
the device’s camera and contact list, change the agenda, and request services from the 
server, in order to provide a contectualised usage experience to its users. 

7 Conclusions 

Enabling applications to access contextual information, allows for services with 
greater added value, and an improved usage experience. The mobile web is gaining an 
increased relevance in the information society age. It is foreseeable that in a few years 
mobile devices will be the primary means of accessing the web [10, 11]. At the same 
time, Web programming technologies evolution means that it is now possible to build 
complex applications that are largely device independent, and that can be made 
immediately available to anyone with a web enabled device. Finally, mobile web 
servers make it possible for those applications to have access to the user’s context, 
without the need to install special purpose plug-ins in the browser.  

This paper put forward MCF – the Mobile Context Framework – as a generic 
mechanism to enable mobile Web applications to interact with the mobile devices 
they will be running on. The proposed solution is invisible to users, assuming that 
devices will be delivered pre-installed with a mobile Web server, as argued for by 
Wikman et al. [9]. Besides the MCF framework, the paper presents a prototype 
application: Cinema Mobile Tickets. This application is a context sensitive 
application, built on top of MCF. The application is open source and demonstrates the 
feasibility of using the framework in a real life scenario.  



 The Mobile Context Framework: Providing Context to Mobile Applications 153 

 

Acknowledgments. The authors acknowledge funding by the ERDF through 
Programme COMPETE and by the Portuguese Government through FCT - Foundation 
for Science and Technology, within project ref. FCOMP-01-0124-FEDER-015095. 

References 

1. Dey, A., Abowd, G.: Towards a Better Understanding of Context and Context-Awareness. 
In: Proceedings of the CHI 2000 Workshop on the What, Who, Where, When, and How of 
Context-Awareness, Netherlands (April 2000) 

2. Korf, M., Oksman, E.: Native, HTML5, or Hybrid: Understanding Your Mobile 
Application Development Options. Developerforce Technical Library (May 2012) 

3. Hazael-Massieux, D. (ed.): W3C Device APIs Working Group Charter. W3C (2011),  
http://www.w3.org/2011/07/DeviceAPICharter.html 

4. Womer, M.: W3C Geolocation Working Group Charter. W3C (2010),  
http://www.w3.org/2008/geolocation/ 

5. Schepers, D., Barstow, A., McCathieNevile, C.: W3C Web Applications (WebApps) 
Working Group Charter, W3C (2012), http://www.w3.org/2008/webapps/ 

6. W3C, Geolocation API Specification (2012)  
7. Pratistha, I., Nicoloudis, N., Cuce, S.: A Micro-Services Framework on Mobile Devices. 

In: Proceedings of the International Conference on Web Services, ICWS 2003, pp.  
320–325. CSREA Press (2003) 

8. Wikman, J., Dosa, F.: Personal Website on a Mobile Phone, Nokia Research Center (May 
2006) 

9. Wikman, J., Dosa, F.: Providing HTTP Access to Web Servers Running on Mobile 
Phones, Nokia Research Center (May 2006) 

10. Huynh, S.: Mobile Internet Users Will Soon Surpass PC Internet Users Globally. Forrester 
Blogs (February 21, 2012) 

11. Lee, M., Wong, J.: Web access via mobile phone trumps PC in China: report. Reuters, 
Shanghai (July 19, 2012) 
 

 



N. Streitz and C. Stephanidis (Eds.): DAPI/HCII 2013, LNCS 8028, pp. 154–162, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Web Based Me-Centric Resource Management System 
for Pervasive Environment 

Daeil Seo1, Sang Chul Ahn1, and Heedong Ko1,2 

1 Department of HCI and Robotics, University of Science and Technology 
Daejeon, South Korea  

2 Imaging Media Research Center, Korea Institute of Science and Technology 
Seoul, South Korea  

{xdesktop,prime,ko}@imrc.kist.re.kr 

Abstract. This paper presents a design and implementation of a web-based 
scalable me-centric resource management platform to support pervasive 
applications. The proposed system, LinkMe, builds me-centric overlay network, 
a private network of resources, for managing devices located in the user’s 
situated environment, as permitted resources. A resource may be atomic or a set 
of fine-grained resources. By this resource hierarchy, pervasive applications can 
choose a variety of resources combinations based tasks situated in the physical 
environment. Using web, resources are identified by URI and can be 
manipulated using HTTP verbs. Pervasive application can access resources 
using a set of RESTful APIs. To reduce technical barrier, developers can 
choose proper resources using URI and build a pervasive application easily 
based on web technologies such as HTML5, CSS and JavaScript. 

Keywords: Me-centric, Resource management system, Pervasive, Resource 
decomposition, Web technology, URI, HTML5, CSS, JavaScript. 

1 Introduction 

Recently, embedded devices are in wide spread use in our environment and most 
people use a smartphone with sensors, and other wearable smart devices. These 
devices can collect information about our situated environment to help pervasive 
systems for understanding user context more efficiently. A device has a lot of features 
and can perform a variety of roles depending on situation.  

However, these smart devices can provide their own predefined services but they 
are hard to interoperate among themselves and even harder to compose their 
functionalities. If a pervasive system provides a simple way to access features in the 
device and to compose them from various devices, we can use available resources in 
situated environment more efficiently. For example, we bind volume buttons of the 
smartphone to control a HVAC system for increasing and decreasing temperature in 
the accustomed way. For this reason, we need a more sophisticated resource 
management system and their interaction model. 
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Another problem is that typical pervasive systems do not scale well for different 
situation because these systems provide many different communication approach 
including RMI, CORBA, and SOA, making pervasive applications difficult and time 
consuming for developers to implement.  

The Web is raising alternative methodology. R. Fielding [1] proposed REST 
architectural style, developed as an abstract model of the Web. The Web provides 
uniform interface and loosely coupled architecture, we can benefit scalable and load 
balancing, and searching. Web of Things [2] proposed REST based approach for 
integrating real-world devices to the Web. Using the Web, developers make a 
pervasive application likes a web application and even a web page.  

We developed the LinkMe as web based me-centric resources management system. 
By linking between resources and me, LinkMe provides me-centric overlay network, 
a private network of resources that the user can access. Also, the system supports 
granularity for fine-grained resource addressability. The user can decompose a 
resource or combine any physical and virtual resources to declare a new virtual 
resource. The declaration of the new virtual resource is described by HTML or JSON. 
A resource is identified by URI and addressed by URL. LinkMe follows REST 
architecture that provides an interface for accessing many resources of the device in a 
uniform way. The proposed system adopts a resources-oriented architecture and 
supports a set of RESTful APIs. Developers also write pervasive applications as web 
applications using familiar languages such as HTML5, CSS and JavaScript. 

The rest of this paper is structured as follows. Next, we present related work in 
Section 2. In Section 3, we introduce system design and the next section we shows 
our prototype implementation. Finally, we conclude with a summary and outlook on 
future work in Section 5. 

2 Related Work 

This section gives an overview of related projects and technologies. The HP 
Cooltown [3] project aimed to provide an infrastructure for nomadic computing and 
focused on extending web technology. In this project, devices, people, and things 
have a web-presence identified by a URI. Gaia [4] is aiming for providing  
user-centric, resource-aware, multi-device, context-sensitive mobile services in  
active spaces. The Context File System in Gaia project builds a virtual directory 
structure based on context predicates and manages storages infrastructure’s view. 
Service oriented architectures (SOA) [5] can be used as base in order to realize 
suitable frameworks to develop pervasive applications. Web of Things [2] integrates 
real-world devices to the Web and applies REST principles to embedded devices. 
Previous pervasive system considers only the environment around user except user 
already owned and permitted resources. Also, these systems except Web of Things 
used CORBA [4] or SOAP for management and communication. 

There are many web-based approach for accessing devices. They define a set of 
APIs using JavaScript and write application using HTML5, JavaScript, and CSS. 
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Webinos [6] is a cross-device distributed middleware for web applications and 
widgets. It provides APIs for accessing device features and communication with 
others. Webinos is based the concept of personal zones, the set of all their devices. 
LG Open webOS [7] is web-centric platforms and applications can be written using 
either the Mojo or Enyo framework. PhoneGap [8] is platform-independent 
framework with a runtime providing standard APIs. The W3C Device APIs Working 
Group [9] is currently developing client-side device APIs. These approaches allow 
non-expert users to create or modify a web application using device feature easily. 
However, they concern only local resource. 

To manage all the resources that are available to the user, the proposed system 
builds me-centric resource overlay for user's point of view and manages web-enabled 
resources using HTTP method and URI. This system treats a resource as an atomic 
resource or as a set of the atomic resources and provides declaration methodology for 
giving resource granularity using web technologies. 

3 System Design 

In this section, we introduce our system design and a prototype implementation. 

3.1 Architecture and Concept 

In this section, we introduce our system design and a prototype implementation. We 
developed the LinkMe as a me-centric resources management system for pervasive 
environment based on web technologies. The proposed system builds me-centric 
overlay network and offers the Single Sign-On (SSO) service for communication 
among resources. LinkMe Server is a primary component and is responsible for 
managing resources that the user has an authority to access them even if they are 
connected different networks. It manages user information that contains a profile and 
accounts of services. Also, it considers social relations of the user and devices that are 
owned and shared to the user depending on user context. The proposed system deals 
with resources such as user information, social relations and devices; however, in this 
paper, we focus on management of device resources.  

Fig.1 depicts an example of pervasive environment around the user and resource 
trees of LinkMe. The resource tree shows available resources and their hierarchal 
relations. Fig.1 (b) shows resources in the office. All the resources in the office are 
registered on the LinkMe and the system is in charged of managing resources in the 
place and permission that who has an authority to access a resource. In Fig.1 (c) 
depicts resources on user’s perspective. The LinkMe of the user performs role 
management of owned and shared resources. A user’s smartphone connected 
telephone network and a printer are shared devices for family members. A computer 
is located near the user in pervasive environment and connected to a local network. 
Resources are shown in resource tree because the user can access them. 
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contains summaries of events from a resource. Using these web technologies, 
pervasive application developers also write pervasive applications like as web 
applications using familiar language such as HTML5, CSS and JavaScript. Pervasive 
applications are able to use all the resources on the web following communication 
methodology of traditional a web server and client. 

3.2 Redesign Resource 

For taking many advantages, we apply web technologies on implementing the 
proposed system. The main advantage of web architecture is that there is now a de 
facto universal identification scheme for accessing networked resources. Because all 
resources are identified and addressed by URIs, assigning URI is important for 
managing resources. URI Template [12] provides a mechanism for assigning similar 
resources URIs and its variable parts can be easily identified and described. The 
notation of LinkMe URI is given in Table 1. LinkMe URI consists of three parts. The 
first part is an identifier of LinkMe Server and next part is entity identifier defined by 
URI Template and which notation rule is related on resource type. The user authority 
is decided depending user context. If the user owns a resource, access-type of 
resource is owned. When the resource is shared to the user, access-type is a place that 
resources are located in. Last is only an optional part represented resource granularity. 
The system supports decomposition of the device and the user can define a virtual 
resource in the device. The virtual resource is assigning the URI depending on 
hierarchal relations of the parent device.  

Table 1. LinkMe URI Notation 

Resource URI Notation Example URI 

Me /me http://alice.linkedme.org/me 
Device /devices/{access-type}/{resource-

type}/{resource-id} 
http://alice.linkedme.org/devices/own
/pc/uuid-1234 

Person /people/person/{person-id} http://alice.linkedme.org/people/perso
ns/bob 

Group /people/groups/{group-
id}/{person-id} 

http://alice.linkedme.org/people/grou
ps/friends/bob 

 
To declare granularity of a resource, we apply web technology. In the Web, 

browsers and servers do content negotiation, a mechanism to serve different 
representation of a resource at the same URI. HTML and JSON are typical 
representation of resources in the Web. HTML document is rendering resources on 
the web page and JSON is lightweight data-interchange format. We use HTML and 
JSON for declaring hierarchical relation on a device. Fig. 2 depicts an example that 
declares a television that is decomposed into four resources. HTML body is consists 
of three sections and the section is defined by HTML div tag and CSS class. The 
HTML document has a CSS link that is describing the presentation semantics for 
section. First is general information of a resource such as name, description. Next is 
resource granularity that the user declares a resource hierarchy and a new virtual 
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for accessing networked resources. URIs are identified and addressed web-enabled 
resources. Pervasive application developers write applications using familiar language 
such as HTML5, CSS and JavaScript. Also, the system provides a method for 
declaring granularity of a resource. The user is able to fine-grained control to the 
resources. We give example applications for testing feasibility of our system. 

We only focus on the device resources in the paper. As next step the system will 
consider social relation and social services that are tightly connected the user. We will 
be able to get more context and useful information from linked resources. 
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Abstract. Augmented Reality (AR) overlays relevant virtual information onto a 
real world view and allows the user to interact and virtually manipulate 
surroundings. Since virtual information resides not only in a virtual space, but 
also in a physical space, users can be spontaneously given a number of 
opportunities for enriched interactions with their environments. In this paper, 
we propose an AR-based pervasive interaction support, SemanticRadar, which 
allows a user to spontaneously interact with smart objects through semantic 
communications, leveraging the placeness of a user’s current location. 

1 Introduction 

Augmented Reality (AR) [1] allows the user to interact and virtually manipulate 
surroundings by overlaying relevant virtual objects onto a real world view. A recent 
advent of light weight AR devices like Google glass [2] has made it possible to the 
daily lives of normal users. As Mark Weiser envisioned embodied virtuality [3], the 
advancement of information technology is turning daily objects into smart objects 
with storages, processors, and networking capability, making them seamlessly 
embodied into our environments. Due to this paradigm shift, virtual information 
resides not only in a virtual space, but also in a physical space. Since this embodied 
virtuality is able to provide additional services and information, users can be 
spontaneously given a number of opportunities for enriched interactions with their 
environments. 

There have been several research efforts to understand users’ contexts and provide 
personalized information through an AR interface [4–7]. Sentient Visor [5, 6] 
visualizes context information of each object based on user preference. SmartReality 
[4] augments related information about the objects crawled from Linked Open Data 
(LOD) cloud and web service repositories by leveraging user profiles and GPS data. 
Ajanki et al. [7] provide relevant annotations that the user is interested in by capturing 
user face, speech, location, and time. However, existing works do not find which 
interactions are suitable with objects since a space can have multiple meanings 
perceived by people over time based on the social activities performed in it. In other 
words, they do not consider varying interaction dynamics with target objects 
perceived by the user according to the given context. For example, a projector in a 
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seminar room should augment information about a presentation assistant service when 
a user is having a presentation, while information about a video player service should 
be given when a group of users is watching a movie. For this, we need to consider the 
varying semantics that each place may have for different users, so-called placeness 
[8]. According to this perception difference, it is required to augment different 
information for suitable interactions. 

In this paper, we propose a pervasive interaction framework, SemanticRadar, 
which enables a user AR device to spontaneously interact with smart objects through 
semantic communications, leveraging the placeness of a user’s current location. It 
finds out relevant interaction semantics for target smart objects by discovering the 
user perceptions on the current location and exchanging contextual information with 
smart objects. We assume that there exists a cloud (hereafter called placeness cloud) 
which infers placeness by mining the interaction history of the people and other 
context information accumulated in the location. From this, as a user gets into a target 
location, SemanticRadar on a user device (hereafter called a user device) extracts the 
placeness that similar users have on the current location using an ontology including 
locations and the type of possible interactions. When a user gazes at a target smart 
object, the user device asks possible interactions for the given placeness and the user 
profile toward SemanticRadar on a target object (hereafter called a target object). 
Assuming the target object accumulates its interaction history, it infers and replies 
possible interaction types for the given user. Then, if the user selects one of the 
possible types, the user device requests the target object a suitable interface for the 
interaction type. As a result, the target object returns the visualization information to 
use the result interface which is to be augmented through the user’s view. We call this 
stepwise communication procedure as semantic communications. We implement 
SemanticRadar on top of smartphones running Android 4.2 and smart objects (e.g. 
projector, curtain, LED light, and door powered by Beagle board-xM) running 
Ubuntu Linux. 

The rest of this paper is organized as followed. Section 2 introduces related works 
on context-aware service provisioning which encourages user interactions with 
ubiquitous virtual reality. In section 3, we describe our design considerations which 
are necessary to resolve our challenges. In section 4, we present how our proposed 
scheme can release current limitations, and in section 5, we conclude this paper with 
our future works. 

2 Related Works 

Sentient Visor [5, 6] visualizes context information of each object based on user 
preference. In this work, they design a framework, UbiSOA, in which objects are 
abstracted as a virtual web service implemented with RESTful interface. On top of it, 
they propose an IoT browser, Sentient Visor, which is an AR-based mediator to 
discover nearby objects and support user-to-environment interactions. Considering the 
heterogeneity of smart objects and the data they exchange, to make each object 
understand the semantics and enable semantic interactions between them, they put 
ontology prefixes as semantic tags for each data into the exchanged messages. To 
process this semantic information and provide personalized information derived from 
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current contexts, they deploy a web service which is responsible of hosting 
knowledge base and processing semantic queries from Sentient Visor. Once Sentient 
Visor receives what should be displayed in which format, the result about the object is 
augmented in user’s AR interface. However, this framework just focuses on static 
semantics of what the target object is and how they can be understood in user’s 
perspective in a given context, while overlooking the fact that those semantics can 
vary according to the user’s perception on the current place. Without considering this 
dynamics, the likelihood that suggested interactions can satisfy the user may not be 
high enough, especially in a public place. 

SmartReality [4] augments related information about the objects crawled from 
Linked Open Data (LOD) cloud and web service repositories by leveraging user 
profiles and GPS data. Once a user device recognizes an object, the object is linked to 
Things-of-Interst (ToI) description stored in ToI store in a server. Then, the server 
loads related data and services from Linked Open Data (LOD) cloud and web service 
repository according to a set of Linked Data crawling rules with collected context 
sources. These loaded entities are packed together and delivered to the user in a 
meaningful and useful manner through the AR interface. This work not just tries to 
suggest personalized interactions based on user contexts, but also expand the data 
retrieval range by including LOD as their information source. However, like Sentient 
Visor, this work also overlooks the dynamics of semantics that each place has. 
Because of that, the system doesn’t know which interactions are likely to satisfy 
current user’s need which could change along with the place semantics, resulting in 
wrong service and data hosting.  

Ajanki et al [7] provide relevant annotations that the user is interested in by 
capturing user face, speech, location, and time. By recognizing objects in AR view, 
the user’s location, face, speech, and finger pointing, this framework infers in which 
object the user is interested and what the user wants to do with it. Once they are 
figured out, relevant annotations which are likely to be interesting for the user are 
loaded from the back-end server and shown through the AR user interface. In this 
work, since the most of contextual cues are given as a real-time streaming, a 
dedicated back-end server to process the stream data in real time has been installed. 
While this framework tries to enrich user interactions with the environments by 
means of analyzing user actions as critical contextual cues, it also overlooks the 
dynamic semantics of each place and its possible relationships to the users or 
embodied smart objects.  

3 Design Considerations 

3.1 Extracting User Perceptions on Interaction Semantics of Current 
Location 

In [8], a space can have multiple meanings perceived by people over time based on 
the social activities performed in it. We call these diverse user perceptions on the 
interaction semantics of a space as “placeness”. In order to extract placeness 
associated with a location, we need to capture what type of activities people 
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repeatedly perform there. For this, we need to collect user information such as profiles 
including age, role, and gender, and experiences at different places on top of social 
relations data among users. This information is then utilized to find appropriate 
interactions for a user. However, it is highly challenging to formalize a person’s 
conceptualization of a place into a computational method. Several existing approaches 
to the mining of user experiences with a place can generally be put into two categories 
in terms of the knowledge source. These are the online cyber world and the offline 
physical world. In the former, some studies analyze the geospatial contents from 
travelogues and social media [9–12]. Although we can summarize the features of a 
place as a topic-based word cloud, as done by Abdelmoty et al. [13] and KUSCO [14, 
15], it is difficult for their approaches precisely to extract social interaction 
information, including members, activities, and times from the coarse-grained tag 
clouds. This makes the results of dynamic interaction opportunity discovery 
inaccurate. In the second approach, one branch of research has considered the mining 
of user experience from user behavior logs in the real world [16–18]. As these works 
have aimed to discover important places from GPS traces, they have not supported 
recommendations of feasible interactions in those places. Therefore, on top of the 
approaches in these studies, we consider a method to extract placeness from virtual 
and physical worlds and exploit it to find appropriate interactions. 

3.2 Augmenting Relevant Interaction Semantics via Semantic 
Communications 

Even if the placeness is extracted, since a user has no prior knowledge about a target 
object in the current location, it is hard to figure out which interactions are possible with 
it. To do that, we need a communication procedure through which they get to know 
each other and eventually find relevant interaction semantics. Juba [19] introduces 
semantic communications which is a sequential procedure through which intelligent 
individuals without a common language build a shared knowledge and achieve a 
common goal such as solving a complex problem. Supposing that there are two 
intelligent agents A and B who are not sharing any common language, to communicate 
each other and achieve a common goal, they need to try everything they can do to 
understand who the other is and what he can do. If they can make even a small but 
common understanding, one can start asking more questions to get more hints to enlarge 
their shared knowledge pool. As repeating asking and replying, they can eventually 
reach an understanding of a common goal and start thinking of how they can solve the 
given problem by going through the same steps they have performed.  

Considering the absence of the prior knowledge between a user and a target object, 
it is worth applying this Juba’s semantic communication model to our problem to 
figure out relevant interaction semantics to be augmented. For that, we need to tune 
its computational model into our context. First, we need to define three main 
components, an intelligent individual with local knowledge base, a common goal to 
solve together, and communication procedures. Next thing to do is setting up 
assumptions which may help us take the first step. In our context, SemanticRadar in a 
user device or a target smart object is an intelligent individual with its local 
knowledge. In this definition, in order to focus on the communication steps, we 
assume our intelligent individuals are sharing a common language, which means they 
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can at least communicate each other. The common goal to solve in our work is 
providing users with personalized interactions with a target object. For the 
communication procedures, since we assume the existence of common language 
between individuals, we can only focus on how they can leverage their local 
knowledge to decide what to ask and its answer.  

4 Proposed Scheme 

4.1 Overview 

SemanticRadar has three components to extract placeness and find personalized 
interaction semantics as shown in Fig. 1. Placeness cloud, accumulates user 
interaction history at different locations in its Knowledge Base (KB). Then, the core 
service module, Placeness Inference Service, infers how people perceive that place 
and which interactions they usually do by leveraging the history data through a 
mediator module, Context Manager (CM) which loads and manages the stored history 
data. SemanticRadar on a user device is a personal mobile device with AR user 
interface. It captures every user interaction with a smart object and reports that 
interaction log to the cloud with the user profile such as age, gender in Context 
Manager (CM), and location information. When the user wants to interact with a 
target object, SemanticRadar extracts the placeness from the cloud and goes through 
the semantic communications with the target object to find personalized interaction 
semantics. During the semantic communications, the network sessions and stepwise 
procedures are managed by Semantic Communication Manager (SCM). 
SemanticRadar on a smart object provides users with interaction services. It 
accumulates which interaction and interface it served for each user profile and 
placeness before in its KB. By means of this knowledge base which is managed by 
Context Manager (CM), it infers which interaction interface should be given for a 
user by going through semantic communications 

4.2 Extracting Placeness: Mining User Activity Context 

When a user enters a certain location, he requests the placeness of the current location 
with his user profile to Placeness Cloud. Then, the cloud extracts the placeness from the 
collected experience data set. For this, we exploit the experiences of people who have 
been to the place and share similar profiles with a target user. This is based on the 
finding of Magnusson and Ekehammar such that people behave similarly in similar 
situations [20]. Thus, Placeness Cloud continuously logs experience data consisting of 
user profiles, interactions, other contexts, and location information with keywords 
extracted from the Internet as shown in Table 1. Since the placeness is diachronic and 
generalized for common users, Placeness Cloud select users in the cloud and co-located 
users, whose profiles are similar to a given user based on k-nearest neighbors algorithm 
[21], and analyze how they perceive the given location based on what interactions are 
frequently performed by them. For example, from Table 1, the cloud extracts 
‘workspace’ as placeness from interaction experiences such as ‘presentation’ and 
‘system checking’. More detailed explanation can be found in [22]. 
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Fig. 1. An Overall Architecture of SemanticRadar Framework and Participants 

Table 1. Examples of User Interaction History Data 

User Interaction Location 

Age Gender Role Interaction Type Time Place Characteristics 

… … … … … … 

28 Male Student Presentation 
2012.11.30 
14:24 PM 

Seminar Room = 
{seminar, presentation, 
smart environment, …} 

… … … … … … 

44 Male Admin  
System 

Checking 
2012.12.17 
9:14 AM 

Seminar Room = 
{seminar, presentation, 
smart environment, …} 

53 Male Student 
Movie 

Watching 
2013.1.4 
10:15 PM 

Seminar Room = 
{seminar, presentation, 
smart environment, …} 

… … … … … … 
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4.3 Finding Personalized Interaction Semantics: Semantic Communication 
with a Target Object 

When the user device gazes at a target object, it starts semantic communications with 
the target object to find a personalized interaction interface for the user’s profile. 
Fig.2 describes messages exchanged in semantic communications between the user 
device and the target object through an example. In the example, a student enters a 
seminar room and extracts the placeness, ‘Workspace’ and ‘Entertainment’. Out of 
various smart objects installed in the seminar room, as the user gazes at a projector 
with his smartphone, it starts semantic communication session with the target 
projector by sending a query about the possible interactions under the given placeness 
and its user profile. Then, based on the local interaction history, the projector infers 
interaction types, Presentation, System Checking, Movie Watching, etc., that similar 
users performed. When the user chooses an interaction, the user device requests the 
projector the interaction interface which is suitable for the received user profile. As 
the result, the information on how to visualize the interaction interface is replied and 
the user can start presenting a slide with the personalized projector interface. 

5 Prototype Implementation 

We implement SemanticRadar on top of smartphones running Android 4.2 and smart 
objects running Ubuntu Linux. We use Protégé 4.2 beta to design our ontology and 
Jena framework to host ontologies and handle SPARQL queries. For the user 
smartphone, we leverages androJena framework to handle semantics. To verify 

 

Fig. 2. Semantic Communications to Find Interaction Interfaces along with an Ontology 
Path 
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placeness-based personalized interaction support via semantic communications, we 
build a testbed [23] and install smart objects such as a smart projector, a smart curtain, 
LED lights, etc. powered by Beagle board-Xm. Fig. 3 depicts how SemanticRadar 
differentiates interaction interfaces of a target object, projector. The left side is the 
projector interface augmented for a Lecturer who wants to start a presentation, while 
the right side interface is for a Student who wants to watch a movie with the projector 
in the testbed. As shown in the picture, the presentation slide and projector controller 
interface is given for the Lecturer, while the video controller interface is given for the 
Student who wants to watch a movie. This final interface comes through the placeness 
extraction and the semantic communications. Fig. 4 shows how long it takes from the 
start of semantic communications to interface visualizations.  

 

 

Fig. 3. Personalized Interaction Interfaces on 
User’s AR device 

 

 

Fig. 4. Semantic Communications Delay (ms) 

 

6 Conclusions and Future Work 

In this paper, we present SemanticRadar, an AR-based pervasive interaction 
framework via semantic communications. Based on user interaction history mined in 
the placeness cloud, SemanticRadar extracts how similar users perceive the current 
location. Then, it finds personalized interaction semantics via semantic 
communications with a target object and visualizes the interaction semantics through 
an AR interface. We implement the prototype testbed upon a seminar room and show 
SemanticRadar provides different interaction interfaces to different users. In this 
work, we assume that our participants can communicate with a common protocol and 
they can lean on a shared knowledge base, placeness cloud. To overcome the 
limitation coming from the absence of a common protocol, we will design a cross-
layer semantic communication protocol to incorporate with smart objects with 
heterogeneous protocols as our future work. 
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Abstract. Knowing human activity in each day is relevant information
in several purposes. However, existing activity recognition systems have
limitation to identify the human activity because they cannot get the
appropriate information for recognition. To address this limitation, we
present three relevant components in Context-aware Activity Recogni-
tion Engine (CARE) architecture for organizing context-aware informa-
tion in home. First, we introduce Context Sensor Network (CSN). The
CSN provides the raw environment information from the diversity of
sensors. Second, data manager component is proposed to process the
pre-processing in the raw data from the CSN. The data must be normal-
ized and transformed in order to make the system more efficient. The last
component is system repository that composes of three essential tasks
for controlling the information in the system. In this paper, the ontology
based activity recognition (OBAR) system is used to evaluate the data
from proposed components. The high accuracy of results can refer to the
well organization of proposed components.

Keywords: Human activity, context-aware activity recognition engine,
ontology based activity recognition.

1 Introduction

Recently, the high technologies play vital roles to built a variety of the healthcare
system, especially in smart home. For example, home health care (HHC) system
[1] proposed to help the people gain the better health in the home. Nevertheless,
only home user’s health condition might not enough for analysing and treatment
the disease because sometime home user might perform something that leads to
the disease, but home user does not know by himself or herself.

In that sense, human activity recognition system has been proposed to cap-
ture the human activity in each day. The physician or healthcare system can
utilize the results from the activity recognition system for diagnosis, treatment
or prevention the disease. However, to observe the human activity is not an easy
task because there is several environment information in home that we have to
consider such as home environment or human information. For sensing data in
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the home, most of the researches have implemented the system that obtains the
context information based on only single concept: body sensor network (BSN)
or home sensor network (HSN). The system might get the imperfect data [2]
if only one concept is developed. It can lead to occur the ”Ambiguous activity
problem“. In this paper, we aim to improve the ability of activity recognition
by proposing three relevant components in the Context-aware Activity Recogni-
tion Engine (CARE) architecture that can organize and provide the appropriate
information for recognition the human activity.

The rest of paper is organized as follows: in section 2, we briefly describe
related works on activity recognition area, especially in sensing data process.
Then, we introduce the overview of CARE system architecture in section 3.
Section 4, CSN proposes for collecting the environment information in home.
After that, we present the way to normalize the data in section 5. In section 6,
System repository component shows the process for controlling the information
in the system. Next, in section 7, we demonstrate the experiment and results in
this research. Finally, conclusion and future work are in section 8.

2 Background and Related Worked

Among of existing researches in activity recognition area, they have proposed
several ways to identify the daily physical activity. Not only the classification
process plays a vital role for recognition the human activity, but sensing data pro-
cess is also relevant to collect the appropriate information. Thus, in this section,
we will describe the existing techniques that used for sensing data in activity
recognition system. Currently, there are three main sensing data techniques.

First, visual sensing technique has been proposed in the computer vision area.
To perceive the information in this technique, high-resolution camera is mainly
used for collecting the image or video files. Normally, there are two ways to
perceive data: single viewpoint-based surveillance and multi viewpoint-based
surveillance. In the single viewpoint-based surveillance, it is not difficult to design
the system architecture because data from only one camera is used to recognize
the human activity [3], but in the multi viewpoint-based surveillance method
[4], it has the heavy task to perform the camera network for synchronisation the
information between cameras. The information from distributed camera network
can be used to identify the human in several purposes such as human action,
human location, or travel time in each room. However, the privacy problem is
the crucial problem for classification the human activity.

The rest two techniques for sensing data are BSN and HSN. The concept of
BSN [5] is that attach the sensor on the human body for capturing the motion
of human. Thus, system will perceive only the information from the human
sensor. Nevertheless, only information from the human sensor might not enough
to recognize some specific activities such as “Watching TV”, or “Working on
computer”. The HSN has been proposed for solving in this problem. Diversity
of sensors is embedded in the home facility for detecting the interaction between
human and object. The system recognizes the human activities by monitoring,
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Fig. 1. CARE Architecture

which home facility is being used and how long user spends time on that facility
[6]. However, the drawback of this technique is when several objects are activated
in the same time. It leads the system classify several possible resultant activities.

3 CARE Architecture Overview

Until now, homes in 21st have embedded the ubiquitous system for different pur-
poses. Sensing, managing, controlling the amount of data in smart home are a
challenging task for organizing proper data before processing the activity recog-
nition. According to the dis/advantage of sensing data techniques in section 2,
designing the architecture is effected to the results of activity recognition sys-
tem. In this section, we briefly describe the system architecture that used for
organization the home information and human information for activity recog-
nition. Figure. 1 presents a high-level of CARE architecture. In our proposed,
there are tree main components for obtaining, managing, and controlling the
data in CARE architecture. First, Context Sensor Network (CSN) observes the
surrounding information in smart home, including human information (Section
4). Second, data manager normalizes the raw data from the CSN (Section 5).
Last, system repository takes a responsibility to control the flow of data in the
system (Section 6).
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4 Context Sensor Network (CSN)

To obtain the relevant information in the real environment, CSN is proposed with
diversity of sensors and protocols. The CSN is a sensor network that typically
uses for collecting the context data in the smart home. Our testbed of this paper
is establishing in an iHouse [7]. The iHouse is designed for development of the
next-generation home network system. Two floors with 107.76 m2, more than
250 sensors and home appliance are connected through ECHONET, UPnP, and
Zigbee. Considering in the home environment, there are several details that we
have to consider. Two of relevant information for classifying the human activity
in the home are home environment information and human information. There
are three kinds of sensor networks in CSN as followed:

4.1 Home Appliance Sensor Network

The main task of home appliance sensor network is to capture the use of home
appliance. Diversity of sensors is built into the home appliance in iHouse. Most
of home appliance can be detected by measure the change of electric current
from the power consumption. Meanwhile, water-flow sensors are embedded in
the smart home for monitoring the use of water appliance such as sink, shower,
or flushing. This kind of information is relevant for classifying the specific activity
such as “Watching TV”, “Working on computer” or “Cooking”. For example,
we can know the user might performing the “Cooking” activity when the system
recognize “Electric stove” is being used, or the system classify the activity as
“Taking a bath” if the water-flow sensor detects the flow of water from the
“Shower” object.

In our research, to transfer the data in home appliance sensor network, there
are two protocols for sending the requested command to each sensor: ECHONET
[8] and UPnP [9]. The ECHONET is an international home network protocol
standard that is used to control, monitor, and gather information from equip-
ment, and sensor. UPnP is used to make the requested command for monitoring
the sensor status. An interval time is set to five seconds for sending the requested
command.

4.2 Home Furniture Sensor Network

Apart from the home appliances, we still need to consider other home environ-
ment, such as “Sofa”, “Bed”, or “Broom” object. Normally, the object in this
sensor network can be divided into two cases. First is the direct purpose object.
That means the object can infer to only one activity. For example, “Broom”
object can be used only for “Sweeping the floor” activity. Second is the multi-
purpose object. There is some home furniture in home that the user uses in
several purposes. For example, home user uses “Sofa” object for sitting and
watching TV, or lying down on the “Sofa” for relaxing.

This kind of home furniture information can compose with the home appliance
information for performing the specific activity. For example, if “Computer” ob-
ject is turned on, it does not means that user performing “Working on computer”
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Fig. 2. Arduino Fio with external board and sensor

activity. Normally, user tends to sit on the “Chair” for “Working on computer”.
In this paper, pressure sensor, gyro sensor, and magnetic sensor are deployed
and attached on the home furniture. For example, pressure sensors are attached
on the “Bed” object to detect the “Bed” is being used or not. Gyro sensor is
attached on the home furniture that has movement such as “Broom”, “Mop”,
or “Coffee bottle”. Magnetic sensor is used for the item that has open-close
property such as “Cupboard”.

Nevertheless, we cannot utilize the ECHONET protocol for transmission the
data same as home appliance sensor network because most of the home furnitures
are not in the international home network protocol standard. In this sensor
network, we select the Arudino board [10] for sensing the home furniture data.
There are two basic module in this sensor network: sensor node and coordinator.
For the sensor node, we have selected the Arudino Fio as a microcontroller board
based on the ATmega328P. Arduino Fio is connected with pressure sensor, gyro
sensor, and magnetic sensor via external board, shown in Fig. 2. Arduino Fio
also allows the developer to program it wirelessly, over a pair of XBee radio.
Therefore, we emulated the Zigbee protocol for transmission the data between
home furniture sensor and server. For the coordinator side, Arduino Ethernet is
developed belonging to Xbee shield. The Xbee shield allows an Arduino board
to communicate wirelessly using Zigbee. At this stage, the coordinator node
will collect data from sensor node via Zigbee protocol and transmit to server
via Ethernet cable. Each coordinator node will be placed on the conner of each
room. Therefore, system will perceive where the data is come from based on the
“Coordinator id” and “Sensor id”.

4.3 Human Sensor Network

Normally, only the home environment data might not enough to conform the
user’s context for classifying the human activity. It can lead to the “Ambiguous
activity problem” when using only home environment data. For example, if we
consider only object activation to perform the activity recognition system, the
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system cannot guarantee the high accuracy when several object are being used.
It makes the system generated several possible resultant activities. Therefore,
the human sensor network is used to monitor the human information such as
human location. Infrared sensors are deployed in each room in iHouse for de-
tecting the human location. The current human location is relevant to activity
recognition because it can give useful hints about which activities s/he can or
cannot perform.

Nonetheless, using human location and object activation for classification are
still encountering the “Ambiguous activity problem” because sometime human
location does not hint any activities if several objects are being used in the same
current human location. Recently, the other human information are introduced
for improving the activity recognition. For example, human posture information
is utilized with the common user’s context (object activation and human loca-
tion) [11]. It shows the advantage to reduce the “Ambiguous activity problem”
when using human posture. To obtain human posture in CARE architecture,
range-based algorithm [12] is proposed to classify the human posture based on a
range between body parts. The devices that are capable to measure the distance
between sensors are used in this architecture.

5 Data Manager

According to the CSN, there are several environment data in home that the
system have to obtain because several objects in the home can infer to the human
activity. Not only the amount of data in smart home is effect to the system, but
also the perfect of data. Although the system can obtain the data from the
diversity of sensor, it still suffers with missing data or noise from the sensor.
There are particular problems in data when due with hardware. Therefore, data
manager component aim to normalize data before send to the system repository.

There are two techniques to normalize the raw data from the CSN. Firstly,
supply missing data function is developed for solving the missing data problem.
The supply missing data function will find and add the suitable data for making
the user’s context perfectly. For example, the system cannot perceive the human
location from the infrared sensor if the user has little movement. In this case,
the supply missing data function will retrieve the last human location instead
the current human location for making the completed user’s context. Second,
eliminate data function is the relevant function to cut the unexpected data or
noise from the sensor. The unexpected data problem can make the result of
recognition changed easily. In this paper, we apply the threshold technique in
eliminate data function. The lower bound is set for filtering the noise in some
circumstances. For example, normally, although we turn off the TV but plugging,
the sensor still detect a little electric current from TV. It can make the system
decide that TV is being used. The result might be changed easily if there is this
kind of noise.
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6 System Repository

To control the data in the CARE architecture, the system repository play an
important role to control data flow between system repository and OBAR, illus-
trated in Fig. 3. The system repository can be divided into two modules. First,
repository is the module that takes a responsibility to keep the normalized data
from the data manager, and also store the temporal reasoning from the OBAR.
Second, context controller module has a duty to control all of data in the system.
There are three main tasks in context controller:

• Mapping Data: Based on CARE architecture, ontology concept is used
to explicit the huge information from the variety of sensors. In this research,
the ontology concept is described in the abstract level. The ontology applica-
tion management framework [13] is adopted to map between the properties
concept in ontology and the data in the repository. However, we cannot use
a relational database through this step directly. We need to transform the
relational database to resource description framework (RDF) for interchange
the data on the web.
• Composition Data: The necessary information in the repository will
be conform to the user’s context. In one user’s context, system can know
various kind of semantic information such as object activation, human loca-
tion, time or human posture. The user’s context will be served as the input
data in OBAR. Every one minute, system will conform the user’s context
for classifying the human activity.
• Reprocessing Data: According to the original idea of ontology concept,
it does not support the temporal reasoning. In this task, we implement the
external java program to keep tracking the temporal reasoning. Then the
temporal reasoning will be collected in the repository, and it is sent to the
inference method for the next classification. This information is vital useful
when system lacks data to classify the human activity.

7 Experiment and Results

7.1 Ontology Based Activity Recognition (OBAR)

To evaluate the organization’s performance of the three proposed components,
we implemented the OBAR [11] for inference the human activity based on data
from proposed components. In this section, we will describe the workflow of
OBAR briefly. There are two parts of OBAR: ontology modeling and recognition
engine. For modeling the human activity, the ontology concept is used to explicit
the semantic information in smart home. There are two main ontologies models.
First, the context-aware infrastructure ontology is designed for definition the
surrounding information in smart home. Second, the activity log ontology is
used to identify the historical information. As describe in section 6, these two
ontologies will be mapped with the repository by context controller.
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Fig. 3. Data flow between system repository and OBAR

Recognition engine is the core of OBAR to classify the human activity. Nor-
mally, the ontology concept does not have the ability to classify the human
activity. Description logic (DL) rules are established for supporting inference
and reasoning. To create the DL rules, object activation, human location, hu-
man posture, and activity log are used to create the DL rules. The example
below indicates the DL rule for “Washing dishes” activity.

Wash dishes � Functional Activity
� Kitchen Activity
� use(Object.Furniture(Sink))
� Object.Human.Current location(kitchen)
� HumanPosture(Stand)
� LastActivity.Kitchen Activity(Eating or drinking)

After that, the built-in reasoner is implemented for computing the DL rules
for the new knowledge and collect into the smart home knowledge based. Infer-
ence method has a responsibility to check the data from the composition data
that consistent with the knowledge in smart home knowledge based or not. The
system will give the results if user’s context is consistent with the rule in smart
home knowledge based. After that, the system will keep the results of classifica-
tion into the repository for processing in the next classification.
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Table 1. Recognition accuracy of OBAR

Activity Accuracy Other possible resultant activities

A1 = Working on computer 92.25 % A2 (6.90 %), A7 (0.42 %), A14 (0.43 %)

A2 = Watching TV 97.94 % A14 (2.06 %)

A3 = Reading a book 100 % -

A4 = Scrubbing the floor 93.75 % A14 (6.25 %)

A5 = Sweeping the floor 96.67 % A14 (3.33 %)

A6 = Sitting on the toilet 93.75 % A1 (2.08), A14 (4.17 %)

A7 = Taking a bath 100 % -

A8 = Lying down & relaxing 100 % -

A9 = Sleeping 91.86 % A3 (3.49 %), A14 (4.65 %)

A10 = Making coffee 100 % -

A11 = Cooking 86.21 % A14 (13.79 %)

A12 = Eating or drinking 100 % -

A13 = Washing dishes 100 % -

A14 = Idle 100 % -

7.2 Results and Discussion

Table 1 illustrates the recognition accuracy in 14 activities. The recognition accu-
racy of OBAR exhibits the organization’s performance of proposed components.
Although OBAR can achieve the high accuracy with 96.6 %, it still has problems
that make the OBAR classify incorrect results.

The delay of sensor in CSN and the interval time for composition data in sys-
tem repository (composition data task) are not synchronized. The strange result
(“Taking a bath” activity) in the “Working on computer” is the outstanding
example that shows the asynchronous problem. Since when sensor is activated,
it will be delayed one minute for sensing the next status while the context con-
troller will compose the user’s context every one minute. Consequently, it is
possible that the user already changes the activity, but the system still using the
old information for classification. To address these shortcoming, in the future
work, the interval time for composition data should have to have the adaptive
function to adjust the interval time for composition the data for recognition the
human activity.

8 Conclusion

In this paper, we proposed the three components in CARE architecture that
use for organizing context-aware data in smart home. First, we introduced the
CSN that used to observe the surrounding information in the smart home. Three
kinds of sensor networks are proposed for collecting the object activation and
human information via diversity of sensors and protocols. Second, data manager
component is presented for normalizing the data. This component is helpful for
the system to make the complete data. Supplying missing data function and
eliminate noisy data function are implemented for providing the appropriate
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data to the system repository. Last, system repository is exhibited the vital role
to control the huge of data in the system. Based on the real data from these three
components, the OBAR can achieve the high recognition accuracy with 96.60
%. Even though the results cannot exactly conclude that proposed components
make the high recognition accuracy, it demonstrates that proposed components
can provide the appropriate information for the classification.
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Abstract. Miniaturization of smart devices and sensors, as well as widespread 
use of new interaction modalities make Ambient Intelligence (AmI) not a pros-
pect for the future but an impending reality of existence. This requires methods 
for solving the issues on how to integrate interaction devices into a context-
aware environment. We thus designed a middleware to provide a promising ap-
proach. Our middleware adopts a two-layer structure. The low layer is the  
enterprise service bus, which is in charge of integrating context sensors and in-
teraction devices, and of discovering context. The high layer is the versatile 
context interpreter, which is responsible for context inference, expressive query, 
and persistent storage. Finally, we implemented the prototype of this middle-
ware on the street and store marketing scenario. 

Keywords: Middleware, Context Awareness, Ambient Intelligence, Human 
Computer Interaction. 

1 Introduction 

20 years ago, Marc Weiser formulated the prospect of computers in the 21st century, 
and proposed the pioneering notion of ubiquitous computing. Many aspects of his 
visions have already become reality in the past two decades. Furthermore, one of his 
primary ideas has recently evolved to a more general paradigm known as Ambient 
Intelligence (AmI). This defines an interaction between users and a context-aware 
environment, which adapts its behaviors intelligently to users’ preferences and habits 
so as to facilitate and enhance users’ life [2].  Going one step further, the AmI focus 
augments ubiquitous computing with additional requirements for natural interaction 
and context-awareness [2]. 

Human-Computer interaction (HCI), and context awareness, as two standalone 
core concepts of AmI, play important roles in this research area respectively. Context 
awareness suggests that systems could adapt their functionality to a user’s activity and 
situation in the environment [3]. Context-aware systems, on the other hand, are con-
cerned with acquisition of context, abstraction and understanding of context, and ap-
plication behaviors based on the recognized context [16].  
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HCI involves the study, planning, and design of interaction between people (users) 
and computers. The emergence of proxemic interaction provides a possibility for 
fusion of two technologies (HCI and Context Awareness), which takes spatial rela-
tionships into consideration and extends the traditional interaction from the binary 
relationship (computer and human) to the context-aware environment [4]. More and 
more researchers are taking into account the intersection part of HCI and Context 
awareness to enable users to interact more naturally in pervasive environments. Our 
team has been working on the user interface related to augmented reality in HCI for 
many years and has proposed three innovative user interfaces [7]. One of these is the 
in-environment interface (IEI) [21] [22], meaning that the environment provides all 
interaction support including input and output devices, as well as environment depen-
dent information. Furthermore, more issues and challenges face researchers than ever 
before. Programmers need an enhanced platform integrating various sensors and actu-
ators and interaction technologies in order to propose an appropriate and up-to-date 
HCI according to observed environment behavior. We propose a context-aware mid-
dleware for interaction device deployment (CMID) in AmI, based on MOCOCO prin-
ciples (MObility, COntextualization and COoperation) [6]. CMID takes into account 
multi-modal interaction technologies (hand gestures, marks, large-scale body move-
ments, etc.) in relation with users’ AmI environment context. 

In the remainder of this paper, an AmI situation scenario is presented allowing con-
textualizing following a technical explanation. Then, several aspects of our middle-
ware are explained starting with a low layer based on an ESB (Enterprise Service 
Bus), in charge of communicating in standard manner with in-environment sensors 
and actuators and of managing their dynamic discovery. The next step is a description 
of a high layer called the VCI (Versatile Context Interpreter), providing higher and 
semantic data interpretations. The general structure and main components of the VCI 
are described and related to our scenario. Finally, the paper ends with the conclusion 
and future work. 

2 Street and Store Marketing Scenario (SSM)  

Up-to-date ubiquitous computing with in-environment distributed sensors, actuators 
and user interface devices are able to create an Ambient Intelligence environment in a 
shopping area. The main goal is to detect potential shoppers and propose them appro-
priate goods, i.e. goods in relation with their shopping profiles and identified present 
needs. To allow this, we need first to capture potential consumer presence by appro-
priate sensor(s), then to study his/ her profile and determine what kind of information 
it seems appropriate to present him/ her with in order to intercept his/ her attention. 
The first stage in this capture process occurs in the street. Data collected by the sen-
sors provide the system with information about the potential consumer, data that can 
be more or less precise: a young man or woman at least, or a store regular client, etc. 
In relation with this profile, the system could display in the shop window an appropri-
ate advertisement. In the shop window display, it seems important to display advertis-
ing information not only for one passer-by and potential client but for several. Display 
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strategy can be organized by applying the proxemic user interface policy i.e. give 
more information to shop windows near located client(s) and less to distant ones. It 
may prove interesting to take two additional behaviors into account: in-shop continua-
tion of consumer tracking, in order to provide more precise information in relation to 
his/ her movement in the store and also in-the-street movement, in-the-street walking 
and shop window watching. In the first case, increasingly detailed information can be 
given to the potential consumer in relation with his/ her location in the store (suit, 
shirt, pants department, or kitchen furniture department) with detailed knowledge of 
his situation (just married, etc.). The system can collect, store and use the information 
collected from previous purchases in the store or elsewhere (his/ her Facebook pro-
file). In the second situation (in-the-street walking) it could be interesting to propagate 
the discovered profile of the potential consumer to other stores to allow them to  
use this information to provide him/ her with increasingly detailed and appropriate 
advertising.  

3 CMID 

Context-aware applications are becoming increasingly prevalent and can be found in 
the areas of wearable computing, intelligent environments, context-sensitive interfac-
es, etc. [10]. A now generally accepted definition of context is given by Dey and Ab-
owd [1]: “Any information that can be used to characterize the situation of an entity. 
An entity is a person, place, or object that is considered relevant to the interaction 
between a user and an application, including the user and application themselves”. 
The context-aware system is defined as the system that uses context to provide  
relevant information and/or services to the user, where relevancy depends on the  
user’s task. 

Development of context-aware applications is inherently complex. These applica-
tions adapt to change context information: physical context, computational context, and 
user context/tasks [4]. To reach this aim, it needs to integrate all sensors, actuators, 
communication objects and computing devices into the system. Low-level mechanisms 
and drivers are necessary. Then, either we have to create only one standalone applica-
tion within which high-level context reasoning takes place, or we propose a set of  
applications or a system and propose to create an application-independent common 
high-level of contextualization making it possible to collect, process, interpret and prop-
agate information with the context model and reasoning mechanisms [20]. 

To implement this more in-depth approach of context-aware services in AmI, we 
designed a context-aware middleware, organized in two layers: the low layer is an 
Enterprise Service Bus, which provides a solution to integrate sensors and actuators 
with a standardized data representation and unified standard interface to achieve the 
core functions of service interaction: service registry, service discovery and service 
consumption. 

The versatile context interpreter is our high layer, which is in charge of context in-
ferences, expressive query, and persistent storage. Detailed information will be pro-
vided in the following sections. 
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Fig. 1. Two context-aware architectures 

3.1 Enterprise Service Bus 

An enterprise service bus is a software architecture model used for designing and 
implementing interaction and communication between mutually interacting software 
applications in a service-oriented architecture (SOA). ESB allows services to be easi-
ly plugged in and out of the network without impact on other components and without 
the need to restart the system or even stop running applications. It is centered on a bus 
which provides a common backbone through which services can interoperate with a 
standardized format of data representation. In our paper, the context provider is the 
service used to obtain context from sensors, the web or other sources, and dispatch 
commands to actuators. ESB provides a unified standard interface to achieve the core 
functions of service interaction: service registry, dynamic service discovery, and ser-
vice consumption. ESB also integrates interaction devices and a set of APIs for dif-
ferent interaction modalities to support development of interaction approaches. 

3.2 Versatile Context Interpreter 

The versatile context interpreter (VCI) is a high layer of context-aware middleware, 
as shown in Fig.1, made up of four parts: Context Aggregator, Inference Engine, Con-
text Knowledge Base, and Query Engine. It leverages ESB basic services results to 
deliver and manage context-aware views and interpretations in order to deliver high- 
level information to the application. It adopts an ontology-based approach for context 
modeling and interpretation. Before detailing the description of other parts of the 
versatile context interpreter, the context model is introduced. 

Ontology-Based Context Model 
A context model, as a fundamental part of the context-aware system, aims at defining 
and storing context data in a machine processing form [3]. To develop a flexible and 
useable context model that covers the wide range of possible contexts is a challenging 
task [18]. We adopt the ontology-based context model to construct our context-aware 
middleware. For us, ontology is a reference model for components and behaviors of 
context [19]. The ontology-based model has a large number of good features for  
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developing the context-aware system, such as knowledge sharing, knowledge reuse, 
logic inference, etc. In particular logic inference enables the application using directly 
the deduced high-level context information.  
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Fig. 2. Context expression ontology 

We employ a hierarchical structure to describe the user’s situation and circums-
tance based on Web Ontology Language (OWL) [9], which is an ontology markup 
language adopted by W3C as standard for semantic web. The structure is shown in 
Fig.2. The basic model defines generic conceptions and relationships in AmI, which 
come up with a basic context structure. It has five interrelated basic classes: user, 
location, time, activity, and device, which represent who, where, when, what activi-
ties, and devices; seven properties (relationships) between classes are identified. Gen-
eral context-aware ontology can be completed and upgraded by more precise informa-
tion related to a particular application or application area. In our case, the general 
context-aware model for AmI context-aware systems is considered as the basic mod-
el. For a new application area such as the “Street and store marketing” application 
(SSM application), we propose a more precise and specific context-aware model. 
According to our build methodology, Fig.3, the general context-aware model is de-
veloped as the whole system by CMID designers and developers. The “Street and 
store marketing” application is developed in the scope of the CMID system by appli-
cation developers. Most recent adaptation options can be implemented directly and 
dynamically during the application by the system (and its reasoning on collected data) 
or by the users (experienced users). 

 

Fig. 3. Different contributors in the context-aware system 
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According to different context sources, we divide context into two categories: the 
low-level context and the high-level context. Context that can be extracted directly 
from sensors and devices such as location, time etc. is considered as low-level con-
text. High-level context is issued from inference treatment based on low-level context 
data and semantic rules stored in the knowledge base and using the inference engine. 

Context Aggregator 
The context aggregator is responsible for working with basic contextual data collected 
by ESB to carry out fusion and fission of information:  

1. The fusion service aims at integrating several basic data to discover high-level 
semantic information. In our SSM application, we can group the current date and 
the user’s identification to discover that his birthday is today.  

2. The fission service works in the opposite way, allowing in the SSM application a 
special discount for this user as well as the display on the shop window of the mes-
sage “Happy birthday Mr. X”, using the appropriate actuator. 

Context Knowledge Base 
The context knowledge base provides persistent storage for context through the use of 
relational databases, as well as supplying a set of library procedures for other compo-
nents to query and modify context knowledge. We adopted the aforementioned  
ontology-based context model to build the environment and the user model. The on-
tology-based context model paves the way for the inference engine. The entire context 
is stored as the triple pattern. 

In relation with different sources, the context is divided into three categories: pre-
defined context, detected context and inferred context. Pre-defined context refers to 
context expressed in the application context model elaborated by application design-
ers, such as user’s profile context and specific environment context. Detected context 
is obtained from sensors as well as low-level context Inferred context is determined 
from collected data and knowledge rules by inference engine, and is considered as 
high-level context.   

Context Query Engine 
The context query engine has two main tasks:  

1. Handle queries from the application: it supports SPARQL, which is an RDF query 
language, able to retrieve and manipulate data stored in OWL. 

2. Invoke the context inference engine. When the application needs high-level con-
text, it will invoke the context inference engine to generate the inferred context. 

Context Inference Engine 
The context inference engine is an important part of the context-aware system. It con-
sists of the basic inference module and the predictive module.  
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Fig. 4. Different inference engines and their use 

The basic inference module is made up of Web Ontology language (OWL) Rea-
soner and Generic Reasoner. It focuses on checking context consistency and deter-
mining high-level context from low-level context. Consistency checking of the con-
text model is an important action, activated by the CMID developer when he modifies 
the context-aware basic model. Generic Reasoner is activated by high-level middle-
ware at each transaction between ESB and the context aggregator 

OWL has a built-in reasoner based on the description logic. The reasoner can fulfill 
the essence of logical requirements, which comprises concept satisfaibility, class sub-
sumption, class consistency, and instance checking.  

Generic Reasoner offers a more flexible alternative. It adopts first order logic, 
which is more powerful than description logic. The application developer can freely 
define the rules for the specific situation. It is interpreted by an example in Fig. 5. 
Generic Reasoner is used to infer high-level context. Once the basic inference module 
is invoked, the knowledge base should be updated accordingly.  

 

Fig. 5. An example of a rule 

Predictive Reasoner comes up with the available recommended information for the 
application according to analyzed users’ previous activity. It has two main tasks: one 
is to provide users’ recommended information based on users’ previous behavior, 
while the other is to provide the proper interaction modality based on other users’ 
selections. 

We employ the classic decision tree algorithm (C4.5) to provide a recommended 
choice based on the training data set of users’ activities [12]. This algorithm offers a 
fast and powerful method for different cases. In SSM, it can recommend the favorite 
style of clothes for clients approaching the shop window by analyzing this client’s 
previous purchases. 

We adopt the collaborative filtering algorithm to provide the proper interaction 
modality based on other users’ previous selection. The motivation for collaborative 
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filtering is based on the idea that people often obtain the best recommendation from 
someone with similar tastes. The common process can be reduced to two steps: 

1. Look for users who share the like-minded user’s information with the active user 
(the user whom the prediction is for). 

2. Use the interaction modality of those like-minded users found in step 1 to give a 
recommendation for the active user. 

In SSM, this provides the appropriate interaction input modality (hand gesture) by user 
situation (distance between user and screen, number of users in front of the screen). 

CMID Behavior Workflow 
To summarize our proposal of a user-centric context-ware middleware for interaction 
device deployment (CMID system), we comment on the global workflow as shown in 
Fig.8: in the overall architecture we have 3 main components: an application layer 
with high level context-aware services related to the application, a high level middle-
ware called VCI (Versatile Context Interpreter), and a low level middleware based on 
an ESB (Enterprise Service Bus). As stated earlier, two levels of behavior and their 
modeling are supported: a basic level related to general problems of AmI and context 
modeling, and a more specific level related to an application area. In particular, the 
application layer informs the VCI layer of the application area to take into account, 
while the ESB layer is mainly application area independent. With this in mind, the 
overall workflow functions as follows: (1) The application must inform the VCI of the 
context (specific model) to use. This model will be used by the Inference Engine, 
Query Engine, Context KB, and Context Aggregator. (2) Application Context Aware 
Services ask to receive contextual evolution from the VCI. (3) ESB collects the data 
from different sensors and propagates them to the context aggregator. (4) When the 
Context Aggregator is able to aggregate the received data, it does so, and places them 
in KDZ (Knowledge Data Zone). (5) Arrival of new data in KDZ generates the notifi-
cation to the Context Query Engine. (6) The Query Engine calls on Context Inference 
to apply context inference. (7) The Context Inference engine introduces inferred data 
to KDZ. (8) When the Inference Engine terminates the inference process, the Context 
Query Engine collects new data from KDZ. (9) The Context Query Engine sends 
these data to the application. (10) The application context-aware services can also 
decide to update actuator states. They send new data to the Context aggregator which, 
using the Fission service, propagates the data to the appropriate actuator using ESB. 

 

Fig. 6. CMID behavior workflow 
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4 Related Works 

A large number of context-aware middleware has been proposed in the literature. 
Gaia [12] provides a distributed middleware infrastructure that coordinates software 
entities and heterogeneous networked devices contained in a physical space. Aura 
[17] comes up with services for managing tasks, and contexts for ubiquitous compu-
ting applications. SOCAM [8] has used an ontology-based model to represent the real 
environment, which provides efficient support for acquiring, discovering, interpreting 
and accessing various contexts to build context-aware services. MiddleWhere [13] is 
a distributed middleware infrastructure for location that separates applications from 
location detection technologies, utilizes probabilistic reasoning techniques to resolve 
conflicts, and determines the location of people given different sensor data. While 
these context-ware middleware provide several promising solutions for context 
awareness, they have not taken interaction modalities into account. 

5 Conclusion and Future works 

We have designed and implemented CMID, a user-centric context-ware middleware 
for interaction device deployment in AmI. This provides a platform associated with 
service discovery, mobility, environmental changes, and context retrieval. Besides the 
aforementioned features, it also integrates multi-modal interaction technologies (hand 
gestures, marks, large-scale body movements, etc.) and takes the user’s context into 
consideration for extending the physical interactive environment to AmI. However, 
our context-aware middleware does not take into account the problem of users’ priva-
cy. When interacting in ubiquitous environments, protection of user’s privacy is also a 
major problem. We will try to improve our middleware on this field to make it both 
intelligent and safe. 
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Abstract. This paper compares the user feedback obtained from viewing a vid-
eo prototype of a domestic Ambient Intelligence application called MatchMaker 
to that obtained by evaluating the user experience in a home simulation labora-
tory. The video was reverse engineered, from the final application to ensure that 
it provides a valid representation of the system tested in the lab. The compari-
son indicates that video prototypes give results consistent with the laboratory 
evaluation. It seems to be harder to uncover issues of appropriation of the tech-
nology as only a narrow and typically normative use of it is shown on a video 
prototype. Given the ease with which feedback from many people can be col-
lected, video prototyping seems better able to identify variety of contextual  
factors that may influence acceptance and use of the intended system. 

1 Introduction 

Video scenarios alias video prototypes are a very commonly used technique for 
representing design concepts during early phases of interaction design. Video proto-
types are created using a range of simple or more complex techniques like stop mo-
tion animation, video editing, narrative voice-overs, computer animations, etc. These 
common techniques for the video medium help create audio-visual narratives illustrat-
ing a design concept, placing it in context, and conveying an impression of the in-
tended interaction and user experience. The video can be shared with stakeholders in 
a design process to inspire developments but also, very importantly, to obtain feed-
back regarding their attitudes and expectations regarding the design concept shown. 

Video prototyping was adopted by the HCI community during the eighties as a 
way of obtaining early feedback from users during a user centered design process, 
though it was discussed explicitly as a method for interaction design slightly later, see 
for example [12]. The method was originally used for the standard design problems of 
the era, e.g., prototyping graphical and multimodal interfaces, for which software 
prototypes were at the time expensive and time consuming to create, thus not lending 
themselves as well for iterative user centered design. While over the years software 
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prototyping techniques have become more efficient, video prototyping still remains 
attractive especially for systems that are harder to implement, such as ambient intelli-
gence / ubicomp applications. For such cases video prototypes are particularly appro-
priate as they make it easy to embed the envisioned interaction in different living and 
working contexts, to show dynamic aspects of interaction, to bridge time spans, and 
explain with narration or video effects the workings behind the scenes (e.g., adapta-
tion, profiling, and communication).  

For some time now, a range of well known vision videos capitalized on the ability 
of the technique to illustrate futuristic technologies, e.g., see the STARFIRE video by 
Sun Microsystems [11], or the seminal Knowledge Navigator video by Apple [8], 
which have managed to visualize interactive technologies that are now part of current 
technological habitat long before they were feasible to build. Over time the research 
field has become very much accustomed to such videos and there is quite some exper-
tise available as to how best to use video as a medium, see for example [13].  

Much of the knowledge on video prototyping reported in related literature is best 
described as anecdotal or craft knowledge. There has been little attempt to provide 
empirical evidence for the advice given and to consider the applicability, validity and 
generalisability of related methodology. This study is part of an investigation that 
attempts to address this omission.  

In earlier work, we have examined the impact of fidelity in representations used in 
video prototypes. The generally perceived wisdom that low fidelity prototypes lead 
test participants to be more critical and to focus on higher level detail was not con-
firmed in the case of video prototypes [3]. Different filming techniques were com-
pared, e.g., one using actors and one using cut-out animations, showing that the added 
realism of context and of the protagonists also did not result in different feedback to 
be obtained by viewers.  [6].  

Batalas et al [1] examine how video prototyping impacts the overall design 
process, focusing on the domain of ambient intelligence. Note that video is particular-
ly attractive as a prototyping technique in this domain as it makes it easier to proto-
type and solicit user feedback, liberating non technology savvy designers from  
implementation concerns and even democratizing the design process enabling user 
participation and feedback.  The embedding of a video on the design process is inter-
esting for several reasons. A concise and vivid video representation can have commu-
nicative and persuasive uses towards managers, a development team, but also, can 
serve as a common ground within a design team. On the other hand, as [1] found it 
might draw attention to issues captured well with the medium, while ignoring other 
important aspects that simply do not lend themselves for filming. Further they argue 
how a slick presentation may conceal serious usability and user experience limitations 
of the envisioned design. 

2 Aims of This Study 

In the last 15 years, the field of human computer interaction has been paying increas-
ing attention to the importance of context for the emerging user experience. Field 



 How Does User Feedback to Video Prototypes Compare 197 

 

testing of fully functional prototypes is often considered the golden standard for eva-
luating with users. Evaluating user experiences in a realistic physical and social  
context is accepted as a key aspect of iterative interaction design and user oriented 
research. Still for many systems that are experimental and at early phases of devel-
opment, field testing may be too expensive or even infeasible, and the logistics of 
observation and experimentation in the field may be prohibitive. For these reasons, 
several research institutes around the world have established what we could call con-
text simulation laboratories with the aim to create in a lab context much of the ap-
pearance and experiential aspects of real life contexts like homes, schools, hospitals, 
or even restaurants. Context simulation laboratories serve for the implementation of 
experimental technologies, the facilitation of observation and data collection. A typi-
cal example is the home simulation laboratory used in the present research study. 

Given the considerations above which point towards functional prototypes and real 
world deployments, one should question how valid is the feedback obtained during 
early design phases from representative users viewing video prototypes. Can we con-
sider their attitudes regarding a system, the design of the interaction and their expecta-
tions regarding the user experience intended by the designer as representative of what 
would be found by evaluating actual use? 

This paper aims to address this issue by comparing feedback obtained from video 
prototypes to that obtained by evaluating a working system in a home simulation la-
boratory. We describe a case study concerning MatchMaker, an ambient intelligence 
application that notifies people in different households that a connected other is en-
gaging in a similar activity at that very moment. To evaluate how feedback obtained 
from a video prototype evaluation compares to that obtained from testing, we reverse 
engineered a video prototype to represent the exact same concept. The original system 
had been evaluated in a home simulation environment with 46 participants spread 
over the role of the parent and the child. For this study we showed the video prototype 
to 11 participants fitting the demographics of the initial experiment. Qualitative inter-
views were conducted, gauging the value this system could bring for participants and 
issues relating to acceptance. Interviews were analyzed qualitatively using an induc-
tive approach and the results were compared to the findings of the experimental eval-
uation. In the following sections, we report the study and its results in more detail. 

3 The MatchMaker System 

MatchMaker is an experimental ambient intelligence system that was designed to 
support peripheral awareness between inhabitants in two connected households so as 
to increase connectedness between elderly parents and their adult children living re-
motely. The system provides cues of when the connected individuals are engaging in 
a similar activity assuming that awareness of this similarity would enhance feelings of 
closeness and connectedness. MatchMaker was developed in an iterative design 
process and a feasibility prototype was installed in a home simulation laboratory. The 
design, implementation, and evaluation of MatchMaker are reported elsewhere [5].   
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between 50 and 58) whose children moved out of the house for studies. The second 
group were children (young adults; 3 men, aged between 20-21 and 3 women, aged 
between 23-25) that left the family house to live on their own. All the recruited partic-
ipants were employees or students from Eindhoven University of Technology.  

Compared to the user test of [5] some differences can be noted. In case of the video 
prototype, all the recruited participants were academics or students whereas for the 
user test a more representative mix of backgrounds was achieved and a larger number 
of participants (N=46). The user test participants were all recruited as pairs of parents 
and their children who were really connected through their parentage.  This has re-
sulted in better understanding of their bond, while in case of video prototyping the 
participants were recruited apart and could only comment on their own situation in 
relation to the child that moved out or their parents that they had left. 

Measures. Since this study only aimed for a qualitative comparison of reactions be-
tween the present study and the laboratory evaluation of MatchMaker [5], quantitative 
measures from the original test were not used, but relevant questions were put in an 
interview format.  

The resulting interview consisted of questions about social connectedness [2] and 
Social Presence [10]. Measuring social connectedness and social presence with ques-
tionnaires when showing a video prototype would retrieve only hypothetical results, 
since participants did not experience a real and direct interaction with the MatchMak-
er. In addition, a short questionnaire concerning demographics and background, moti-
vation, and feelings of intimacy was used for each participant. This questionnaire was 
the same used on the original research [5].  

The script of the semi-structured interview was similar to that of the laboratory 
evaluation and had three parts. In the first part, the questions regarded the MatchMak-
er concept and were the same as in the original research. The second part of the inter-
view was designed to gather information on social connectedness loosely based on the 
Social Connectedness Questionnaire (SCQ). Finally, the third part was based on the 
Social Presence Questionnaire [10] to gather information concerning differences in 
feelings of social presence.  

5 Comparing the Evaluation of Matchmaker in Lab and from 
Video Prototype Viewings 

Interview sessions were recorded, transcribed, and open coded to identify inductively 
different categories of responses that characterize the reaction of viewers of the video. 
These are discussed below comparing them directly to the results of the user test. 

Closeness and Social Connectedness. Viewers thought that closeness would be en-
hanced by using MatchMaker and that using the photo frame would evoke feelings of 
belonging, being more in touch and together - “feeling that you’re not doing it alone 
but together with your parents in different places”. Some negative aspects of the 
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closeness that the frame creates were also expressed in the present research - “might 
feel a bit like as if parents are present, that’s the part I might not like” - while they 
were not mentioned in the user test, where participants did not actually experience 
such feelings in the short and inevitably de-contextualized usage they had in the la-
boratory. Regarding connectedness, the feedback from viewers suggests that the qual-
ity of the relationship will not change because of the photo frame, in particular it will 
not help to understand more what the other thinks and feels, neither will help to talk 
about difficult topics. However, potential positive changes were also mentioned, such 
as feeling more connected to each other or that it might trigger more contact.  
These results are congruent with the results of the MatchMaker user study [5]. 

About Similarity Matching. In general the concept was perceived as a new and indi-
rect way of communication and easily comprehended by viewers of the video proto-
type. However, for some it was difficult to predict if using this system in daily life 
would be enjoyable. Several concerns about the frame were expressed; parents and 
children with different schedules and routines wondered how frequently and when the 
system would match an activity – “the probability that my eating happens at the same 
time as my son’s eating is not that big”. The same problem was referred when consi-
dering that the two parties live in different countries with different time zones.  
Similar results were not found in the user test of [5]. 

Tricking the System. Considering the synchronization and matching of activities, 
users expressed sometimes that they would try to trick the system to find out what the 
other party is doing at a specific moment, by trying different activities. This is consis-
tent with the user test where participants suggested that at home they would try differ-
ent activities until the frame would lights up in order to find what the other party is 
doing.  

Triggering Communication. Matching activities was considered to trigger contact in 
most of the cases – “Could be an occasion to establish contact” – but the possibility of 
having automatic calls when there is a match was not appreciated and was rejected as 
an option by the majority of viewers – “If a phone line opens automatically it will be 
privacy invading”. Moreover, it was stated that they would use the information that 
the frame offers to know when the other party is busy or not so that they do not dis-
turb with a call.  

Although the system triggers contact, worries about the obligations and expecta-
tions that the system might create were also expressed. Especially children were wor-
ried that their parents would expect a phone call when there is a match and in case 
they did not call they would feel guilty. It was also suggested that if activities never 
match, this could also bring disappointment. Moreover, children are worried that they 
may have to give explanations about what they were doing at a specific moment – 
“Bossy parents would say you are not doing your work properly”.   
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These comments are fully in line with the reactions of participants in the user test. 

Privacy. Privacy concerns were one of the main topics discussed during the inter-
views. In general the concept was not considered as privacy invading as long as the 
activities matching were between parents and children and were regular daily activi-
ties (cooking, having dinner, watching TV etc.) – “It’s your parents, it’s not like a 
stranger” (sic). Nevertheless, users were clear about the privacy matters that they 
worried about. Personal and intimate moments should not be taken into account when 
matching activities – “When my son invites his girlfriend perhaps he doesn’t want me 
to interfere in his love life” (sic).  Another worry concerned the feeling of being 
watched and controlled through the frame – “I moved out for a reason” (sic).  

The users of the MatchMaker system expressed analogous opinions concerning 
these privacy matters. 

Control System and Preferences. Users want to have control over the system, which 
means being able to switch off the device when they want. As a consequence of hav-
ing control over the system, a need for different settings and preferences emerges. 
Participants would want to be able to choose which activities match and to have con-
trol settings for the color and intensity of the light. The possibility to have additional 
communication channels, such as videoconference, calls, chat or messages would also 
be appreciated. A need for messages that illustrate the user’s mood and feelings was 
also suggested. The same results regarding the system’s control and preferences were 
also found in the MatchMaker user studies. 

On Matching Activities vs. Matching Location. One question that concerned the 
evaluation was whether activity recognition as such is useful: could it be replaced by 
the technologically simpler matching of location within the house? E.g., lighting up 
the frame in the kitchen, when the remote party is in the kitchen too. When asked 
about matching location instead of matching activities, users were not as positive. 
They thought that matching activities would be more meaningful while matching 
locations would not add more value. In addition matching location can be a problem 
when one party lives in a small apartment, studio or shared apartment and the other 
party lives in a house with several rooms. A consequence of this problem would be 
the frame lighting up permanently, which would make the device lose its spontaneity 
and meaning. 

Relaxation or individual chores were also suggested by viewers of the video as 
good options for matching, such as reading or doing the dishes. Although similar 
consensus regarding the preference of matching activities was found in both studies, 
the concern about the size of each party’s house and its consequences was not  
mentioned by the MatchMaker user test participants, perhaps because the whole expe-
rience and the interview were very much focused on the actual usage in the test  
session. 
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6 Conclusion 

User feedback obtained from viewers of a video prototype was very comparable to the 
findings from testing in a context simulation laboratory, particularly with respect to the 
main questions of the study regarding closeness and social connectedness, privacy is-
sues, control and preference settings, tricking the system and triggering communication.   

However, some differences were remarked that were unexpected. Viewers of the 
video prototype were more forthcoming regarding practical considerations and fitting 
the application in their lives and context than participants in the test. For example, the 
difficulty of using the system over different time zone was missed by participants in 
the laboratory test who arrived together at the laboratory and live in nearby locations. 
Also, remarks concerning the configuration of the participants’ own home did not 
arise in the home simulation laboratory that is bigger than the apartment of some of 
the participants. Conversely, video viewers did not envision explorative and playful 
usage of the system that was observed in the MatchMaker test and their responses 
were more normative and aligned with the designer’s intent than was the case in the 
test. So the two methods are complimentary and by their nature will shed light to 
different aspects of the user experience. 

This study is encouraging regarding the validity of feedback obtained by video pro-
totyping, but also regarding its efficacy.  As one would expect video prototyping ap-
pears to be blind to issues of appropriation, but it did trigger the imagination of viewers 
who could compare the proposed usage and user experience to their own lives and 
contexts. Given that it is easier to involve larger number of users, it appears that it 
helps bring into consideration a large variety of contextual factors relevant to viewers, 
that would be practically difficult to capture in a user test: one can only test in a limited 
number of locations and contexts, and when one is testing in an experience laboratory 
(e.g., home simulation), many of these contextual factors become contrived. 
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Abstract. According to the theories of symbolic interactionism, phenomenolo-
gy of perception and archetypes, we argue that symbols play the key role in 
translating the information from the physical world to the human experience, 
and archetypes are the universal knowledge of cognition that generates the 
background of human experience (the life-world). Therefore, we propose a con-
ceptual framework that depicts how people experience the world with symbols, 
and how archetypes relate the deepest level of human experience. This frame-
work indicates a new direction of research on memory and emotion, and  
also suggests that archetypal symbolism can be a new resource of aesthetic  
experience design.  

Keywords: Human Experience, Symbols, Phenomenology, Archetypes. 

1 Introduction 

Interaction involves a series of expression and interpretation between us as human 
beings and the world around us. Speaking of aesthetics in interaction, what intrigues 
us more is the very moment when meaning emerges while human beings are expe-
riencing the world. Through experiencing the world, human beings then know how to 
appreciate the beauty of interaction. Symbolic Interactionism [1] is a sociological 
theory that aims at analyzing the patterns of communication, interpretation and ad-
justment between people. This theory provides a framework for understanding how 
people interact with each other through the meanings of symbols. A fundamental 
premise is that people do not directly react to the ontological-existing reality, but 
respond to their understanding of this reality. Contrary to the traditional view of hu-
man in the machine paradigm, humans act toward things on the basis of the meanings 
that they ascribe to these things [2]. People interact with each other by interpreting 
each other's actions instead of merely reacting to each other's actions. Their response 
is not made directly to the actions of one another, but instead is based on the meaning 
that they attach to such actions. That is, each action, object, or event has its own sym-
bolic meaning to be revealed. It is symbols that bridge the gap between the physical 
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reality and what humans perceive, feel, and understand as a reality. While the hypo-
thesis is made, a further question is raised: how are symbols created? Symbolic inte-
ractionism assumes that symbolic meaning emerges while interaction is happening 
between people within the same social context. On the other hand, symbolic meaning 
is in turn given by the social context where the interaction is situated. This forms a 
reciprocal causation relationship between the symbolic meaning and the interaction.  

The hypothesis of symbolic interactionism shared similarity with some discussions 
about human experience in cognitive science [3]. Human experience has been a tough 
topic for researchers. The tradition of behavioral science sees the physical world as 
the true reality, and even to the extreme, argues that psychological phenomena are just 
illusions [4]. Therefore it only takes into account how human bodies function in re-
sponse to external stimuli, and rejects the existence of human mind. Nevertheless, 
while some researchers try to describe the physical world as an independent body of 
knowledge, phenomenologist Husserl [5] argues that human can never rid themselves 
of the world and observe it objectively. The world, as a phenomenon, only emerges 
while we are living within it. Therefore, he proposes the concept of ‘life-world’, say-
ing that the world is a grand theater of objects variously arranged in space and time 
relative to perceiving subjects. The life-world is already and always there, and can be 
thought of as the background for all human experiences. All our personal experiences 
can thus be built upon this background through living within it. In this sense, the 
world we are talking about is never ontologically-objective, but always ontologically-
subjective to the life-world we all share. It is argued that this life-world is considered 
as the real reality that researchers should focus. What we need to further understand is 
how personal subjective experience is built upon this consensual reality.  

It seems that behaviorism and phenomenology hold completely opposite positions 
on their understanding about human experience. Fortunately, this dilemma was re-
solved when ‘phenomenology of perception’ was proposed [6]. Inherited from Hus-
serl’s concept of ‘life-world,’ Merleau-Ponty also believes that the physical world and 
what we experience as the world are different but inseparable realities. However, 
different from the above dualistic point of view, he further claims that the perception 
(or the sensation) is the channel that communicates the physical world and the expe-
rienced world. That is, he acknowledges that both physical world and the life-world 
exist as realities. For example, when you open your eyes, your perception is actively 
automated to senses the red color or any other attributes of the physical world. When 
you shut your eyes, you can still embody the redness or any other qualities—as part of 
the lived-world—in your mind. In this sense, psychology and physiology are no long-
er two paralleled science, but two accounts of human experience [6]. Based on this 
argument, a further question to answer is that: what are the media that transmit the 
information between the physical world and the life-world? 

This question has been long annoying researchers since they tried to define psycho-
logical phenomena. Since we have acknowledged that these psychological phenome-
na are real, what we need to answer is that how these phenomena become real [4]? 
Psychology thus comes into play. Some cognitive scientists hold a similar opinion 
with symbolic interactionists. They argue that symbols, as the media that bear  
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meaning, flow through the channel of perception between the ontologically-objective 
world and ontologically-subjective human experience [3].  

2 Experience the World with Symbols 

What are symbols? Do symbols equal to signs? A Sign is a representation of one con-
crete concept that implies a direct connection between itself and the concept it refers 
to. What it means ‘direct connection’ is that this connection to the extreme leads to a 
causal relationship. For example, thunders are usually known as the sign of a storm 
due to the fact that thunders always come with storms. In contrast, symbols are used 
to signify things without rational correlations, such as a flag is a symbol of a country. 
It is further argued that sign can only be used to refer to the known things, whereas 
symbols indicate something that is still unknown, or ideas that cannot be precisely 
depicted [7], e.g. peace, love, and culture. In essence, symbols itself are ontologically 
objective, and bear no psychological meaning. Their meanings emerge only when 
one’s life-world is being lived. By saying this means that the meaning of symbols is 
ontologically subjective to human knowledge. Therefore, symbols can be in any kind 
of forms or values of anything in the physical world depending on how we approach 
the physical world to reveal our life-world [8]. In other words, the meaning of  
symbols would vary based on which layers of knowledge are adopted to support the 
experiencing procedure. Opposite to explicit knowledge that needs to be acquired by 
conscious learning and repetitive remembering, Sperber [9] argues that symbolism is 
a kind of tacit knowledge, an autonomous cognitive mechanism that, alongside the 
perceptual and conceptual mechanisms, participates in the construction of knowledge 
and in the functioning of memory. However, different from semiology, symbolic 
interpretation is not a matter of decoding, but an improvisation that rests on an impli-
cit knowledge and obeys unconscious rules. He further propose a hypothesis that the 
basic principles of the symbolic mechanism are not induced from experience but are, 
on the contrary, part of the innate mental equipment that makes experience possible.  

In the traditional psychological concept, especially behaviorism, humans are usual-
ly understood with a “stimulus-response” process. However, a gap emerges between 
the physical matters and psychological states. In research of emotion, appraisal theo-
ries [10] provides an fine argument to bridge this gap. While one is being chased by a 
tiger, it is not the ‘physical’ tiger that causes the fear, but the appraisal of this situa-
tion—being chased by a tiger—triggers this emotion of fear. This theory thus calls 
into the question: what provides the reference for the process of appraisal? Barrett [4] 
claims that humans share a kind of ‘category knowledge’ in their cognition process to 
interpret the ontologically-subjective meaning of ontologically-objective events. This 
knowledge enables the psychological phenomena to link the body to the world to 
create meanings. She further argues that the society can be the source of the know-
ledge. The society, by the definition of symbolic interactionism [1], is a reality that is 
embodied through interaction among the people within it. On the other hand, the so-
ciety in turn provides the symbolic meaning of everything within its social context. 
Symbolic meaning is seen as a dynamic phenomenon, being constructed while  
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interaction occurs, and in turn, grounding the basic understanding among people with-
in it. It could also be understood as a pre-understanding of the physical world.  
Extended from this pre-understanding by living within it, humans create their new 
understanding, which in turn becomes the pre-understanding of the society. This loop 
is so-called hermeneutic circle [11]. Interestingly, not only symbolic interactionists 
but also some psychologist support the same idea that the society should be one of the 
sources of symbolic meaning [4]. It is obvious that people in the same society to some 
extent share the same languages, value system, and even ways of thinking. This 
knowledge is not always explicitly given through education, but more often is gained 
implicitly through living within it. 

 
Fig. 1. The framework of how human experience is built with symbols 

Beyond the society, we argue that there are many levels of knowledge that supports 
our building process of the life-world (see figure 1). These five levels of knowledge 
are personal, social, cultural, global, and universal. These first four levels of know-
ledge are neither static nor independent, but in a dynamic circulation. Information 
flows through different levels, influencing their next level of knowledge simulta-
neously. Top four levels of knowledge change differently with time [12] while the 
deepest level of knowledge remains consistent across time and space, as we call it 
universal knowledge of symbols.  

3 Archetypal Symbolism 

Psychologist Jung [7] reveals insights about unconsciousness in a wider sense 
throughout analyzing myths and fairytales from numerous cultures. He proposed the 
concept of ‘collective unconsciousness’ [13], arguing that besides the personal psyche 
(includes both conscious and unconscious minds), there exists a deeper level of un-
conscious mind, which contains some contents and modes of behavior that are  
identical in all individuals over time and space. The collective unconsciousness thus 
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constitutes a common psychic substrate of a universal nature which is present in every 
one of us. This theory shares a similar idea with the Hindu view of reality [14] (see 
Figure 2). Egos of people are like separated islands above the water, as people see 
each other as independent individuals in the physical world. Our conscious thinking 
makes us believe that we are separate entities who are floating freely above the water. 
However, people can hardly notice the unconscious part of their mind under the sur-
face of water. Furthermore, people are unaware that they are connected to each other 
by means of the ocean floor beneath the water. This is what Jung claimed that our 
personal unconsciousness rests upon a deeper layer, the collective unconsciousness, 
which is not a personal acquisition but is inborn as the foundation of the psyche [13].  

 

 

Fig. 2. A metaphorical mapping of the levels of knowledge and Hindu view of reality (adapted 
from Boeree [14])  

Applying the same analogy with Jung’s theory to our framework of human expe-
rience, a more thorough explanation can be drawn (see figure 2): the world above the 
water represents the physical world while the world under water refers to the life-
world [5]. Human perception and cognition therefore appears to be the fine surface 
that connects between the air (the physical world) and the sea (the life-world). The 
water that surrounds us—as the society and the culture we live in—shapes our  
personal unconsciousness in an implicit way [15]. Besides the upper four levels of 
knowledge, the level of universal knowledge at the bottom links to the collective un-
consciousness, which stands as the fundamental sea floor that we all connect with.  

Continuing with the theory of the collective unconsciousness, Jung further devel-
oped the concept of archetypes [7]. Archetypes are defined as the components of the 
collective unconsciousness, which is an inborn tendency that cannot be consciously 
acquired to experience things in a certain way [13]. As the receptive fields of retina 
are not consciously perceived, but forms visual perception, archetypes, likened to 
another model of human, are psychic structures of a primordial origin, which are 
mostly inaccessible to consciousness, but determine the structure of our psyche [16]. 
Archetypes are very close analogies to instincts because the latter are impersonal, 
inherited traits that present and motivate human behavior long before any conscious-
ness develops. Jung described archetypes as an unconscious psychic impulse, like 
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instincts influence people as physical impulse toward actions [17]. A more extreme 
analogy would be describing archetypes as the structure of the psyche, which is simi-
lar to organs of the physical body [18]. By the same token, if our body functions as 
the ‘hardware’ of our perception, i.e. our physical organs, archetypes play as the role 
of ‘software’ that define our patterns of thoughts, emotions, and behaviors. Hence, 
symbols appear to be data, flowing between the physical world and the life-world.  

Although archetypes are embedded in the deepest level in human unconsciousness, 
Jung found that archetypes are embodied as ancient motifs and predispositions to 
patterns of behavior that manifest symbolically as archetypal images in dreams, art, or 
cultural forms [7]. His followers continue this direction, collect archetypal symbolic 
contents all over the world, and analyze their symbolic meanings from both archeo-
logical and psychological perspectives [19]. These data provide an abundant resource 
for not only research but also design of human experience.  

4 Implication for Research  

Human experience (the life-world) is an ontologically-subjective phenomenon, which 
we cannot direct observe. To unfold this black box, the only option is to analyze the 
representation of these mental phenomena. For this purpose, it is suggested to seek the 
paradigms in psychology [4]. Since humans’ unconsciousness is hardly accessible by 
their consciousness, it is unclear if some psychological representations are triggered 
by one’s conscious thinking, unconscious thinking, or even both. For example, if we 
simply apply the ‘memory-recall tasks’ method: directly ask subjects to recall the 
semantic meaning of a symbol according to their own understanding. This approach is 
problematic for two reasons. First, semantic expression has limits in its nature, so that 
it might not be able to reflect complete symbolic meanings. As Jung states, symbolic 
meanings are abstract concepts that cannot be precisely described [7]. Second, memo-
ry-recall task is a conscious inference process for explicit memories (or declarative 
memories) [20, 21], which is supported by the personal level of knowledge instead of 
other knowledge that relate to unconsciousness. In contrast, implicit memories (or 
non-declarative memories) are unconscious and associative, which are suggested to 
apply association tasks in experiments [22].  

Several studies have demonstrated the effectiveness of memory-association tasks in 
justification of the symbolic meanings for archetypal contents  [23, 24]. This is also in 
accord with the mainstream of research into memories: the constructionist approach of 
memory recollection [25]. This approach regards memories as dynamic recollections 
instead of static records of something. Each recall task requires ‘cues’ that are is asso-
ciated with fragments of memories of something. Those fragments of memories with 
strong connections with the cue would be easier to be cued. A similar paradigm is 
adopted in research on emotion, where researchers follow a stimuli-representation pro-
cedure. Although this procedure makes very few differences to traditional behaviorist 
methods, modern psychologists consider subjects’ emotional responses as an indirect 
representation of their psychological phenomena instead of direct responses to the given 
stimuli. More importantly, researchers have found that emotions play the key role in 
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strengthening the association between the fragment of memories and its cue [26]. This 
allows us to extend our framework in more details (see figure 3). In the context of our 
framework of human experience, some physical attributes in the physical world are 
identified as symbols according to the five levels of knowledge in the cognition process, 
and then are embodied as symbols in the life-world. Symbols function both as the cue 
that extracts the related memories and also the stimuli that elicit emotions out of sub-
jects’ life-world. These psychological phenomena aggregate as a new experience that 
emerges from the life-world. Each of new experiences represents the emergence of a 
new symbolic meaning. While an experience is embodied in the life-world, it is simul-
taneously influencing the knowledge for cognition. This reflects the concept of the her-
meneutic circle [11], that humans change their way of thinking (knowledge for cogni-
tion as pre-understanding) while they are experiencing the world (human experience as 
understanding). The new experience again becomes memories in the life-world for fu-
ture experience and recollection of memories.  

 

 

Fig. 3. Our advanced framework of how human experience is formed in the life-world  

As the main focus of this framework is on the universal level of knowledge, i.e. 
archetypes, numbers of interesting research questions are raised for future work. First, 
how can we study archetypes? Since archetypes are hidden in the unconscious, the 
only way to study them is through their representation in different forms, such as 
stories, graphics, and even movies. Therefore, a starting point would be identifying 
archetypal contents as the materials that can be used for psychological experiments. 
Second, what is the correlation between archetypes and human experience? This re-
search question actually involves two intertwined psychological phenomena: emotion 
and memory. Since these emotions and memories about archetype are all in the  
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unconscious level, it suggests indirect approaches to capture these psychological phe-
nomena, e.g. memory-association tasks instead of memory-recall task [23, 24], and 
physiological signals instead of self-reports of emotions [27]. 

5 Design for Aesthetic Experience  

A more interesting topic to implication for design is how archetypal symbolic con-
tents can be applied in design for aesthetic experience. Traditional product design 
mainly focuses on aesthetic experience, experience of meaning, and emotional expe-
rience in physical products [28]. With this definition, aesthetic experience relies on 
one’s appreciation of the form and material, whereas the experience of meaning 
counts on the interpretation of the personal, social, cultural meanings of the products. 
In the end, emotional experience emerges as the overall result of the appraisal of these 
two experiences. However, Ross and Wensveen [29] propose another form of aesthet-
ics: aesthetic interaction. They emphasize the importance of the social and ethical 
dimensions in dynamic forms of interaction. In which case, aesthetics is not bounded 
with physical attributes of products, and can manifest through interacting with  
products. What designers should take into account is the symbolic meaning of the 
interaction among users and products, rather than the intrinsic meaning of the physical 
products itself.  

Physical products, in our framework, are part of the physical world, which are on-
tologically-objective and bear no meanings. These products then become stimuli of 
emotions or cues of memories, which initiate an internal process of experience and 
external behavior interacting with it. Apart from personal appreciation about the static 
qualities, e.g. form and material of products, the aesthetics experience also emerges 
when people are unconsciously yet actively trying to reveal the symbolic meaning of 
the product as part of their life-world. This perspective of product experience goes 
beyond the function of product, focusing on the presence of objects and the meaning 
of the interaction between human and product. Niedderer proposes a framework of 
this interaction of meaning making: mindful interaction, and names the products with 
the quality of meaning making as performative objects [30]. More specifically, mind-
fulness refers to a state of awareness or consciousness that implies one’s presence of 
the moment, and is believed to promote psychological well-being [31]. The concept 
of performative objects addresses the product’s consequences for human social inte-
raction, raising awareness and reflection of oneself in the present. The ultimate goal 
of this framework is to enhance users’ states of mindfulness through the mediating 
influence of products. According to our framework of human experience, mindful 
interaction demonstrates a kind of approach to transform physical attributes in physi-
cal world to symbols in the life-world, and with this interaction, users are guided to 
reflect the social phenomena behind the usage of the product. In other words, the 
attempt of mindful interaction is to bring the knowledge for cognition to a conscious 
level, allowing users to be aware of the experience that they are undergoing. 

While Niedderer’s framework focuses on social phenomena, we aim at leading us-
ers to a deeper level of their own experience, i.e. experience about archetypes. In this 
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sense, archetypal symbolism provides us an opportunity to design a new form of aes-
thetic experience in a unconscious level. One typical expression of the experience 
about archetypal symbols might be Campbell’s concept of the hero’s journey [32]. 
Based on Jung’s theory of archetypes, he identifies the basic structure of archetypal 
experience in all myths from different cultures in human history. This also sheds light 
on some study in user experience about using new products [33]. Metaphorical speak-
ing, the storyline of hero’s journey implements the construction of the life-world built 
by archetypal symbols. It seems promising to apply the storyline of the hero’s journey 
as a new approach to achieve mindful interaction that leads users to achieve archetyp-
al experiences.  

6 Conclusion  

Based on the theories of symbolic interactionism, phenomenology of perception, and 
archetypes, we introduce a new framework describing how human experience the 
world with symbols. In this framework, archetypes are the components of the deepest 
level of knowledge for cognition, the collective unconsciousness, which defines the 
basic structure of the life-world. This concept indicates a new direction of research on 
human experience. Furthermore, we suggest that archetypal symbolism can be a new 
resource of aesthetic experience design.  
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Abstract. Ubiquitous systems often come with innovative design ideas and in-
teraction concepts. To enhance and ensure the user’s acceptance, it is necessary
to test and evaluate those ideas in early design stages. In addition, early tests also
validate the feasibility of those concepts. Rapid prototyping of ubiquitous systems
enables researchers and practitioners to quickly test and implement new ideas, but
is also necessary in iterative system development. We introduce a framework that
supports rapid prototyping and evaluation of ubiquitous interactive systems using
a modular approach, incorporating different interaction modes.

Keywords: Rapid Prototyping, Framework, Ubiquitous Systems, Interaction.

1 Introduction and Motivation

Ubiquitous computing aims at building intelligent environments, where computing de-
vices of all sorts are pervasive but unobtrusive, as first envisioned by Mark Weiser
[12]. A ubiquitous environment is supposed to support its users by providing easy in-
formation and computing access as well as usable interfaces. The key is “Getting the
computer out of the way” [13]. Weiser’s vision turned 20 in 2011 and although our
computers are not out of the way yet, computing devices of all shapes and sizes become
increasingly pervasive. However, most computing devices are standalone systems, lack-
ing intelligent mechanisms to exchange data or incorporate context information, but
also missing interaction concepts that ease the user’s access to the system. Research for
ubiquitous systems involves the design of innovative interaction concepts. It is neces-
sary to test and evaluate those ideas in early design stages to avoid design errors. Pro-
totypes are essential for developing and evaluating interaction concepts for ubiquitous
environments. As Mark Weiser already stated 1993, “the research method for ubiqui-
tous computing is [...] the construction of working prototypes [...]” [13]. Prototyping
interactive ubiquitous systems facilitates the user-centered design process in ubiquitous
computing and supports the development of systems that “get out of the way”.

We developed a prototyping and evaluation framework for ubiquitous interactive sys-
tems, named ProtUbique. Our framework was designed and implemented to support
rapid prototyping of interaction concepts for ubiquitous environments. It provides sev-
eral components that implement different interaction channels to support a variety of
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modalities. Our goal is to enable a prototyping engineer to rapidly assemble different
interaction channels, to provide any level of background code and then to evaluate this
prototype with user tests using the same framework. In the following paragraph, we will
take a look on related work in the field of prototyping for ubiquitous systems. We will
then present our prototyping tool for interactive systems and describe our realization.
After that, we give an example of a prototype that was developed using ProtUbique
and show, how the framework can be used. We conclude with the discussion of our
framework and future work.

2 Related Work

A prototype is a partially realized system that serves as example of a planned system. It
can be used to test implemented functionality, to assess design decisions or to evaluate
system concepts. Rapid prototyping tools and frameworks allow software engineers and
system designers to quickly assemble prototypes and are often used in iterative software
development processes [7]. In order to design usable systems it is important to involve
potential users in early stages of the development process, to evaluate design ideas and
to improve the system concept [4], [2]. In the user-centered design process, prototyping
is a key technique to evaluate and improve an interactive system [8]. Paper prototypes
and the like can serve as a starting point for the requirements analysis [5]. However, it
is also important to build technically mature prototypes, in order to evaluate and test
ubiquitous interaction [6].

Several research efforts aim at supporting rapid prototyping for ubiquitous systems.
The Context-Toolkit from Dey, Abowd and Salber is a distributed context-aquiring and
handling toolkit [3]. The Context-Toolkit provides context-widgets, interpreters and ag-
gregators to abstract, hide and reassemble sensor-data for context-aware applications.
Because of its service-oriented architecture the different components can be imple-
mented in various programming languages. The Toolkit supports rapid prototyping of
context-aware ubiquitous systems, and although they focus on providing context-aware
interaction, the implementation of the interaction itself is not supported, in contrast to
our framework. More focused on prototyping interaction is the iStuff toolkit developed
by Ballagas et al. [1]. It supports interaction on displays via physical tangible devices.
The toolkit allows any physical object or device that has a wireless interface to be an
input or output device by defining it as an iStuff component. An iStuff component then
is connected to a central system. The toolkit supports multiple users, devices and appli-
cations and is therefore very adaptable to different scenarios and fields of application.
The authors write, that ”event communication takes only a few lines of code” in order
to utilize iStuff [1]. They also provide some output devices, for example a vibrating
device for haptic output, they call iVibe. However, the toolkit does not support other
interaction techniques but tangible devices, whereas we focus on facilitating different
interaction modalities.

The Distributed Wearable Augmented Reality Framework (DWARF) by Christian
Sandor and Gudrun Klinker is a ”software infrastructure that allows the rapid exchange
of interaction styles” [11]. According to Sandor and Klinker there are currently three
aspects of interaction of future human-computer interfaces: mobility, multichannel-
communication and interactions embedded in the real world. DWARF adresses these
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three interaction-styles and is built of loosely coupled distributed components. It has
a layered architecture that includes a hardware layer, which manages the sensors and
recieves the input-data. This data is then processed and interpreted by an interaction-
management layer. On top of that, a media-design-layer takes care of the output or rout-
ing of the data. The implementation and utilisation of interaction components however
is more complex as our approach, where interaction channels are modified via graphical
user interface.

The proximity toolkit by Marquardt et al. facilitates the creation of so-called
proxemic-aware applications [9]. These are applications that use the distance and orien-
tation towards entities to realize interaction, where enities can be people, digital devices
and objects. Orientation, distance, motion, identity and location information between
entities is captured via marker-tracking and cameras in an laboratory. These measures
are provided to prototype engineers for usage in the implementation of interactions.
The toolkit is also able to record and replay events that are generated by the tracked
entities. The proximity toolkit provides a visual monitoring tool, that allows to observe
and record the proxemic relationships of entities in three dimensional space. The archi-
tecture of the proximity toolkit separates sensing hardware from the processing layer.
This way, different sensing technologies can be used. The layered architecture provides
flexibility and extensibility, which is also supported by the plugin-concept that enables
a prototyping engineer to use predefined templates for interactions to support rapid
prototyping. The installation of cameras is fixed and therefore not portable. The prox-
imity toolkit only provides one means of interaction based on the described relation-
ships between entities, other interaction techniques are not planned. Our framework, in
contrast, focuses on providing different interaction channels and on extensibility. Nor-
rie and Murray-Smith show that the Microsoft Kinect sensor can simulate a proximity
sensor for spacial interaction without the installation of special hardware [10]. Further-
more, the authors suggest additional sensor types that can be simulated using Microsoft
Kinect data. Those are an accelerometer, a pose sensor, an occupancy sensor, a motion
sensor, a light sensor and a sound meter. These sensors can then be used in prototypes
for interactive ubiquitous systems. Their implemented tool simulates a proximity sensor
by tracking the spatial position of the user’s hand. The authors use it for a mobile appli-
cation that utilizes the proximity data and displays useful information if the user points
his mobile phone to different spots. Although the authors suggest the usage of kinect
data for additional sensors and possible interactions, they did not implement these yet.
Therefore, only one interaction technique is supported at the moment.

It is our opinion that toolkits or frameworks that support prototyping of interactive
ubiquitous systems need to be highly flexible to support many different domains, since
there are numerous fields of applications for ubiquitous systems. As multimodal inter-
action is very important for ubiquitous systems, they need to provide different means
of interaction for the prototype. In the following sections we will therefore present our
framework ProtUbique, that allows for rapid prototyping of interactive ubiquitous sys-
tems. It supports different interaction techniques and easy adaptation via graphical user
interface. Its architecture is modular, encapsulating the different interaction channels
and therefore facilitates the extension by additional interaction channels.
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3 A Rapid Prototyping Framework for Ubiquitous Systems

We developed ProtUbique, a framework that facilitates the user-centered design of ubiq-
uitous systems. It supports easy and rapid prototyping of interactive ubiquitous systems
and also enables the evaluation of these prototypes. ProtUbique focuses on interaction
prototypes and for this purpose provides an abstraction layer for the prototyping engi-
neer that encapsulates different interaction channels for supporting a variety of modal-
ities. The prototyping engineer therefore doesn’t have to implement several interaction
techniques but can use the readily implemented interaction components and easily plug
them into his backend code, as displayed in figure 1. Because the backend code pro-
vides the program logic and is not restricted in any way, various prototypes for different
interactive ubiquitous fields of application become possible.

Fig. 1. Plugging together different implemented interaction channels for a new prototype

With our approach we are able to reduce the effort needed for programming. The
user can quickly develop mixed or high-fidelity prototypes depending on the maturity
of the backend code. The developed prototypes are then able to provide more or less
functionality depending on the implemented backend code. In doing so several inter-
action techniques can be combined by using pre-implemented channels or by adding
self-implemented channels to the framework.

Our goal is to facilitate the usage of different interaction channels without limit-
ing the flexibility of their application. The interaction channels are therefore made
available through a graphical user interface that allows customizing them. The inter-
action channels generate events that can be used to trigger responses to the specific
interaction. These events have to be used in backend code. We intend to support as
much customizing as possible through the graphical user interface. This way, prototyp-
ing engineers can concentrate on designing the prototype and providing backend code
rather than implementing interaction techniques. In order to support the user-centered
design of interactive ubiquitous systems, the ProtUbique framework also enables user
tests. Prototypes that are realized within the ProtUbique framework can be evaluated
within the framework itself. With the help of the framework interface user tests can be
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recorded and played back, showing all captured interactions. The following sections
present our modular system architecture, the graphical user interface (GUI) and current
implemented interaction channels in detail.

3.1 Architecture and Graphical User Interface

The first few interaction channels were implemented using the Microsoft Kinect sensor
for the Xbox 360, which allows for various input modes. The ProtUbique framework
is implemented in C#. We focused, however, on keeping the framework extensible and
on allowing the easy development of additional interaction channels, as displayed in
figure 2.

Fig. 2. The modular architecture of ProtUbique

Flexibility in ProtUbique is provided by the Prototype class. Its purpose is to me-
diate between the different hard- and software that realizes the interaction channels and
the backend code that is provided by the user. An interaction channel can either pro-
vide output or input capabilities or both. An output component would consume data to
deliver it to the user in the defined way, where an input component creates events when-
ever an interaction is recognized. The Component class represents general interaction
channels. Individual channels can be realized as specializations of the Component
class. If an implemented interaction channel should be applied in a certain prototype,
the corresponding object is registered in the Prototype class, which then initializes
the interaction channels and delegates resulting events to the backend code or delivers
output data to output channels. A registered interaction channel can be tailored for the
prototype it should be used for.

A prototype engineer must plug the events created by the interaction channels into
his backend code, but apart from that should not have to write much additional code.
This is why we decided to provide a graphical user interface (GUI) that facilitates the
configuration of the selected interaction channels for a new prototype. The first step of
creating a new prototype using ProtUbique is always the generation of a Prototype
class and the registration of the used components. Each component then initializes a
tab in the graphical user interface of ProtUbique, in which it can be configured. Since
most of the implemented interaction channels use the Kinect sensor, we used its depth
frame and VGA image to display the space that is used for the prototype, as shown
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(a) Drawing interactive surfaces (b) Using implemented gestures

Fig. 3. The GUI of the ProtUbique framework

in figure 3(a). The left column of the graphical user interface consists of the VGA
image on the top and the depth frame in the middle. There is also a presentation of the
recognized skeletons on the bottom of the column on the left hand side. The left column
can easily be omitted, if no Kinect sensor is available. On the bottom of the ProtUbique
GUI, there is an output panel. All fired events and therefore all recognized interactions
are displayed there, which is also shown in figures 3 and 4(b). They also display the
different configuration tabs of the interaction channels.

3.2 Implemented Interaction Channels

Up to now, we implemented postures, gestures, speech and interactive surfaces to sup-
port rapid prototyping of interactive and possibly multimodal ubiquitous systems. The
PostureComponent can recognize designated postures of the skeleton detected by
the Microsoft Kinect sensor. The Kinect is able to detect and distinguish 20 skeleton
joints. We only use eleven of the skeleton joints for posture detection. A posture is
defined using their relative positions. Constraints restrict the angle between two skele-
ton joints. The “Posture Creator” tab of the ProtUbique GUI provides a graphical tool
for defining postures, as shown in figure 4(a). The skeleton joints that can be used for
posture definition, are displayed on the left in the GUI. The skeleton can be edited by
clicking on the nodes and dragging them into the required positions. The second page
of the Posture Creator serves for editing constraints and angles between the different
joints, as shown in figure 4(a). Constraints for postures helps distinguishing different
postures from each other. A constraint is defined by selecting a base joint, displayed
in red, and two leg joints, displayed in green. Base and leg joints form an angle. The
constraint restricts this angle between the two leg and base joints and has a given toler-
ance, which translates into a minimum and maximum angle. The posture is then saved
into an XML file, which can be loaded again at any time. The name given for the file
is also the name for the posture. Using this name, the postures can be registered in the
Prototype class. All registered and therefore available postures are then displayed in
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the “Posture” tab, where also the name of the last recognized posture is given, as shown
in figure 4(b).

(a) Creating postures using the Posture
Creator.

(b) Posture tab.

Fig. 4. Posture component: creating and customizing

The SurfaceComponent is used to create interactive surfaces (any polygons) or
volumes (e.g. spheres) defined by their coordinates in space. Interactions are triggered
by collisions of a body-joint with the defined surfaces using the Kinect depth sensor.
A developer can use interactive surfaces to simulate buttons or interaction with fixed
objects. The surfaces can be designed “around” the objects that are meant to be interac-
tive. By touching these real-world objects and consequently interacting with the defined
surface, the interaction with the object itself can be emulated. Interactive surfaces can
be created by directly drawing them into the depth frame of the Kinect sensor, that is
displayed on the left in the GUI. There are two drawing modes - a triangle mode that
allows for creation of any kind of polygons, which are automatically split up into tri-
angles. While in triangle mode, the user can click on the “Create New Surface” button
and then mark the vertices of the polygon in the depth frame. A mouse click defines a
vertex at the current x and y position. The depth information is taken directly from the
depth information of the sensor. A right mouse click completes the definition of a new
interactive polygon. The second mode is the sphere mode. By clicking into the depth
frame, the center of a new interactive sphere is marked. A prompt allows to input the
radius of the sphere. Each new interactive surface or sphere is given a name, that is also
used to reference it in the underlying code. As shown in figure 3(a), the tab also shows
a front view and a top view of the space that is captured by the Kinect sensor. The inter-
active surfaces are displayed there, in order to give a three dimensional impression. The
detected skeletons can also be displayed in the front and top view. Interactive surfaces
can be exported and saved to a file for reuse and import in other prototypes.

The detection of gestures is implemented in the GestureComponent. They are
not so easy to define via graphical interfaces. Gestures consist of different postures that
are performed in sequence. Variations in speed of the executed gesture as well as angles
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and movement during the transition between postures affect the precision of gesture
recognition. The given tolerances have a strong influence on the precision of recog-
nition and they differ for each gesture. Therefore, we decided to implement different
gestures that are provided by ProtUbique. The gesture library can be extended by pro-
gramming additional gesture recognition components and we hope that the future use
of ProtUbique leads to the development of components that can be added to the library.
Prototyping engineers that do not want to implement new gestures can use the prede-
fined gestures from our library. Using the gesture tab of the GUI (3(b)), all registered
gestures can be selected and a picture of the postures that form the start and end of one
gesture is displayed as well as a textual description of the gesture.

By using the Windows Desktop Speech API from Microsoft, we also realized a
SpeechComponent. Words and phrases can be defined as commands. The Speech-
Component encapsulates the Windows Desktop Speech API and passes the events of
recognized commands on to the Prototype class. A prototype engineer can add new
words and phrases as commands by entering them on the speech tab of our ProtUbique
GUI. The last word that was recognized is also displayed there for logging purposes.

To evaluate the prototypes created with our system, we additionally integrated a
built-in recording-tool which is implemented as a specialized component, called Re-
corderComponent. It uses a camera and microphone to record audio and video
data. In addition, the interactions that are recognized and fired events are also logged.
In order to study the performance of test users, the prototyping or usability engineer can
replay the recorded audio and video and also review the performed interactions. On the
“Recorder“ tab of the GUI it is possible to insert an ID to identify the current test user.
This ID is then used to associate the recordings with the performed tests.

3.3 A Practical Example of How to Develop a Prototype Using ProtUbique

To test the functionality of ProtUbique, two developers, who were unfamiliar with our
framework, developed a new prototype for a ubiquitous music player. To implement a
new prototype there are only a few steps necessary. At first, a new ProtUbique project
has to be created. It contains a Main class that initializes the different interaction
components and instantiates the Prototype object. By instantiating Prototype,
the prototype engineer can choose if the GUI, the Kinect sensor and the evaluation
recorder should be enabled. The chosen interaction components are then added to the
Prototype object. Once registered, the interaction components can be configured
using the GUI, as described above. Afterwards, the events that are generated by Prot-
Ubique and the used interaction components can be plugged into backend code, in order
to trigger responses.

The music player’s functions comprise a central storage of different types of music
and the possibility to play this music. The player is controlled by gestures, surfaces,
postures, and speech. The following functions were implemented by the developers:
Associate different categories of music with objects through interactive surfaces, start
and stop music, adjust volume up and down, forward and rewind, start and stop karaoke
mode. The developers worked as a team because one person had to assemble the pro-
totype and to program the backend code, while another person was necessary to test
the behaviour of the implemented prototype and also to discuss their concept for the
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protoype. The developers were asked to assess their programming skills and experience
with Microsoft Kinect and the Kinect SDK before starting the implementation. Both
stated that they have middle-rated experience with the Microsoft Kinect sensor as in-
teraction device and a lot of experience in programming in general. They rated their C#
skills as little to moderate.This information was gathered to figure out whether users
have to be experts for using the prototyping framework or not. It turned out that C#
knowledge would be an asset but is not mandatory. This is actually due to the fact that
the backend code and the processing of events proved difficult, given their moderate
expertise using C#. The test programmers stated, that the ProtUbique framework was
helpful implementing a prototype for a ubiquitous system. They also judged that ubiq-
uitous prototyping supported by a framework is easy and fast in contrast to complex
constructions that they figured would be needed if no framework is provided. Different
interaction options are easy to integrate and development cycles are fast, too. Both de-
velopers evaluted the framework as usable, operable and easy to learn. In addition, the
functions of the offered components were comprehensible. For applying gestures and
postures they used the framework’s GUI, which was considered suitable. Some sugges-
tions for improvement were given by the developers, too: the realization of different
grammars for SpeechComponent, allocation of templates, pre-assembled elements
and patterns within the framework’s GUI to speed up the prototyping and the support
of composition by drag-and-drop. As our example shows, our modular concept seems
to work and the facilitation of the prototyping process was highly appreciated.

4 Conclusions

In this paper we presented the ProtUbique framework, that facilitates rapid prototyping
and evaluation of interactive ubiquitous systems. Since interactive ubiquitous systems
come with innovative and for most users unfamiliar interaction concepts, they have to be
designed involving users to ensure high usability. Therefore the ProtUbique framework
is conceived to support the user-centered design process of ubiquitous systems.

It is extensible so that additional interaction channels can be easily implemented.
With this functionality, rapid prototyping of ubiquitous interactive systems becomes
easily feasible. A prototyping engineer however, can use the given interaction channels
with minimal programming effort. He therefore can focus on providing detailed back-
end code or on conducting user studies and evaluating his ideas. For this purpose we
provide a GUI that can be used to configure the different current implemented interac-
tion channels as far as possible.

Our concept is not fully implemented yet, since there are no dedicated output com-
ponents at the moment, e.g. a speech output channel. This is part of our future work
on ProtUbique. In another iteration, we plan to further extend the available input inter-
action channels and also to implement new gestures by adding for example the Ges-
ture Authoring Tool of Omek Beckon SDK1. So far, implementation of new interaction
channels has proven to be easy and quick, due to the modular design. As interaction
channels are separated from each other and implemented as individual components,
the development of new components is straightforward. We would like to test the next

1 http://www.omekinteractive.com/

http://www.omekinteractive.com/
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version of ProtUbique with some participants, in order to evaluate the usability of the
framework. The vision of our work is to evolve the ProtUbique framework from a tool-
based rapid prototyping framework for ubiquitous systems into an integrated user inter-
face and software engineering approach for multimodal ubiquitous systems, spanning
the whole life-cycle of highly interactive ubiquitous systems.
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Nico Schertler, Philipp Sonnefeld and Ronald Graupner for the contributions made by
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Abstract. Our paper contributes to discourses on Computer Aided Thinking 
and introduces new techniques for the modeling of mental processes. The ob-
jective of our investigations is to support the description and creation of ideas 
through physical externalizations of cognition, and their subsequent translation 
into evolutionary algorithms. Through different types of tangible idea models 
derived from architectural design practice, we developed spatial representations 
of complex knowledge dynamics. As a central method we employed Parametric 
Design, a new way of spatial-architectural modeling.  

Keywords: Computer Aided Thinking, Idea Creation, Parametric Design,  
Physical Modelling, Spatial representation. 

1 Introduction 

Architectural Intelligence. Architectural design as a form of human creativity may 
be one of the most complex ways of problem-solving, expressing itself by translating 
abstract concepts into spatial and embodied solutions. Thus it appears to be an inter-
esting object of research for the fields of Artificial Intelligence and Cognitive Neuros-
ciences, which endeavor in understanding intelligence, cognition and thinking. A 
recent turn in the intelligence discussion, the notion of “Embodiment” has indicated 
that our thought mechanisms are influenced to a great extent by the properties of our 
body - which sheds new light also on the procedures of architectural design as a form 
of creative intelligence in action. [1] 

Architects use physical and spatial models as an externalization of their thought 
process. We argue that the properties of the models have influence on the thought 
process itself, and therefore want to investigate how they enhance the formation of 
concepts and the generation of new ideas. As the embodied, tangible nature of models 
equips them with distinct features, it appears meaningful to translate such analog 
models into digital representations.  

Parametric Modeling. We will elaborate in this paper on how the concept of embodi-
ment can be translated into computer-aided-thinking-processes. What are the benefits of 
parametric models, especially in terms of fast reconfigurations of knowledge spaces? To 
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what extent may the use of digital models enhance human creativity? These technical 
issues touch upon further aspects of epistemology: How can knowledge units act as 
agents within an embodied model? This leads to the adaptation of principles of evolu-
tionary dynamics, as well as to representations of the environment as a setting in which 
knowledge processes take place. Basically we hold that the translation of abstract con-
cepts into physical models, and further into digital representation may add valuable 
stimuli to creative thought processes of the “users” of such modeling. 

Idea Engineering. Charles S. Peirce, the founder of Semiotics and thus a “co-
inventor” of communication and information sciences, had asked more than a century 
ago: “How to make our ideas clear?” [2] The question is still at stake. Resting on 
many of Peirce´s concepts, information technology, knowledge management, innova-
tion theory etc. have prospered in the meantime, but relatively little has been achieved 
on the task of idea clarification. Yet this question is at the center of the before men-
tioned fields: Without insight into the discovery, explication, and modeling of ideas 
there won´t be secure knowledge neither on innovation, communication nor educa-
tion. Therefore, as a starting point, our paper takes up Peirce´s question again, and 
proposes an outline for idea engineering, or better: architecting of ideas.  

In order to systematically model the process of ideation one may follow a Peircean 
“experimentalist method” too, assuming that knowledge is constituted through a 
process of scientific guessing (abduction), logical derivation of general models (de-
duction), and empirical verification by experiment (induction). Short speaking: mental 
achievements arise from experimental efforts, from re-making and re-modeling.  

2 Abduction 

State of the Art. Computer application has, without doubt, widely helped to support 
intellectual and scientific work. Before all it has helped to model the principles of 
natural, mechanical and informational sciences. In other words: the laws of nature and 
machines, thus ushering in a boost of technological development in the past decades. 
However, the immense capacities of computers have not yet solved the problem of 
thinking itself. Plainly: Although equipped with immense computing powers we still 
cannot sufficiently explain how ideas are being made and processed. We are in dire 
need of models to clarify to ourselves the life of ideas.  

Discourses. Two more or less competing discourses have predominated the field in the 
past decades: 1) the application of reasoning machines in Artificial Intelligence, 2) 
computer imaging in Neurosciences. As it comes to the explanation of idea processes, 
certain fundamental restrictions mark the limitation of these approaches.  On the one 
hand, computer imaging technologies in neurosciences do not refer to the semantics of 
thought processes. They rather look at the biophysical / biochemical activity of neural 
structures, yet they can hardly relate the “snapshots” of neural activities to the complex 
formation of concepts as happening in problem solving, ideation, or imagination.  
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On the other hand, from the highly differentiated systems of concept taxonomies, clas-
sifications, and logical operations as represented in semantic networks and AI proce-
dures, convincing models on the appearance of new ideas could not be presented [4]. 
Heuristic “invention machines” (like the problem solving routines of TRIZ) do not 
grasp the dynamic “Eigenleben” of ideas, which is usually based on the very environ-
ment they are embedded in, which is continuous and cannot be broken down into  
distinct paths.  

 

  
Fig. 1. Semantic Knowledge Representa-
tion (Source: Thintek) 

Fig. 2. Knowledge Representation by Neuroi-
maging (Source: TU Dresden) 

Research Goal. Before mentioned question, however, is our primary interest and 
defines the goal of our investigation: How to explain, and represent human knowledge 
processes in their making? How to dynamically model the development of thought? 
Our approach, relating to the scope of the HCII conference, combines two arguments.  

First, creative mental processes cannot only be represented by computing combina-
torics, neither algorithmic nor self-organized. Abstract synthetic structures cannot 
describe the “invasion of the new”, the “spark of invention”. Logics are rarely crea-
tive. Idea processes need tangible, embodied interaction. Invention is based on prob-
lematic collisions with a complex environment, which the world of formal operations 
is not. Secondly, computers are not to be viewed as creators or thinkers, but shall be 
regarded as support actors in the dramas of scientific work. Computing is different 
from creative invention, it is massive conduct of logical operations. The core question 
then is how to relate this abstract logics to human ideation? How to relate computa-
tional power to the creative collisions of human bodies with the physical world? 

Computer Aided Thinking. Since the 1990s, discourses on Computer Aided Think-
ing and Computer Aided Invention (CAI) have evolved which recognize the computer 
as supporting device also for creative intellectual processes. [3] Following this track, 
and in order to introduce a method for clarifying ideas by way of advanced modeling, 
we suggest to integrate two architectural techniques as conceptual extension:  

• 3D description (spatial modeling) 
• Parametric Design (computing environmental forces into shape). 
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These two means - if structured into a comprehensive method - may support the creation 
of ideas through physical externalizations of cognitive processes, and translate them into 
digital evolutionary algorithms. For this, our method employs three assumptions.  

1st Assumption: Evolutionary Model. For the creative dynamics of idea generation 
(“Ideation”) we propose an evolutionary approach. The repeated cycling of thoughts 
can be compared to iterative and mutative principle in evolution, which forms the 
generative machine for the development of new life forms and species. This assump-
tion is informed by discourses on Evolutionary Epistemology and Biology of Know-
ledge [5][6].  

2nd Assumption: Physical Representation. Research in Artificial Intelligence and 
Robotics has shown that cognitive processes are linked to physical representation [1]. 
We hold that creative activities like problem solving, invention, or innovation are 
strongly connected to “experimental” activities of the body, just as scribbling, sketch-
ing, or modeling. In other words, they are externalizations of mental processes into 
corresponding physical activity. For example, to architects and designers the iterative 
production of working models and prototypes is an essential part of their creative 
routine. Here, tangible objects and spatial descriptions are created as representatives 
of cognitive processes. With their invitation to immediate crafting and interaction, 
these objects and models enable a far better understanding of the problems at hand, 
and the uncovering of subsequent solution. Further, their physical composition allows 
an easy “grasp” and the re-structuring of their cognitive content. The latter, before all, 
directly feeds into the process of creating new ideas and concepts. 

Environment as Condition. As stated above, environment must be regarded the trigger 
and source of creative invention and ideation. It is hence conditional to include envi-
ronmental complexity into any model of idea making and processing. In this respect, 
environment can be either physical and psychological, spatial and social environment, 
and all combinations of such.   

By Way of Body. There are multiple receptors, or sensors, for environmental factors in 
human cognition - yet almost all of them are bodily. An extensive discourse has 
formed on the way how the body shapes the way we think. Based on that tradition, 
our point is: To model ideational processes, a detour through the body is inevitable. 
There is no apt model of idea processing that does not include as a fundamental con-
stituent a model, or representation, of the body. We may conclude: In order to stir up 
creativity, environmental information is to be bodily sensed as tangible information.  

3rd Assumption: Tangible Heuristics and Algorithms. Above mentioned physical 
procedures on tangible objects and models may be interpreted as heuristic programs 
of ideation, problem solving etc. If well observed and formalized, such routines may 
be translated into computational representation. For the interaction with cognitive 
items in virtual space, parametric modeling tools like Rhinoceros / Grasshopper,  
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Evolutionary Solvers, Physics Engines (e.g. Kangaroo) present promising opportuni-
ties. They provide a wide range of flexibility combined with detailed control in the 
reconfiguration, and iteration, of thought spaces and their properties.  

3 Deduction 

Power of Architectural Modeling. Knowledge Architecture´s add-up to the theories 
of Computer Aided Thinking is, before all, insight into the nature of design processes. 
We understand “architecting” not only as the creation of houses and cities to be built, 
but also as a method of knowledge processing, an “epistemic modeling”. Architecting 
is the attempt of bringing together diverse concepts in sound structure, an interactive 
engineering of complex ideas. We have systematically surveyed and observed the 
procedures of ideation and concept-development from sketch to building. Of major 
interest are the features of architectural modeling which bridge the gap between men-
tal processing and physical manipulation, which rework a given context, or environ-
ment, into tangible explication of design concepts. In fact, it is a bundle of activities 
and procedures that may be summarized thus: 

• Mind and matter: Simultaneous work on concepts and materials 
• Hands-on: Bodily experience, manipulation, grafting 
• Pragmatism: No idea without reference to some object 
• Spatial: Working in three dimensions + x  
• Repetition: Iterative re-making and re-modeling 
• Experience: Establishing creative habits and implicit knowledge 
• Heuristics: Partly design / goal oriented, partly self-organized 

 
Fig. 3. The tangible intelligence of modeling and crafting 

Idea Models. As a routine at TU Dresden´s Knowledge Architecture lab (which also 
hands out conventional architectural design tasks for buildings) students are asked to 
develop their design ideas via so-called idea models, that is: condensing their prelimi-
nary design concept into a symbolic, tangible icon. As it turned out, these handy mod-
els allow complex recognition, easy manipulation, and a quick assessment of design 
ideas. Certainly the further “clarification of idea” implies more iterative re-modeling. 
The first version never shows the design in full, yet the recognition of a projects 
theme becomes astonishingly lucid by this tool. However, the main deficit of this kind 
of idea modeling is its static character.  
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Fig. 4. Idea models for a building design (left), and for a brainstorm talk. The physical talk 
model (center) translates into digital semantic graph (right). (Source: TUD) 

Dynamic Modeling. Based on above mentioned assumptions we propose a modeling 
framework for the dynamics of ideation that combines the features of physical embo-
diment on the one hand, and the capacities of computer on the other. At its very heart, 
this model is manipulative, bodily, and tangible. It rests to a large proportion on self-
organization, but frequently shows goal-orientation too. In order to derive a first hy-
pothetical models, we experimented with mechanisms showing the dynamics of 
growth and  reproduction, with „natural phenomena“ of transmitting information” 
(cell growth, barnacle mechanisms, bee and flower-principle, prey and predator inter-
play, copulation techniques, population growth). 

Dynamic Knowledge Model. We established a simple physical mechanism which 
distinguishes two dynamic entities: The body - or bodies - of knowledge (red circles 
in the images below) in contrast to body of the unknown (black). In the course of 
development of ideas, islands of knowledge appear within the body of the unknown 
(Fig.5). Certainly these bodies of knowledge grow: discoveries are made, problems 
get solved. Whether the growing knowledge is of relevance and importance, is anoth-
er question. This simple form of development applies to micro and macro levels simi-
larly. On micro level it may be ideas that show up in talks or projects; on macro level 
it may be a depiction of the development of sciences which increasingly discovers and 
extends knowledge about nature and technology. [8] 

 

y   

Fig. 5.    Fig. 6.  

Knowledge growth raises the amount of interfaces / contact points to the area of un-
known, i.e. uncertainty, open problems, unclarity. Uncertain too is the question whether 
the body of the unknown diminishes by the growth of knowledge. For example,  
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the development of sciences and technology also create new problems; research is to 
discover new areas of the unknown. However, the more individual islands of know-
ledge, experience, insight etc. are being created, the more contact points, or interfaces, 
there are to the unknown (in Fig.6-7 the red perimeters extend).  
 

 
Fig. 7.    Fig. 8.  

Further we suggest that advances of knowledge can be depicted by a) Increasing an 
existing area of knowledge, e.g. extending a doctrine (fig. 5-7), and b) Fusing mul-
tiple islands of knowledge into one, e.g. unifying theories or disciplines (Fig.8). In 
contrast to process (a), which is incremental in nature, the disruptive process (b) 
represents a genuine “Aha!” effect. It reduces uncertainty by reducing the interfaces 
to the unknown, by shrinking the perimeter while extending the area of the known 
(content). - This simple model with its two basic dynamics provides a blueprint for 
more complex procedures in “idea architecting”.  

 

Fig. 9. Simulation of fusion process Fig. 10. Minimizing surface as evolutionary goal 

4 Induction 

Applied Knowledge Modeling. In order to verify the above mentioned model, a 
series of experiments was carried out. In research seminars various options of physi-
cal modeling of knowledge processes were tested. Tangible models were developed 
for the processes of concept formation, conceptual evolution, cognitive self-
organization, among others. Based on hands-on experiments with buildings blocks, 
fluids, or heaps of powders or grains, some of these models were eventually forma-
lized into digital parametric description. By working with these very tangible matters, 
creative algorithms and “thought processes” were discovered and thereupon translated 
into computer algorithms through the architectural modeling package “McNeel  
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Rhinoceros”, featuring a parametric model engine and a visual programming interface 
(“Grasshopper”).  

Idea Programming Process. In architecture and planning, an established method for 
the organisation and structuring of knowledge is the so-called “Visual Programming” 
technique. The method was originally developed for organizing extensive information 
for complex projects, such as airports, factories, or highrise constructions. The power 
of the method - which is mainly carried out by hand drawn images on memo cards - is 
the rigid formatting of complex data into individual “information bits” indexed with 
keywords and short sentences. These indices, in fact, provide for a parametrization 
and operationalization of enormous amounts of data. From observing several pro-
gramming sessions (discussion panels, workshops) we developed a preliminary model 
of how to make idea clear, and how new concepts emerge. As it turned out, the proce-
dure can also be used to propel ideation processes.  

Particle Field. In a first step, a large number of particularized knowledge “bits” are 
assembled - thus creating a field condition, a cloud of knowledge units. (Fig. 11) In 
real programming sessions, this happens by collecting handwritten notes, sketches, 
memos. All elements are carefully indexed and presented on large panels. (Fig. 12)  

 

Fig. 11. Field Condition: Cloud of information 

 

Fig. 12. Manual Programming Chart (Source: TUD Knowledge Architecture) 
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Mobilization. In a second step, the particles are dynamically set into action, the cloud 
of “information grain” starts moving, rotating, taking different stages of aggregation. 
The collection of data turns into an information swarm. - In real-world programming 
sessions, this is the part when all cards are being moved (sometimes be a number of 
people simultaneously) in order to search a definite placement, or order of arrangement.  

 

Fig. 13. Swarm Condition: Dynamic information 

Anchorage. In contrast to a purely semantic clustering of cards according to their 
indexes - a process which resemble the “reasoning” of catalogues or search engines - 
we introduce certain new terms instead. This experimental move is supposed to form 
“common ground” for the assembled swarm of data, so-called “Test Centers”. At this 
stage, it can be observed how the “intruders” function as anchorage points. If success-
ful, they bring as many as possible of the floating elements to rest, and leave only few 
free floating. (Fig. 14) Their anchorage quality equals their capacity to match many 
cards without using the given indexes. In other words: they can include, combine, 
integrate formerly separate elements without referring to description already attached 
to them. 

 

Fig. 14. Anchorage: New terms as gravity centers 

If successful anchorage is achieved, new concepts can be stated as having emerged. 
This relates to the stage of “fusion” as represented in the generic model mentioned 
before (Fig. 8) - the emergence of new terms equals the merging of formerly unrelated 
fields, or units. - In real-world programming sessions this step happens when  
new “Header cards” are being introduced into the large collection of memo-cards. 
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This action, however, involves the completely re-arrangement of the set of data, 
which is given usually as chronological, or topical table charts. As regards the expe-
rimentally introduced new terms, they turn from “Headers” to “Centers of Gravity”. 

5 Conclusion 

The insight and results of our studies on parametric idea modelling indicate the oppor-
tunities arising from a systematic transfer of architectural modelling techniques to 
knowledge representation. Not only for the description of epistemological concepts 
the proposed method may be useful. Purposefully developed and applied as a setting 
to generate impulses for ideation and innovation, it should be of interest in any field 
of knowledge intensive work (e.g. business intelligence).  

As the experiments show, parametric knowledge modeling will hardly cope with 
capacities of human creativity. Rather it may stimulate creative thought by externaliz-
ing human thinking into tangible models, which in turn allow new idea manipulation. 
Thus the interaction of human mind and ideation algorithms may lead to a promising 
“ping-pong” relation, a cognitive partnership. Here parametric modeling takes the role 
of a “Proposal Engine”. 
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Abstract. Users in smart environments benefit from context-aware applications 
that are able to adapt their user interfaces (UI) to specific situations. In the same 
way as the development of adaptive applications poses high demands on the de-
signers, the evaluation of their usability also becomes more complex and time 
consuming because the context of use and different adaptation variants need to 
be considered. While automated usability evaluations cannot fully replace user 
tests in this domain, they can be applied to multiple adaptation variants at an 
early stage of development and thus reduce time and complexity. This paper 
presents general requirements for applying automated model-based usability 
evaluations that apply simulated user interaction as an approach to evaluate UIs 
of adaptive applications based on the underlying development models.  

Keywords: automated usability evaluation, adaptive user interfaces, model-
based UI development, smart environments. 

1 Automated Usability Evaluation of Adaptive User Interfaces 
for Smart Environments - Benefits and Challenges 

The main goal of smart environments is to assist users within their daily routines 
whether at work or at home. Smart environments are characterized by networked 
applications capable of coping with different situations that can be captured via inte-
grated sensor systems. Usually, this is achieved with the help of adaptive applications 
that provide user interfaces (UI) which adapt to (predefined) situations within the 
observed context of use [7]. As a main challenge, adaptive applications need to 
present required information properly and tailored to the current users' needs and (dis-
) abilities which is a complex task when dealing with many potential adaptations. 
Further, this high complexity also leads to problems in fully evaluating the usability 
of adaptive applications with user tests due to the state explosion problem [18]. Even 
though this would usually provide the best evaluation results, the required costs and 
time tend to become limiting factors for comprehensive user testing. 

Understanding the formalization of interaction means and concepts of adaptive ap-
plications remains a main issue when evaluating usability. One way to address this 
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issue during development is integrating models of the application and models of the 
user as proposed by model-driven engineering and model-based usability evaluation. 
On the one hand, models of the application are able to formalize the design, express 
the underlying concepts and make them interpretable by machines [17]. On the other 
hand, user models are commonly used to describe users' physical and cognitive abili-
ties [9] and to formalize different groups of users based on these attributes. Above all, 
the interconnection of both approaches can be utilized for providing adaptations to the 
UI and to evaluate the usability and accessibility for different groups of users. Espe-
cially for this purpose, automated usability evaluation (AUE) emerges as a paradigm 
allowing detailed and at the same time cheap testing of usability [6]. Most AUE ap-
proaches are using predictive analytical modeling and predictive simulation methods. 
Based on underlying psychological theories, concepts and models, these approaches 
have proved to correctly predict criteria relevant for judging an application's usability 
[6]; e.g. automated simulation of interaction paths, execution time predictions, cogni-
tive load and learning time estimations. 

However, there still exist main barriers to the adoption of AUE by the interaction 
design industry and specifically within the domain of smart environments. On the one 
hand, current AUE approaches require additional specific descriptions of the user, the 
UI and the tasks. In most cases, such descriptions of the UI and tasks do not exist or 
cannot be automatically derived from the final UI. For this reason, the required input 
(e.g. models) needs to be provided by the designers themselves, which is a time con-
suming and potentially error-prone task. On the other hand, most AUE approaches are 
hard to apply for complex tasks and more general usability evaluations. Further com-
plicating is the fact that the context of use needs to be determined for an evaluation of 
adaptive applications, especially as it may change during interaction. 

Initial work in the field of applying AUE to model-based UI development and 
adaptive user interfaces has been demonstrated. While [1] describes how usability 
evaluations in general can be applied to UIs stemming from a model-driven engineer-
ing process, an AUE was solely done on the code level and thereby lacking the bene-
fits of using the development models which would reduce the effort. In [4] a model-
based runtime framework for user interfaces is combined with a semi-automated 
workbench on the level of the final UI but does not involve the underlying develop-
ment models and adaptation capabilities. Both approaches already address parts of 
combining model-based development with AUE but do not fully take advantage of 
the potential benefits or lack adaptivity capabilities. 

In this paper, we examine the underlying basic requirements that have to be ful-
filled for applying simulation-based automated usability evaluations on the same 
models that are already designed and implemented during the development process of 
adaptive applications within smart environments. At first, we start by narrowing the 
scope of applicable AUE methods to simulation-based approaches and lead over to 
specific requirements for such approaches during development of adaptive UIs in 
smart environments. Finally, we conclude this paper with a summary and give an 
outlook on our current and future work within this domain. 
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2 Why Apply Simulation-Based Automated Usability 
Evaluation to Adaptive User Interfaces? 

As a matter of fact, different usability evaluation methods are suitable to predict and 
uncover different types of usability attributes. Hassenzahl et al. [5] distinguish these 
usability attributes into pragmatic and hedonic attributes. While the latter are mainly 
related to aspects of User Experience (UX); e.g. novelty and beauty of a design; they 
can usually only be provided with the help of extensive user tests and questionnaires. 
It is hard to predict hedonic attributes using AUE as these methods allow reasoning 
about human performance measurements mainly [6], which fall into the category of 
pragmatic attributes. Consequently, hedonic attributes should be out of scope when 
applying current AUE methods. However, quantitative and qualitative usability crite-
ria can be applied when predicting pragmatic usability attributes; such as interaction 
execution time, number of required interaction steps and uncovering interaction errors 
by tracing the interaction path. 

A simulation-based AUE method is essential in order to automate the interaction 
process and thereby gather a variety of different interaction paths by minimizing the 
effort involved. Especially designers of adaptive applications profit from such an 
approach, because they do not need to provide the interaction paths by hand for each 
possible adaptation of the UI and thereby tackle the state explosion problem. Howev-
er, this does not exclude the possibility to provide a predefined interaction path in 
case a specific solution needs to be evaluated in more detail.  

Simulation-based AUE approaches require specific input for conducting the evalu-
ation process. This relies on the fact, that each targeted evaluation criteria, which 
defines how the outcome of the simulated interaction process is evaluated, can only 
be applied if the input information is available to the appropriate AUE method 
(Fig.1). Hence, this dependency between the chosen criteria for evaluation, the appli-
cable simulation-based AUE approach and the required input-information is of high 
importance for the development and evaluation process. 

 

Fig. 1. Appropriate input-information for the applied AUE method is required 

3 Requirements and Benefits of Simulation-Based Automated 
Usability Evaluation  for Adaptive User Interfaces 

In this section we derive basic requirements for a simulation-based approach of AUE 
during development of adaptive user interfaces for smart environments.  For this 
purpose we identify and provide detailed information about four basic factors: 
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─ Application factors, such as UI information and interaction logic,  
─ Context of use factors that influence the interaction and the adaption process, 
─ User factors that are relevant for simulating user behavior, and 
─ Task factors (or a set of goals) which the simulated user tries to fulfill. 

3.1 Application Factors 

A formal description of the application needs to be available because simulation-
based AUE rely on abstract interactions between user and application (models). As 
depicted in Fig. 2, information about the UI and its interaction logic is required and 
needs to be provided in a computer-processable way. For example, when applying 
GOMS-based usability evaluations [6] to graphical user interfaces, this usually com-
prehends all visible UI elements along the path of interaction and their specific 
attributes; e.g. type of the UI elements and their size and position on screen. Thus, the 
first basic requirement is: 

• (Req. 1) Simulation-based AUE need to represent application-specific UI informa-
tion for simulating their effect on the interaction process. 

Further, for a simulation-based AUE it is essential to establish a connection be-
tween the UI elements and the task the user is currently performing in order to auto-
matically simulate user interactions and the according system behavior. This implies 
that it has to be traceable what happens next if a specific UI element is activated; e.g. 
by clicking a button the next UI mask gets activated. Hence, this interconnection al-
lows reasoning about the effects of using UI elements for a specific purpose within 
the current task. Current approaches for model-based UI development make use of 
executable UI and task models and thus are well-suited to provide this functionality; 
e.g. [14, 3]. This interconnection between UI and interaction concept builds the basis 
for the next requirements: 

• (Req. 2) Simulation-based AUE for adaptive user interfaces requires access to 
interaction capabilities of the UI elements and their purpose for specific tasks. 

• (Req. 3) Simulation-based AUE for adaptive user interfaces needs access to the 
application’s follow-up states after simulated user interaction or changes in the 
context of use occurred. 

 

Fig. 2. The application's UI information and interaction logic serve as input for AUE methods 
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3.2 Context of Use Factors 

In case of adaptive applications for smart environments, the system may actively take 
the initiative or respond to user input depending on the observed context of use. This 
is leading to a multitude of unique situations for which an appropriate system re-
sponse needs to be ensured. Usually, an adaptation engine handles the analysis of 
these situations and applies appropriate adaptations. Thus, if an adaptation engine and 
a representation of the context of use, that can be edited and simulated, are available, 
simulation-based evaluation can be applied to extensively test possible interaction and 
adaptation paths in context-aware systems. 

In general, the context of use [13] is distinguished into information about the user 
environment, the computing environment and the physical environment (see Fig. 3).  

 

Fig. 3. The representation of the context of use needs to include the sensed information about 
the user, the computing environment and the physical environment in order to simulate unique 
situations to which the application under study can adapt to. 

The information about the user environment includes all relevant information that 
can be sensed by the context-aware system via its sensor systems and internal repre-
sentations via a user profile. Depending on the integrated sensor data, this may in-
clude the current location of the user and other people as well as historical and social 
data from a user profile. All of this information is required for the simulation-based 
interaction process in order to trigger required adaptations.  

Information about the computing environment needs to include at least the relevant 
information about available interaction devices (for input and output); e.g. keyboard, 
mouse, touchscreen or display. Some AUE approaches require this information to be 
integrated into the information about the application under study because in some 
cases no sharp distinction can be made between software and hardware components. 
By providing this information further results can be expected from the AUE process, 
as e.g. GOMS-based approaches include extra time for switching between different 
interaction devices which might provide additional insights for the designer. 

Information about the physical environment may include surrounding factors; e.g. 
acoustic or lighting conditions. In case of adaptive applications, the modeled surrounding 
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factors need to include at least those which are sensed by the context-aware system and are 
source for potential adaptations; e.g. simulated movements and noise. Further side effects 
can be included if this data from the outside world is available to the usability evaluation. 
Consequently, we state the next requirement as following: 

• (Req. 4) Simulation-based AUE for adaptive applications requires a representation 
of the context of use that can be edited and simulated to evaluation needs in order 
to create different situations to which the application can adapt to. 

3.3 User Factors 

Information about users, which is relevant for the simulated interaction and thus also 
for the AUE, needs to be considered, because different users may interact differently 
with the same application. This representation of the user may be partially similar, but 
usually differs from the information that is sensed by the adaptive application for 
adaptation purposes (compare Fig. 3 and Fig. 4). More specifically, the user factors 
described here focus on information required for the interaction and the evaluation 
process from the user's perspective. 

In order to provide a wide basis for potentially applicable AUE methods two more 
requirements have to be addressed, which can be divided into modeling of the user's 
expertise and representing the user's abilities for interaction. 

 

Fig. 4. The representation of the user requires information about the expertise and physical 
abilities for the evaluation process and profits from a mental model to reason about performed 
actions and their consequences to the application 

On the one hand, users may differ in their expertise regarding the application and 
its UI, but also regarding the domain of the task. On the other hand, there exist adap-
tive applications that provide different user interfaces depending on the availability of 
this information. So basically, user expertise should be simulated in order to evaluate 
its effect on the interaction process on the user side and on the system side. However, 
most AUE methods expect that the user is an expert in the domain of the application 
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and therefore optimal interaction paths are evaluated only. Just a few approaches 
model novice users, but then expect that the user has no knowledge of the domain at 
all; e.g. [15]. A main difference between modeling expert users and novice users is 
that in the latter case interaction problems due to a wrong understanding of the appli-
cation can be accounted for. Unfortunately, errors due to a lack of experience with the 
application or domain are hard to predict. An exception is the simulation of browsing 
behavior, where category labels are evaluated based on semantic similarity between 
goal concepts and UI element labels; e.g. as in [15, 2]. On the other hand, known 
errors can also be modeled and their consequences can be evaluated using a simula-
tion. This applies to cases, when e.g. the error type and its preconditions are known, 
but the design cannot easily be inspected manually for all adaptations due to complex 
adaptation rules; see e.g. [13]. A practical application of an AUE method is then to 
develop knowledge about error types and their precondition, either in a general way, 
or during the task analysis phase preceding the design of the actual application. 

Another facade of the user’s expertise is a mental model [10] which reflects beliefs 
about the application’s behavior and the outside world. Such a mental model is espe-
cially useful when comparing the actual outcome of actions to the intended outcome 
and thus helps a user model to notice that an error occurred and may affect the follow-
ing behavior; e.g. recovery strategies or canceling the interaction.  

Finally, different users may have different preferences regarding interaction devic-
es and techniques (e.g. using shortcuts) which should be accounted for as well when 
using simulation-based evaluation. These preferences could be included into the re-
presentation of the user (expertise) and then have an influence on the chosen actions 
during simulation. Thus, the fifth requirement reflects the user’s expertise: 

• (Req. 5) Simulation-based AUE for adaptive applications requires information 
about the user’s expertise to account for individual behavior and profits from a 
mental model to account for expected and perceived results of actions. 

Besides the user's expertise, further factors are required for a more beneficial  
combination of AUE and adaptive applications (see Fig. 4). An example gives the 
evaluation of GUIs for users with special needs and abilities, such as visual or motor 
impairments [8, 16]. This additional information allows to simulate different user 
groups and to respectively evaluate the effects of: 

─ different layout variants or adaptations in combination with information from the 
application's UI surface and interaction logic ; or 

─ different interaction devices and surrounding effects in combination with informa-
tion from the context of use. 

Consequently, AUE profits from a clear modeling of different user groups based 
on abilities, as it allows to reason about the effects of different adaptations based on 
the modeled abilities. We therefore state the sixth requirement as following: 

• (Req. 6) Simulation-based AUE for adaptive applications requires a representation 
of the user's abilities to allow reasoning about their effects on the interaction 
process and the application's capabilities to cope with different users. 
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3.4 Task Factors 

User interaction usually serves one or more specific goals which users try to achieve 
during interaction. Consequently, a description of the users' goals is also required in 
order to evaluate an application's usability.  

Goals for interaction can be specified in form of a task which the user wants to per-
form. When conducting usability tests with real users, goals are usually predefined 
and the participants receive a description of the task to perform and (in most cases) a 
clear description when the goal is achieved. Like real user tests, automated usability 
evaluations based on simulated interaction require such predefined tasks. 

If the task is to be used in simulations, the actions performed by the user to reach 
the goal state can be provided within the task description (Fig. 5). This would be simi-
lar to a step-by-step walkthrough which is applied by most predictive analytical mod-
eling approaches. However, in case of some automated usability evaluations, these 
steps are not contained in the task description or it is not desired to have this informa-
tion in advance; e.g. when evaluating novice users and their browsing behavior when 
looking for specific information (see e.g. [15]). Instead, the required steps have to be 
determined on the fly based on information describing how users would try to pro-
ceed; e.g. with the help of rules describing user behavior [12], available knowledge or 
further semantic information required to fulfill a task. Thus, as a final requirement 
regarding the task for simulation and evaluation we state: 

• (Req. 7) Simulation-based AUE for adaptive applications requires a task descrip-
tion with information relevant for fulfilling the task, whether as a list of actions to 
perform or via an integrated solution approach. 

 

Fig. 5. The representation of the task for automated usability evaluations based on simulated 
user interaction requires a clear definition of the goal-state and all actions to perform or, if 
available, an integrated solution approach for simulating user interactions 
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4 Conclusion 

In this paper we introduced seven generic requirements for applying simulation-based 
automated usability evaluations to adaptive user interfaces within the domain of smart 
environments. We have explained the necessity for each requirement and expected 
results if each of these requirements can be fulfilled.  

A current state of implementation and exemplary evaluation results for such an ap-
proach that uses executable UI models stemming from a model-based runtime frame-
work and a semi-automated usability workbench is described in [11]. Further, we are 
investigating the benefits of applying AUE to executable development models of 
adaptive user interfaces in more detail by conducting user tests within a testbed that 
provides a smart environment. By monitoring the effort involved and the gathered 
evaluation results from these user tests and comparing them to the effort and the re-
sults of the AUE conducted with the help of the development models we intend to 
give more insights on the benefits of the described approach in terms of saved time 
and ratio of uncovered usability issues. 
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Abstract. This paper describes a contextmapping study that was conducted 
with designers from three companies to elicit design design-relevant insights 
into systems that can more optimally support co-located design collaboration. 
The study aim is to better understand the current and envisioned way of 
working of design professionals. The main results are a series of considerations 
regarding preferred ways to: 1) bring and share information in meetings, 2) 
document their outcome, 3) support multi-user interactions, 4) deal with social 
norms and protocols, 5) fit the exiting workflow, and 6) facilitate remote 
collaboration. 

Keywords: Groupware, Human activity modeling and support, Ambient and 
Pervasive Interactions, CSCW, UCD. 

1 Introduction  

We study co-located collaboration in industrial design teams in order to increase our 
understanding of the context, people, and tasks, and with the goal to inform the design 
of interactive spaces that better support such practices. We elicit from such teams 
problems and issues that they regularly experience, and probe them to envision an 
alternative future in which the identified issues are resolved with the help on new (and 
speculative) support systems. 

2 Background  

Conducting design activities in teams is becoming increasingly popular due to the 
growing technological sophistication and complexity of new products. In fact, 
research has shown that in some cases team co-location can lead to higher 
productivity with shorter schedules [7, 8]. 

The emergence of novel hardware such as interactive displays, ambient sensors and 
digital pens at relatively low prices, together with advances in computer vision and 
speech recognition, are providing new opportunities to create previously 
unimaginable interactive spaces, including those to support co-located collaboration.  

New technologies only provide new opportunities, and determining the specific 
requirements for systems that fit a particular community of practice is not a trivial 
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task. Scott and Wallace [9] argue that in order to design usable and effective systems, 
a clear understanding is required of common interactions between the users, 
accounting for social, cultural, activity based, temporal, ecological and motivational 
considerations.  

3 Related Work 

A number of relevant studies can be found in literature. Tang [6] carried out a series 
of observations on teams conducting group-drawing activities. He found out that hand 
gestures of participants are not only used to mediate interaction, such as negotiating 
turn-taking, but also to express ideas and to convey information. He observed that 
while creating and discussing drawings, much information is conveyed, some of 
which is not retained in the sketches that are the output of the session.  

Bardram [1] describes collaborative work as a highly dynamic activity and 
suggests different levels of activities including co-ordination, co-operation and co-
construction. He concludes that in order to be able to meaningfully support group 
activities, we must carefully examine the work activities at all three levels, and pay 
especially attention and support to the transitions between them. 

Gutwin and Greenberg discuss the difference between designing systems for 
individual and group work [2]. According to these authors, individuals demand 
powerful ways to interact with the workspace, while the challenge for group work is 
to maintain awareness between the participants. They propose a series of techniques 
to minimize the tradeoffs between these two sets of requirements (i.e., provide 
multiple viewports, process feed through, include action indicators and view 
translations).   

Amongst others, the aforementioned principles have been an inspiration for 
recently developed systems. The authors of such systems have also conducted 
different forms of user studies that revealed additional requirements. An example of 
such work is the NiCe discussion room from Haller et al. [3], for which its authors 
conducted an exploratory field study with a large steel company. A series of 
interviews and workshops were carried out for determining requirements in terms of 
business modeling, mock-up evaluation or requirement specification. Such studies led 
to new requirements such as: designing to support a Diversity of Tasks, to make Use 
of Space and Accessiblity, to Foster the Creation of Shared Content, or the 
Integration of Individual and Shared Workspaces. As part of the design of the 
WeSpace, a Shared Multi-Surface Collaboration System for data visualization, 
Wigdor et al [10] carried out a series of ethnographic studies to analyze the current 
practice of research-related group meetings of astrophysicists. These ethnographic 
studies lead to the following requirements: Provide a Shareable Display, Allow the 
use of Personal Laptops, Maintain Interactivity of Existing Applications, Retain User 
Control Over Personal Data, or Provide a Record of the Meeting. Some other 
systems have followed a more technology-push approach, as their aim was to solve 
technical challenges. An example of this latter approach is Pictionaire, where 
Hartmann et al. [4] created a collaborative system that integrates Physical and Digital 
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artifacts by means of interaction techniques such as Searching & Tagging, Physical-
to-Digital Transitions, Remote Highlighting and Image Organization. 

Our approach differs slightly from the previous studies, mainly because the aim of 
our research was not to collect particular requirements, but instead to gain an 
improved insight into what motivates designers when conducting group activities, into 
the pitfalls they encounter, or their visions and aspirations for future systems.   

4 Study Description 

4.1 Subjects of the Study 

Fifteen participants participated in our study; five from each of the three companies. 
These companies were active in very different application domains: document 
management and printing systems (Company A), food processing equipment 
(Company B) and automotive (Company C). Additional information on the 
background of the designers involved is provided in table 1.  

Table 1. Number of participants for each of the domains of practice 

 Domain of 
Practice 

Number of Participants 

Product Designer 2 
Interaction Designer 1 
Usability Engineer 1 
HMI Specialist 2 
Sales representative 1 
Mechanical Engineer 2 
Mechanical R&D Designer 2 
Visual Designer 1 

4.2 Method of the Study 

Contextmapping is a generative research method that actively involves users and 
stakeholders in the design process through a series of exercises. The primary goal is to 
understand their everyday life experiences and to gain tactic knowledge about the 
context of use [5]. Contextmapping can also provide access to people’s visions, 
aspirations, fears and ideas about the future. We utilized this method in our study 
because we not only wanted to learn how designers hold co-located collaborative 
meetings, but also to understand their visions about the ideal way of conducting them 
in the future. Hence, we wanted insight in both current practices and future 
aspirations. 

Phases of the Study. Our implementation of the Contextmapping method 
distinguished three phases. A first individual activity spanned approximately three 
weeks and required participants to fill in a cultural probe documenting different kinds 
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of design-related meetings (sensitization). Secondly, two workshops carried out in the 
same day, one on eliciting existing problems during meetings, and a participatory 
design workshop on generating futuristic solutions.  

 

 

Fig. 1. Distinctive phases in the Contextmapping study, as well as created outcomes 

Sensitization. The sensitization phase is used to prepare participants for a group 
session, by helping them “remember past experiences, express their memories, 
opinions and dreams” [5]. In order to promote this, participants were given a 
workbook to help them reflect on, document, and analyze their own context some 
time before the session. Our workbook asked them to describe occurrences of design-
related face-to-face collaboration. In each entry participants were asked to write down 
the aim of the meeting, the people involved, a brief description of how the meeting 
went, describe what they liked or disliked about the meeting, and what they came and 
left with. Additionally they could attach a picture or a sketch. 

The Workshops. The workshops were planned as a one-day activity involving all 
participants from all companies. The aim of the first workshop was to identify issues 
and concerns related to the current way of conducting co-located design-related 
meetings. The participants were divided in three groups, one per company, which 
created a series of storyboards that highlighted one or more problems or issues that 
reflected their current experience, which were subsequently discussed in a plenary 
meeting. The sensitizing workbooks were returned to the participants for inspiration. 

In the second workshop each group was asked to create a product concept that 
addressed the issues raised in the stories. Participants were encouraged to make use of 
futuristic technologies, such as intelligent environments. To inspire them, participants 
were presented a video with extracts of futuristic concepts from science fiction 
movies. In addition, they were given the opportunity to experience three interactive 
working demos. The first was made by projecting an existing single-user tool 
(Photoshop) on a wall display and providing all participants with an individual input 
device (Bluetooth stylus) that they could use for turn-taking. The second demo was a 
large horizontal area for digital sketching that maintained a historical archive. The last 
demo used a horizontal 52 inch multi-touch table with stylus and finger input, with 
pictures that could be resized, rotated, scaled with the fingers, and sketched that could 
be created with the help of a stylus.  The table could also receive pictures send 
wirelessly from a smartphone. 
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5 Results 

5.1 Sensitization 

A total of twelve workbook diaries were completed with an average of 5 reported 
meetings per workbook. We found the following themes of interest in the diaries: 

Absence of Desired Material. During meetings, practitioners do not always have 
access to desired material, such as images, or videos. (S6) “I would have liked more 
information instead of being dependent on what the others bring along”. Even in 
cases when the relevant material was available in the meeting in the laptop of a 
participant, it is often too difficult and time consuming to share it publicly with the 
rest of the group. (S7) “I dislike that it is difficult to share images on a computer, we 
lack a proper sharing tool”. (S6) “I would have liked to show the old website during 
the meeting which was only visible on my laptop”. This lack of material may lead to 
making uneducated decisions. “(S1) “I did not like worrying that wrong choices are 
made based on incorrect assumptions”. 

Creating Combining and Transforming Material. Often, material needs to be 
combined or transformed. (S7) “I would have liked a light way to create and visualize 
our ideas, being able to walk around it with the stakeholders and make easy 
adaptations, creating a preview of how it will look like”. It happens that more than 
one participant wants to provide direct input for multiple participants to manipulate 
the material, rather than simply stare while others do it, which leads to loosing input 
and interest while waiting. (S14) “I disliked the fact that I could not physically 
interact, but only verbally … …I would have liked to be able to give input on the fly 
by shaping ideas” (S8) “I would have liked a quick drawing tool to be used by both”. 
We also found that it is often hard to describe an idea involving dynamic behavior 
using only static sketches. We found that the current media that articulate design 
artifacts have limitations in the amount or kind of information that they can convey, 
and practitioners are in need of novel tools that allow them to quickly and easily 
express complex dynamic ideas in such settings. (S4) “I disliked that it was hard to 
express my ideas because I didn’t have the proper medium to do so… I would have 
liked the availability of an interactive sketching tool ” 

Capturing and Documenting the Results. Currently, when a session is over, 
participants leave with a set of individual notes and sketches. Such notes are not 
shared between participants, and even if a person creates a summary or takes meeting 
minutes, some information is excluded, as it is restricted to those notes that were 
made, affected by personal perception of what was being said and done. (S8) “I 
disliked that it was difficult to take all the information with you after the meeting”(S2) 
“I would like to avoid lots of papers which are later on not understandable and I 
would have liked a simple summary from everything that was discussed / sketched 
with comments”. 



250 J. Quevedo-Fenández, D. Ozcelik-Buskermolen, and J.-B. Martens 

 

Social. We found that some people tend to dominate, leaving too little time for others 
to provide input. (S2) “I would like to avoid a decision without giving a fair chance to 
every opinion”. Decision-making is a difficult aspect of meetings. It can take large 
amounts of time, and can create uncomfortable situations, like someone feeling 
emotionally offended. (S8) “I’d like to avoid discussions that are not relevant, it’s 
always the same people who comment and discussions that are going nowhere”. It 
also happens that the focus of the meeting gets lost as a discussion heads off in other 
directions. Participants often realize too late that they may have lost valuable time. 
(S3) “I like to avoid getting stuck in an accidentally though technically interesting 
topic”. 

5.2 Problem Elicitation Workshop 

Company A described three stories. The first story concerned a co-design meeting 
where all parties involved are working closely together, but where the entire team 
needs to make a sudden shift, due to an external factor. Suddenly, additional 
unforeseen material needs to be consulted and the challenge is to quickly get 
acquainted with and adapt to a new situation.    

The second story described a multidisciplinary meeting were participants have to 
reach a collective agreement with a potentially large impact on the final specifications 
of a design concerning large textual documents. Each member needs to know the 
details of his/her part of the design, but also needs to assess the interaction of their 
own part with the rest of the system. Such meetings pose frequent problems, as 
participants continuously get confused, and there are frequent clashes between 
proposed functionalities. Often, it is only some time after the agreement has been 
reached that individual participants realize that they have agreed on details that they 
were not fully aware of or had misinterpreted.  

The third story talked about meetings where practitioners in the same field, 
usability engineers for instance, come together to align their graphics and interaction 
designs across different products. Participants frequently have different opinions on 
what the best solution might be, so there is a lack of shared interests and shared 
responsibility, but despite that they have to come up with a shared agreement. The 
main problem expressed is that as such meetings do not take place frequently, from 
meeting to meeting people slowly forget, and tend to personally reinterpret previous 
agreements, eventually leading to substantial differences in designs across projects. 

Company B described a situation where two persons from different fields, in this 
case an engineer and a salesman, meet to discuss about a design for a client. The 
salesman has met previously with a client and has collected a request for a custom 
part. The salesman believes that the changes will be minimal, while the engineer 
thinks the opposite. The engineer tries to explain the magnitude of the consequences 
that derive from the required changes, but the salesman does not really understand, as 
he sees only the overall picture, which in his opinion does not appear to be so 
complicated. There is a lack of common understanding, there is a lack of material that 
can help them better reach such common understanding, and there are external factors 
that oblige them to come to an agreement quickly. The engineer feels forced to make 
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a decision and commits to a plan of which he is not even sure if it is possible to 
implement, as he believes that a proof-of-concept prototype is needed for such a 
decision. As a side note, the participants who described this story were still arguing 
about a particular recent similar case. 

The first story from Company C was about co-design meetings where designers of 
diverse backgrounds come together to work on, and further elaborate a concept (see 
Fig 2). These meetings happen because the deadline of the project is close and they do 
not have enough time to finish the standard distributed procedure. For this purpose, 
the two or three participants sit together behind a computer operated by one of them, 
the visual designer in their particular story. During the meeting there is an iterative 
process of discussion, refining and making changes to the design. The first problem 
expressed in the story is the inability to perform simultaneous interactions on the 
artifact. When a person that is not controlling the computer wants to propose a 
change, he / she has to rely on his verbal capabilities, as he / she can only talk but not 
act. There are continuous misinterpretations and confusions, followed by intense 
discussions on how things should look or behave, and a feeling of too much waiting 
for the other participants to carry out the changes in the artifact being discussed.  

The second story talks about an evaluation meeting involving a multidisciplinary 
team of designers, engineers and management stakeholders. Normally they discuss 
over PowerPoint presentations, but in some cases the information they convey is 
insufficient, as ideally they should rely on simulations to reach an educated 
agreement.  

 

 

Fig. 2. Fragments of the Storyboard by Company C describing a co-design meeting where one 
of the participants regularly has to wait for the other to perform changes on the artifact 

Cross Company Discussion. In general all of the problems were acknowledged and 
recognized by all companies, even those that were not present in their own story(s). 
This includes misunderstandings between people from the same or different 
disciplines, having different readings on the outcome of the sessions, forgetting and 
reinterpreting the decisions made, or suffering sudden unexpected changes in the 
agenda. Companies A and B do not conduct the kind of design meetings where two or 
more people work synchronously on a particular design case sharing the same 
computer. On the other hand they do experience similar limitations when conducting 
brainstorms or focus groups. However all companies expressed their skepticism of 
having tools that can enable simultaneous interactions, or that bring rapid replication 



252 J. Quevedo-Fenández, D. Ozcelik-Buskermolen, and J.-B. Martens 

 

and sharing of artifacts. The key issue in this respect is the emotional response from 
participants when experiencing a loose of control and ownership of their creations, or 
of their role in the process.  

5.3 Group Design Workshop 

For this workshop each company formed a group, and was asked to design a concept 
addressing some of the problems expressed in the storyboards. The groups were 
encouraged to make use of recent technological developments presented (see Phases 
of the Study), finishing with a group presentation and discussion. 

Company A created an iPad application concept to support design meetings that 
provides a shared and a private area, and that is connected to personal and shared 
multimedia libraries. The documents can be loaded during a meeting on the private 
area of the application to visualize, interact with, or sketch on them and can be 
transferred to the shared area, which is common for all participating devices. The 
users can take private notes of the meeting that can be shared and donated to the 
archive, which also includes a history of all changes over the shared area. The devices 
can sense what is happening outside the screen, keeping track of how much time each 
person is participating or know which part of the agenda the meeting is currently at, 
and uses this information to intelligently moderate the meeting (i.e. suggest a 
dominant person to become less participative, or suggest to move to the next item of 
the agenda). The application offers an in-meeting secret messaging channel to 
coordinate thoughts, and remote users can participate in the meeting using a similar 
device. Finally, the application offers a post-meeting twitter like mechanism to update 
other members of the progress of the agreements reached. 

Company B proposed a domain-specific interactive tabletop application for groups 
to create and discuss design alternatives of food processing machines, which can 
simulate a variety of different parts and parameters (speed, size, etc.), and can also 
intelligently detect conflicts such as collisions of parts. New parts can be created 
collaboratively by shaping 3D polygons with finger gestures. Existing 3D models, 
images, videos and other media can be imported into the application to build new 
parts. Finally, the system can connect to a similar system in a remote location where 
other participants can equally interact with all of the material. 

Company C designed a multi-user application running on a vertical display and a 
tabletop. Designers approach it to combine their work, and make changes, visualizing 
the outcome in a virtual driving simulation context.  Users can import multiple types 
of CAD and graphic files and combine the material visually. It is possible to make 
changes on the fly, but the system must offer a mechanism to avoid conflicts in 
simultaneous interactions, to prevent the session from becoming chaotic. The 
application also tracks all changes and provides a historical view. At any moment the 
designs can be placed inside the cabin of a virtual vehicle to show different driving 
scenarios and conditions to help the stakeholders visualize and experience the designs 
under various conditions. Finally, the created concepts can be sent directly from the 
application to a real test driver in a vehicle, who is wearing a pair of magic goggles 
(augmented reality) and can provides immediate feedback on the concept. 
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Cross Company Discussion. Participants spoke about their concerns of having too 
many screens and devices to interact with, as it may lead people to loose attention and 
focus. It became apparent that future systems should offer some mechanisms to avoid 
this, (S8) “Maybe the chairman can limit the activities to things that are only relevant 
for the meeting, and not your email”. Simultaneous editing may be interesting, but 
there are many concerns of how this can be properly supervised. (S11) “When 
working together, how do we prevent that it becomes a big mess? I am more scared 
for getting some kind of clash”. Others feared the sense of lost responsibility and 
authorship of the content. (S9) “I wouldn’t like it if everyone is making changes to my 
design, that’s my responsibility”.  

The topic of remote collaboration was present in all of the designs. All companies 
saw this almost as a basic requirement, and remarked that one should not focus 
merely on the interactions around the table, but must keep remote access in mind, as it 
is part of the reality of their practice.  

There was a general concern with privacy, especially for Company A. Even if the 
system is capable of capturing and storing everything they do, people will feel 
reluctant to interact if they do not feel as if they have sufficient control over their data. 
(S3) “Some things you want to remember just for yourself for later on”.  

6 Discussion 

The study revealed a series of positive and negative considerations that are relevant to 
the design of interactive systems and spaces to support co-located design 
collaboration.  

Designers often find it difficult to access and share material during meetings. This 
may turn into frustration or even become a problem as it may lead to making choices 
based on incorrect assumptions, or may require to postpone decisions. Similarly, 
designers often want to create, combine or transform material in a collaborative way, 
but they are unable to do so due to the (single-user) nature of the interfaces of existing 
tools. However, providing multi-user functionality is also looked upon with some 
skepticism. Designers generally do not want to lose ownership of their creations, and 
therefore do not necessarily have a positive attitude towards others altering their 
designs; some fear that allowing this may even lead to chaos. Designers are also 
concerned with how social norms and protocols might be facilitated or enforced by 
meeting-ware, and if this will respect the users privacy and will be based on their 
personality, cultural background, and particularities of the design situation. Design 
meetings most frequently do not consist of a single continuous activity, but instead of 
a series of sub-activities that are carried out dynamically over time. There is an 
expectation that systems may be designed just for a particular type of activity, or that 
they may constrain the users in switching from one activity to another. At the same 
time, such dynamic nature often makes it difficult to communicate the outcome of a 
collaborative session, as capturing and documenting the results and interactions is a 
cumbersome venture. Designers acknowledged that this area offers technology many 
opportunities for improvement. However, they also see it as a challenge, as the 
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outcome is not always something that can be materialized into concrete artifacts, as 
on occasion it may be a more subjective quality such as a gut feeling or a mindset. 
Overall, there is a concern if new technologies will indeed fit into the existing 
workflow and process, meaning that one should not only consider what happens while 
they are being used, but what is required before and after doing so. We have also seen 
concerns regarding the technological saturation and sophistication of the 
environments. Designers identified the risk that more technology may distract 
individuals from the group tasks, it may lead participants to become immersed in 
individual activities, or the situation might become dominated by excessive 
interaction.  
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Abstract. Japan is facing the phenomenon of an aging population. Elderly 
individuals in Japan are becoming increasingly isolated, with no one to look 
after him or her as the elderly individual's health deteriorates. To prevent this 
decline in elderly individuals, the Japanese government has been introducing 
various devices to monitor the health of elderly individuals. However, existing 
products in Japan do not fully address customer needs because they focus solely 
on functionality. As a result, elderly individuals that do not depend on 
monitoring may find the system too inconvenient. However, it is still important 
for elderly individuals in good health to be monitored to identify risks and 
prevent a decline in health. Therefore, health monitor designers must reduce the 
inconvenience to the user caused by systems that monitor elderly individuals.  

Keywords: User Interface, Health Monitoring, Gernotechnology. 

1 Introduction 

The proportion of elderly individuals in Japan's population is growing rapidly [1]. The 
problem is compounded with elderly individuals becoming increasingly isolated. As 
individuals age, their health deteriorates, but elderly in Japan often have no one to 
take care of them [2]. Moreover, the Japanese government has also identified a 
gradual decline in mental health due to loneliness. Lack of contact with family and 
friends has a negative impact on the physical health of elderly individuals as mental 
stress takes its toll. This ultimately leads to a cyclic effect where the lack of family 
connection leads to mental stress that adversely affects physical health, leading to 
even more mental stress. To address these issues, the Japanese government has been 
introducing various ways to make sure the safety and health of elderly individuals are 
monitored. This provides capable and independent elderly individuals with the 
functionality of a caretaker, while also ensuring that they feel less mental stress 
because they are being watched over [3]. 

A key problem of existing health monitors for elderly individuals is that users are 
required to adjust his or her lifestyle to incorporate the new device into their daily 
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routines. The inconvenience not only makes it hard for users to remember to use the 
device, but also poses a problem with wide spread adoption. In addition, existing 
systems fail to address the mental deterioration of the elderly due to loneliness and 
lack of connection with their family.  

To overcome the shortcomings of existing systems, which mainly address 
functionality, our group approached the problem from a user centric perspective. The 
project’s main goal was to develop monitoring devices that non-intrusively integrate 
into a person’s current lifestyle. To achieve this objective, our group's devices were 
designed with form factors that mimic items that an elderly individual would 
commonly use on a daily basis. A well-chosen form factor streamlines the process of 
health monitoring so that elderly individuals can have their well being measured and 
analyzed without learning a new interface. However, an invisible monitoring system 
does not address the mental stress of the user caused by loneliness and lack of 
connection. To address that issue, this project focused on development of devices that 
provide psychological reassurance or connection with his or her family.  

This document will serve as a starting point for others interested in pursuing an 
extension to our implementation. Instead of focusing on the actual hardware 
implementations of this year long project, we will highlight the design space and 
thought process the group gathered in developing a prototype that demonstrates a 
health monitor that is both non-intrusive and promotes family connection. 

2 Overview of Current Solution Space 

Existing solutions are capable of monitoring the welfare of elderly individuals. 
However, the current solutions require a change in the lifestyle of the elderly user. 
The Japanese government, through regionally sponsored projects, has made various 
efforts in addressing this issue. Sponsored by the Niigata Prefecture, a company in 
Tokyo called IDUR designed the ABS1 continuous monitoring sensor package made 
to track different vital signs and activity data. The elderly would wear the ABS1 
measurement device as a clip on their pants (Figure 1) [3]. On the other end of the 
spectrum, Paramatec designed the HN-301 is a central health measurement system at 
home that will take comprehensive data like a daily check up. To use the HN-301, the 
user will interact with the device once a day to get a measurement of heart rate, 
galvanic skin response (GSR), and blood pressure [4]. The SECOM Safety Call 
system is a check-up service that keeps track of the elderly through phone. The call 
system was introduced in Japan to address the issue of elderly loneliness. When an 
elderly feels unwell, he or she can notify the call center. The call services will contact 
the elderly and ask them about how they are doing and pay the elderly a visit when 
necessary. With the Safety Call System, the users self-evaluate their condition and 
determine whether it is appropriate to contact health officials. These services are often 
augmented by the use of connected health monitors that the elderly can use to 
measure his or her vitals to provide more information about their conditions during a 
call.  
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Fig. 1. Examples of health monitors being developed through local government projects. Left is 
the ABS1 and the right is the HN-301. 

The main target of these devices is the elderly demographic that is still healthy 
enough to live independently but will benefit by being monitored for early signs of 
deterioration. These solutions require the user to actively adapt to the device or 
service. This is a flaw in the design, because elderly users who feel that they are 
healthy may have not have enough motivation to wear the ABS1 or pick up the HN-
301, and may not relay health problems to the Safety Call System. Thus, while the 
functionality of the monitoring system exists, the user experience has prevented 
adoption in the Japanese market. 

3 Proposed Solution 

Instead of focusing on the monitoring functionality and finding ways to make the 
package of sensors as small as possible, the group focused on identifying interfaces 
that an elderly would already use on a daily basis. Leveraging an already familiar 
device removes the need for the user to adapt to the monitoring system. The 
established habits for interacting with the object also give an entry point for sensor 
choices and placement [5]. 

For this project, the group developed health-monitoring devices from several 
categories of form factors that the elderly user might interface with regularly. Each 
category was evaluated for its ability to enforce feelings of reassurance and 
connection in the user. 

1. Wearable item: The current solution space exists primarily in this category. If the 
health monitor has a wearable form factor, a wider variety of data can be taken; 
however, this form factor is also very difficult to integrate into the user's lifestyle 
precisely because they interact with it the most. In our subsequent discussion on 
design considerations, we will be including this form factor to give a more 
complete comparison of the design space. However, this category of form factor 
was not the focus of this project and we did not produce a prototype of this variety, 
because it did not address the connectivity and psychological reassurance aspect of 
our project.  

2. In-home Item: An item placed in the house, such as a television remote, electronic 
photo frame, or teacups, could take data regularly as the user interacts with it. For 
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example, a photo frame could prompt the user when there are new photos available 
from his or her family. The photo updates become a constant reminder of family 
connection. Meanwhile, the device can measure and transmit health data to remote 
caregivers.  

3. Portable item: A portable item that an elderly user might normally carry outdoors 
could be used to take data not available to monitoring device with a stationary item 
form factor. A cane, for example, could provide physical and psychological 
support as the elderly individual utilizes it. The cane form factor would leverage 
the elderly individual's typical interaction with the cane; that is, the elderly 
individual would use it outdoors on walks. While the elderly is out of his or her 
home, the family member would be notified of the activity and can watch for any 
sudden changes that may need them to contact their parent. The reassurance that 
someone is looking out for the elderly user will further reduce the stress of leaving 
the house and encourage them to venture outdoors more frequently. 

Because the monitoring system is intended to be easy to integrate into the user's 
lifestyle, the device must use the elderly user's typical interaction with the form factor 
as the basis for sensor selection and placement. Established habits can give a good 
guide to the frequency at which an object is used, how an object is used, and where an 
object makes contact with a person. 

4 Device Interaction 

4.1 Usage Frequency and Interaction Types 

A high volume of information can be obtained by embedding sensors in items that the 
user would wear. This is the method that most have investigated, from instrumented 
clothing to watches. This type of device would be able to take data constantly as long 
as the user wears it. However, a user may prefer a specific style and not want to 
replace it with a different version despite added monitoring functionality. 
Additionally, because the device would be constantly used, it is more likely to 
experience wear and tear and would need to be very durable. 

A cane with embedded sensors can act as a physical support while monitoring 
elderly users. A cane form factor would directly target the market that already uses 
and relies on canes for daily activities. For these users, the cane form factor would be 
easily adapted into their lifestyle. Because the use of a cane is typically outdoors, the 
form factor would be effective at monitoring the users when they leave the house. 
This is the form factor the group ultimately created a demo prototype, which 
measures ambient temperature and humidity, GPS, step count, fall detection, hand 
temperature, and heart rate (Figure 2). 
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Fig. 2. Prototype as designed by the Harvey Mudd engineering team for the walking cane form 
factor. This initial prototype is capable of measuring ambient temperature and humidity, GPS, 
step count, fall detection, hand temperature, and heart rate.   

Surveys conducted by the team show that most Japanese elderly individuals often 
watch television at home [6]. By incorporating sensors into a TV remote, the system 
can acquire health information and send it wirelessly to a data hub somewhere in the 
house while the elderly individual is using the remote. This method would gather 
heart rate and body temperature through sensors embedded in the remote that contact 
the skin when the remote is grasped. However, it would not be useful for determining 
body activity or location, since the remote will most likely be kept in one location. A 
person interacts with most objects at home infrequently and in short bursts. But usage 
is usually routine and can give access to the general activity level of a person. This 
form factor gravitates towards information that can be measured through the hand.  

4.2 User Involvement 

Taking into account the level of user involvement is crucial in providing a non-
intrusive experience yet providing a sense of connection with the family. Mainly, the 
group looked at two aspect of involvement: Device power management and 
interaction encouragement. 

Power Management. Power consumption of sensor devices is a topic of concern 
when designing a portable health monitor that will be used daily. Currently, the 
wearable devices such as the Fitbit employ ultra low power sensors such as MEMS 
accelerometers to monitor activity related to movement. The low power consumption 
allows these wearable devices to run for weeks on a single charge. However, for 
devices that employ active sensors such as the GPS on the cane, the power drain 
becomes significant. However, requiring the user to remember to plug in the device 
on a semi-daily basis will require the user to change their daily routine. This is 
particularly important for the idea of converting common items into health monitors. 
The act of charging a tea cup or a cane is definitely not a habit anyone has. More 
over, this makes the effectiveness of the health monitor dependent on the elderly to 
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remember to charge the device. To address this issue, the group looked into different 
possibilities to again leverage common habits. For the canes, it is feasible to create a 
recharging stand that the cane can easily be dropped into when the elderly comes 
home. This could either be a standalone device or could be in a shape of a bucket that 
is commonly placed at the doorway to hold umbrellas and canes. Similarly, a 
television remote shaped monitor could rely on induction charging built into a tray 
that often exist on a coffee table to place remotes.  

Intentional Encouragement for Interaction. These interaction aims to remind the 
elderly to use the device by giving them the sense that their family is watching over 
them.  It is, however, important to still design these interaction points to be within the 
natural interaction for the form factor. For the electronic photo frame, an elderly will 
be prompted to interact with the photo frame through alerts that family members have 
uploaded new photos. The connection provided by new family pictures will act as 
motivation to interact with the health monitor. Similarly, if the elderly is at the 
doorway, the cane could give an audio reminder. This not only prompts the elderly to 
take the monitor along, but also creates just enough reminders that the cane is actively 
monitoring the elderly.  

5 Discussion 

There are many disadvantages to making health monitors out of common objects in a 
user's life. Most items used on a daily basis are used infrequently or for short periods. 
Each item provides limited health data based on the way the user typically interacts 
with it. For example, a picture frame can provide connectedness while periodically 
monitoring some basic health information such as heart rate and GSR, which tends to 
need the user to be stationary. However, the same picture frame cannot provide GPS 
location when the user goes for a walk, because the user is unlikely to interact with 
the frame in that manner.  

Conversely, aside from the decrease in adoption barrier, the advantage of designing 
for different form factor is that one device does not need to record everything. This 
can reduce the design complexity significantly. Given a suite of devices, each device 
can record a short snippet of the user’s daily state. Given enough of these interactions, 
a full picture of the senior’s overall health can be produced. A suite of these devices 
may include a cup, television remote, chair, photo frame, and a walking aid. The cup 
can reveal water intake. Both the remote and the cup can opportunely record pulse 
and skin moisture level, which requires good skin contact. The combination of the 
chair and the remote can give an estimate of general activeness of the senior. The 
photo frame can act as both a central information hub that the other devices report and 
display the data collected and act as a portal to connect the elderly user with the rest 
of his or her family.  
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6 Conclusion 

Designing health monitors from familiar items reduces the need to change the elderly 
user's already established life style. However, the creation of such a device requires 
significantly more understanding of user interactions. In order to create the walking 
cane implementation, the group had to understand not only how a user will generally 
hold the device, walk with the device, but even how the user will remember to take 
the device and put away the device. Most importantly, however, given a better 
understanding of the natural interaction with the device, it is also possible to find 
opportunities to introduce interaction points that will remind the elderly user that the 
health monitor is helping his or her family watch over them.  
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Abstract. One billion people (15% of the world population) are unreached in 
terms of accessing to quality healthcare service. Insufficient healthcare facilities 
and unavailability of medical experts in rural areas are the two major reasons 
that kept the people unreached to healthcare services. Recent penetration of 
mobile phone and the unmet demand to basic healthcare services, remote health 
consultancy over mobile phone became popular in developing countries. In this 
paper, we introduce two such representative initiatives from Bangladesh and 
discuss the technical challenges they face to serve a remote patient. To solve 
these issues, we have prototyped a portable health clinic box with necessary di-
agnostic tools, we call it a “portable clinic” and a software tool, “GramHealth” 
for archiving and searching patients’ past health records. We carried out expe-
riments in three remote villages and in two commercial organizations in Ban-
gladesh by collaborating with local organization to observe the local adoption 
of the technology. We also monitored the usability of the portable clinic and ve-
rified the functionality of “GramHealth”. We display the qualitative analysis of 
the results obtained from the experiment. GramHealth DB has a unique combi-
nation of structured, semi-structured and un-structured data which can be consi-
dered as BigData. We have partly analyzed the data manually to find common 
set of rules to build a better clinical decision support. The model of analyzing 
the GramHealth BigData is also presented. 

Keywords: Portable Clinic, Personal Health Records (PHR), Remote Health 
Consultancy, BigData, CDSS (Clinical Decision Support System). 

1 Introduction 

There are 1 billion people are unreached in terms of accessing to quality healthcare 
service [1]. About four thousand children die of diarrhea in a day, one pregnant moth-
er dies in every 90 seconds. This scenario can be dramatically changed if we can 
simply convey few simple medical tips to the target unreached community. Most of 
the unreached people are from rural areas in developing countries [2]. Healthcare 
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2 Remote Health Consultancy for the Unreached Community 

Remote health consultancy in developing countries is applied quite differently than 
developed countries. Presence of mobile phone connectivity is higher than the Inter-
net connectivity. Therefore, the patients in the remote areas use mobile phone for 
communicating a doctor. In a typical mobile phone based healthcare consultancy 
system, the doctor is located in an urban area in a call center. The doctor has a facility 
to receive phone calls, a computer based hospital database to support the patient. At 
the patient side, there is only a mobile phone. The patient calls to a hot-line number of 
a call center (Fig. 1). The call is usually routed to a doctor in a round-robin fashion. 
The consultancy has three major phases.  

(a) Introduction phase: the doctor introduces him/herself, and then asks for patient 
basic information (name, age, sex, location etc.). Location is important to intro-
duce a nearby hospital.  

(b) Diagnosis phase: the patient explains the symptom and then the doctor interro-
gates the patient based on the symptoms to find out the cause of the symptom. 

(c) Advice phase: the doctor then either prescribes medicine (over the counter medi-
cine only because of the medical policy issue), or suggests a nearby hospital for 
further checkup and consultancy. An advanced healthcare service provider keeps 
the patient-doctor conversation records in a CDR (call details record) and uses 
special software tool to keep the patient profile details including the list of medi-
cines prescribed. 

We have gathered the patient-doctor conversation records archived in December 
2009. We have found that there were more than 10,000 audio call records. We have 
clustered the records in 100 groups and randomly selected 400 audio records for our 
case study. There are a good number of female patients making calls (33%) by them-
selves. This is quite amazing to observe because a female patient is usually attended 
by the husband or parents. In many cases, they feel shy to share their private diseases 
with a male doctor. However, over a mobile phone, the female patients are less hesi-
tant. This is an amazing advantage of remote consultancy over mobile phone. The 
following table [Table I] has the summary results of our observations. The detail ex-
planations can be found in our previous work [8]. 

Table 1. Analysis of doctor-patient conversation in a call center 

Observed Item Results (n=400)
(a) Caller Patient: 60%, Relatives: 40%
(b) Age distribution of the pa-
tient 

0-10 years: 29%, 11-20 years: 15%
21-30 years:24%, 31-40 years:17% 
41-50 years: 9%, 50+ years: 7 % 

(c) Sex Male: 67%, Female: 33%
(d) Location Rural: 30%, Urban: 70%
(e) Call completion Complete: 68%, Incomplete: 32%
(f) Time of call Day (8:00-15:30): 57 %

Evening (15:30-23:00): 18% 
Night (23:00-8:00): 25% 
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Table 1. (continued) 

(g) Time occupancy of a single 
call 

Introduction phase: 8%, Diagnosis phase: 27%, Advice 
phase: 67% 

(h) Consultancy about Disease related: 79%, Preventive healthcare related: 21% 
(i) Type of advices Prescribed medicine: 54% , Advice: 28%, Referred to 

specialist/hospital: 17%, 
(j) Patients Follow up: 17%, New: 83%
(k) Patients’ satisfaction Fully satisfied: 71%, unsatisfied: 21%, average: 8% 
(l) Major diseases consulted Gastro-intestinal: 22%, Respiratory: 17%, Reproduc-

tive:10%, skin: 10% 

2.1 Technical Challenges 

Although our study shows that 71% people are satisfied with the present mobile 
phone based consultancy service. There is however, a big room for improving the 
service by introducing simple additional functions into the present system without 
making any substantial changes in the infrastructure. In this section, we discuss the 
technical challenges followed by our ideas to address these issues. 

1. Maintaining a patient ID: A patient ID is a key element to keep and maintain indi-
vidual healthcare records. The present system does not offer a unique ID to their 
patients. A CDR keeps the mobile phone number of the caller, however there are 
cases when a patient calls from relatives’ phone or uses a family-owned share 
phone. Therefore, the phone number cannot be a unique ID. 

2. Disease diagnosis process: In the present system, there is no diagnostic tool at the 
patient side. The doctors are afraid of making inaccurate assumptions from the 
symptoms expressed by the caller. A physical measurement is necessary to better 
understand the degree of a symptom and to make a better clinical decision. Diag-
nostic tools for most of the common diseases are available in a nearby pharmacy. 
But there is no good way to transfer the data to the remote doctor.  

3. Patient profile archive: The doctors at the call center are offered and trained to in-
sert the patient profile during the conversation. Many doctors do not feel comforta-
ble to use a computer during the conversation. Also it will take extra time to insert 
the patient profile keeping the patient on the phone which irritates the patient. As a 
result, the patient profile never gets sufficiently stored. Without past records, it is 
difficult to take care of the follow-up patients. 

4. Patient’s location: Currently the call center has to ask a series of questions to iden-
tify the geographical location of a patient. A doctor cannot accurately refer a pa-
tient to a hospital or to doctor if patient’s location is not known. Recently Bangla-
desh Directorate General of Health Services (DGHS) provided a standard code for 
geo-location for every union (the smallest administrative unit) 
[http://app.dghs.gov.bd/bbscode/] in Bangladesh. However, the codes are not 
known to the villagers neither it is widely adopted in the country.  
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5. Prescription: Most of the medicines in Bangladesh have English names. The low-
literate patients have difficulties to understand the names prescribed by the doctor 
and take a memo. Some providers started using SMS to send the medicine names. 
There is a policy that the doctor can only prescribe OTC medicine. Therefore, the 
doctors can treat only limited number of diseases.  

6. Health Data Portability: Some patients have the past clinical records in hard paper 
format. It is difficult to read out the clinical data for the remote doctor. Some hos-
pitals keep the past records in digital format. Currently there is no scheme to trans-
fer the digital data from one hospital to another. The same is true for the developed 
countries. 

3 Our Preventive and Pervasive Healthcare Approach 

In this section, we describe our portable clinic concept and explain how to archive 
PHR of the villagers in an efficient way. 

3.1 Portable Clinic and GramHealth to Efficiently Serve the Remote Patients 

We considered “disease diagnosis issue” as the primary missing item in the current 
mobile phone based remote health-consultancy system and proposed an affordable, 
usable and sustainable concept “portable clinic” [5] to be added in the current initia-
tive for preventive healthcare.  

Portable Clinic: is a device equipped with essential diagnostic tools (for tempera-
ture, blood, blood pressure, ECG, urine, etc). The clinic is designed to be affordable 
(<US$300, this is an amount that village nurse can borrow from micro-finance institu-
tion such as Grameen Bank in Bangladesh) and can be carried by a village female 
health assistant. A prototype of the concept has already been developed and is in the 
field for our experiment (Fig. 2).  

The portable clinic box will be owned and operated by a village health assistant. In 
an ideal situation, she will visit the patients’ doorstep for regular and on-demand 
physical checkup. The personal health records will be stored in the local portable 
clinic as well as in the central GramHealth database.  

GramHealth: is a software tool developed by our department considering the 
needs of the villagers. The call center doctor can access GramHealth through the In-
ternet or have a copy of the database in their call center server. Upon receiving a call 
from a patient, the doctor now can find patient’s previous record. This way, the doctor 
doesn’t need to repeatedly ask questions about the patients’ personal profile. The 
doctor’s precious time is saved and also the cost burden of the patient will be less. It 
also provides a good mental impression to the patient when the doctor reads out pa-
tients’ past records and asks follow up questions. A past record contains previous 
prescribed medicine and the doctor can easily ask the status for the follow-up patients. 
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4 Conclusion and Future Works 

In this work, we introduced the technical anatomy of mobile phone based remote 
consultancy services in developing countries. We carried out a case study to analyze 
one-month long patient-doctor voice records logged by a healthcare service center. 
We reported our findings which reflected the demand and the adoption of technology 
based on the socio-economic culture of the country. We explained the technical chal-
lenges in the highly compromised infrastructure and proposed the affordable and usa-
ble "portable clinic" to collect health care data from the patients' door in an efficient 
way. We also developed a software tool "GramHealth" to collect and store the data 
for the remote doctor in the call center. The health records are producing a BigData of 
10,000 villagers to be populated by end of March 2013. As a future work, we will 
analyze the collected BigData to turn our Database into a knowledgebase so that the 
patients, researchers and common people find the system more useful as a source of 
info-medicine. 
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Abstract. When we discuss about recommendation especially in
Location-Based Services (LBS), we need to reveal whether users really
want recommendations or not in fact while they are strolling in town,
prior to evaluate each recommendation model.

In this paper, a Location-Based Service, called nicotoco, is shown.
nicotoco is an iPhone-based LBS in Futako-tamagawa area, Tokyo, Japan
and provides information about stores and events to users. In the ex-
periment using nicotoco, recommendations may be preferred more than
rankings which was made from access counts.

Keywords: context-aware computing, location-based service, behavioral
cost.

1 Introduction

A lot of recommender systems have been proposed for strollers [8,3]. Almost all
of them seem to be location-aware and assume that the nearer the provided in-
formation is located, the more useful it is for users. This assumption implies that
the information that may be preferable for the user but located a little further
away vanishes from the user because of a massive amount of information, such as
micro blogs like tweets of Twitter. On the other hand, although a recommender
system can filter out the information that is probably uninteresting to the user
based on the collaborative filtering model that is broadly used in existing rec-
ommender systems on the Internet, the author supposes that the information
that may be preferable to the user must depend on the user’s situation and the
collaborative filtering model is still naive, especially when the user is strolling
around in town.

In addition, when we discuss about recommendation especially in Location-
Based Services (LBS), we need to reveal whether users really want recommen-
dations or not in fact while they are strolling in town, prior to evaluate each
recommendation model.

N. Streitz and C. Stephanidis (Eds.): DAPI/HCII 2013, LNCS 8028, pp. 275–283, 2013.
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2 Background

2.1 Location-Based Information Services

A lot of network services with location data are proposed, and some of them,
such as foursquare1, are getting popular. Usually location information is given
as geographical coordinates, that is, latitude and longitude, a location identifier
such as ID for facilities in geographical information services (GIS), or a postal ad-
dress. Google has launched Google Places2, which gathers place information from
active participating networkers and delivers such information through Google’s
web site and API (application programmable interface). Google may try to grasp
facts and information on activities in the real world where it has not enough in-
formation yet even though it seems to have become the omniscient giant in the
cyber world. Google already captures some real world phenomena in its own ma-
terials. For example, it gathers landscape images with its own fleet of specially
adapted cars for the Google Street View service3. However, the cost of capturing
and digitizing facts and activities in the real world is generally very expensive
if you try to obtain more than capturing photo images with geographical in-
formation. Although Google Places may be one of the reasonable solutions to
gathering information in the real world, it’s not guaranteed that it can grow into
an effective and reliable source reflecting the real world.

Existing social information services, such as Facebook and Twitter, are ex-
panding to attach location data to users’ content.

2.2 Filtering Information for Strollers

In the field of recommender systems, collaborative filtering is one of the popular
methods to judge whether information fits the user or not [6,5,2]. The collab-
orative filtering model is basically based on the assumption that similar users
prefer the same information. However, when we consider recommending infor-
mation to mobile users who are strolling in town, the author believes that the
information must be selected further from a set of already filtered candidates in
accordance with their situation because the input method and output devices
of mobile terminals are highly restricted and also the number of candidates still
has to be large even though they are already filtered.

2.3 Phenomena of Human’s Preference

In the field of behavioral economics, the phenomena of time preference and
temporal discounting are known, which refer to a decrease in the subjective
value of a reward as the delay of its receipt increases [4]. People and other

1 http://foursquare.com/
2 http://www.google.com/places/
3 http://www.google.com/streetview/

http://foursquare.com/
http://www.google.com/places/
http://www.google.com/streetview/
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Fig. 1. Preference reversal phenomenon

animals discount future reward as a function of time. In addition, there is an-
other remarkable phenomenon of preference reversal, which occurs when a sub-
ject places a lower selling price on the gamble that he/she chooses than on the
other gamble in a pair [7]. Animal and human temporal discounting has been de-
scribed better as hyperbolic functions than exponential ones in recent psychology
(Figure 1).

This notion implies that humans prefer not always rational choices but some-
times irrational and impulsive ones, especially in stressful situations. The author
proposed a recommendation model based on this notion for strollers in town[1].

3 Nicotoco: An LBS for Strollers

3.1 Service Description

“niconoto” is supplied since the end of November, 2011. The service is designed
for strollers who visit Futako-tamagawa area, which is being redeveloped as a
smart city in Tokyo and consists of complexes including shopping malls, super-
markets, offices, and residential areas around the Futako-tamagawa station. The
service can be accessed both via web browser and via iPhone application. When
visitors arrive in the service area and access the service, they can get information
according to their location and their own user model that is learned from users’
attributes and behavior logs.

Major functions of the service are as follows.

Top Page. When users access the top page of the service with web browser,
the page gives general information including hot events, up-to-date tweets from
stores, and recommended spots, such as stores.

If the user uses the iPhone application, three recommended spots are given
(Figure 2(a)). Users also see more recommendations to tap “もっとみる” (means
“see more”) button at the bottom right on the screen. And also users can switch
the list to the rankings of mostly accessed spots in recent days (Figure 2(b)) by
tapping the medal icon on the top right.
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(a) Recommenda-
tion

(b) Ranking (c) Spot page (d) Time line

(e) Hot events (f) Clipped spots (g) QR scanner (h) AR view

Fig. 2. Snapshot images of the nicotoco application

Spot Information. When a user selects one spot on the screen, the system
shows an information including maps, coupons if available, tweets from the store
(Figure 2(c). Users can get further recommendation of spots the very next can-
didates to the spot by tapping “次いくとしたら” (“Where to Go Next?”).

Time Line. The application gives two kinds of time lines: tweets (Figure 2(d))
and events (Figure 2(e)).

Clips. Users can clip spots and coupons when they see the correspondings
page just like as bookmarking. Clipped spots and coupons can be reviewed in
“ リップク ” (“Clip”) mode in the bottom menu (Figure 2(f)). In a typical sce-
nario, users once check favorite spots in recommendations or rankings and then
clip them. When they visit the spot and show the clipped coupon to get discount
or corresponding service.

Spot Check-in with QR Code Markers. In addition to the basic functions
above, the service deploys sticker markers at affiliates through the area. The
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(a) (b)

Fig. 3. QR Code Markers for Spot Check-in

marker shows the serivce logo and QR code, which is a popular two-dimensional
code and it can be scanned and decoded by almost all of cell phones sold in
Japan. When a user scans a code in nicotoco marker with one of standard QR
readers, the information corresponding to the marker will be shown. If the store
delivers coupons for the service customers, the user can get the coupon and
the coupon is stored for recall when he/she uses. Figure 2(g) shows an image
of scanner mode for QR in the application. Examples of QR code markers are
shown in Figure 3.

The action of scanning the code is also regarded as “check-in” for the spot.

AR View. In the iPhone application, AR mode is equipped. In AR mode, icons
of the spots that deliver coupons overlays onto the captured image of the iPhone
camera in real time to search stores around the user (Figure 2(h)).

3.2 User Data

The nicotoco service collects user data as follows:

– attributes
• gender
• generation
• zip code

– behavior logs
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• access logs for selected spots
• check-ins for spots (readings of markers)
• locations (application only)

The nicotoco service collects users’ demographic attributes at the first access,
behavior logs including access logs to the service and their locations sensed with
GPS and Wi-Fi signals when it is active and their location gets updated.

3.3 Process of Recommendation

Feature Value of Users. Users are characterized by vector of attributes and
terms which occur in their own contents, such as tweets, and features of spots
where they visited. That is, feature of each user will be updated by visiting spots.

Feature of user u at the current time ccur is defined in Equation 1.
readmarker(u, s, t) denotes the log count of reading markers of spot s by user
u at the time t.

−−→user(u, tcur) = (gender, generation,
−−→
visit) (1)

−−→
visit =

S∑

s

tcur∑

t∈ts

(decay(t) · readmarker(u, s, t) · −−→spot(s, tcur))

ts = timeslot(t)

decay(t) = exp(t− tcur/Ct)

Ct denotes a constant of period for decay function. 12 time slots ts are provided:
12am-4am, 4am-10am, 10am-12pm, 12pm-3pm, 3pm-6pm, 6pm-9pm, and 9pm-
12am of weekdays and weekends, respectively.

Feature Value of Spots. Spots are characterized by vector of terms which
occur in their own descriptions and features of users who visited them, as well.
That is, feature of each spot will be updated by users’ visits.

−−→
desc denotes feature

value based on term frequency in descriptions on the spot.

−−→
spot(s, tcur) = (

−−→
desc,

−−−−→
visited) (2)

−−−−→
visited =

U∑

u

tcur∑

t∈ts

(decay(t) · readmarker(u, s, t) · −−→user(u, tcur))

User’s Commitment to Spots. The commitment of user u to spot s at time
slot of the current time tcur is given from behavior logs by Equation 3. α, β, γ
are coefficients of linear combination.

cmt(u, s, ts) = α · vis(u, s, ts) + β · acc(u, s, ts) + γ · cpn(u, s, ts) (3)
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Fig. 4. List of Recommendation of the nicotoco application

vis(u, s, ts) =

tcur∑

t∈ts

(decay(t) · readmarker(u, s, t))

acc(u, s, ts) =

tcur∑

t∈ts

(decay(t) · accesspage(u, s, t))

cpn(u, s, ts) =

tcur∑

t∈ts

(decay(t) · accesscoupon(u, s, t))

Transitivity between Spots. Transitivity tr(u, si, sj , ts) from spot si to spot
sj of user u in time slot ts is calculated from occurrences of spot transitions
within given interval in users’ behavior logs.

Recommendation of Spots. By using −−→user(u, tcur),
−−→
spot(s, tcur), and

cmt(u, s, ts), relativity between user u and spot s in time slot ts are calculated
in Equation 4.

score(u, s, ts) = C · cos(−−→user(u, tcur),
−−→
spot(s, tcur))

+(1− C) · cmt(u, s, ts) (4)

Top k spots with higher relativity scores are given as recommendations as shown
at top page (Figure 2(a)). In addition, more recommendation can be called
(Figure 4).
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Table 1. Statistics of the nicotoco service of iPhone application

type of action number of unique users number of actions

activate the application 243 935
get recommendation listing 324 1997

picked spots 138 294
“go next” 93 140

get ranking listing 111 623
picked spots 32 113

use Camera mode activate QR scanner 46 130
scanned QR 19 131
AR view 80 209
picked spots in AR 22 193

Recommendation of Where to Go Next. In addition to recommendations
mentioned above, the nicotoco service gives another type of recommendation
which aims to give suggestions where to go next when users visit a spot. In many
usual recommenders, users can get suggestions relative to their favorites; that
is, similar contents can be provided. For example, a user who likes cafe tends to
get recommendations from cafes. The author, however, supposes that a user who
just visited a cafe doesn’t want recommendation of another cafe and may prefer
somewhere favorite in another category. In nicotoco, such recommendations of
where to go next are calculated by using transitivity between spots in addition
to scores between user and spot (Equation 5). tr denotes transitivity from spot
si to spot sj . score denotes recommendation score mentioned above.

nscore(u, sorg, s, ts) = Cn · tr(u, sorg, s, ts)
+(1− Cn) · score(u, s, ts) (5)

Top k recommended spots are shown when users tap “次いくとしたら” button
as shown in Figure 2(c).

4 Statistics of the Service

Web-based service was launched at the end of November, 2011. 3,239 users are
registered and 2,399 users accessed the service, as of the end of February, 2012.
Male users are 803; female, 1,594; missing, 2.

For the iPhone application, it got ready to be downloaded from AppStore of
Apple Inc. in February, 2012. The number of users is 357 (male is 192; female,
165). At first, 138 of 324 users (42.6%) picked recommended spots at least once.
And also the number of unique users who used “Go Next” function is 93 (36.3%).
The author believes that these results are able to support that recommendation
function is potentially prefered in LBSs. In particular, the preference of “Go
Next” relatively may be higher, considering the accessibility of the mode against
normal recommendation listing.
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In comparison with ranking, recommendation seems much preferred. This in-
sight may be interesting because ranking is usually based on general popularity
and users prefer personalized or “tailored” information more than such popu-
larity. It may implies that users cannot be satisfied with “Like” count-based
ranking.

5 Conclusions

The paper shows the service called nicotoco, which facilitates the model for rec-
ommendation. In results of statistics of the nicotoco service, the author believes
that recommendation function can be preferred by strollers using LBSs.

The author continues to develop and provide these services. To evaluate the
effectiveness of the model, experiments are being planned. Analysis of user be-
havior logs and the development of methods to capture users’ situation including
cognitive aspects are future issues.

Acknowledgments. The author thanks Tokyu Corporation and Kokusai Ko-
gyo Co., Ltd. for their cooperation with this research. This work is partly sup-
ported by the Ministry of Economy, Trade and Industry of Japan.
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Abstract. Increase in traffic volumes in urbanized areas of the world has caused 
a rise in congestion with negative consequences on safety, environment and 
quality of life of citizens. Only in Europe the cost of traffic congestion is 1% of 
the GDP, and this does not take into account the cost in terms of deaths caused 
by road network saturation. On top of this 30% of energy consumed by our 
population goes into public or private transport system. More than 55000Km of 
roads and railroads are monitored by webcams or vehicle counters. Some tech-
nologies to assess road network state and improve safety and quality of life of 
travelers already exists but many are limited to small networks or a particular 
public transport operator. Smart use and harmonization of available data on top 
of other real-time data acquisition methods can provide a better service to Eu-
ropean citizens. Smart use of public transport possibilities can have a huge posi-
tive impact on traveling speed, quality and safety. In the last years availability 
of public transport real time data and the spread of smart mobile devices, al-
lowed us to develop pervasive travel assistant applications for mobile phones. 
The project presented in this paper, i-Tour, shows how an IT solution for mo-
bile phones can have sensible impact on personal mobility quality by promoting 
the use of mixed public-private transport. The application takes into account us-
er preferences as well as real-time information on road conditions, weather and 
public transport network status. I-Tour also promotes a new approach to data 
collection based on a recommender system where the information provided by 
the whole user community enriches the trusted-knowledge common database 
with local up-to-date knowledge consisting of point of interest and real-time 
road network information. The client can adapt to user preferences to better 
meet user needs, young users may prefer using bikes or just walking while 
adults may prefer taking the car or public transports. At the same time some us-
ers need to always use the fastest mean of transport while other may prefer a 
more eco-friendly choice. Innovative user-friendly interfaces have been devel-
oped to create new interface metaphors; when a user search for a travel solution 
a set of possible routes will be given to the user on a graph showing not only 
each path but also the different meaning of transport, the quality of service, traf-
fic conditions and waiting times of each route. The software also is potentially 
profitable since many areas of the client are adaptable to integrate ads or pro-
vide visibility to sponsored locations or commercial point of interests. The 
client provides 3 types of map visualization system, top-down 2D Map, full 3D 
map, and Augmented Reality visualization. To seamlessly switch between  
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different visualization methods an innovative system based on device orienta-
tion has been ideated. When the user keeps the device horizontal the client set 
the visualization to 2D map, when the device is kept vertical the device switch 
to augmented reality view; in between the map shows full 3D terrain visualiza-
tion. Questionnaires responses shown that many solutions adopted were well 
appreciated by the users. 

Keywords: Smart Cities, i-Tour, Ambient Intelligence, Personal Mobility  
Assistant. 

1 Introduction 

i-Tour has been thoughts as a platform that allows all the counterparts of multi-modal 
transportation system, included the end-users, to interact among them easily and share 
information on the same environment in order to improve services and citizens 
awareness about a better use of public transportation against private one with getting 
environmental benefits in the urban areas. 

Being a personal travel assistant, which gives all the alternatives to route destina-
tions for the end-user, this information can be delivered onto mobile personal devices; 

i-Tour help people to get always organized and in time with public transportation 
thanks to its technology, one can access the service on the move and find all the better 
routes to get in time at the work or for leisure meeting friends; 

i-Tour also give access to PC users through the internet asking route’s indications 
in natural language: “get me to the closest shop that accepts my credit card where I 
can buy some food”. 3D mapping is available, while users accept, they leave the of-
fice carrying with their own Smartphone that meanwhile automatically starts provid-
ing directions on how to get to the desired location;  

The i-Tour community helps to maintain the system up to date with the latest in-
formation and/or changes in the routing thanks to the information provided by all the 
users. This service also gives in return the quantity of CO2 reduction in the case of 
public transportation routing selected by the users. 

The amount of CO2 saved is commuted into points and an incentives scheme 
would be also based on rewarding mechanisms and/or mileage-like campaigns for 
public transportation, directly provided through the use of the such system as check-in 
check-out procedures for all the users. 

2 Typical Scenario of i-Tour 

Within a typical scenario the user interacts with the i-Tour client to retrieve routing 
information across a multimodal transport network. Unlike other navigation systems, 
in i-Tour suggested trips can be based on a combination of different transport modes 
such as bus, train, metro or have the user walking or cycling to get to a station. 
Routing information are adjusted according to real-time traffic information, informa-
tion on quality of services as provided by the community of other users, or based on 
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other real-time information such as weather conditions (e.g. the system would not 
recommend walking if rain is forecast). 

The scenario set by the project requires that the system should be considered essen-
tially as a pedestrian routing system, in an enlarged sense, i.e. providing specific di-
rections targeted for instance to a user walking home as well as a user cycling to a 
station to catch a train or walking at a station to get on a connecting underground line. 
In short the focus will be on all the routing situations wherever the user will not be 
driving private vehicles.  

The interface has been designed to ensure ubiquitous use of travelling services, 
whereas the users should be able to switch, at any time, from web to mobile client, yet 
retaining the same features, look and feel, and machine state in terms of data and in-
formation being managed. 

This scenario has required developing client applications which could store and re-
trieve all the necessary information from the network. In fact all state-relevant infor-
mation is stored in the cloud, with the user accessing this information through  
the Internet. For this reason the two i-Tour clients can be regarded as two access 
points to the functionalities provided, as service, at the server side through the i-Tour 
middleware.  

The mobile clients makes use of all the latest sensing technologies available on the 
latest mobile devices to provide a more natural and ambient-aware experience leve-
raging on technologies including satellite receiver (e.g. GPS) and electronic compass, 
to identify the position of the device in space, accelerometers and gyroscopes, to un-
derstand movements of the devices, ambient light sensors, multi-touch screens, mi-
crophones, cameras etc.  

The very nature of the system requires a scenario whereby the mobile device is al-
ways online, connected via 3D, UMTS or Wi-Fi in order to be able to access online 
information on routing, events of interests as well as other functionalities provided as 
a service to the i-Tour client (e.g. Natural Language Processing). 

Additionally to the mobile client, i-Tour is developing a web client, as visible in 
(right), from which the user can access the same set of functionalities available to the 
mobile client. The goal set, when designing the interface of the web-client, was to 
provide a ubiquitous experience whereby the user, at any time, can migrate from mo-
bile to web client yet having access to the same set of information. 

The overall user experience and graphical language is consistent with the mobile 
interface, to minimise cognitive effort required to switch between web-based and 
mobile client and reduce learning time. 

3 Related Works 

The importance of creating interfaces capable to promote greener transportation has 
been highlighted in previous studies such as those carried on by Froehlich et al. 
(2009). The study revealed the complexity behind perception and selection of various 
transportation means. Promotion of greener transport means, leveraging on benefits of 
often healthier transportation patterns (e.g. walking or cycling) can be extremely  
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effective. As shown in the study described by Froehlich et al. (2009) in fact 52% of 
interviewed users declared that they “would have been more likely to select bicycling 
or walking had they thought of health benefits (e.g., caloric expenditure) when mak-
ing the travel decision”. If these options are automatically computed and suggested to 
the final user accordingly with its preferences, we could expect that the probability of 
more sustainable travel solution choices will be higher. 

With regard to the development of personal assistant for pedestrian, it must be 
noted that little attention has been paid by commercial applications to deliver routing 
other than for private vehicle. In particular very little attention has been paid to true 
pedestrian routing, as in fact most of the systems which offer pedestrian routing they 
do so essentially as an adaptation of car navigation, simply by loosening constraints 
set by driving on roads (one way streets etc.). Furthermore most portable car naviga-
tion system can be set to “pedestrian mode” however their interface does not take into 
account any specific requirement the new context may arise.  

However it has been demonstrated that particular attention must be paid to cogni-
tive aspects of the user when developing the routing and recommendation interface, 
particularly considering the so-called image schemata (Gaisbauer and Frank, 2008). 
This is a concept introduced in the late eighties, to define the conceptualization of the 
surrounding physical environment. Perceptive order is not just a rational and numeri-
cal problem, perception is not a picture of the outer world, it is the result of a selective 
mental process of organisation that involves the whole structure of the object. 

If we steer away from car-based navigation systems, few dedicated cycling naviga-
tion systems are available from the market, either as adaptations of car navigation 
systems, such as TomTom Rider (http://www.tomtom.com/en_gb/products/bike-
navigation/) or evolution of bike trip computers, essentially targeted to amateurs with 
a clear sport-oriented twist, such as Garmin Edge series (www.garmin.com). Their 
adaptation to specific requirements of bikers merely resides in an extended road net-
work database which includes bike lanes and paths suitable for riding a bike, in the 
use of a larger buttons (e.g. to allow for easier interaction when wearing gloves), in 
the possibility to plot information on altimetry profiles or racing information. Instead 
little or no attention has been paid to providing different types of routing, for instance 
based on landmarks met along the street, on real-time information regarding availabil-
ity of bikes at designated bike-sharing facilities, or least of all, integration with other 
transportation means.  

With specific regard to multimodal routing interfaces, if we exclude web-based 
systems such as Google Transit (www.google.com/transit), which is practically an 
extension of a standard web-based routing system, and we focus on interfaces availa-
ble for portable devices such as smartphones, very little is available from the market 
as well as from the research community.  

A notable exception is CityAdvisor (http://www.cityadvisor.net/) an application for 
Windows Mobile 6.0 powered phones that provides routing over public transport 
network. The system allows routing over the public transport network based on indi-
cations and symbols of different network lines. The indications provided are essential-
ly the ordered list of uni-modal journeys that the user has to take to reach destination, 
without providing any navigation on how to reach them nor on how to transit among 
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different journey segments. Furthermore no advanced recommendation is available 
based on specific user preferences neither a mechanism based on updates is set in 
place.  

When dealing with pedestrian routing several studies have proved the benefits of 
so-called landmark-based navigation if compared to turn-by-turn instructions as it 
provides a simpler navigation mechanism with constant contact with the surrounding 
scene. Landmark-based routing relies on directions given according to key points 
(landmarks) along the route. Usually routing by landmark is accompanied to use of 
images of the landmark, to help the user keep contact with the surrounding space. 
Additional graphics can be also used to superimpose arrows on top of images to better 
illustrate directions to take. One of the most relevant examples is described in (Hile et 
al., 2008) and (Hile et al., 2009). In this case, routing is ensured through use of geo-
tagged images. The system renders on top of them directions (coloured arrow) identi-
fied around the path. 

Especially for pedestrian routing, it has been demonstrated that traditional naviga-
tion based on distance and names of the streets is not effective whilst guiding a person 
through landmarks provides a much more effective navigation that improves confi-
dence and trust (May et al., 2008).  

4 The Ubiquitous Personal Travel Assistant 

The mobile travel information system represents the heart of the i-Tour mobile client. 
Within standard personal navigation systems, routing is traditionally accessed through 
an interface where the user can type in an address of a place, or the name of a point of 
interest, and the system calculates the optimal route to reach the given location.  

i-Tour instead starts from a completely different perspective. Although traditional 
navigation is still possible the system has been designed to ensure that routing is 
tightly integrated with the calendar(s) of the users. Calendars in fact are repositories 
of events and their corresponding locations that can be used, if properly described, to 
identify the daily activity of the user and the corresponding trips.  

The user typically schedules events within their calendar at different times of the 
day, specifying the location. The system then uses this information to calculate the 
best route across the various locations where events are scheduled. 

Most notably through the i-Tour interface the user can also define a list of activities 
by scheduling a time range to perform them without precisely defining neither their 
time nor their duration. This becomes particularly useful when the user has a certain 
degree of flexibility and does not require getting to a place by a given time. A typical 
example is the user willing to go shopping for 4 hours. In this case, the user can de-
fine a list of places (most probably shops) that he/she would like to visit without de-
fining neither a precise time nor a precise order. These events, which are all defined 
within a single macro-activity called “shopping”, scheduled from 12:00 to 16.00, can 
be then used by the system to calculate the optimal route, according to the user’s tra-
vel preferences. 
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Overall Requirements. The i-Tour clients are both shown in Fig.1 The mobile 
client has been specifically designed for mobile Android-powered smartphones and 
tablets such as the recently released Galaxy Tab by Samsung. The requirements set by 
the project scenario imply that the client application must be capable to: 

Manage events stored within one or more calendars. 
Events can be created by learning from user’s behaviours based on specific travel 

patterns by the users or other members of the social network. 
The system is constantly tracking the user’s position. 
The system is online for most of the time.  
The smartphone is fitted with a number of sensors, including accelerometers, gy-

roscopes, GPS, compass, light sensor, which are used to retrieve information on the 
user’s movement as well as on the surrounding environment. 

4.1 The Mobile Client Interface 

As illustrated in Fig.1 (left) the home page of the mobile client provides access to 
high-level functionalities as well as to messages coming from the i-Tour service infra-
structure. The interface, which graphically mimics a roundabout, is composed of a 
several areas. The central section is used as a dashboard for relevant alerts or messag-
es. A set of icons, used to access the main functionalities, have been placed obliquely 
to improve selection when the device is being held with one hand only and the user 
interacts through their thumb. The interface can be mirrored for left-handed users. 
These icons are used to activate the main functions of the client, namely the calendar 
and scheduling of events and the map-based environment, the messages from the 
community of users, the recommendation system functionalities and finally the sys-
tem settings and preference interface. The lower right corner of the screen is filled 
with the icon of an avatar which can be pressed, with a finger (e.g. the thumb), to 
activate speech recognition of natural language commands, whose interpreted mes-
sage is shown in the balloon on top of the avatar’s icon. The grey area at the bottom 
right of the screen is used to contain messages and alerts by the network services. 

4.2 High-Level Map-Based Interaction  

With i-Tour the user can check the forthcoming events, as scheduled in their agendas, 
based on their position over a map. This is accessible as a standard map-based envi-
ronment (2D), as a 2.5 scene represented by a 2D map projected within a 3D space, as 
a 3D scene and last, but not least, as Augmented Reality scene. When the user is look-
ing at the 2.5 or 3D visualization modes the system then adjusts the overall point of 
view so that the user can appreciate the relevant portion from a birds eye perspective. 
The map shows the portion of territory scaled to fit the locations of the forthcoming 
events.  

If run on the mobile device, the system will automatically adjust the point of view 
of the scene, rendered as perspective image, to be aligned with the current position of 
the user and direction the device is being pointed at. In other words the image is  
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aligned to make sure that the user can see on the screen the portion of the scene in 
front of them. This way when the user physically rotates around their position while 
holding the device, the system will ensure that the heading (the forward direction) of 
the virtual point of view of the scene on the screen is aligned with the user’s heading 
direction in the real world.  

By pressing the relevant icon the user can eventually switch to a full 3D view 
where the height of the terrain is rendered realistic manner. A smooth transition, 
showing the terrain deforming to reach the real orography, ensures a smooth interac-
tion and pleasant user experience. During the transition all point of interests, as well 
as any other graphical element rendered on top of the map, including buildings, are 
moved upwards to the proper position in space, according to the 3D terrain informa-
tion available.  

 

Fig. 1. The different position triggers different visualisation modes 

Eventually the user can also turn on the Augmented Reality mode, where virtual 
information are projected on top of images captured by the camera fitted on the mo-
bile device. This interface is particularly beneficial when the users need to explore 
information available in the nearby (for instance location corresponding to a number 
of close-by meeting in a given area) by simply pointing the device at the relevant 
position in space.   

The user can switch between different views in a very simple manner, by simply 
holding the device at different angles (see Fig.2). If the device is held flat horizontal 
the system automatically moves the point of view to an azimuth map-like view (2D). 
A smooth transition ensures a user-friendly experience.  

The system can also switch to Augmented Reality mode by holding it straight in 
front of the user. As soon as the system detects from the sensors that the device is 
nearly vertical it changes to Augmented Reality (AR) visualization mode. All the 
geometries representing the terrain and buildings fade away to leave room for the 
augmented scene, where information on events etc. are rendered on top of images 
from the surrounding scene as captured by the camera.   
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4.3 Graph-Based Route Selection  

The route selection process relies on an interaction paradigm based on a graph-like 
structure. The graph has been developed to provide the user with an essential set of 
information required for the user to appreciate the best travel options as well as the 
state of the current trip. 

There are various visualization modes that can be selected to identify the best 
route, specifically the graph can represent: 

• Time to reach the final destination. 
• Distance to reach the final destination. 
• Emission (In terms of CO2 or PM) generated to reach the final destination. 
• Cost to destination. 

The distance from the center of the graph can represent either the time required to get 
to the destination, the distance, the emission or the cost. When user switches within 
the different views, the graph adjusts automatically to account for the new configura-
tion. When the user is interacting with the mobile i-Tour client he/she can switch 
between the various visualization modes by simply bending the device on the side.  

Regardless of the visualization mode, the graph always shows the various alterna-
tives available to reach the same destination. In other words all the leaf nodes (the 
terminating nodes) of the graph all represent the same destination. The various 
branches represent instead the different routes available to reach the final destination.  

As soon as the user selects a segment, this is highlighted and when the user selects 
the segment additional information on that part of the travel is shown (e.g. bus num-
ber, expected delay etc.).  

Each node of the graph reports the name of the corresponding station. The various 
graphical features of the graph are used to inform the user about relevant information 
on each travel option. The recommended travel option, i.e. the option providing fast-
est, most sustainable, shortest or cheapest solution (depending on the visualization 
mode), is highlighted by the corresponding branch of the graph being rendered with a 
thicker line. The recommended option is also highlighted with high contrast, will less 
favourable options are rendered with lower contrast.  

Circles in the background highlight the top three options, providing the means to 
appreciate immediately the most interesting travel options for the users.  An icon 
next to the three different routes clearly identifies the first three choices. A label next 
to the circle informs of the arrival time of the tree best options.  

Additionally coloring is consistently employed to inform the user about quality of 
service. In particular the color of the arc inform the user weather the very journey leg 
will or will not be comfortable for instance due to the amount of passengers onboard 
that very vehicle or due to other factors that may influence the judgment of the user.  

This information in fact summarizes the overall concept of quality of service re-
sulting both from the information gathered by the system (e.g. information coming 
from sensors onboard a bus informing of the amount of passengers on a given ve-
hicle), as well as information coming from the community of users through the re-
commender system (e.g. a bus may be badly rated because unclean).  
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The user can prune away undesired travelling options, by clicking on a read (de-
lete) button next to each leaf node. The graph then automatically readjusts to maxim-
ize the readability. Since clicking on a relatively small icon on a small screen (as in 
the case of Smartphone) is not user friendly, especially when in a mobile context (e.g. 
while walking), the user can remove undelivered option by simply placing a finger 
onto the corresponding icon and by shaking the mobile device.  

 

Fig. 2. Screenshot of the graph-based interface (PathGraph) 

All the described graphical interfaces and interaction paradigms are the results of 
several sessions of internal development and experiments on a restricted number of 
users and are the most effective achieved so far. In the future, as soon as the first pro-
totype of the system will be available, we have planned to extend and inspect more in 
depth the usability quality tests of our interfaces based on feedbacks provided by a 
wider set of daily users. 

5 Conclusions and Further Developments 

It has been demonstrated that standard turn-by-turn directions, traditionally effective 
to provide driving directions, are not best suited to pedestrian navigation, which is 
essentially the case of i-Tour where the user walks or uses public transport facilities. 
The use of landmarks to augment recommendations and navigation, which has been 
subject of extensive research, can be instead very beneficial to pedestrian routing as 
presented within section 4 “related works”.  

Since providing precise localization is often extremely complex, from the technical 
point of view, further works will explore the development of interface-based strategies 
to minimise the limitations of the lack of location information to deliver alternative 
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strategies to routing, which do not require precise localization. One of the possible strat-
egies which will be explored is to implement a properly balanced combination of tradi-
tional and landmark based routing.  

At that point instructions could be formulated as a sequereference of images (with 
direction) that the user should move across as soon as they walk along the route. Giv-
en the fact that the system would be unaware of the actual position of the user speciall 
attention will have to be paid on how to ensure basic forms of localization in case a 
re-route request when satellite-based location is not available, for instance through 
automatic (trying to extract relevant features of the surrounding scene from images 
captured by the device) or by manually pointing their position within a map. 
 
Acknowledgements. The research leading to these results has received funding from 
the European Community’s Seventh Framework Programme (FP7/2007-2013) under 
the Grant Agreement n. 234239. This publication reflects the authors view, and the 
European Commission is not responsible for any use which may be made of the in-
formation contained therein. 

References 

1. Froehlich, J., Dillahunt, T., Klasnja, P., Mankoff, J., Consolvo, S., Beverly, H., James, A.L.: 
UbiGreen: investigating a mobile tool for tracking and supporting green transportation ha-
bits. In: Proceedings of the 27th International Conference on Human Factors in Computing 
Systems (CHI 2009), pp. 1043–1052. ACM, New York (2009), http://doi.acm.org/ 
10.1145/1518701.1518861, doi:10.1145/1518701.1518861 

2. Gaisbauer, C., Frank, A.U.: Wayfinding Model For Pedestrian Navigation. In: Proceedings 
of 11th AGILE International Conference on Geographic Information Science 2008, Girona, 
Spain (2009) 

3. Hile, H., Grzeszczuk, R., Liu, A., Vedantham, R., Košecka, J., Borriello, G.: Landmark-
Based Pedestrian Navigation with Enhanced Spatial Reasoning. In: Tokuda, H., Beigl, M., 
Friday, A., Brush, A.J.B., Tobe, Y. (eds.) Pervasive 2009. LNCS, vol. 5538, pp. 59–76. 
Springer, Heidelberg (2009), http://dx.doi.org/10.1007/978-3-642-01516-
8_6, doi:10.1007/978-3-642-01516-8_6 

4. Hile, H., Vedantham, R., Cuellar, G., Liu, A., Gelfand, N., Grzeszczuk, R., Borriello, G.: 
Landmark-based pedestrian navigation from collections of geotagged photos. In: Proceed-
ings of the 7th International Conference on Mobile and Ubiquitous Multimedia (MUM 
2008), pp. 145–152. ACM, New York (2009), http://doi.acm.org/10.1145/ 
1543137.1543167, doi:10.1145/1543137.1543167 

5. May, A.J., Ross, T., Bayer, S.H., Tarkiainen, M.J.: Pedestrian navigation aids: information 
requirements and design implications. Personal Ubiquitous Comput. 7(6), 331–338 (2003), 
http://dx.doi.org/10.1007/s00779-003-0248-5, doi:10.1007/s00779-003-
0248-5 

6. R.D.: Development of an open framework to provide intelligent multi-modal mobility  
services. In: REAL CORP 2011 Proceedings (May 2011), http://www.corp.at 

7. Conti, G., De Amicis, R.: i-Tour - intelligent Transport system for Optimized URban trips 



N. Streitz and C. Stephanidis (Eds.): DAPI/HCII 2013, LNCS 8028, pp. 294–301, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Experimental Study on Display of Energy-Related 
Information in Smart Homes Using Virtual Reality 

Kodai Ito and Michiko Ohkura 

Shibaura Institute of Technology, 3-7-5, Toyosu, Koto-ku, Tokyo,135-8548, Japan 
{l09009,ohkura}@shibaura-it.ac.jp 

Abstract. Environmental pollution and electrical power shortages are serious 
issues, especially in Japan recently. Since private households are clearly consti-
tute one of the main energy consumers today, positive effects on the environ-
ment can be expected if home energy consumption is reduced. Accordingly, our 
research purpose is to develop a prototype smart home that can offer “smart” 
quality of life, QOL, to its residents and reduce both CO2 emissions and energy 
consumption. An important issue toward achieving this aim is how to show 
energy-related information to the home’s residents. 

As a first step, we perform a preliminary experiment on reducing the num-
bers of candidates of locations and contents of energy-related information. 
Next, we perform another experiment to clarify the locations and contents of 
energy-related information expected to be in demand for display in actual smart 
homes.  

Keywords: Smart home, energy saving, user interface, information presentation. 

1 Introduction 

Environmental pollution and electric power shortages are serious issues, especially in 
Japan recently. Since private households are clearly constitute one of the main energy 
consumers today [1], positive effects on the environment can be expected if home 
energy consumption is reduced [2]. However, the deployment of automation technol-
ogies in the home offers several attractive benefits, among them most prominently 
increased energy (or even resource) efficiency, improved residential comfort, and the 
peace of mind of the residents. Accordingly, our research purpose is to develop a 
prototype smart home that can offer “smart” quality of life, QOL, to its residents and 
reduce both CO2 emissions and energy consumption. An important issue toward 
achieving this aim is how to show energy-related information to the home’s residents. 
We conducted interviews and a questionnaire related to the QOL of smart home, and 
based on the results, we performed experiments to clarify where and how to display 
energy-related information in a smart home. 
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2 Results of Interviews and a Questionnaire on QOL of Smart 
Homes 

Our platform consists of two smart homes built in Saitama City in Japan [3]. A family 
consisting of a father, mother and daughter lives in one of them, and the other is open 
to visitors (Fig. 1). Based on the results of interviews with the family members and 
the results of a questionnaire given to the visitors, we found a strong demand to know 
energy-related information in real time. 

 

Fig. 1. Photograph of smart home open to visitors 

3 Preliminary Experiment 

3.1 Method 

A very important characteristic in a smart home is how easy it is for the residents to 
check energy-related information. Therefore, the locations and the contents of displayed 
information should be determined appropriately. However, there are very many possible 
candidates of such locations and contents. Therefore, we decided to perform a prelimi-
nary experiment to reduce the numbers of candidates and thus select the display loca-
tions and the contents of energy-related information for the next, main experiment. For 
the preliminary experiment, we created a virtual reality (VR) space modeled on the 
CAD data of the smart home open to visitors. The candidates of location are as follows: 

1. TV monitor 
2. Table in living room 
3. Wall next to refrigerator 
4. Wall in living room. 

Participants were asked to choose at most eight of the following candidates of energy-
related information for each location: 
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A. Amount of electricity generated by solar power 
B. Amounts of electricity and heat generated by cogeneration 
C. Amount of total electricity generated 
D. Amount of commercial electric power consumed 
E. Overall power consumption 
F. Percentage of power consumption covered by home generation of electricity 
G. Heating and lighting costs 
H. Electric power-selling rate 
I. Remaining home battery level 
J. CO2 emissions reductions 
K. Temperature of hot-water supply system 
L. Remaining EV car battery level 

The VR space was projected to the screen, and the information displayed was 
changed based on the demands of the participants. Figure 2 shows examples of VR 
spaces, and Fig. 3 shows a system configuration. After finishing selection of the con-
tents for all locations, the following questions were asked in our questionnaire: 

• Do you need a display of each location? 
• Are there any places that you want to display other than these candidates? 
• Are there any contents that you want to display other than these candidates? 

 

Fig. 2. Example of VR spaces 

3.2 Results and Discussion 

A preliminary experiment was performed using 12 staff members of our university as 
subjects.  

Figure 3 shows results of preferences for locations of energy-related information. 
The table in the living room was judged unnecessary. Therefore, we employed the 
three locations other than the table in the living room. 

Figure 4 shows the results for contents. Overall power consumption (E) was judged 
necessary at every location, but other selected contents varied from location to loca-
tion. In particular, there was a large difference between Wall next to refrigerator and 
Wall in living room. This is because usually only the housewife looks at the Wall next 
to refrigerator. On the other hand, every person visiting this house often looks at 
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Fig. 3. System configuration of preliminary experiment 

the Wall in living room. Therefore, we can conclude that necessary information  
differs depending on the place and that all candidates of information candidates ne-
cessary in some places. Accordingly, we employed all candidates of energy-related 
information in the next experiment. 

 

Fig. 4. Results for preferred locations of energy-related information 

 

Fig. 5. Results of preferred contents of energy-related information 
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4 Main Experiment 

4.1 Method 

Based on the results from the preliminary experiment, we performed a further expe-
riment in the smart home that is open to visitors. The purpose of this experiment was 
to clarify the locations and the contents of displayed energy-related information de-
manded in a smart home. In the main experiment, the energy-related information was 
displayed at or projected to each location in the real smart home. Now, the locations 
employed were as follows: 

1. TV monitor 
2. Wall next to refrigerator 
3. Wall in living room. 

We used the same twelve candidates of energy-related information content as in the 
preliminary experiment. The information displayed or projected was chosen by partic-
ipants at each location. Participants could decide the position of the energy-related 
information at 1-4 or 5-9 in the layout. Figure 6 shows examples of displays, Fig. 7 
shows the layout of a display, and Fig.8 shows a scene from the experiment. 

After finishing the selection of contents for all location, the following questions 
were asked: 

• Do you need a display at each location? 
• Are there any places where you want a display other than these candidates? 
• Are there any contents that you want to display other than these candidates? 

 

Fig. 6. Examples of displays 

4.2 Results and Discussion 

The second experiment was performed using 46 participants, including 43 visitors and 
3 residents. 

Figure 9 shows the results for preferred locations of energy-related information. 
All locations were judged necessary, and Wall next to refrigerator in particular was 
judged necessary most often.  
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  Fig. 7. Display layout                    Fig. 8. Experimental scene 

Figure 10 shows results for contents in this experiment as well as in the prelimi-
nary experiment. All energy-related information in this experiment was judged more 
important than in the preliminary experiment. This is because participants in this ex-
periment observed the smart home in advance, which caused them to be more inter-
ested in energy information than the participants in the preliminary experiment. In 
addition, Overall power consumption (E), Percentage of power consumption covered 
by home generation of electricity (F), and Heating and lighting costs (G) were, in 
particular, judged necessary in this experiment. We found strong demand for the 
system to display the effects of energy savings. 

Figure 11 shows the results for contents at each location. The numbers of partici-
pants who chose C, E, I and L were similar at the three locations. On the other hand, 
the numbers of participants who chose A and J tended to be less at the Wall next to 
refrigerator. This is because the monitor at the Wall next to refrigerator was smaller 
than that at the other locations. In addition, the number of participants who chose K 
was more at the Wall next to refrigerator, because this location is near the kitchen. 
Therefore, the energy-related information can be divided into two categories: neces-
sary at all locations and necessary at specific locations. 

 

Fig. 9. Results for location of energy-related information 
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Fig. 10. Results for contents in main and preliminary experiments 

 

Fig. 11. Results for contents at each location 

5 Conclusions 

We focus on the QOL in a smart home and aim to clarify where and how to display 
energy-related information in the smart home. 

As a first step, we performed a preliminary experiment on reducing the numbers of 
candidate locations and contents of energy-related information. Next, we performed a 
further experiment to clarify the actually preferred locations and contents of displayed 
energy-related information in a real smart home. Consequently, we obtained the find-
ings listed below. 

• All candidate locations are considered necessary, and Wall next to refrigerator is in 
especially high demand. 

• All energy-related information is considered necessary, and the types of information 
that can give the user an actual feel for energy savings, such as Overall power con-
sumption (E) and Heating and lighting costs (G), are in particular highly demanded. 
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• The desirable information is different depending on the location; for example, par-
ticipants want to reduce the number of contents at the locations where the monitor 
is small, and they require the Temperature of the hot-water supply system (K) if 
the location is near the kitchen. 

Acknowledgments. We express our gratitude to HONDA R&D and Saitama City 
Office for providing the smart homes for the experiment. In addition, we thank the 
staff and students of Saitama University and Shibaura Institute of Technology for 
their participation as volunteers in the experiments. 
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Abstract. In this paper, we propose a context aware navigation for pub-
lic transportation users. In the travel with public transportation, a user
needs to switch several modality of moving such as walking, waiting at
the station, and riding a vehicle. We developed a navigation system that
automatically detect user’s state how he/she is using public transporta-
tion, and then provide suitable information for each state. We developed
the system as an Android application, and demonstrate its basic func-
tionality in the field experiment with five examinees.

1 Introduction

Public transport is important infrastructure for modern society. The benefit of
public transportation is not only for personal convenience, but also for society
such as reduction of traffic jam, reduction of carbon dioxide. Therefore it is
important to promote the use of public transportation for citizens including
a person who normally uses a car. However, a person who seldom use public
transportation or a stranger in the area faces great difficulties when he/she is
trying to take a train or a bus. There are already many web services that provide
information about public transportation such as timetables or an itinerary from
the certain station to the destination. We have also developed and operating
such kind of web service called “Busnet”, where a user can plan a path on a
public transportation network in Tottori Prefecture, Japan [1]. However, such
web services are designed for a user who is planning to move a certain place, but
does not guide a person who has exactly started to move to the destination.

We developed a navigation system for a smartphone that guide a passenger of
public transportation in real-time. The system provides suitable information for
a passenger in each situations of his/her travel just like a turn-by-turn navigation
system that guides a driver. Comparing with the travel with a car which existing
turn-by-turn navigation system support, travel with public transportation is
much more complex, therefore we need to investigate the process of the travel
with public transportation before designing the navigation system.

2 Information Technology for Public Transportation

With the recent development in information technologies, various IT services
which do not necessarily have strong relation to the existing intelligent trans-
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portation systems (ITS) for the users of public transportation is arising [2] [3] [4]
[5]. Unlike existing ITS whose primary target is infrastructure such as manag-
ing road and operating trains and buses, arising services aim more gpassenger-
centrich style in its feature. For example, Google provides gGoogle Transith
which plans the trip between arbitrary two places including trains, buses and
walking as a feature of Google Maps. A traveler searches for the best itinerary
on the service, and move to the destination with the information.

Some researches point out that users feel less secure while the trip with rail-
ways or buses [6] [7], however, most existing IT services to support users of public
transportation mainly focus on the planning process before the usage of buses or
railways, and does not support on-board users to railways or route buses. In con-
trast there are rich support for car driver through automotive navigation system
while traveling in this decade. One reason is that there are no reasonable device
to support passenger of trains and buses, but a smartphone is changing the sit-
uation. The other reason is the process to travel with trains or buses is much
complicated than the travel with a car. There are several research projects to
support on-board traveler [8][9], but these products are still not in the practical
use.

We studied the process to travel with public transportation, then we classified
the process into the following three steps: walking, waiting and riding. Figure
1 illustrates the state diagram of the process. Firstly, a user walks to the bus
stop or the station. Then he/she buys a ticket and wait for the vehicle. He/she
takes the vehicle when the vehicle arrives at the station or the bus stop. In the
vehicle, he/she stays until the vehicle arrives at the destination. After getting off
the vehicle, he/she walks to the destination, or changes to another bus or train.

Start Walking

RidingWaiting

End

Taking a train/bus

Arrive at a 
station/bus stop

Get off from
a train/bus

Fig. 1. State diagram in traveling with public transportation

3 A Precision Navigation System

Based on the study in the former section, we developed a context aware naviga-
tion system for public transport users that automatically switches three different
modalities for navigation. We developed the navigation system as an application
for an Android smartphone. The navigation system recognizes user’s situation
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automatically with timetables and GPS, then provides suitable information for
each step. As dividing a user’s sequence of using public transport into three
states and providing different information for each state, we accomplished a
useful navigation system for public transport users.

3.1 Navigation for Walking

When a user is walking, a user needs information of his/her location, or map
information around his/her location. Therefore the system provides a map and
shows a route to the bus stop or the station where the user ride a vehicle. It also
gives a turn-by-turn navigation to the station of the bus stop. Figure 2 illustrates
the screenshot. In the upper part of the screen, it gives the information of the
bus or the train he/she will ride. In the lower part of the screen, it provides a
map with a route information and scenery around the bus stop or the station as
a photograph in order to easily correlate direction with the surroundings of the
user.

route to the bus stop photo around the bus stop

Information about
the next bus

Fig. 2. Navigation for walking to the bus stop

3.2 Navigation for Waiting for the Bus or the Train

While waiting for the bus or the train, a passenger needs to understand the
system of the public transportation, and prepare for riding such as buying a
ticket. Then he/she needs to go to the exact place to take the train or the bus
such as a certain platform of the station. He/she may want to do something
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if there is enough time before the departure. The proposed navigation system
gives guidance how to spend at the station or the bus stop with certain priority.
Figure 3 illustrates the screenshot. The system countdown the departure time
of the train in the lower part of the screen, or gives a detailed map around the
station or the bus stops.

The system of public transportation is different even within the same country.
For example, some route buses ask a user to pay when riding, but other route
buses ask to pay when getting off. With the proposed system, a user is never
confused by the difference of the system.

Countdown to the departure Location of comming route buses

Fig. 3. Navigation while waiting for a bus or a train

3.3 Navigation for Riding a Bus/Train

After the user ride a vehicle, the navigation system shows a map and route to
the destination. Figure 4 illustrates the screen. When a passenger is arriving at
the destination, the system alerts the user to get off. If he/she must transfer to
another bus or train, the system guides the transit after taking off the vehicle.
A passenger tends to feel anxiety if he/she is taking the right train or bus. The
navigation system reduces the anxiety, and enables prediction of arrival time.

4 Field Experiment

We conducted field experiment of the prototype system. Five examinees made a
round-trip to the AEON shopping mall from the Tottori University campus with



306 M. Ito et al.

Guidance of the bus route Inform to push the bell

Fig. 4. Navigation for riding a bus or a train

the prototype system, and answered to the questionnaire after the travel. The
trip is approximately 5 km including walking, riding a route bus and changing
to another route bus at the bus stop. Table 1 is the detailed condition of the
experiment.

Table 1. Field Experiment

Examinees 5 male (including students and a staff of bus company)
Devices Google Galaxy Nexus for each examinee
To the AEON mall 54 min in total, 1 transfer, 6 min walk
From the AEON mall 36 min in total, 0 transfer, 14 min walk

4.1 Basic Functionality

The prototype system worked fine as we designed while the experiment. Since
the frequency of the report of the vehicle location is one minute, detection of
user’s condition in the trip sometimes delays.

4.2 Result of the Questionnaire

Table 2 is the result of the questionnaire to the examinees. They are the scores of
five grade evaluations and variances in each navigation and overall quality of the
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Table 2. The Result of the Questionnaire

Quality of
the prototype

Easiness in inputting
the destination

Navigation
for walking

Navigation
while waiting

Navigation
while riding

Average 3.60 4.00 4.60 4.00 4.00
Variance 0.24 0.50 0.24 0.00 0.40

prototype system. Though there was a problem in the quality of the prototypes,
many examinee were satisfied with the navigation method in each condition.

From the free description in the questionnaire, we found that the examinees
especially satisfied with the location information of the route bus that he/she
was taking. Supporting an on-board user is one of the most important essence
in the proposed system. therefore we can say that the comment verify our initial
hypothesis.

5 Summary

In this paper, we developed a precision navigation system for using public trans-
port. It is difficult to guide a user of public transport, since a user needs different
information in each stage of moving with public transport. The system divides
process of the travel with public transportation into three states, and provides
different guidance for a user in each state.

As a future work, it is needed to improve the recognition of user’s state. There
is various possible information to recognize user’s state such as user’s location,
vehicle’s location, delay of transport, arrival time at the transport, distance from
user’s location to next point. We are using only user’s location and arrival time
of public transport now. We will improve the recognition, and provide the system
as a practical service in Tottori Prefecture.

Acknowledgements. This research is supported by Strategic Information and
Communications R&D Promotion Programme (SCOPE), Ministry of Internal
Affairs and Communications, Japan.

References

1. Kawamura, T., Sugahara, K.: Practical path planning system for bus network. IPSJ
Journal 48(2), 780–790 (2007)

2. Giannopoulos, G.A.: The application of information and communication technolo-
gies in transport. European Journal of Operational Research 152(2), 302–320 (2004)

3. Camacho, T.D., Foth, M., Rakotonirainy, A.: Pervasive technology and public trans-
port: Opportunities beyond telematics. Pervasive Computing 12, 18–25 (2013)

4. Arikawa, M., Konomi, S., Onishi, K.: NAVITIME: Supporting Pedestrian Naviga-
tion in the Real World. IEEE Pervasive Computing, 21–29 (2007)

5. Ferris, B., Watkins, K., Borning, A.: OneBusAway: Results from providing real-
time arrival information for public transit. In: Proceedings of the 28th International
Conference on Human Factors in Computing Systems, pp. 1807–1816. ACM (2010)



308 M. Ito et al.

6. Lyons, G., Harman, R.: The uk public transport industry and provision of multi-
modal traveller information. International Journal of Transport Management 1(1),
1–13 (2002)

7. Grotenhuis, J.W., Wiegmans, B.W., Rietveld, P.: The desired quality of integrated
multimodal travel information in public transport: Customer needs for time and
effort savings. Transport Policy 14(1), 27–38 (2007)

8. Zhang, L., Gupta, S.D., Li, J.Q., Zhou, K., Zhang, W.B.Z.: Path2go: Context-aware
services for mobile real-time multimodal traveler information. In: 14th International
IEEE Conference on Intelligent Transportation Systems (ITSC), pp. 174–179. IEEE
(October 2011)

9. Carmien, S., Dawe, M., Fischer, G., Gorman, A., Kintsch, A., Sullivan, J., James,
F.: Socio-technical environments supporting people with cognitive disabilities using
public transportation. ACM Transactions on Computer-Human Interaction 12(2),
233–262 (2005)



N. Streitz and C. Stephanidis (Eds.): DAPI/HCII 2013, LNCS 8028, pp. 309–315, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Rapid Development of Civic Computing Services: 
Opportunities and Challenges 

Shin’ichi Konomi1, Kenta Shoji2, and Wataru Ohno2 

1 Center for Spatial Information Science, The University of Tokyo,  
Kashiwa, Chiba, 277-8568, Japan 

2 Department of Socio-Cultural Environmental Studies, The University of Tokyo, 
Kashiwa, Chiba, 277-8563, Japan 

{konomi,wataru_ohno,nebosukesan}@csis.u-tokyo.ac.jp 

Abstract. Designing the right computing service for citizens can be extremely 
difficult without participatory and iterative service development processes. We 
discuss opportunities and challenges for quick, participatory service develop-
ment by citizens, based on our experiences with two experimental context-
aware services. 

Keywords: civic computing, open-source hardware, data, collaboration. 

1 Introduction 

The ubiquity of computing and sensing technologies in everyday life is giving rise to 
a wide range of context-aware services for citizens, ranging from location-based so-
cial networking and navigation support to disaster information sharing and persuasive 
green-computing applications. Given the diversity of the target population and the 
complexity of the situations of use, the “one-size-fits-all” approach of providing a 
general service for everyone can limit the usefulness of the service significantly. To 
create useful context-aware civic computing services that suit different situations and 
needs, it is highly desirable to support citizen participation in the service development 
processes.   

An important obstacle in enabling such participatory service development is the 
difficulty of handling context in civic computing systems. Although software archi-
tectures, such as Context Toolkit [1], can remedy some of the difficulty, context han-
dling has other aspects besides software architectures, including hardware setup [2], 
data processing, and user experiences. In this context, we discuss a method to facili-
tate hardware setup by supporting exploration and contextualization of sensor data, 
and a strategy to facilitate data processing. The proposed method and strategy com-
plements software architectures-based approach, thereby facilitating participation of 
people without the knowledge of programming, physical computing, or data 
processing/mining.    
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2 Developing Civic Computing Services 

Civic computing provides digital services for various kinds of people who live in a 
city. Importantly, it can support citizens to cope with ill-defined social problems, and 
end-user development [3] based on citizen participation is a key approach in this con-
text. In recent years, there is keen interest in such participatory approach as exempli-
fied by the emergence of open-data hackathons and crowdsourcing projects.  

To exploit open data as well as open source hardware components in a civic com-
puting service, its development process can be understood a bit differently from tradi-
tional context-aware applications. As shown in Table 1, the development process can 
include Exploration (Step 2) as well as Setup (Step 3) to exploit hardware and data-
source components, as well as the other steps that can be supported by appropriate 
software architectures (e.g., widget-based [1] or blackboard-based architectures).   

Table 1. Steps for developing a civic computing service for sharing information about urban 
congestion 

1. Specification “Report congestion levels on trains using smart phones, sensors, and
train-network data” 

2. Exploration Use sensors (CO2, acceleration, etc.) to capture data on a train. Also, 
record congestion levels on the train manually. Create a model to trans-
form sensor readings into a congestion level. Additionally, identify train-
network data and explore ways to exploit them.     

3. Setup Connect a CO2 sensor to a microcontroller and a wireless communication 
module, and integrate it with a physical object such as a bag.  

4. Acquisition 
and delivery 

Write software on a smart phone to obtain data from the CO2 sensor, 
convert it to a congestion level, and upload it to a server along with the 
current location information. 

5. Reception 
and action 

Smart phone application receives data from the server and displays con-
gestion levels on a map along with the train-network information. 

3 Supporting the Use of Open-Source Hardware 

This section introduces a prototype civic computing service for sharing congestion 
information, which we developed by using open-source hardware components. Our 
experience with this prototype service suggested the need to support exploration and 
contextualization of sensor data, which leads to a discussion on a general approach to 
supporting the use of open-source hardware.  

3.1 A Congestion Sensing Service 

Providing information about congestion in public spaces, including public transporta-
tion, can help citizens get around in a city without unnecessary stress. We therefore  
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thereby facilitating participatory development by “expert amateurs” and other moti-
vated citizens.  

1. Provision of a hardware toolkit, which allow people to simply “plug in” and dep-
loy different sensors without the knowledge of sensor network technologies. Such 
toolkit can be supported by web-based information sharing such as instruc-
tables.com. 

2. Support for crowdsourced data recording sessions. Procedures for data recording 
sessions can be defined and shared so that a sufficient quantity of data can be col-
lected quickly based on crowdsourcing.  

3. Support for sharing and reuse of data transformation models. This can dramatical-
ly reduce the aforementioned burden since one could simply reuse an existing 
model.  

4 Supporting the Use of Datasets 

We now look into another prototype service, which exploits an existing dataset rather 
than sensor networks. The service recommends “nearby” restaurants based on a hu-
man-mobility dataset and the current location information. Deriving useful informa-
tion for a civic computing service from a large-scale “general purpose” dataset can 
require multiple steps of costly data conversions, which could potentially discourage 
participatory development.  

4.1 A Restaurant Recommendation Service 

Existing location-based services that recommend restaurants simply based on Eucli-
dean distances between the user and the restaurants do not consider other, more com-
plex context of urban space, including patterns of transportation networks and human 
flows. We developed a prototype civic computing application that recommends res-
taurants in Tokyo, based on mobility patterns of crowds using the PFlow dataset [4]. 
Fig. 3 shows geographic areas that can be considered similar, based on people’s mo-
bility patterns in the dataset. As the service recommends restaurants based on this and 
other similar patterns, it can, for example, recommend a distant restaurant if it is lo-
cated in a similar area that people at current location likely visit as well.  

4.2 Data Processing 

Deriving useful information for a civic computing service from a large-scale dataset 
such as PFlow can require multiple steps of data conversion. 

Firstly, we divide the Tokyo region into small (1km x 1km) rectangular areas and 
find people who visit each area.  Secondly, we generate a network of the rectangular 
areas using a similarity measure that is based on people’s co-presence in the areas. 
Thirdly, we obtain clusters of areas based on the network, and finally use the clusters 
to generate restaurant recommendations.  
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Fig. 3. Geographic areas that can be considered similar based on people’s mobility patterns 

4.3 Supporting Data Exploration and Processing 

The data processing steps may appear somewhat simplistic. Nonetheless, it takes time 
(e.g., hours or days on a high-end desktop PC) to perform each step when the dataset 
is large. Moreover, each step requires the data processing person to determine several 
key parameters, including the size and shape of the rectangular areas, a threshold 
value for area-similarity judgment, and clustering parameters. The lengthy computa-
tion time inhibits casual modification and exploration of these parameters.  

Here we suggest a couple strategies to cope with this issue: 

4. Publishing and sharing intermediate data conversion results. It would be helpful to 
represent data conversion processes explicitly using a user-friendly (e.g., graphical) 
representations. 

5. Support for data exploration. A tool for exploring the effects of different parame-
ters using a small subset of the data would be extremely helpful. 

5 Discussion and Conclusion 

Our experiences with the prototypes suggested that the increasingly open sociotech-
nical environments (e.g., open source hardware, open data, open source, open access, 
etc.) create new opportunities to empower citizens in the development and use of 
civic computing services. We believe that effective support environment can be built 
based on the proposed methods and strategies, in order to address relevant challenges.  
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Abstract. Improving the sustainability of our society requires significant 
change in our collective behavior. But today, individuals in our society have no 
regular way of seeing that collective behavior, or how their own behavior com-
pares to it. We are creating a research network that will study how new technol-
ogies such as mobiles and visualization can encourage individuals to change 
their behavior to improve sustainability. In Winston-Salem NC, network  
members will use new technologies to engage the community about its use of 
transportation—especially biking—and study how that communication affects 
sustainability awareness and behavior. 

Keywords: sustainability, biking, mobiles, visualization, persuasion, measurement. 

1 Introduction 

Sustainability is connectivity: actions that are beneficial in the short term regularly 
have unseen economic, ecological and social impacts that harm us in the long term. 
Sustainability is also now in crisis: we are reaching natural limits, and are no longer 
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able to ignore those long term impacts. Mitigating this crisis will require behavioral 
change at both the individual and societal levels. Unfortunately, we often find it diffi-
cult to act toward achieving long-term goals, even when we are quite familiar with the 
benefits of such action. 

Emerging mobile and visualization technologies may offer a solution. By improv-
ing connectivity in the web of sustainability, these technologies have the potential to: 

• Enable improved sustainability measurement. For planners and researchers, mobile 
technologies such as GPS can provide crowdsourced “big” data measuring human 
sustainability behavior at an individual, nearly minute-by-minute level. For indi-
vidual community members, mobile measurement can provide feedback on any 
improvement in their sustainable behavior, and enable comparison of their beha-
vior to peer groups. 

• Enable improved sustainability action. For planners and researchers, mobile mea-
surement and resulting visualizations will provide prompt feedback on the effect of 
infrastructure improvements, incentives, and outreach efforts; to enable more ef-
fective investment and more relevant research. For individual community mem-
bers, mobile wayfinding tools will make acting sustainably easier: individualized 
persuasive visualizations will motivate that action, and well-timed sustainability 
reminders will trigger that motivation. 

• Build cultures of community sustainability. Community leaders communicate more 
directly and promptly with their constituents, and constituents with their leader-
ship; researchers will study the effect of different communication campaigns on 
both awareness and behavior; and individual community members will be more 
tightly bound to communities by improved awareness.  

Examining these possibilities will require a regionally-focused, broad collaboration 
across disciplinary, organizational and social boundaries. Our emerging VIA research 
network is just such a collaboration, centered around transportation and the growing 
biking movement in North Carolina. 

The network will have three primary nodes associated with the triple bottom line of 
sustainability: ecology, economy and society[0]. Three teams of researchers from 
multiple disciplines will network to improve short distance transportation decision 
making. The methods and tools team is creating an ecology of mobile and visualiza-
tion tools, used to measure and communicate about short-distance transportation  
behavior, especially bicycling. The tools will be field tested and instituted with the 
activities of the academic team, which functions as an iterative economy. The feed-
back will affect the next generation of method and tool development as well as guide 
our community institutions team in their visualization activities. This community 
institutions team will feed back to the academic and methods teams and provide as-
sessment of activities and methods development, and interface through an extensive 
group of community supporters (CSs) to citizens. The goals of promoting a communi-
ty of citizens for sustainability will be met through these networking exercises and 
activities. 
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Fig. 1. The structure of the VIA research network 

2 Prior Work 

2.1 Community 

Organizing the large number of motivations and barriers involved in short-distances 
transportation decision-making draws from a body of theory on effective communica-
tion of sustainability [2], taking into consideration cultural variables as well as indi-
vidual responsibility. At the collective level, Pacanowsky and O’Donnell-Trujillo [3] 
observed more things happen in organizations than getting things done: they are not 
single-minded task-oriented communities; they are mini-cultures. Communication in 
this sense is more about creating a reality of the world consistent with strongly held 
beliefs and attitudes shared within the community and nurtured by the persuasive 
campaign. Using the metaphor of webs, also known as axiologies, organizational 
communication theory optimizes effect by building upon the existing panoply of be-
liefs and attitudes shared by a community and by tapping into these sensibilities and 
demonstrating significant and substantive linkage with the subject of the persuasive 
campaign, in this case sustainable transport decision-making, attracting and support-
ing individuals into a shared community by providing them with a coherent vision 
using concepts such as personal, effect, and cultural salience. 

2.2 Sustainability 

Bike transportation provides benefits to various measures of sustainability. The Triple 
Bottom Line approach is one measure of sustainability that includes multiple variable 
analyses. In this formulation sustainability is defined as an activity or process that 
contributes to economic, environmental and social welfare and persistence [4]. Mul-
tiple options for transportation within a city provide more access for those who live 
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there and increases options for their travel. For this activity to be sustained and pro-
vide options into the future, transportation planners rely on accurate data collection 
and analysis to determine traffic patterns, usage and constraints. The lack of data 
around various transportation options limits the availability of these user groups to be 
accurately assessed. Many communities have undergone increased monitoring of bike 
transportation data in order to fill these gaps [5]. 

Biking contributes to environmental sustainability by decreasing fossil fuel con-
sumption, thus generating an overall reduction of carbon in the environment. Increas-
ing the mode share of all trips made by bicycling and walking could lead to fuel sav-
ings and reduce greenhouse gas emissions, the equivalent to replacing 19 million 
conventional cars with hybrids [6]. Biking also provides a great benefit for social 
welfare by creating more healthy transportation choices. Researchers compared the 
relationship between bicycling and walking travel and obesity in 14 countries, 50 U.S. 
states, and 47 U.S. cities, and found statistically significant negative relationships at 
all levels [7].  

2.3 Technology  

The mobile phone has become the most rapidly adopted technology in history [8]. 
The most recent PEW study showed that 83% of adults own a mobile phone, 42% of 
whom say that they own smartphones, meaning that 35% of all U.S. adults are now 
smartphone owners. There are now more than five-billion mobile phone subscriptions 
worldwide [10]. 

Mobile platforms are especially important to underrepresented populations. Afri-
can-Americans talk on their cell phones an average of 1,300 minutes per month, more 
than twice the 647 minutes averaged by whites. Hispanics were next at 826 minutes 
per month, followed by Asians and Pacific Islanders at 692 minutes per month. 
Blacks and Hispanics were also the most likely to send and receive text messages, 
averaging 780 and 767 per month respectively [11]. 

Only 20 years ago, obtaining camera output required several days. Less than 15 
years ago, civilians could not automatically locate themselves. Less than five years 
ago, speaking with a foreigner meant learning her language, or finding a human trans-
lator. Today all of that sensing functionality can be had by reaching into your pocket. 
Understandably, research and development in applications for these newly pervasive 
sensing capabilities has grown rapidly. 

Fogg [12] was among the first to argue that technology should be used to persuade. 
Persuasive technology, he said, is any “interactive computing system designed to 
change people's attitudes or behaviors.” Technology has several advantages over the 
traditional persuasive media, including its ability to simplify (e.g. Amazon’s one-click 
purchasing) and recommend (e.g. Netflix). Fogg was particularly excited by the per-
suasive potential of mobile devices, with their convenient pervasiveness, ability to 
sense context, emotional importance to their users, and social connectedness [12]. 

With all this excitement about pervasive persuasion, it is not surprising that there 
has been a very recent explosion of research development applying mobiles to the 
problems of sustainability [13][14]. Moreover, given the complexity of sustainability 
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problem, it is also no surprise that many of the same researchers have used visualiza-
tion and sensing as they persuade [15][16]. 

3 Existing Regional Activity  

3.1 Research and Education 

In what follows, we provide only a sampling of current sustainability work in Wins-
ton-Salem and more broadly, North Carolina. 

Scientific Visualization (SciViz) 
This undergraduate Liberal Learning Seminar is situated at CDI and co-taught by 
WSSU faculty in art and science. Visiting contributors from other fields and nearby 
institutions augment their perspectives. The interdisciplinary seminar explores visual 
and human-computer interaction design processes through creative solutions to com-
municating about challenging scientific and visualization problems. Students from a 
variety of backgrounds learn content and techniques of visual art, the natural sciences 
and computer graphics by working together to design dynamic and interactive solu-
tions for representing multimodal data. The approach is computer-intensive, experien-
tial, and discursive. The students and their digital productions benefit from frequent 
display, discussion, and critique of work. Students keep track of their progress, show-
case their work and reflect on their experience in the seminar using an individual, on-
line blog. Weekly video-logs (vlogs) capture the dynamics of the class and provide 
another communication channel among peers and the faculty. 

Data from the VIA network will become grist for visualization experiments incor-
porating themes of wellness, sustainability, connectedness, and comparisons of hu-
man behavior. Collaboration between SciViz and our Life on Two Wheels course 
(below) will give each group of students a deeper understanding of sustainability 
issues. 

Life on Two Wheels (Lo2W)  
Young people in college are creating new identities, trying different activities and 
expanding their minds far beyond what they learned at home. Increasingly indepen-
dent, they may make both good and bad decisions. One of the most important choices 
concerns physical activity. A 2008 report by the National College Health Assessment 
team found that only 18% of college students are active most days a week and 23% of 
college students are not physically active on any days of the week [17]. Additional 
research confirms the physical and psychological benefits of physical activity and 
suggests that green exercise – that is, physical activity outdoors in nature – has a syn-
ergistic effect that provides mental and physical health benefits beyond exercise alone 
[18]. Further changes to lifestyle and awareness of how personal decisions impact 
one’s community, environment, and the very lifespan of the planet can also be in-
itiated during the college years. 
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Fig. 2. A pilot of the life on two wheels course, at Winston-Salem State 

This course aims to determine whether a class focused on the benefits of riding can 
encourage positive thoughts and behavioral changes associated with physical activity 
and environmental awareness, as well as the factors that may influence and potentially 
increase the use of self-powered transportation modalities, including biking and walk-
ing. The Lo2W course has been successfully piloted at two local schools: at Salem 
College it was called Grassroots Biology, and at Winston-Salem State (WSSU) it is 
known as Life on Two Wheels: Exploring Human and Environmental Health through 
Cycling. Data collection is ongoing at WSSU. The research method involves mea-
surements taken pre- and post-class, including physiological, psychological, and  
environmental assessments. Additionally, throughout the class, participants write 
reflections about the weekly lessons and activities. Allen analyzes these online blog 
entries throughout the semester. 

RideTheWake 
Developed by a team of undergraduate computer science students at Wake Forest 
University, RideTheWake is a web and mobile application that shows in real time the 
position of shuttle busses along the six WFU routes on campus and around W-S. The 
application responds to the most basic need of shuttle-users: where a bus is along its 
route and thus how long its users need to wait for it. The app has been in service for 
more than two years and is credited with increasing the adoption of the shuttle system 
by students and faculty. 

Similar efforts are underway to develop tools for indicating the positions and pat-
terns of route use by pedestrians and cyclists around the city, with the aim of promot-
ing increased support for existing users and greater participation by new users.  
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One example is a crowd-sourced tool that facilitates communication between city 
officials and fellow citizens, by enabling designation of problems with safety and 
continuity in the city’s existing alternative transportation network, as well as to rec-
ognition and appreciation of solutions to previously known problems. VIA expertise 
and infrastructure will facilitate the further development of such tools across the con-
sortium of schools and cooperating organizations, to create support for pedestrian, 
bicycle, and shuttle-users moving freely and efficiently anywhere in the city. In par-
ticular, we envision using backend VIA functionality to disambiguate the use of 
busses and personal cars, to identify usage patterns, inform improvements and recog-
nize more efficient adoption strategies. 

4 Research Objectives  

The VIA research collaboration network will bring these research and educational 
efforts together around three research goals, all exploiting mobile, visualization and 
communication technologies and methods. 

4.1 New, Mobile-Based Sustainability Measures  

As the EPA’s report on sustainability measurement [19] makes clear, existing sustai-
nability measures suffer from several shortcomings. One of our primary research 
goals is to develop new, mobile based measures of sustainability that have the poten-
tial to overcome these shortcomings, and study their effectiveness in planning, com-
munication and community building. Exploiting the widespread use of smartphones 
and the rich set of sensors on each of these devices, we will, with the aid citizens: 

• Increase the temporal resolution of measurement: many sustainability measures 
are only produced every 10 years with the census. Mobiles can provide daily and 
even minute-by-minute measures, permitting route tracking and inference of trans-
portation modality.  

• Increase the spatial resolution of measurement: census data is per-tract or per-
block, while video can only sense fixed locations. With mobile GPS technology, 
resolution is 20-meters or less, at most any location. Measurement follows commu-
ters wherever they go, with any modality. 

• Increase the accuracy of measurement: much of existing sustainability measure-
ment is self-reported. Mobile measurement need not rely on fallible human memo-
ry, or on the relatively sparse sampling of human measurement. 

• Reduce measurement cost: crowdsourced mobile measurement does not require 
expensive sensor installation and maintenance, nor laborious human counting. 

4.2 New Techniques for Sustainability Persuasion  

As devices that are nearly always present and intensely personal, mobiles have unique 
potential as a platform for persuasion [12]. Today’s most innovative companies such 
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as Google, Apple and Facebook apparently believe this as well, and are in an intense 
battle for control of the mobile ad market. Our second research objective will examine 
mobiles as a medium for affecting sustainability behavior, rather than simply com-
mercial behavior. With participant agreement, we will examine the effectiveness of 
persuasive messages delivered using:  

• Visualization: emerging research shows the power of imagery as a persuasive me-
dium [20]. We will use such imagery to deliver citizens their own data in a visually 
compelling form. 

• Gamification: by introducing motivating elements from computer games, develop-
ers can affect human behavior [21]. We will introduce elements such as competi-
tion by allowing participants to compare their performance to peer groups. 

• Priming: recent research shows that much of habitual human behavior is governed 
at an emotional level [22][23]. We will deliver well-timed, simple messages to citi-
zens designed to trigger sustainable behavior.  

4.3 Understand the Relationship of Community to Sustainability  

For some Americans sustainability has little intrinsic meaning [24]. The public perce-
ives sustainability in the context of the activities of those around them. They sense 
sustainability. Sustainability activities such as short-distances transportation decision 
making should privilege those activities with both a lighter carbon or consumption 
footprint and improved health and well-being. This demands a series of communica-
tion activities that improve understanding of benefits and represents the sustainable 
activities as opportunities. By exploring social capital and civic engagement through 
visualization [25] and developing open data sharing opportunities we can build and 
sustain a community culture that may be able to reinforce and perpetuate learned be-
haviors through supportive organizational communication [3]. This is the third re-
search objective of the VIA network. 
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Abstract. Taxis as a kind of public transit have been taken by citizens
thousands of times every day in urban areas. However, it is economically
inefficient for vacant taxis to randomly cruise around to seek for pas-
sengers. In this paper, we propose a dynamic taxi dispatch system for
smart city which dispatches routes with high probability to encounter
passengers for vacant taxis. In the system, a dynamic probabilistic model
has been established, which considers the impact of time on passenger
appearance and the effect of different vacant taxis traveling route on
each other’s pick-up probability. Specifically, a novel feedback system
has been introduced in the system, which utilizes the information about
where taxis pick up passengers to amend system probabilistic model.
Moreover, extensive trace-driven simulations based on real digital map
of Shanghai and historical data of over 2,000 taxis demonstrate the good
performance of our system.

Keywords: taxi dispatch system, passenger probabilistic model, hot
spot, feedback mechanism.

1 Introduction

As an important part of public transit, taking taxis are very popular among
citizens’ choices of traveling in the urban area. For example, according to an
investigation in New York City [1], 41% respondents take a taxi every week and
25% of them take a taxi every day. Due to the huge demand of citizens, large
amount of taxis are deployed in most metropolises such as Shanghai. Generally,
in order to pick up passengers, drivers of vacant taxis often drive their vehicles
along random routes or special routes based on their personal experience, which,
however, due to the lack of passenger information, often ends up with not en-
countering any passengers. Thus, taxi drivers acquire decline of income because
of the waste of time and energy in cruise. Moreover, the invalid cruise of vacant
taxis also contributes to traffic jams in cities.

To help vacant taxi pick up passengers more efficiently and smart, however, is
a challenging problem. First, it is difficult to gain the distribution of passengers
since passengers can appear at any place and any time in the city. Second, despite
knowing possible time and place where passengers may appear, designing a cruise
route for a vacant taxi is still not trivial, which somehow can be reduced to a
traveling salesman problem [2]. Third, since the number of passengers is limited,
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different vacant taxies traveling on road can impact each other. For example, a
vacant taxi heading for a place where passengers may appear will fail to meet
passengers if another vacant taxi has arrived there earlier and pick up the only
one passenger. Recently, some taxi schedule systems have been proposed to help
vacant taxis pick up passengers more efficiently. Y. Ge et al. [2] introduced an
algorithm for taxi dispatching called LCP, which however ignored neither the
dynamics of passenger appearance nor the impact among different vacant taxis.
An adaptive taxi dispatching system was proposed by K. Yamamoto [3], which
simply takes passenger appearance for a fixed model.

In this paper, a novel taxi dispatch system is proposed to help vacant taxis
pick up passengers more efficiently. Generally, the taxi dispatch scheme consists
of two technical components. First, a dynamic model of passenger appearance
is established in order to predict the appearance of passengers across the whole
area. By clustering passenger appearance records from historical data into sev-
eral clusters, places where passengers appear with high probability-hot spots-
are found, around which the appearance of passengers within a short time is
discovered to obey Poisson Process. In this way, the system can predict where
and when passengers appear precisely. Second, an adaptive dispatch algorithm
with feedback mechanism is proposed, which considers the impact among differ-
ent taxis when designing routes for vacant taxis and introduces methods with
pruning to search best routes for vacant taxis so that computing complexity de-
clines. In order to enhance the accuracy of the system, a feedback mechanism is
introduced, in which taxis report where they succeed to pick up passengers. The
system is evaluated through extensive trace-driven simulation and results show
that it can achieve performance.

– Discover that the appearance of passengers in a region within a short time
obeys Poisson Process by analyzing massive historical records. This phe-
nomenon is key to the system to establish an accurate model of passengers
and predict the pick-up probability of vacant taxis precisely.

– Propose an online taxi dispatch system, which considers impact among dif-
ferent taxis while designing routes for vacant taxis and introduces a feedback
mechanism to improve the accuracy of pick-up probability predicted by the
system.

– Give a good method of pruning to reduce the computing complexity faced
when designing routes for vacant taxis. In this way, our system can handle
large scale vacant taxis in urban area, especially in metropolises.

The remainder of the paper is organized as follows. In Section 2, the related work
in the literature is introduced. In Section 3, we present the problem definition
and the system model. The design detail of our system is presented in Section 4.
Section 5 describes the evaluation on the system and gives the result. We finally
give a conclusion of our work in Section 6.
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2 Related Work

As the GPS facilities is common in taxis, taxis dispatching system is attractive
nowadays. D. Lee et al. [4] designed a taxi dispatch system based on current de-
mands and traffic conditions, which, however, aims at reducing the waiting time
of passengers but not consider much of taxi drivers’ profit. S. Phithakkitnukoon
et al. [5] proposed a method to predict vacant taxis on road, which, like [4], also
only services passengers. The work in [2], [7], [8] and [9] all proposed taxi dis-
patch systems for taxi drivers so that they could pick up passengers more quickly
and efficiently. But, they all missed the dynamics of passenger appearance and
the impact among different taxis. J. Yuan et al. [6] introduced a taxi system
which considered passenger appearance a dynamic process but ignored the im-
pact among different taxis. An adaptive taxi dispatch system was proposed in
[3], which also simplify the appearance of passengers as a fixed model.

Different from those systems, in our system, each design of routes for vacant
taxis to pick up passengers is based on a dynamic model of passenger appear-
ance and the impact of different taxis. Furthermore, a feedback mechanism is
introduced in our system so that the system can be more accurate and adaptive.

3 System Model

Recommend route

Recommend route

Recommend route

Fig. 1. System model

In this section, the model of our system and the problem solved by the system
is presented. Generally, our system can be divided into two parts: a client inte-
grated in taxis and an online dispatch server. In order to simplify the problem,
it is assumed that all vacant taxis on road obey dispatching of the system. As
shown in Fig. 1, when a taxi is vacant, it sends a request including its location
information to the dispatch server. Then the server designs a route for the taxi
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according to historical data and routes designed for other vacant taxis, and sends
it to the taxi. After that, the taxi will drive along the route until it encounters
passengers. If the taxi fails to encounter any passengers until it drives to the end,
it will send dispatch request to the server again, which however seldom happens
in our system.

3.1 Metrics and Problem Formulation

In order to describe the problem clearly, some definitions are firstly given as
follows.

Definition 1. Route. A route is a limited sequence of consecutive roads.

Definition 2. Hot spots. Hot spots are special roads where passengers are
more likely to appear than on other roads.

The pick-up probability can be easily conceived of as the metric, which how-
ever is not always in accordance with the taxi drivers’ profit. It is because what
taxi drivers want is to pick up passengers while drives as short as possible. But
high pick-up probability sometimes means long traveling distance. Since pick-up
probability is not suit as metric in our system, we introduce the expected trav-
eling distance as the metric, which represents the expected traveling distance
before a vacant taxi can come across passengers.

Generally, there are several hot spots in urban area. An idea way to dispatch
a vacant taxi is to design a route traveling all the hot spots with the lowest
expected traveling distance, which however is very difficult. According to [2],
even if passenger appearance is assumed to be with fixed probability, the problem
can be reduced to a traveling salesman problem. It is more complex if a dynamic
passenger appearance model is applied in the system since dynamic model is
more complex than the fixed one.

In order to reduce the computing complexity of the problem, a traveling dis-
tance limit σ is set for designing routes in the system. Therefore, the problem
becomes how to design a route through several hot spots with a limited distance
for a vacant taxi so that the taxi has the lowest expected traveling distance when
traveling along the route.

3.2 Passenger Appearance Model

From historical data, it is discovered that passenger appearance in a region
spot within a short time obeys Poisson Process. Fig. 2(a) shows an example
of passenger appearance number per minute in Xujiahui area, Shanghai from
14:00 to 17:00 every day during the period from 2007/02/20 to 2007/02/25. It
is obvious that the curve in the figure is almost the same as the curve of Poisson
distribution, which indicates passenger appearance obeys Poisson Process.

Pr[N(ts − tr) = k] =
[λ(ts − tr)]

k

k!
e−ς(ts−tr). (1)
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Since passenger appearance around a hot spot within a short time obeys Poisson
Process, it can be presented by Eq. (1), where ts is the start time, tr is the end
time, k is the number of passengers appeared during the period and λ is the
eigenvalue of Poisson Process. It should be noted that in the equation,
”one passenger” represents a group of passengers taking the same
taxi. For the ith vacant taxi arriving at a hot spot, let

– ti denote the arriving time and t0 denote the start time of Poisson
Process;

– Ai represent that the ith taxi succeeds to pick up a passenger;
– Pr(Ai) denote the probability of picking up a passenger around the

hot spot for the taxi.

Though the model of passenger appearance is known, it is still difficult to predict
the pick-up probability i.e. Pr(Ai). In order to simplify the problem, a function
of two variables is introduced:

F (i, k) =

k+1∑

j=0

F (i − 1, j)Pr[N(ti − ti−1) = k − j + 1]. (2)

F (i, k) denotes the probability that there are k passengers left around a hot spot
after the ith arriving taxi leaves, which means there are k+1 passengers around
the hot spot before the ith taxi arrives as Eq. (2) presents. It is obvious that
Eq. (2) can be calculated iteration and the boundary iteration can be calculated
intuitively. With Eq. (2), Pr(Ai) can be easily calculated:

Pr(Ai) =1− Pr(Ai)

=1− F (i− 1, 0)Pr[N(ti − ti−1) = 0].
(3)

It should be noted that there is some difference on the boundary such as i = 1
or k = 0. But all these boundary situations can be derivate intuitively, and we
do not present the details here due to room limit.

Considering the pick-up probability of the ith arriving taxi under the condition
that the (i−1)th taxi does not pick up any passengers i.e. Pr(Ai|Ai−1). Since the
(i−1)th taxi fails to pick up any passengers, no passengers are left after the (i−
1)th taxi leaves i.e. F (i−1, 0) = 1. Moreover, according to the features of Poisson
Process, the event of passenger appearance from ti−1 to ti is independent from
that during other nonoverlapping period. Therefore, the conditional probability
is:

Pr(Ai|Ai−1) = 1− Pr[N(ti − ti−1) = 0], (4)

which can be used to update the passenger model in the system with feedbacks
from taxis.

4 Design Details

In this section, the details of our taxi dispatch system will be exhibited. First,
the contents about how the system finds hot spots and estimate eigenvalue of



A Novel Taxi Dispatch System for Smart City 331

0 5 10 15 20
0

0.04

0.08

0.12

0.16

0.2

passenger number per minute

pe
rc

en
ta

ge

(a) Passenger number per minute

0 5 10 15 20
0

20

40

60

80

100

120

140

160

180

time(Hour)

pa
ss

en
ge

r n
um

be
r

(b) Passenger number per 0.5h

Fig. 2. The feature of passenger appearance

Poisson Process at each hot spot according to historical records are presented;
second, the dispatch algorithm i.e. how the system assign a route for each vacant
taxi is shown; finally, the state buffer and feedback algorithm is demonstrated.

4.1 Analysing Historical Records

As defined in Definition 2, hot spot are special roads where passengers are more
likely to appear. An intuitive thought is that there must be more passengers
appearing around hot spots than in other places in historical records. Therefore,
the system can divide historical passenger records into several clusters according
to their clustering property in geographical location. Then, the geographical
center of each hot spot can be treated as a hot spot. In our system, the K-
means algorithm [11] is applied to cluster historical passenger records. Since the
cluster number should be set before applying K-means algorithm, the system
must choose a suitable cluster number for a region through test.

For each hot spot, the eigenvalue of Poisson Process should be ascertained
in order to build passenger appearance model around it as presented in Eq.
(1). However, the eigenvalue at a hot spot varies with time. Fig. 2(b) illustrates
average passenger number per half hour across a day with one-month statistics
retrieved from historical records in Xujiahui area, Shanghai. From the figure,
it can be seen that passenger number varies much across a day due to most
people’s daily routine. However, the number does not change much during a short
period like an hour, which gives the system a way to ascertain the eigenvalue
during a short period without much deviation. In the system, a sliding window
of which the length is set to be one hour is set to estimate the eigenvalue of
a hot spot. For example, when the system needs to know the eigenvalue at
time t, it counts passenger number from historical records in the time window
[t−30min, t+30min]. Then the system uses the Maximum-likelihood Estimation
(MLE) to estimate the eigenvalue during that period. Sliding window is better
than dividing a day into several fixed periods because the second method is not
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accurate on the boundary of each period. Therefore, using sliding window to
estimate eigenvalue makes the system more adaptive to time change.

4.2 Dispatch Algorithm

As shown in previous sections, a good route means the expected traveling dis-
tance for a vacant taxi to pick up passengers is short. Since the process of pre-
dicting pick-up probability shown in section 3.2 has already taken the impact of
other taxis into account, what the system should do is to design a route through
several hot spots with the shortest expected traveling distance.

Assume that the hot spots traveled by a route are:

{S1, S2, ..., Sn},

and the corresponding pick-up probabilities at each hot spot are:

{P1, P2, ..., Pn}.

Since the route is divided into n parts by the n hot spots, the corresponding
distance of each part is:

{D1, D2, ..., Dn}.

In order to simplify the problem, the system uses the minimum distance got by
Dijkstra algorithm [12] to represent the distance between two hot spots or the
origin and a hot spot. Thus the expected traveling distance of the route is:

P1D1 + (

n∑

i=1

Di)×
n∏

j=1

(1− Pj) +

n−1∑

i=1

[Pi+1 × (

i+1∑

j=1

Di)×
i∏

k=1

(1− Pi)]. (5)

Thus, the aim of designing route is to make Eq. (5) minimum.
As presented before, in order to reduce the computing complexity of designing

a best route, a distance limit σ has been set. In the system, the branch and bound
method is applied to searching solution space under the distance limit σ. With
this method, the system can find the solution i.e. the best route quickly. The
general steps of dispatch algorithm is presented in Algorithm. 1.

4.3 State Buffer and Feedback Mechanism

As presented before, the system needs the dispatch information, such as time
and dispatch route, of previous vacant taxis to dispatch current vacant taxis. In
the system, a linked table, which plays a role as state buffer, is established for
each hot spot as shown in 1.

However, linked tables are enlarging with time in the system because the
number of vacant taxis dispatched by the system is increasing, which brings large
overheads in storing and computing. In order to solve this problem, a feedback
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Algorithm 1. Dispatch algorithm

Input:
Current GPS location of vacant taxi; Current time;

Output:
A scheduled route;

1: Match GPS location of vacant taxi with corresponding route in the digital map
and calculate the distance (of the shortest route) to each hot spot;

2: Build passenger model at each hot spot according to time and use branch and
bound method to search for the best route for the vacant taxi under the distance
limit σ.

3: Once the best route is got by the last step, the predicted time of the taxi arriv-
ing at each hot spot contained int the route is stored into the linked tables of
corresponding hot spots.

4: Send out the best route to the vacant taxi.

mechanism is introduced in the system. As Eq. (4) denotes, the conditional pick-
up probability around a hot spot is independent from previous taxis if the last
taxi does not pick up any passengers around the hot spot. Thus the system
can remove information in a linked table of a hot spot before the time when
a taxi reports it does not pick up passengers around the hot spot. Moreover,
the feedback mechanism raises the precision of pick-up probability because it
introduces the information in reality to amending the information retrieved from
historical records.

5 Evaluation

In this section, we will show how we evaluate the system through trace-driven
simulations and how the system performs under the evaluation. As presented
before, the evaluation on the system is realized by trace-driven simulations.
The simulation program is written by C# language under Visual Studio 2010
environment. The simulation is executed in a computer with I5 2400 CPU, 8
GB memory and 64bit Windows 7 Professional operating system. The train-
ing historical data and trace data are all collected around Xujiahui, Shanghai
from ShanghaiGrid project [10]. The area where data is collected starts from
121.418409 to 121.463299 in longitude and from 31.181709 to 31.203882 in lati-
tude with a length of 4.3 km and a width of 2.4 km. The data used as historical
records is collected from 2007/1/31 to 2007/2/28 and the data used as trace is
collected from 2007/3/1 to 2007/3/6.

5.1 The Impact of Hot Spot Number

In this simulation, we set the distance limit 5000 meters and change the number
of hot spots from 4 to 10 to see the performance of the system i.e. the average
distance traveled by vacant taxis before picking up passengers. The LCP system
[2] is also realized in the simulation to be compared to our system.
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Fig. 3. The result of evaluation

As Fig. 3(a) illustrates, the performance of both systems raises with the in-
crease of hot spots number and our systems always precedes LCP. Though the
gap is low when hot spot number is high, our system can reach the same perfor-
mance with less hot spots, which means low computing overhead.

Since more hot spots means more precise passenger model around each hot
spot, the performance of both systems raises with the increase of hot spot num-
ber. However, the performances improve when hot spot number is high is not
as fast as that when hot spot number is low. This implies that for an area, high
hot spot number does not always mean good as high hot spot not only brings
performance improve but also high computing overhead.

5.2 The Impact of Distance Limit σ

In this simulation, we change the distance limit from 2000 meters to 5000 meters
with 8, 9 and 10 hot spots to see its impact on system performance.

As Fig. 3(b) presents, the system performance improves a little with the in-
crease of distance limit. However, the system improve caused by increase of
distance limit is not as obvious as that caused by increase of hot spot num-
ber. Moreover, the average traveling distance is much shorter than the distance
limit. This phenomenon implies that most vacant taxis pick up passengers at
the first several hot spots. Therefore, for the evaluated area, the system can use
a relatively short distance limit, which brings both good performance and low
computing overhead.

6 Conclusion

This paper proposes a novel dynamic taxi dispatch system to dispatch route
for vacant taxis to pick up passengers. In the system, a dynamic passenger ap-
pearance model is established according to historical records and an adaptive
dispatch algorithm is introduced considering the impact of previous dispatched
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vacant taxis. Moreover, the dispatch algorithm is specially designed to reduce
computing overhead. Furthermore, a feedback mechanism is introduced in the
system to reducing computing and storing overhead and improving dispatch ac-
curacy. Besides, a trace-driven simulation has been conducted to evaluate our
system, of which the result shows our system has a good performance.
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Abstract. Even though the computational power and storing capacities of mo-
bile computing platforms have recently increased dramatically, so have the 
needs of mobile applications. With the advent of the cloud computing and wire-
less network technology, the mobile device finds itself as an ideal candidate as 
a multi-purpose interaction client device instead of as a standalone computing 
station. In the line of such a trend, we present a software framework (called 
MIDAS) that enables an application to lend itself to many different types of in-
teraction methods (namely, sensing and display) and accommodate users with 
variant client devices without platform specific coding. The paper discusses the 
requirements and the design of the software architecture, and in addition,  
demonstrates its effectiveness with several case studies. 

Keywords: Cloud based Interaction, Ubiquitous Interaction, Multimodal  
Interaction, Software Framework. 

1 Introduction 

Cloud computing, high speed wireless communication and smart phones have the 
potential to realize the true form of ubiquitous computing as conceptualized by Weis-
er nearly two decades ago [1].  The smart phone (as a broadband wireless communi-
cation device) based cloud computing allows the instant access of rich information 
and high quality service anywhere, and in addition, the smart phone (as a rich media 
device) can also serve as the medium through which the user interact efficiently and 
naturally.  Thus we can easily imagine a future situation where users with variant 
smart phones (or hand-held devices with similar capabilities) accomplishing a given 
application task (e.g. shooting an opponent in a first person shooting game), but in 
different interactional forms (e.g. using the button, touchscreen, or voice).  This may 
stem simply from the differences in the device processing, sensing and display capa-
bilities (e.g. button-less device forcing the user to use the touchscreen) or simply from 
personal choice (e.g. preferring the use of button over touchscreen due to finger oc-
clusion of the screen). 
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Traditionally, to accommodate a situation as described above, either separate client 
programs are developed for (or ported to) different devices (also because different 
devices often run on different system softwares and operating systems) enforcing a 
particular interface most suited for the given device, or a “large” client program is 
developed to cover all possible interaction possibilities.  Practically, this has caused 
application services (cloud or local) to be compatible to only a small family or brand 
of devices and leaving no choices for the users in terms of interaction possibilities. 
Note that today’s smart phones are not only increasingly equipped with various types 
of sensors, but can process computationally intensive recognition algorithms in real 
time (but only to a degree), not to mention meditate cloud based solutions. As such, 
user demands and expectations are higher with regards to the degree of interaction 
possibility. 

In the line of such a need, we present a software framework, called MIDAS (Mix-
ing and matching heterogeneous Interaction Devices to Applications and Services), 
that enables an application to lend itself to many different types of interaction me-
thods (namely, sensing and display) and accommodate users with different client 
devices in a flexible manner (e.g. dispensing with the separate device dependent im-
plementations). Through the proposed framework, the application server and interac-
tion client device, upon connection, exchanges information regarding the generic 
interaction events (in the application) and the interaction methods/capabilities availa-
ble in the client.  Then the interaction events and the client interaction methods are 
mapped dynamically to allow the client to enact the application and receive output.   

This paper is organized as follows. After comparing our work with other related  
research, the paper will first discuss the requirements and the design of the overall 
software architecture of MIDAS. Then in later sections, we demonstrate and present 
effectiveness of MIDAS with several use cases. Then we conclude the paper with a 
summary and directions for future work. 

2 Related Work 

The objective our work bears much similarity to concepts like migratory and plastic 
interfaces in the context of ubiquitous computing.  Migratory interfaces are those that 
operate on changing operating platforms or interaction resources (e.g. a control panel 
interface for a whiteboard “migrating” and rendered on a connecting PDA). Plasticity 
further requires the migrating interface to preserve the usability as much as possible 
by adaptation to the specific operating platform (e.g. the control panel lay out changed 
according to the size of the PDA) [2]. Another early approach to realize multi-device 
interaction is the redirection technique [3][4] in which input events or content output 
may be sent to another collaborating/connected device.  In all cases, separate plat-
form specific implementations or compilation processes are needed. 

For a more general and flexible migration and plasticity, several researchers have 
been working on a larger software framework or infrastructures.  For example, Ca-
meleon-RT and BEACH (as realized in the I-AM [5] and i-LAND [6]) are examples 
of such software architecture/infrastructures in which multiple interaction devices 
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could be managed and interact with the given application in the most suited way. The 
middleware enables a “generically” described interactive application to build their 
own “view” for a given physical interaction platform. TERESA [7] is an authoring 
tool for “One Model, Many Interfaces” [8] type of applications. With the help of 
TERESA, different user interface codes can be conveniently generated from abstract 
user interface descriptions. However, these architectures serve to avoid separate im-
plementations for different interaction devices at compile time. That is, only devices 
whose capabilities are known ahead of time can be accommodated. 

Migratory or plastic architectures inevitably are distributed since the middleware 
components may reside among different “client” physical platforms [5]. In particular, 
the main application (possibly on the server or in the cloud) may be purely functional 
with its interface described generically or in abstract form to be interpreted and cus-
tomized on the client side. One such approach is the SEESCOA component system 
[9] where abstract UI described in XML is interpreted to compose user interfaces at 
run time (by the adaptation/rendering components). Mark up languages for interactive 
web and cloud applications that describe UI objects, and interpreted and realized by 
different platform browsers, operate on similar principles [10][11]. Gilroy et al. has 
developed a client middleware that adapts application’s “presentation styles” (ex-
pressed in an XML format specification document) most suited for a given device at 
run time. This way, the menus, form-fills, dialogue GUIs are adjusted and presented 
according to the device capabilities and thus high usability can be expected [12]. The 
X-Window system allows an application, through the X protocol, to interact with any 
device that runs the X server which handles the user interaction [13].  X server only 
supports the standard keyboard and mouse interface.   

3 MIDAS Framework 

3.1 Main Objectives 

In this section, we describe the details of the software framework, called MIDAS 
(Mixing and matching heterogeneous Interaction Devices to Applications and Servic-
es), especially its main objectives and operating mechanism.  First, we illustrate what 
we hope to achieve through MIDAS through a simple scenario. 
 

Michael has a feature phone (on which the MIDAS interaction client software is 
installed).  He goes to a movie theater.  At the theater, there is a public display kiosk 
displaying previews of the feature movies.  The kiosk has no external input devices, 
because it is designed to serve multiple people at once and the display needs to be 
protected from the public from possible abuse.  So Michael uses his phone to connect 
to the application and interacts with the buttons to view specific movie information 
and selections for the movie and the seat.  At the same time, Michelle comes along 
with her latest smart phone equipped with voice recognition software.  She, too, con-
nects to the same application and uses the touch screen and voice recognition to se-
lect the movie and seats.  Michael goes to the nearby snack shop and notices a long 
waiting line.  This time, he connects to the snack menu application using MIDAS, 
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browses the choices, and makes an order, again using the buttons on his feature 
phone. 

 
In this scenario, some of the important objectives of MIDAS are highlighted. One 

is the accommodation of different models of interaction devices dynamically (e.g. 
feature phone, smart phone, hand-held media devices, etc.). Different models of smart 
phones differ in the display sizes, types of sensors, and processing power and can 
affect how the user wants to interact with the application. The accommodation must 
be “dynamic” in the sense that the middleware should adapt to the different device 
capabilities at run time (at least to some degree). Another related but distinct objective 
is to allow different interaction methods.  For example, in the above scenario, Mi-
chelle can choose to use the voice recognition or touch screen (or both) to interact 
with her latest smart phone. Finally, an important but less emphasized objective of 
MIDAS is the ability to coordinate interaction and share single application space 
among multiple users. MIDAS allows multiple users but the support for resource 
sharing and collaboration is only rudimentary. 

The scenario also illustrates the larger context for which MIDAS is to be used for, 
that is, a ubiquitous computing environment in which there are dichotomous  
re-sources combined dynamically to enable a wholistic computational service and 
inter-action experience. The environment will contain high powered and fidelity com-
puting, sensing and display resources (e.g. cloud, large location specific servers, high 
resolution display, sensor network) for things like processing large volume data and 
computationally intensive services for many users, while the individuals are expected 
to the lesser (e.g. mobile devices, wearable devices, hand-held media devices) mainly 
for interactional and personalization purpose. 

3.2 Operating Mechanism and Architecture of MIDAS 

Before presenting the overall architecture of MIDAS, we first go over the operating 
mechanism to help the readers understand the composition of MIDAS. 

Server and Client Connection and Loading of MIDAS Modules. MIDAS, as a 
middleware to achieve the aforementioned objectives, is distributed among the servers 
and interaction clients.  Aside from the MIDAS itself (running on the application 
server or client), there is a separate “Connection and Arbitration” server (dubbed 
“CAS” hereafter) that manages the connection between a number of available 
MIDAS-based applications (servers) and interaction devices.  The application servers 
register themselves with the CAS to announce its existence and availability to the 
potential client devices.  On the other hand, through the CAS, the MIDAS client 
devices can search for available MIDAS application servers that they can connect and 
interact to use.  To reiterate, we are envisioning that there can be number of different 
cloud/ubiquitous applications available accessible with one’s client interaction device. 
Once the client interaction device (i.e. user) chooses one of the registered available 
application service, it requests a connection to it through the TCP/IP. 
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In addition to this aforementioned role, the CAS also takes the role to relay the in-
teraction capabilities of the connected server and client device.  Both the server and 
client maintain a file describing its respective interaction capabilities.  For instance, a 
particular version of a MIDAS server might be equipped to handle 10 different inte-
raction methods, while the client device is only capable of two of them.  The interac-
tion methods acceptable to the application server and those that are available on the 
client are all described using an XML style “Interaction Resource” file, prior to the 
execution. 

 

Fig. 1. Interpreting the application’s user interface specification and sharing the event identifi-
cation codes for mutual understanding between the server and client 

User Interface Description and Management. Once the connection is established 
and proper modules all loaded, all possible “raw” client interaction events (e.g. touch 
screen click on a smart phone) must be mapped to the appropriate events in the appli-
cation. In order to establish this mapping, an explicit application user interface de-
scription file is used. Figure 1 illustrates this process. An XML based user interface 
specification for the application is shared and interpreted by the server and client. UI 
objects are instantiated on the server and client (if necessary) by the “Event Manager” 
module on the respective side. These “Event Managers” (which are part of MIDAS 
server or client) are tailored for a given platform, and thus, the UI objects will have 
different look and feel accordingly (see Figure 1). During this step, the UI objects and  
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the raw interaction events are assigned consistent indexed codes for identification on 
the either side.  This way, any MIDAS client can be used as interaction device and no 
application specific modules are needed on the client side. 

 

Fig. 2. The overall architecture of MIDAS 

Overall Architecture. Consolidating all the mechanisms as explained in the previous 
sections, Figure 2 shows the overall architecture of MIDAS.  The module manager 
on each side, load the proper MIDAS interaction information communication modules 
upon connection via CAS and by exchanging the mutual interaction capabilities (see 
previous subsection).  The Event Managers on the respective sides also generate a 
consistent event mapping structure exchanged over the network so as for the applica-
tion to invoke the right handler. 

There are various MIDAS “modules” for different predefined types of interaction 
methods. They can be roughly classified into three groups: (1) discrete event type 
(e.g. button press, gesture recognition), (2) continuous input (e.g. cursor movement), 
(3) mixed type (e.g. text box with string input), (4) no-op (e.g. when the client device 
is used only as a physical target.  For example, the touch screen on the client side 
would generate both “discrete” (e.g. button press) and “continuous” (e.g. finger loca-
tion) events and data. The discrete events would be directly relayed to the application, 
while the continuous data can be “adjusted” or “filtered” and rather relayed to the 
server’s system software to emulate mouse behavior. 
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4 Typical Use Cases 

4.1 Replicating Server’s User Interface on the (Multiple) Clients 

One of the most typical uses of MIDAS would be to replicate the server application 
user interface (or interaction objects) on to the client device for private interaction. In 
order for this to happen, the user interface of the server application is first described 
declaratively (using the XML based UI configuration specification format) as already 
explained. In run time, the UI objects described in the UI configuration file, would be 
created (and displayed if e.g. a public display was available). The client, upon con-
necting to the server, will first load proper middleware modules (for mapping the 
client’s various interaction events to those on the server side). Then the same UI con-
figuration file received from the server is parsed and interpreted to be replicated on 
the client side. Replication of the server’s UI components on the client side would 
ideally include an “adaptation” process for UI plasticity. Currently, MIDAS has only 
very limited such capability. Figure 1 shows an example with a simple application 
interface consisted of a text box, label and button replicated on the client device. 
 

 

Fig. 3. Four representative use cases of MIDAS: (a) one application, many interfaces, (b) one 
client device connecting to many servers (e.g. coffee shop application (left), movie theater 
application (middle), subway application (right)), (c) user interaction processing distributed 
among the server and client (e.g. tracking by server, and touch processing by phone), (d) simple 
change of the user interface through modification of the UI specification file. 

4.2 One Application, Many Interfaces 

Extending to the first style of interaction, MIDAS naturally allows many modes of 
interaction according to the client’s interaction capability.  In the first example, the 
client device could have had both a touch screen or voice recognition capability to 
generate an event to select a menu item, and similarly so, for different clients who 
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may possess different capabilities.  When the client has more than one method avail-
able for generating a particular event, MIDAS first asks explicitly the user to select 
the method (e.g. touch screen or voice recognition).  For instance, a client that can 
recognize 12 gestures might generate 12 events to the application events (e.g. Gesture 
1 to App. Event 1, Gesture 2 to App. Event2 and so on).  By default, the mapping is 
mechanical and arbitrary (e.g. in the implicit order of appearance in the UI specifica-
tion file), but also user configurable through explicit specification in the XML UI 
specification file (See Figure 3(a)). 

4.3 One Client Middleware, Many Applications 

With MIDAS framework, the interaction client needs only the middleware (i.e. no 
application specific program) in order to connect and use any applications developed 
and running under the MIDAS server middleware.  The same mapping mechanism 
and protocols are used for a client device to make input and receive output from a 
number of application servers as envisioned in the scenario described in Section 3.1 
(see Figure 3(b)). 

4.4 Distributed UI Infrastructure 

MIDAS allows different distributions of user interaction processing, at one extreme, 
where the server is responsible for everything and at another, the client.  For in-
stance, one can imagine a public server with the device tracking and gesture recogniz-
er that tracks and recognizes the movement of the LED light installed on the client 
device (See Figure 3(c)).  In this case, client device does nothing computationally, 
except for registering itself with the server and letting it know that it has the compati-
ble LED (used as the fiducial in tracking).  We can suppose another case where the 
client device is equipped with an acceleration sensor and producing a sequence of 
acceleration value profiles, filtered conveyed to the application for recognition only.  
Finally, the tracking and recognition may be done entirely on the client device and 
only mapping the gesture event to the server.  MIDAS’s distributed and flexible  
protocol allows different load sharing of the UI processing (both computation and 
sensing wise) and thus makes it possible to accommodate devices with a variety of 
capabilities 

4.5 Ease in the Application Development and Maintenance 

Since MIDAS middleware separates the interaction “methods” (e.g. gesture recogni-
tion) and “events” (e.g. “Button 1” pressed) that are realized by the methods, the ap-
plication development is much easier in that the developer needs not to worry about 
the various interaction methods available in different client device platforms (see 
Figure 3(d)).  Since abstract user interface specification is used, in which UI object 
attribute information is included (to some extent), changing UI look and feel (e.g. 
GUI layout, fonts, sizes) is also possible without explicit recompilation. 
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5 Discussion and Conclusion 

In this paper, we presented MIDAS, a user interface middleware (or server), that is 
designed to accommodate different client interaction devices for a given application. 
Migration and plasticity for multi-device interaction is needed because the computing 
service is again truly becoming centralized and ubiquitous (but transparently so, e.g. 
through the cloud), and on the other hand, the client devices are ever so diversifying 
in terms of their processing, sensing and display capabilities.  In particular, the mo-
bile clients will employ different interaction styles and input methods depending on 
the operating environment and conditions and application contexts [14]. MIDAS bor-
rows several concepts such as abstract user interface interpretation, distributed event 
processing, and decoupling of interface methods and abstract application events.   

MIDAS is an improvement to the latest approaches in migratory or plastic interface 
in mainly two ways. First, it focuses on supporting a variety of input methods. Prior 
approaches mostly have dealt with customizing application’s output on different plat-
forms.  However, MIDAS can also be extended further to support more plasticity for 
platform output presentation as well.  While output format customization would rely 
on conforming to certain adaptation rules (e.g. if screen size is reduced, reduce the 
button size in the same proportion), supporting a wide variety of and comprehensive 
input methods hinges on categorizing the input type, e.g. discrete event and data, con-
tinuous data, etc. and engineering a support structure that is as light and compact as 
possible. 

Secondly, MIDAS is flexible in the distributed composition of UI processing. The 
paper has presented two typical examples, one in which the server senses and recog-
nizes the user with the client essentially doing nothing computationally and another 
where, e.g. the voice is recognized on the client device (actually by connecting to yet 
another cloud server).   

While MIDAS, as currently implemented, offers basic components for dynamically 
leveraging the environment and individual resources (i.e. computers, sensors, dis-
plays), it still falls short to be of complete.  As already indicated, the output plasticity 
is either only ad-hoc or rudimentary at best.  While multiple users can be supported, 
concurrency control is not possible yet.  The scalability is in question; that is, archi-
tecturally, we would like to design a general purpose middleware to accommodate a 
comprehensive input methods rather than adding new MIDAS modules to each new 
interaction methods.  As alluded above, the crux will be in generalizing different 
input methods according to their event and data types, and designing a general yet 
flexible software architecture.  Despite its current shortcomings, we believe that the 
proposed framework is one way to realize the seamless computing environment of the 
future where processors, data, sensors, and displays are distributed ubiquitously in our 
everyday living environment. 
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Abstract. In recent years, various indoor tracking and localization approaches 
for usage in conjunction with Pervasive Computing systems have been pro-
posed. In a nutshell, three categories of localization methods can be identified, 
namely active marker-based solutions, passive marker-based solutions, and 
marker-free solutions. Both active and passive marker-based solutions require a 
person to carry some type of tagging item in order to function, which, for a mul-
titude of reasons, makes them less favorable than marker-free solutions, which 
are capable of localizing persons without additional accessories. In this work, 
we present a marker-free, camera-based approach for use in typical indoor envi-
ronments that has been designed for reliability and cost-effectiveness. We were 
able to successfully evaluate the system with two persons and initial tests prom-
ise the potential to increase the number of users that can be simultaneously 
tracked even further. 

Keywords: Indoor localization, Computer Vision, Pervasive Computing. 

1 Introduction 

Reliably localizing and tracking multiple users in smart environments has evolved 
into one of the main challenges of this research area. The knowledge of the users’ 
whereabouts is a central contextual information to an assistive system and oftentimes 
plays a pivotal role when such a system needs to decide, whether it is supposed to act; 
that is, whether it should influence the current state of its environment through its 
actuators. And although simple motion sensors can be used to provide for basic pres-
ence detection, much more sophisticated solutions are required for the concurrent 
localization of multiple people within the same area – or simply to distinguish be-
tween a person’s pet, and herself. 

In recent years, various indoor tracking and localization approaches for usage in 
conjunction with Ambient Intelligence systems have been proposed and there are 
even specific competitions with the intention of comparing the different methods’ 
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performances against one another [1]. We can distinguish three different categories of 
localization methods, namely active marker-based solutions, passive marker-based 
solutions, and marker-free solutions. Both active and passive marker-based solutions 
require a person to carry some type of tagging item in order to function, which, for a 
multitude of reasons, makes them less favorable than marker-free solutions, which are 
capable of localizing persons independently of whether they are carrying additional 
accessories. Examples for approaches from this latter category include capacitive 
sensitive floors [2], using microphones for the detection of subtle noises caused by 
movement [3], and camera-based approaches [4]. The three main criteria that all of 
these localization solutions are judged on are the total costs for providing them for a 
specific area, such as a private apartment, their reliability, and the amount of persons 
that can be tracked and distinguished by them at a time. 

In this work, we present a marker-free, camera-based approach for use in typical 
indoor environments, which allows the reliable localization of multiple persons. The 
system tested is able to successfully track two users in parallel.  

2 Related Work 

Detecting the presence and location of persons has been a research effort for many 
decades and as such, can now be achieved using a variety of technologies. Capacitive 
sensors use oscillating electric fields to measure the properties of an electric field, 
allowing the presence of a human body to be detected. Braun et al. have presented a 
system using electrodes laid out in a grid and hidden under floor covering to detect 
the location of one or more persons [2]. A similar system that integrates necessary 
electronics into a floor layer and communicates wirelessly to a central system has 
been presented by Lauterbach et al. [5]. Both systems furthermore allow the realiza-
tion of additional use cases, such as intrusion detection and fall prevention. 

Walking is creating a certain level of noise that can be picked up by microphones 
and used to infer the location of persons. Most of these systems use time-of-flight 
techniques; that is, calculating the distance of the source by measuring the time re-
quired for the signal to arrive at a specific location and triangulating its position [6]. 
While earlier system relied on speech to recognize sound sources [3], newer and more 
sensitive systems allow the detection of a person from the sound of the person’s foot-
steps [7].  

Another popular method is based on different radio frequency techniques, e.g., by 
measuring signal strength (RSSI) on different receivers and triangulate position [8] 
that require an active token to be worn. A newer approach is using tomography tech-
niques to measure the signal attenuation by human bodies [9] and allows localization 
without wearing active tokens. 

Finally, the method that our work is based on comes from the area of computer vi-
sion and uses different types of cameras [10], depending on visible light or infrared 
depth imaging [11]. Most systems use similar approaches that use background sub-
traction to detect movement in single images or time-series of images to infer the 
position of an object [4].  
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Fig. 3. Software’s main view 

 

 

Fig. 4. Camera properties (left), Statistics (center), Coverage analysis (right) 

The wizards of the software enable us to modify the position and orientation of 
cameras and check on the live camera stream. Once a camera is added, it is also poss-
ible to control the results of the image processing in a dedicated window and indivi-
dually set post-processing parameters, such as white balance and color correction 
(Fig.4. - left). The statistics window as shown in Fig.4 (center) gives an overview of 
available master nodes (mergers) and the load on all available CPU cores as well as 
the number of currently active threads. Finally, the coverage map shown Fig.4 (right) 
displays by color, which areas of the environment are currently covered by cameras, 
and by how many (red indicates blind spots, orange areas are in the view of a single 
camera, yellow areas are surveyed by two cameras, and orange areas are covered by 
at least three cameras). We have found that, as a rule of thumb, a reliable localization 
is achieved for all yellow and green areas (areas covered by at least two cameras).   
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Fig. 5. Before and after camera placement optimization 

An interesting feature of the software related to these areas of coverage is an opti-
mization algorithm for camera placement. Using the camera coverage area as a quali-
ty metric, a genetic algorithm is used to calculate optimal camera positioning. The 
algorithm is optimizing camera placement based on the number of available cameras 
and is considering wall and ceiling positions as an additional restriction.  

The software was created using C# and the .NET runtime environment. For image 
processing, we are using EmguCV1, a .NET wrapper for OpenCV2. This is a compre-
hensive image processing and computer vision library, which already provides many 
of the methods required.  

4 Prototype 

  

Fig. 6. Playstation Eye camera out-of-the-box (left) and hanging upside-down in the custom-
built stand (right) 

                                                           
1 http://www.emgu.com 
2 http://opencv.org/ 



 Marker-F

 

For our prototype set-up, w
because it is available at a l
such as frames per secon
contrast, as well as setting 
is crucial in image processi
cheaper variety web cams. 
the easy attachment of the
easily scalable, for our init
attached to each of those (
proven to be sufficient for 
nodes were running our so
and Intel Core i5). The 
(640x480). The CPU load a
be able to handle at least tw
erally shown to be fairly low

The system was installe
bined living room and kitch
the combined living room a
proximately 35 square me
(cupboards, desks, and the 
cial in order to guarantee g
tial for finding optimal cam
extend our prototype to all r

5 Evaluation 

 

Fig. 7. T

 

Free Indoor Localization and Tracking of Multiple Users 

we selected the Playstation Eye as the camera of our cho
low price and nevertheless allows the setting of parame
nd (FPS), deactivation of auto-white-balance and au
exposure and gain. Manually controlling these parame
ing applications and not a general feature available for
Additionally, we have designed a custom stand that allo

e cameras on walls, as shown Fig.6. While the system
tial tests we have used only two nodes, with two came
(which results in a total of four cameras). This setup 
 covering a large room (roughly 35 square meters). B

oftware on 64-bit multi-core processors (AMD Turion
cameras are running at 30 FPS and VGA resolut

and amounts of threads used indicate that each node wo
wice the number of cameras. RAM requirements have g
w. 

ed in our institute’s Living Lab, which consists of a co
hen area, a bedroom and an office. For our evaluation, o
and kitchen area were considered. The area covered is 
ters and is occupied by several large pieces of furnit
like). Therefore, a sophisticated camera placement is c
ood coverage. The software tools as described were ess

mera positions in this setting. As a next step, we intend
rooms of the Living Lab.  

The simultaneous detection of two persons 

355 

oice, 
ters 
uto-

eters 
r all 
ows 
m is 
eras 
has 

Both 
n 64 
tion 
ould 
gen-

om-
only 

ap-
ture 
cru-
sen-
d to 

 



356 A. Braun et al. 

 

As indicated before, we have been able to successfully test our prototype system 
(software and hardware setup) for the simultaneous tracking of two persons, using 
four cameras to cover an average-sized living room. By using the camera placement 
optimization algorithm, we positioned the four cameras on different corners of the 
room and thus maximized the area covered by at least three devices. The screenshot 
one can see on Fig. 7 shows the software’s main screen with the apartment’s map on 
the left and one camera’s viewing angle highlighted. The image stream of this se-
lected camera can be seen on the lower right. The frame on the upper right shows the 
persons that are currently tracked by this camera (supported by the feeds delivered by 
the other three cameras). Making use of small markers on the floor, we have been able 
to verify that our system’s distance estimation feature is already fairly precise for 
areas that are covered by at least three cameras (the estimation was rarely more than 
30 cm off the mark). The processing power of the two medium-class PCs we used for 
handling the four camera’s image streams proved to be more than capable for this and 
showed significant reserves. Based on this, we intend to build a new prototype system 
which will use only a single PC for handling four, six or maybe even eight cameras at 
once and which could then be used to monitor an entire small apartment.    

6 Conclusion and Future Work 

In this work, we have presented a system for the indoor localization of multiple per-
sons. Based entirely on affordable hardware and open source software libraries, we 
created a reliable, scalable and versatile solution for tracking up to two users within a 
large indoor area. The hardware costs for the system itself are approximately $100 for 
four cameras, stands and cabling. Because multiple cameras can be attached to a sin-
gle computer (mainly depending on its processing power), the overall costs of the 
system are not dependent on the number of cameras used. So far, we have been able 
to use our system for the tracking of two users in our equipped demonstration area. 
Additionally, we have integrated innovative aspects in the processing pipeline, such 
as camera coverage optimization using genetic algorithms and network analysis. 

Nonetheless, the prototype as presented in this work is merely an intermediate step. 
As future work, we intend to scale up the system to be able to cover entire apartments 
and multiple separated rooms. Also, the identification of specific users as realized in 
its current state is rudimentary at best and requires further testing. As a next step, we 
will thus test different identification features and investigate, how many persons we 
can easily differentiate. In terms of hardware we would like to evaluate different types 
of cameras, such as the Microsoft Kinect for depth imaging, which allows a more 
reliable background subtraction and thus is potentially better suited for scenarios 
where many users are present. Finally, we would also like to test self-organizing net-
works for smart cameras that perform image processing on an included chip and send 
features to each other using wireless communication systems. Self-localization and 
registration are further aspects we would like to explore in this regard. 
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Abstract. Mobile devices are rapidly becoming an indispensible part of our 
everyday life. Integrated with various embedded sensors and the ability to sup-
port on-the-move processing, mobile devices are being investigated as potential 
tools to support cooperative team interactions and distributed real-time decision 
making in both military and civilian applications. A driving interest is how a 
mobile device equipped with multimodal communication capabilities can con-
tribute to the effectiveness and efficiency of real-time, task outcome and per-
formance. In this paper, we investigate the effects of a prototype multimodal 
collaborative Android application on distributed collaborating partners jointly 
working on a physical task. The mobile application’s implementation supports 
real-time data dissemination of an active workspace’s perspective between dis-
tributed operators. The prototype application was demonstrated in a scenario 
where teammates utilize different features of the software to collaboratively as-
semble a complex structure. Results indicated significant improvements in 
completion times when users visually shared their perspectives and were able to 
utilize image annotation versus relying on verbal descriptors.  

Keywords: Multimodal interfaces, mobile computing, remote collaboration. 

1 Introduction 

Today’s global and on-the-move workforce relies heavily on digital, mobile 
communication technology and its expanding interconnected networks to effectively 
accomplish task. Although modern workers are connected to vast amounts of 
information though the internet and domain specific databases, they can still 
encounter scenarios and situations that are outside their expertise. Often workers are 
required to complete the tasks on their own accord or must wait for the arrival of an 
expert for additional assistance, both unfavorable in time sensitive situations.  

Before the advent of mobile devices such as smartphones and tablets, obtaining 
remote guidance was limited to information relayed orally between a worker and a 
remote helper, usually transmitted using a radio or telephone. However, as noted by 
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Wickens, Vidulich, and Sandry-Garza (1984), communication of spatial information 
is often more effective through a visual, rather than verbal, medium. Consequently, a 
collaborative technology which affords users the ability to represent and transmit 
spatial information pictorially, may positively impact performance. Transmitting spa-
tial information in the same modality may result in reduced uncertainty and misun-
derstanding concerning the content of a message, thereby allowing users to more  
accurately and succinctly convey information about current and projected future 
states. Our objectives were to design and implement a prototype multimodal mobile 
application for remote collaboration. We evaluated the effects of shared video and 
audio communication on cooperative team performance towards the completion of an 
abstract building task.  

Clark and Brennan (1991) discuss that in order to effectively collaborate, distri-
buted pairs need to have an interactive dialogue to gain mutual understanding and 
form a common ground. This concept of common grounding, or clarity of instruction-
al directives, can be achieved through various modalities. Gergle et al. (2004) report 
that “communicative information can be provided in the form of linguistic utterances, 
visual feedback, gestures, acoustic signals, or a host of other sources; all of which 
play an important role in successful communication” (p. 487). Utilizing multiple 
sources of information through multiple modalities is more effective than relying on a 
single source, such as verbal communication, to arrive at a common ground (Wickens 
& McCarley, 2008). For situations where the environment or situation can change 
abruptly, the ability to leverage several modalities and sources of information to 
maintain shared common grounding or situation awareness between the distributed 
parties is critical for a successful outcome.  

In this paper, we discuss the implementation and evaluation of a prototype multi-
modal mobile application seeking to facilitate remote collaboration. In sections 2 and 
3, we discuss related work and discuss the multimodal communication features cho-
sen for inclusion into our mobile application.  The purpose of these features is to  
support efficient communication grounding between collaborating remote partners 
working towards the completion of a physical task. In section 4, we report the evalua-
tion methodology and the results from an interactive demonstration of the mobile 
application, where teams cooperatively built complex models from building blocks. 
Finally, a discussion and future work section highlight how this research can be used 
to provide design and potential deployment of real-time decision making capabilities 
supporting distributed collaboration. 

2 Related Work 

Recent Computer Supported Cooperative Work (CSCW) research highlights several 
multimodal communication capabilities that show performance benefits when 
providing a shared perspective between Workers and remote Helpers. This is 
highlighted in a series of research efforts (e.g., Gergle et al., 2004; Fussell et al., 
2000; Kirk et al., 2007; Kraut et al., 2002; Kuzuoka, 1992) that have leveraged 
streaming video with bi-directional audio between collaborating team members. 
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Kuzuoka’s (1992) evaluation suggests that when Helpers are provided a shared 
perspective of the Worker’s active focus, they have better situation awareness of the 
task and can provide improved guidance specific to the Worker’s current needs. In 
addition, a shared perspective of the Worker’s activities allows the Helper to monitor 
and assess the Worker’s comprehension and accuracy (Kraut et al., 2002). Studies by 
Gergle (2005) and Fussell et al. (2000) suggest that the utility of sharing visual 
information positively affects the communication dialogue between Workers and 
Helper making the shared linguistic communication faster, less explicit, and more 
proactive then using audio alone during task completion. 

Building upon sharing streaming video and bi-directional audio, the ability to share 
real-time markup annotations has been shown to improve cooperative performance on 
physical task completion (Kirk et al., 2007; Ou et al., 2003; Stevenson et al., 2008). 
Ou and colleagues’ (2003) collaborative system DOVE (Drawing Over Video Envi-
ronments), permitted remote Helpers to draw markup illustrations on shared video to 
assist in remote guidance. Their findings suggest that the utility of markup capability 
“significantly reduces performance time compared to camera alone.” (p. 248). Kirk et 
al. (2007) and Stevenson et al. (2008) both describe systems that project remote ges-
tures and markups on top of the Worker’s workspace containing the physical task’s 
objectives. Their research showed that task completion times were shorter and fewer 
mistakes were made when utilizing markup capabilities in conjunction with shared 
visual and auditory information.  

A distinction that our current research makes from existing CSCW systems is the 
implementation of the various multimodal communication capabilities into the mobile 
domain. Specially, software development in the Android operating system supporting 
communication features executing on a mobile device thus enabling on-the-move, 
anytime, anywhere team collaboration. Based on previous work that demonstrated 
effective use of multimodal technology to foster distributed collaboration, we built 
and integrated custom software to enable, sharing video of the Worker’s workspace, 
sharing full-duplex audio between users, and the support of markup annotation on 
captured still images in our prototype tool suite. The overarching goal of this research 
and development effort is to leverage multimodal mobile capabilities to establish and 
maintain shared awareness, provide precise guidance, and facilitate effective collabo-
ration in a real-time, distributed task. 

3 Implementation 

We implemented the Worker’s mobile application on a Samsung Galaxy Tablet running 
Android and the Helper’s application on a personal computer running Windows 7. The 
mobile device’s back-facing camera was used to capture a series of 800×600 images. 
Acquired images were then compressed into JPEG format, and transmitted to the remote 
Helper at an average rate of 30 frames per second. Our system also incorporates full-
duplex audio communication. To transmit audio to the Worker, the Helper presses and 
holds a software button referred to as the push-to-talk button. Similarly, the Worker 
presses and holds a push-to-talk button to transmit audio. Initially, we considered  
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transmitting audio continuously by default, but we decided to incorporate the push-to-
talk buttons to lower network consumption. The system transmits both audio and video 
using the UDP network protocol. 

The mobile application’s interface displays the Worker’s video on the left half of 
the screen. The Helper can capture images from the Worker’s video, annotate them, 
and send them back to the Worker, where they are displayed on the right half of the 
screen. The Helper annotates images using drawing tools similar to Microsoft Paint. 
Every time the Helper draws on the image, the Worker sees the updates in real time. 
Figure 1 illustrates the process of capturing and annotating an image. 

 

 

Fig. 1. The Helper captures an image from the Worker’s video and annotates it to instruct the 
user on how to perform a task 

4 Evaluation 

To evaluate the effectiveness of the prototype mobile collaborative system two person 
teams had to work together to construct a multi-level, abstract structure with building 
blocks. The two people were separated from each other and had to utilize different 
features of the mobile collaborative system to build the structure. The Helper had a 
representation of the completed structure which they had to communicate to the 
Worker who physically assembled the blocks based on the Helper’s guidance. This 
task was selected because of the high degree of communication and cooperation re-
quired between Worker and Helper to complete the task successfully. This type of 
task requires detailed collaboration for block identification, orientation alignment, and 
location placement. The mobile features investigated were Audio, Video with Mar-
kup, Video with Audio, and Video with Markup and Audio.  

4.1 Participants 

Volunteers for this study included 32 participants (17 men and 15 women) ranging in 
age from 23-30 (M=25) years. The participants teamed up in pairs of two, consisting 
of a Worker and a Helper, collaborating using various modalities to complete the 
building task. All participants had normal hearing and normal or corrected-to-normal 
vision  
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4.2 Experiment Design 

A within-subject design, balanced using a Latin-square procedure was employed with 
the four levels of modality interface (Audio, Video with Markup, Video with Audio, 
and Video with Markup and Audio). All participants took part in a training session to 
familiarize themselves with the task and devices. The teams trained by collaboratively 
communicating with each other to construct one practice model per experimental 
condition. Teams were given the option for more practice trials; however, none of 
them felt the need for more. The four experimental conditions and building model 
configurations were randomized for each team. 

4.3 Apparatus 

Sixteen building block guides were used in the experiment. Each guide consisted of 
46 pieces and had three levels. The model pieces illustrated in the guides were ran-
domly selected from a total of 108 pieces that consisted of eight colors (orange, black, 
blue, red, yellow, brown, dark green, and lime green) and six sizes (1×2, 1×3, 1×4, 
2×2, 2×3, and 2×4 studs). The teams worked cooperatively to identify and place 
blocks onto a green board that measured 10 inches by 10 inches. Building blocks were 
located in a pile next to the green board. Worker used a Samsung Galaxy Tablet run-
ning our developmental Android application to interact with the Helper through a Wi-
Fi connection. The Galaxy Tablet was mounted on a stand above the green board to 
allow the participant to freely use their hands, as seen in Figure 2.  
 

 
Fig. 2. Worker’s Mobile Device Apparatus 

The Helper was situated in front of a workstation, which was isolated from the ex-
perimental area. The Helper’s workstation allowed them to communicate via voice 
and/or annotate images (depending on the trial condition) from the Worker’s tablet to 
assist them in their task. The Helper’s annotations consisted of free form shapes that 
were filled with selectable colors, as shown in Figure 3.   

4.4 Procedure 

The team, consisting of a Worker and a Helper, collaborated using various 
communication modalities to complete the building task. The modality interfaces 
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investigated  
 

 
Fig. 3. Helper's Workstation 

were Audio, Video with Markup, Video with Audio, and Video with Markup  
and Audio.   

In the Audio condition, the Helper had to verbally describe the color, size, orienta-
tion, and placement of the building blocks to the Worker from the active build guide, 
shown in Figure 4 (a). The Helper’s instructional dialogue describing the block and 
placement was not restricted in any manner, and it was left up to the teams to generate 
their unique shared common language used in the building process. The Video with 
Markup condition consisted of the Helper capturing a still picture of the Worker’s live 
perspective from the mobile device’s integrated camera. The still image could then be 
annotated in real-time on the Helper’s workstation. The annotation process required 
the Helper to select the color used in the annotation, followed by clicking and holding 
the left mouse button down while dragging until the desired shape was created.  Upon 
releasing the left mouse button, the markup annotation was fused with the still image 
and transmitted to the Worker, as shown in Figure 4 (b). The Helper could undo their 
annotation by selecting the right mouse button.  The undo process could be applied 
five times to clear past annotations.  If five corrections were not sufficient, the Helper 
could recapture a still image and apply fresh annotations. The Video with Audio con-
dition consisted of the Helper monitoring the Worker’s perspective while supplying 
verbal guidance to describe and place building blocks properly in the model. The 
Video with Markup and Audio condition combined the Audio and Video conditions 
so that the Helper and Worker were able to talk to each other as well as send anno-
tated images. In each condition, team members were asked to complete the task as 
fast as possible without making any errors. Immediately following each condition, 
both the Helper and the Worker independently completed the NASA-Task Load Index 
(NASA-TLX, Hart & Staveland, 1988), a validated measure of perceived mental 
workload.  
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Fig. 4. Reference Guide, Helper’s guidance to Worker, and Worker’s execution of guidance 

5 Results 

Accuracy was measured by accurately placing the specific building block in the cor-
rect location as determined by the building guide. All teams in all four experimental 
conditions achieved accuracy of the building task of at least 98.3 %. Thus team per-
formance was measured through completion time. Mean completion times for the four 
experimental conditions are presented in Figure 5.  

 

 

Fig. 5. Mean completion times for each of the four experimental conditions. Error bars are 
standard errors. 

Data from Figure 5 was tested for statistical significance by means of a 4 (condi-
tion) within- subjects analysis of variance (ANOVA). A significant main effect was 
found for completion time across the four experimental conditions, F (3, 42) = 34.2,  
p < .01. Post hoc tests indicated that teams completed the building task significantly 
faster in the Video with Markup and Audio (M = 625.0 s) condition as compared to 
Video with Markup (M = 735.1 s) and Video with Audio (M = 739.6 s) which were 
not significantly different from each other, but were both faster than Audio alone  
(M = 1490.3 s).   
 



 The Effects of Multimodal Mobile Communications on Cooperative Team 365 

Participants’ mean perceived mental workload scores for each experimental condi-
tion for the Helper and the Worker are displayed in Figure 6.  

 

Fig. 6. Mean TLX for each of the four experimental conditions 

A 2 (role) x 4 (condition) mixed ANOVA was completed on the NASA – TLX da-
ta in Figure 6. A statistically significant main effect was found for conditions,  
F (3, 177) = 14.39, p < .01. Post hoc tests indicated that participants rated the Audio 
(M = 39.92) as the most mentally demanding condition. Video with Markup and Au-
dio (M = 27.83) and Video with Audio (M = 29.31) were not significantly different 
then each other but were less demanding then Video with Markup (M = 33.23). No 
other source of variance was found to be statistically significant, p > .05.  

6 Discussion 

This study evaluated the effectiveness of distributed teams working together to build 
an abstract structure out of building blocks with the use of a prototype multimodal 
mobile collaborative tool suite. The developed software allowed distributed team-
mates to verbally communicate, share video imagery, and send annotated picture mes-
sages to foster team collaboration. Our results indicated that the use of multimodal 
communications on a mobile device improved team performance when collaborating 
on their task. While all teams successfully completed the task with a high degree of 
accuracy there were significant differences in the complete times based on the func-
tions available to the team. Teams performed the task quickest in the video with mar-
kup and audio condition and slowest in the audio only conditions. Both the Worker 
and the Helper rated the audio condition as the most mentally demanding condition.  

The audio condition serves as a baseline condition to compare the additional features 
of the mobile prototype tool suite against since a majority of real-time coordination 
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between distributed teammates is currently accomplished this way. This study replicated 
many of the earlier studies (Gergle et al., 2004; Fussell et al., 2000; Kirk et al., 2007; 
Kraut et al., 2002; Kuzuoka, 1992) that showed improvement in task performance when 
a common ground was established by use of shared perspective as well as the transmis-
sion of annotation of images to convey directives (Ou et al., 2003; Stevenson et al., 
2008). The integration of voice communication with the ability of the Helper to view the 
Worker’s environment and freely annotate and transmit images was found to be the 
most effective condition to complete the task quickly and accurately.                   

This study extended the aforementioned CSCW studies in that the coordination be-
tween distributed teammates was done on a mobile device. This is a critical addition 
to the field of collaborative technologies in that it allows these tools to be more ac-
cessible to the general public who normally utilize mobile technologies. This proto-
type multimodal mobile tool affords users the capability to seek remote guidance 
outside of one’s knowledge base in real-time and uninhibited by location, as long as 
there is connectivity for the mobile device.      

7 Future Work 

The ability to share a visual perspective between collaborating partners has been 
shown to enhance cooperative performance. A limitation to the existing visual 
dissemination capability is that the Helper only receives visual information on what 
the Worker is currently focusing the mobile device’s camera on and is constrained to 
the camera’s field of view. This “soda straw” perspective can reduce the Helper’s 
overall situation awareness and requires them to rely on the Worker to modify and/or 
expand awareness through camera movements or panning. Therefore, an extension to 
the visual capturing feature that would improve the Helper’s ability to collaborate 
could be a virtual immersion in the Worker’s scenario. This can be achieve through 
computer vision techniques that stitch a series of individual snap shots to form a 3D 
perspective similar to Google’s Sphere, as depicted in Figure 7. The new perspective 
of the Worker’s workspace can give the Helper the freedom to pan, zoom, etc. to 
obtain the necessary vantage view angle to provide better communication and 
guidance.  

 

Fig. 7. Immersive 3D scene generated from a series of Worker’s still images 
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Abstract. Performing music as a group—improvised or from sheet music—is 
an intensive and immersive interaction activity that bears its own aesthetics. 
Players in such a setting are usually skilled in playing an instrument up to the 
level where they do not need to focus on the “operation” of the instrument, but 
can instead focus on higher-level feedback loops, e.g., between players in their 
section or the entire group. Novel technology can capitalize on these higher-
level feedback loops through the creation of interactive musical instruments that 
stimulate playing in groups (collaborative music rather than parallel music). 
However, making this experience accessible to fresh or novice players involves 
two challenges: how to design (1) musical instruments for such a setting and 
experience, and (2) instrument support that extends the interaction between 
players to their instruments. This allows to interact not only via their instrument 
with other human players, but directly with other instruments, producing a 
much richer and more intertwined musical experience. The paper shows results 
from a class of design students and reports on the lessons learned. 

Keywords: Design, Interaction design, System design, Music, Improvisation, 
Co-creation. 

1 Introduction 

Group music performance is one of the oldest interaction settings dating back thou-
sands of years in human history. While the musical instruments have certainly 
changed over time, the actual interaction between players has remained a constant 
factor, resulting in a direct, immersive and expressive experience that is joyful not 
only to the musicians, but also to the audience. Our current time allows for the crea-
tion of novel musical instruments once more, with the advance of embedded and net-
worked technology. These allow us to take on another approach to group music where 
the instruments themselves can take on a more active role, resulting in a new expres-
sive aesthetics. 

In the design of aesthetic musical experiences as we approach it in this paper, three 
important notions are explained as preliminaries: (1) group improvisation as the activ-
ity that has the main focus in this paper, (2) extension of control as a necessary ingre-
dient to new ways of improvisation, and (3) new musical instruments as the means to 
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realize new musical improvisation experiences. These three are explained in the  
following. 

1.1 Group Improvisation 

In this paper, we focus on musical improvisation in group settings. In our view this 
activity involves multiple simultaneous feedback loops of musical expression [1] as 
shown in Figure 1. We see these loops as universal attributes of group music perfor-
mance, whether played from sheet music (e.g., in a classical orchestra) or without 
(e.g., in a jazz quartet). We illustrate these loops first, before moving to the topic of 
group improvisation. 

 

Fig. 1. Different layers of feedback loops in musical performance  

Firstly, no matter the musical setting or situation, a musician interacts with his 
musical instrument. The musician plays the instrument, which in turn generates a 
sound, to which the musician can respond (e.g., in intonation or expression). This 
feedback loop is at the core of playing music. 

Secondly, in any setting involving musical interaction (e.g., multiple musicians to-
gether or a single musician and a play-along CDs) a musician can belong to a section. 
For example, a drummer and a bass player both belong to a rhythm section. All musi-
cians within a section have to sound well together, which adds a feedback loop to the 
aforementioned one. 

The third feedback loop originates when sections start belonging to a larger musi-
cal body. For example, a cellist (feedback loop one) in a classical orchestra belongs to 
the cello section (feedback loop two), but also to the string section (consisting of the 
first and second violins, violas, cellos and basses, feedback loop three). Moreover, the 
string section belongs to an even larger body: the orchestra. 

To keep all these sections musically aligned, orchestras have a conductor who im-
poses his interpretation on the orchestra. This adds a fourth feedback loop. In jazz 
bands the role of the conductor often moves from musician to musician within a sin-
gle piece of music. 
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The fifth feedback loop we identify is the one involving the audience: when the au-
dience is enthusiastic typically musicians start performing better. 

The sixth feedback loop we identify is less direct, but a feedback loop nonetheless: 
delayed feedback on your performance through sales, downloads, streams, Facebook 
likes, Tweets, etcetera. Clearly this feedback loop is of a different character than the 
previous five, but also one that may become more relevant in the near future. 

As mentioned, we consider these feedback loops not unique for improvised group 
music, but pertaining to group music in general. What interests us in group improvisa-
tion though is the how the feedback loops are dependent on self-organization. Let us 
explain this.  

Transcribed music has a clear organizing factor: the sheet music. Despite the open-
ness for music interpretation or the relativity of tempi (allegro ma non troppo) or 
expressions (crescendo poco a poco) sheet music gives a common direction to all 
involved musicians. In improvised music much (not all) of this direction is absent; 
often music originates ‘on the fly’, depending on factors such as the group composi-
tion, the setting, the musical backgrounds of the group members, and more. This 
makes that a single musical design (e.g., a jazz standard) will sound differently each 
time. 

From an interaction design perspective we find this highly interesting as it opens 
up a new domain of musical instruments in which technology-mediated, interactive 
musical instruments can lead to a new musical aesthetics. We elaborate on this in the 
next section. For example, we foresee that extending instrumental control among 
musicians (on which we elaborate in the next section) will lead to a different form of 
instrumentalism, as it will require musicians to accept other musicians to have an 
influence in the first feedback loop described in this section. As a consequence we 
anticipate that this will have repercussions on most of the other feedback loops, as 
shared control redefines the (self-) organizational structure between instrumentalists, 
sections etcetera. This will hopefully not only lead to a new aesthetics of instrumen-
talism alone, but also of group musicianship and of the resulting music. 

1.2 Extending Control 

In traditional group music settings, interaction happens usually non-verbal (to not 
disturb the music, or because one’s voice would not carry over the music) using sign 
language, gestures, mimics, but mostly by listening to other instruments and watching 
other players play their instruments. Using this as an input, the players will adapt, for 
instance, volume, attenuation, and tempo of their own play–basically the application 
of multiple feedback loops as shown above. The connection between a player and 
other players’ instruments is unidirectional in this process: the player can only perce-
ive sound coming from another player’s instrument, but not influence it–only indirect-
ly, by influencing the other player. See Figure 2 (left side) for a visualization of this 
principle: players interact bi-directionally with their own instruments and with other 
players, and uni-directionally with other players’ instruments. 

What if a player could also influence the instruments of certain other players?  
As one can see from Figure 2 (right side), which shows a visualization of this new 
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principle, the network of connections between players and instruments is denser and 
entirely bi-directional: players interact both with their own instruments, other players, 
and their instruments. 

 

Fig. 2. Interaction modes in traditional music performance settings (left side) and in the pro-
posed new setting (right side). Human players at the top interaction with each other, but also 
with their instruments denoted at the bottom of each figure. 

This new interaction creates richer feedback loops, and necessarily adds to the 
complexity of the performance. In addition, this interaction mode changes how play-
ers perceive the setting of the performance: there is less a strong and exclusive bond 
between players and their own instruments. Instead, instruments become shared arti-
facts–same as the music has been already [2]. 

1.3 New Musical Instruments 

Musical instruments have grown more sophisticated and nowadays allow for much 
richer expression. However, at the same time, the level of skills required to play state 
of the art musical instruments is higher than ever before. Some instruments cannot be 
played properly without years of (formal) training. Some instruments are too large or 
expensive to be owned and played by one’s own will. Finally, nowadays frequent, 
ubiquitous, and high load music consumption has nurtured our tastes to a level where 
listening naïve musical expression or even just the sounds created by musical instru-
ments are often not appreciated anymore–we simply do not enjoy the music we are 
able to create [3]. 

In the remainder of this paper, after showing related work, we will report on the 
process and outcomes of designing for group music improvisation, which is suc-
ceeded by important lessons learned. The paper concludes with a summary and an 
outlook on future steps of this line of design research. 

2 Related Work 

Although related work (interactive musical instruments designed specifically for 
group improvisation) is scarce, the history of interactive, electronic musical instru-
ments in general is rich. Typically the Theremin and the Moog synthesizer are seen as 
pivotal milestones in this history, but recent work is superfluous and compelling. For 
example, Bevilacqua et al. explore digitally enhanced bow gestures in their  
“Augmented String Quartet” [4], IRCAM’s MO project [5] offers a modular system 
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allowing for the exploration of gestural interfaces for musical expressions, while other 
extend to mimics [6] or shift the interaction to collaborative objects [7], for instance, 
reacTable [8], which is a widely acclaimed interactive music tabletop. Another objec-
tive in this project was to open access to improvisation [9] as well as extending the 
control of musical instrument operation [10]. 

3 Designing for Group Music Improvisation 

The challenges scoped in the introduction section are addressed in this section, de-
scribing the course of 5-month-long design project carried out by 20 Industrial Design 
undergraduate students. The project was initially framed as a system design project, 
but that alone would not properly capture the complexity: it is rather a setting, in 
which multiple designers collaboratively design a multi-user system consisting of 
multiple (radically) different and unique devices acting individually and as a whole. 
Designing for this new situation is easier said than done. A profound difficulty is that 
we seemingly cannot simply transfer our ‘designing for interaction methods and tools’ 
to this new paradigm. This has several reasons. Firstly, the systems we are aiming at 
are essentially too extensive and our targeted user-groups too heterogeneous to simply 
choose an approach (e.g., bottom-up or top-down) and start designing. Moreover, as 
designing for systems is relatively uncharted territory, we even don’t know if these 
existing approaches apply or if we need an alternative hybrid approach [11]. Second-
ly, the interaction with systems appears to be different than with interactive standa-
lone products as systems are more focused on facilitating opportunities for behavior 
rather than on disclosing functionalities. 

The goal was a Group Music Improvisation System (GMIS) and students focused 
on different parts of the system, e.g. sound generation, sound modification, and tech-
nical infrastructure. We will first look at the process, how the designers approached 
the project and moved on to their own sub-projects, always with the GMIS in mind. 
Then, we will present the outcomes of this project, a number of instrument prototypes 
and the system as a whole. 

3.1 Setup and Process 

As described in the previous section we anticipated the requirement for a different 
design approach towards this project, for various reasons. To streamline the project as 
much as possible we stimulated all students to act as much as they could as a self-
organizing system themselves, in order to have them co-shape the project and get grip 
on (musical) group dynamics. We organized weekly and bi-weekly coaching sessions, 
as well as regular jam sessions during which students could try out experiential mock-
ups and prototypes of their designs together. In addition to these activities several 
workshops and invited talks were organized, for example involving a designer and 
maker of traditional musical instruments, and a composer and performer of contempo-
rary electronic music. 
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All students were stimulated to design in iterative cycles of designing, building and 
evaluating models and experiential prototypes of different levels of detail, using a 
process known as the Reflective Transformative Design Process (RTDP, [12]), with 
which they were all well-acquainted. One of the fortes of this process is that it is high-
ly flexible and not prescriptive; in other words it allowed for exploring hybrid systems 
design approaches. 

3.2 Outcome 

The outcomes of the design project were plenty, about 16 devices or installations 
from 20 students, some of which were working in groups of four. As already men-
tioned in the process section, self-organization happened–although quite late in the 
process–in the form of multiple dimensions (as depicted in Figure 3).  
 

 

Fig. 3. Dimensions of outcomes as observed from the project: melodic–rhythmic (vertical), 
instruments–modifiers (left front to right back), multiplayer–single player (left back to right 
front). 

Most importantly, the students divided into a large cluster creating music instru-
ments, called generators, and another large cluster working on sound effects, called 
modifiers. The former mostly used tactile input captured by different kinds of sensors, 
mapped this to sound parameters, and finally emitted sound. The latter used, for in-
stance, microphones and live sampling techniques to acquire sound input, which in 
turn could be processed and emitted again. Other modifiers used tangible interaction 
to shape the sound such as shown in Figure 4. The processing was determined by, 
again, tactile input. This dimension is shown in Figure 3as one horizontal axis, which 
is crossed by the other two important dimensions about users (multiplayer vs. single 
player) and about musical attributes (melodic vs. rhythmic).  

As shown in the introduction, this design project had also the objective to extend 
control and likewise enrich the feedback loops in action during a performance. The 
mapping of user and instrument is important, and the outcome showed that both sin-
gle user instruments as well as collaborative multi-user instruments were possible and 
could contribute to a diverse and rich performance. 
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Fig. 4. Sound modifier, which uses tension on ropes attached to (or simply grabbed by) differ-
ent players to modify sound. Ropes with same-colored handles have a mutual influence. 

 

Fig. 5. Glove tangible sound generator. From textures sound is generated upon touch and strok-
ing motions. Can even be played rhythmically. 

The third dimension of outcome can be found in the content of produced sound and 
music, however naturally attributed more to sound generators than modifiers: some of 
the designers focused on interaction that produces melodic sound, aiming at pitch, 
tone, and tonal changes. The reason we distinguish this from more rhythmic instru-
ments is that indeed most of the melodic instruments could be played with rhythmic 
accuracy and instead allowed players to work out aesthetic melodies or harmonics. 
The sounds produced by these instruments were, for instance, long tones, with slow 
transients and attack times, and long or undefined decays. Another example of focus-
ing on the aesthetics of sounds was an instrument, with which the player could ex-
plore and play haptic textures of various materials (see Figure 5). On the other side of 
the spectrum, rhythmic instruments were usually very accurately playable, sometimes 
even purely acoustic instruments, sometimes relying on sampling and percussive 
sound generation. 

4 Results 

The results of this project can be seen from two angles: process and actual outcome. 
Both are worthwhile to report on and shed light on the overall task of designing for an 
aesthetic experience of interaction in a group performance. 

The kind of design process students applied was no surprise, as they had learned 
and adopted a design process [12] that focuses on the individual designer with sup-
plementary collaborative activities. This slowed them down in the first part of the 
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design project. After a few weeks, we could however observe changing patterns: bet-
ter communication and self-organization happened. Communication changed in terms 
of focus, from technology and prototyping, to what the students actually wanted to 
achieve in terms of music and experience. Self-organization at group level helped to 
focus on different aspects of the experience, such as sound generation and sound 
modification. 

The process observed by us is very much characterized by rapid swings in terms of 
ideas, scopes, and technical foundations. As with any other explorative process, the 
swings are large in the beginning when most explorative action happens, and only 
over time processes stabilize until the point a narrow project is scoped and can be 
followed-through with minor changes. The problem arose when the design processes 
and swings of multiple designers were not synchronized and would not converge in 
the end. When reaching the final stage of the process, the processes should continue 
in parallel, which was what we had envisioned when setting up the design project. 
Unfortunately this could hardly be observed. 

The outcomes of this design project were diverse and certainly product of a chal-
lenging process, however, the concepts and prototypes did not work as intended in a 
systematic way. We had aimed for truly connecting instruments and a lively jam ses-
sion at the end, but the instruments did not work out that well due to (human) com-
munication problems, which were pretty much unlike we have encountered before. 
Designing systems is a hard task, especially with multiple designers involved. The 
design students found it hard to focus on both micro and macro level, i.e. to design a 
musical instrument individually, and a system together. This required not only another 
perspective on design responsibility in the students, but also a certain acceptance of 
self-sacrifice: designing as a system demands individual designers to ‘kill their darl-
ings’—their part in the sum—for the sake of the whole. However, it is also clear that 
16-20 different instruments, influencing each other would not only be a huge technic-
al challenge, but also not produce the intended sonic results. A positive result from 
this design project is indeed that the designers interpreted the rules of the briefing 
such that also smaller, more effective teams were permitted. Thus, cluster of 2 to 4 
designers emerged which jointly created instruments that could influence each other 
(at least conceptually) and that also produced sound complementary in pitch, tone, 
volume, rhythm, and texture–in short, a manageable experience both for the players 
and the audience. 

5 Conclusions 

Did this study reveal a new aesthetic experience of interaction in a group perfor-
mance? Looking at the division we made in section 1.1 (aesthetics of instrumentalism, 
of group performance and of the resulting music) we have to conclude that we are not 
there yet: most of the results were similar to related work, which does not mean that 
this work is not aesthetic—on the contrary—but simply that we were looking for a 
novel aesthetics based on the effect of extended instrument control. The majority  
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of resulting designs hinted at this, but not more than that, although we saw very inter-
esting directions in force-fit combinations of modified acoustic instruments, fully 
digital instruments and (loop) modifiers. These seemed to generate an intriguing mus-
ical aesthetics, which is arguably not novel, but can be capitalized on in future studies. 

We saw one prominent exception though. One of the students designed a very in-
teresting set of instruments—one two-stringed tonal synthesizer and an augmented 
percussive instrument—in a 3D surround sound setting, where both instruments had 
their own behavior but were also open for one behavior modification by the other 
instrument. This meant that the percussive instrument could influence the pitch of the 
tonal instrument, and the tonal instrument the attack of the percussive instrument. The 
output of the tonal instrument was omnidirectional, but the percussive instrument 
moved around randomly in the 3D surround sound space, which added an intriguing 
additional feedback loop to those mentioned in Figure 1. Both instruments had a 
learning curve, which kept them interesting and challenging for the instrumentalists. 

This set of instruments was used in two live, improvised performances by two of 
the design coaches, semi-professional musicians themselves (drummer and bassist). 
Their experience as traditional musicians helped un-steepening the learning curve of 
the instruments, but the diminished control over their instrument’s musical contribu-
tion demanded a new musicianship: they were forced to search for their (individual 
and collaborative) aesthetic appreciation of their (individual and collaborative) music 
while performing. This made that the music itself played a more prominent role in 
directing the musicians, rather than the other way around. 

As shown above in the results section, the design process taken by most of the stu-
dents was not collaborative and converging enough to succeed. The students did not 
conceptualize via the aesthetics of interaction that a group music improvisation sys-
tem should embody (including the sound and music it should product), but instead 
focused too much on actual instruments, technology and connectivity. In the coming 
iteration of this project, students need to be given more guidance and direction in the 
first part of their projects to gain the right momentum and understanding of the differ-
ences in this design process compared to design processes they have learned and ap-
plied in the past. This will be done by requiring all students to first think about the 
sound and music they would like their instruments to produce, instead of conceptua-
lizing the instruments directly. These sound and interaction concepts will be docu-
mented and presented by means of video prototypes early in the design process.  

The second aspect that needs revision is the technical infrastructure that supports 
the connectivity. In the coming iterations, all students can rely on a common infra-
structure made of open-source building blocks that are not too challenging to program 
and still allow for the right amount of flexibility to design new instruments. 
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Abstract. Proxemics is the terminology used to describe spatial relationships 
among humans while communicating with each other. It could be interesting to 
apply the proxemics theory to the domain of human computer interaction, 
namely proxemic interaction. Computers, unlike people, find it hard to interpret 
instantly and precisely the user’s nonverbal hints, such as body postures, 
movement, and distance. With the development of computer vision, these tasks 
can be performed with simple devices. In this paper, we build the abstract mod-
el for calculation in proxemic interaction, and further illustrate the prototype 
based on research life in the lab. We then describe evolution of the prototype 
through investigation of proxemic interaction. Finally, we ask users for their 
opinion via a preliminary user study and usability test. Our study shows that us-
ers are attracted by this kind of interaction, and especially by the application 
scenario in the lab with a large public screen. 

Keywords: Proxemics, Proxemic interaction, Public screen, implicit interaction. 

1 Introduction 

Proxemics is a psychological concept, which is nonverbal terminology. It is defined 
as “the interrelated observations and theories of man’s use of space as a specialized 
elaboration of culture”. Edward T. Hall [4] identifies two overreaching categories, 
personal space and territory. He divides the space around a person into four categories 
- intimate, personal, social and public space, though these partitions could vary ac-
cording to culture. It should be mentioned that proxemics rely not only on culture but 
on gender. Researchers found that men encroach frequently on a female’s space, 
while the female is reluctant to “violate” a man’s personal space [6]. In recent years, 
proxemics has been transplanted to artificial intelligence, ubiquitous computing and 
human computer interactions [2,3,5,7,8]. As a development of ubiquitous computing 
and computer vision, it is now possible to make computers measure the user’s spatial 
relationship by means of a camera, passive markers or other technologies. Proxemic 
Interaction (PI) normally considers five factors:  distance, orientation, movement, 
identity of entities, and location of feature [2].  Distance and movement imply the 
entity’s (in this case the user’s) intention of interaction. Orientation implies the user’s 
focus of attention. Identity and location are useful contextual information. Location 
refers to layout of the fixed or semi-fixed features around the proxemics interaction 
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environment. We could explore many interesting interaction modes with single factor 
or multi-factor combinations, in particular with the application relating to a public 
screen [8], as a public screen could be deemed a “virtual” user rather than a passive 
machine. In this way, we could communicate with a public screen implicitly and natu-
rally, just like we would communicate with another person, instead of explicitly and 
rigidly commanding “operation” of a machine. A public screen mounted in the public 
space of the lab (such as a coffee room) or bus shelter is a practical way of exploring 
PI usability. As there is a diversity of users with different genders, cultures and ages. 

We first build the PI model based on a single detector. Then we describe the PI 
scenario with a public screen in a research lab, and present our prototypes. We end the 
paper with an analysis for usability tests and our proposal for future work.  

2 User’s Behavior Model 

As aforementioned, PI needs to consider at least five factors. Among them, distance, 
orientation and movement are base sets to calculate user’s proxemics relative to a 
public screen equipped with a detector.  In this case, we abstract 3-dimensional coor-
dinates (Fig. 1): (0, YC, 0) are the coordinates of the screen equipped with detector, 
YC is the detector height, and (XU, YU, ZU) are the user’s coordinates, where YU is 
the user height. This abstraction is not fine-grained, as it abstracts both user and 
screen as points. Nevertheless, it is sufficient to calculate the three factors for the 
spatial relationship. If there is more than one user, we could also add them as points, 
and calculate their relative positions.   

 

 

Fig. 1. PI coordinates 

The user’s movement in front of the screen is continuous. To track the user’s move-
ment, we change the user’s coordinates from (XU, YU, ZU) to (XU, YU, ZU, TU) where 
{TU} is the user’s time point in one position. 

For the same user, {YU} does not change during interaction. It could be simplified 
as (XU, ZU, TU): we pick up three points every 2 seconds, then obtain a vector  = 

(XU, ZU), in which case || ||=  is the accurate distance of user to screen. 
Then, with time as one parameter,  = (XUt, ZUt, t), || || , x∈{t, t+2, t+4} 

If || || || || >µ, || || || ||  >µ, the user is walking away 
from the screen, If || || || || >µ, || || || ||  >µ, the user is  
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approaching. Where µ is a threshold, if it is a small value, PI will be more nimble, 
otherwise it will be more blunt. With this model, we could calculate the user’s posi-
tion instantly and predict the user’s potential movements. However, we do not  
take orientation into account. For PI with a single screen, orientation is not always 
necessary. 

3 Scenario of Proxemic Interaction on a Public Screen 
Deployed in a Research Lab 

We build an application based on professional life in a research lab (Fig. 2). Just as in 
our lab, there is a diversity of users, with students from China and France, as well as 
many potential users from different countries as visitors.  

 

 

Fig. 2. A public screen in the lab 

We divided the space in front of the screen into three partitions, as follows: 

• Public zone (PZ): users in this zone can always view public information at a 
glimpse while passing by. If they want to check details, they will enter next zone; 

• Interaction zone (IZ): users in this zone are recognized, and the screen displays 
limited personal information. E.g. it displays “Hello, Mr. Andrew” instead of “Hel-
lo, Jack Andrew”: this trick attracts users and meanwhile protecting privacy; 

• Confidential zone (CZ): users in this zone obtain a part of the screen which is 
strictly reserved for them (by choice), i.e. personal display space (PDS). This space 
displays personal information that the user authorizes to display, and the PDS 
moves along with the user in front of the screen.  

This zone classification is not strict. If we are more concerned with privacy, we could 
add another zone between IZ and CZ, and vice versa. Except for the proximity fea-
tures, the screen should also include some other features as follows: 

• It is networked. Each member of the lab could update the personal contents via 
their own computers, and customize the personal information to be displayed. 

• It is multi-partition. It could thus be used simultaneously by several users publicly 
and privately, as well as with simultaneous implicit and explicit interaction. 

• It supports multi-person collaborative interaction. Users in CZ involved in collabo-
ration work could easily exchange resources with one another. 
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Since the screen offers ambient and contextual awareness, we identified six questions 
to guide interaction design, known as 5W [1] 1H:  

1. WHO, who engages in interaction?  
2. WHEN, when does the user arrive? And how long does he stay?  
3. WHERE, where is the user positioned near the screen? 
4. WHAT, what does the user want? 
5. WHY, why do users adopt that kind of behavior? Interpret user’s activities. 
6. HOW, How multi-user interact collaborative with each other? In fact, as we will 

consider interaction with mobile devices in the future, we need to clarify how users 
interact with or without mobile devices. 

To study how to take the six factors into account, based on discussion in the lab and 
user study we identified five typical scenarios (Table 1) 

Table 1. Scenario Classification 

 Morning Noon Evening 
Single User 1 2 3 

Single User in CZ with Others waiting in IZ 4 
Multi-user collaborative interaction in CZ 5 

Scenario 1:  a user named Jack ANDREW comes to the lab in the morning, and 
goes to take a coffee. When he enters the coffee room, he can see the general mes-
sage from the screen hung on the wall, such as: 

• Recent conference call for paper; 
• Lab news, such as new publications, lectures or meetings; 
• Technology news, related to the domain; 
• Status of laboratory members, such as attendance status; 
• New ideas shared by others for brainstorming. 

Then, if he is interested by the new idea shared by another student, with his coffee, he 
steps into IZ. More details about each message will be displayed. Meanwhile the 
screen rapidly recognizes him, and pops up a banner at the bottom of the screen say-
ing “Good Morning, Mr. ANDREW”, along with some thumbnails of his personal 
messages, such as, “you have 7 new e-mails and 1 forthcoming conference”. 

If he just wants to check the new idea, then he waves this out by gestures, and rais-
es his hand to select and browse details. One moment later, he finishes his coffee, and 
if he just walks away, the screen will return to the neutral state. Otherwise, if he 
thinks the idea is fairly interesting and wants to add some comments, then he steps 
further into the confidential zone. 

Once he steps into CZ, a dialog box pops up to ask him whether he wants to be as-
signed a PDS. If he selects YES, all his personal information that he authorized will 
be displayed in PDS. Meanwhile, the other parts of the screen continue to be reserved 
for public information. If he chooses NO, some available operations menus arise  
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surround the “idea” Textbox. He adds comments and sends it to the proposer. After-
wards, he turns back and leaves, and the screen resumes its neutral state. 

Scenario 2: Jack comes back at noon, it is now lunch time. He doesn’t want to eat in 
the university canteen today. He decides to eat outside with some friends. He walks 
directly to the screen IZ, after analyzing his personal tags, “I like sushi, and pasta”, 
then compares with his history: for example, if he ate in an Italian restaurant last 
time, the screen displays the Japanese restaurant as priority, with the discount infor-
mation. He could wave his hands to select. Then if he wants to check details, he 
could just step into CZ, and the details of the selected restaurant would be displayed. 
He could drag the details into his PDS, and then once he logs in his personal account 
with his mobile phone, he could view the details, such as the address and telephone 
number, without bothering to take a photo of the map, or noting anything down.  He 
could invite others by dragging this information to their icons on the screen sidebar. 

Scenario 3: Jack finishes his job and wants to leave at 6 pm, he comes back to the 
screen, and stands in IZ. According to the time, the system infers that he wants to 
leave for home. Then it checks his history: if he prefers to take the bus every day, it 
will display the time of the next bus in large text. If he has a car, then the screen will 
display the traffic information on the map instead of the bus. He does not need to 
enter the CZ, unless he wants to check the detailed bus timetable. Before leaving, he 
wants to make an appointment with a professor. So he steps into CZ and clicks the 
professor’s icon, checking when he is available. He just needs to select one idle time, 
and the screen saves the appointment request automatically. He could also write 
some remarks and then send them. The professor can read the message once he is in 
the screen IZ, or he could check this by email as well. 

Scenario 4: If Jack is in interaction in CZ, while other users are approaching and 
waiting in IZ, the size of the PDS assigned to Jack will be reduced to protect privacy, 
and also save more space for other people receiving messages. 

 Scenario 5: Multi-users refer to two or more users in CZ. With respect to the lab’s 
practical situation, there are several possibilities according to user roles: 

• Two visitors: they are not recognized, so the screen displays public info for them; 
• Two members of the lab, who are not familiar friends. This could be inferred by 

the distance between them. As strangers tend to stand separately. The screen thus 
assigns two PDSs relatively far from each other in order to respect their privacy. 

• Two members of the lab, who are friends. Contrary to the last situation, these two 
will stand close together, and thus have two PDSs displayed close to each other. 
Users could also select to merge their PDSs, for easy sharing of some contents.  

• One member and one visitor: the screen just displays info related to the member, 
ranging from general to personal. The visitor will only see the public message. 

4 Prototype Evolution of the PI Public Screen in the Lab 

We have designed and developed two prototypes: one paper prototype and another 
low-fidelity PI public screen prototype.   
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1. PI paper prototype.  

This kind of prototype is used to gather users’ suggestions prior to development, and 
for primary usability tests.  It is mainly aimed at UI which is displayed to users when 
they are in CZ.  As shown in Figure 3, a is UI when two users who do not know each 
other stand in CZ simultaneously. On the contrary, b is UI for two users who are well 
acquainted. Their PDSs are merged for sharing. The UI layout is in large text and 
graphic. The sidebar contains a list of members in the lab: if they are in the lab, their 
image will be lightened, if not their image is grey. Urgent messages such as “CALL 
FOR PAPER” are highlighted in red.  

 

 

Fig. 3. Paper prototypes for the PI public screen (a b) 

2. Double screen prototype.  

We simulate two screens (left and right) installed in the airport or railroad station as 
information boards (Figure 4a). This prototype uses one camera to recognize the us-
er’s id, and by ARtoolkit markers to calculate user’s distance and orientation to 
screen. Normally, the information board in the airport displays all the departure 
flights. Passengers need to run a detailed search to find their flight. In this prototype, 
when a user equipped with ARToolkit markers approaches this screen sufficiently 
close, it will only display his flight. And if he turns left, then the next screen located 
on the left will display the same information, and vice versa. If there are more than 
two users present, both screens display general flight information to protect privacy. 
We also designed another interface (Figure 4b).This is an overview of a user’s agenda 
and a proximity bar, which indicates the user’s distance from the screen.  

 

 

Fig. 4. Low fidelity prototype (from left to right a b c) 



384 H. Jin et al. 

3. Single screen prototype.  

Based on the first two prototypes, we found that ARToolkit markers are not ideal for 
detecting the user’s position, as they are extremely sensitive to light conditions. Some 
testers are annoyed by the additional markers. Also, a two-screen prototype is not 
necessary for the lab for the time being. As a result, we have reduced the prototype to 
one screen (Fig 4c), optimized the framework, and designed a Web UI (Fig 5). 

 

 

Fig. 5. Framework of the PI public screen (a  b) 

Figure 5a shows the overall structure of the prototype: we use two sensors, kinect 
for user position measurement, and camera for ID recognition by face. The Windows 
API is middleware which processes data acquired from sensors, and converts them to 
operation commands. Figure 5b shows workflows for single user interaction, mobile 
devices interact and backstage processing, distinguished by line pattern. UML se-
quence diagram of two users (correspondence to scenario 5) as illustrated in Figure 6. 

 

Fig. 6. Two users’ interaction Sequence Diagram in UML 
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The prototype defines three interaction modalities by three aforementioned zones.  

• Users in PZ could only see general information from the projected screen, and they 
will not be recognized.  

• Users in IZ could be recognized if they are members of the lab, and both members 
and visitors could interact with the screen by gestures, up to 8 types. Authorized 
users operate the UI elements easily, as illustrated in figure 7. It should be noted 
that the same gestures made by users in different zones imply different operations, 
e.g. if users in CZ stretch out their arms, this implies zooming out the UI, while if 
users in IZ make the same gesture, this implies zooming in the UI. Also, if the user 
is editing a presentation file in a public screen (like PPT), if he moves backwards 
from IZ to PZ, the presentation will be automatically played, and the user could 
control the play sequence by waving his arm to the left or right. Then, if the user 
returns to the CZ, the presentation will exit the play mode, and allow the user to 
edit it manually. 

•  Users in CZ are allowed to interact directly with the screen. Users in this zone 
could acquire their PDSs. Also, the screen will return the user's personal contents 
to him. For this aspect, we do not develop a high-fidelity prototype. We combine 
the paper prototype and graphical Wizard-of -Oz prototyping to illustrate how it 
works.   

 

  

Fig. 7. Proxemics gesture interaction in IZ 

5 Usability Test and Results Analysis 

Once the first stage of the prototype was developed, we organized usability tests. We 
invited 10 volunteers, 3 of which are engineering students from our school, 4 are Chi-
nese PhD students in the HCI domain, and 1 is a student from another university who 
is learning French. 1 student is from another city in France, who is also a PhD student 
but in a very different field: she is invited to conduct a remote user study. The last 
student is a French PhD student from our lab. Age ranges from 20 to 29, with 6 men 
and 4 women. 

Our test is not dedicated to test robustness of the low-fidelity prototype, but rather 
to test usability and novelty, as these generate useful feedback for further research. 
We designed three test steps as follows, 
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1. First, we explained the idea of PI to testers, and narrated the scenario: they are 
allowed to interrupt and ask questions, their questions are recorded. 

2. Secondly, the user steps into IZ, and his/her ID is recognized. The system dis-
plays his/her name on the screen, after which the user is required to experience 
the PI by a simple game, i.e. via movement to control the cartoon character in the 
game, forward and backward. Then, the user is asked to browse the publication 
paper of the lab, and zoom in or out to change the size of the text, and adapt it for 
optimum comfort. 

3. Lastly, the user stands in CZ, and interacts explicitly with the screen. While inte-
raction with the touch screen is expected in the high-fidelity prototype, this is 
merely a primary usability test. Hence we merely ask the user to give commands, 
while the experimenter acting as a wizard simulates computer interaction with the 
paper prototype, and the UI shifts along with the user’s movement in front of the 
screen. Additionally, we design an adaptive UI, allowing users to migrate UI to 
their device by reading QR code. Users could experience the UI migration from 
the public screen to their mobile devices. 

On completion of the test, we asked the users to fill out a questionnaire. From Figure 8, 
we can conclude that our prototype is good at usability, as users are impressed by the PI: 
someone said “it’s cool to control a computer from such a distance”. And they also 
satisfied by the rapid response to their movement. However, they always complain 
about ID recognition, as it too easily recognizes them as another person. Also, when 
they try to migrate UI to their devices, the steps are somewhat tedious. Opinions vary as 
well: for example, one user said it’s more convenient for their devices to connect to the 
public screen automatically with no code, while another user said he was worried about 
leaking his personal info by connecting to the public WiFi Hotspot even there is a code.  

 

 

Fig. 8. Usability Test result 

In addition to Figure 8, we also collected many useful suggestions from remote us-
er studies and records during testing. We selected several suggestions as follows: 

• Gestures should be natural: for example, some testers are not used to scrolling 
down the text using the “stretch out arm” gesture, as the feeling of rolling down 
something is more like waving hands down rather than raising the arm straight 
forward. 
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• The design needs to avoid maloperation: for example, when the user moves his/ 
her hand trying to select an UI element, if his/her arm is across the center of the 
body, it could trigger another action by error. 

• The prototype should offer some contents for entertainment, especially when 
the user comes in at noon or the evening, as he/she might be tired of work and 
just want to find something for relaxing from the screen. 

6 Conclusion and Future Work 

In this paper, we described Proxemic Interaction and built the user’s behavior model, 
explaining how to analyze users’ proxemic behavior while interacting with public 
screens. We propose that gender and emotion be considered as factors of PI study, as 
these are two key signs when people communicate with each other.  We then apply the 
PI to the public screen, aiming at the research life in the lab. This is an attractive and 
practical topic, as well as a good means of exploring the application of this novel inte-
raction. Through user studies and usability tests, we found that users are curious about 
this kind of interaction, and they made many useful suggestions. With respect to future 
work, we will consider possible ways of creating gender difference PIs and personaliz-
ing interaction modals to men and women, as well as PIs with consideration of emotion 
differences. By computer vision, to determine users’ moods from their expression or 
even wear color, and finally design entire multi-user collaborative interaction modali-
ties, along with development of high-fidelity prototype and usability tests. 
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Abstract. In this paper, we propose a Trans-Space convergence system that ex-
ploits realistic 3D remote collaboration with spatial co-presence by using aug-
mented reality technology. To experience it, we define two major enabling 
technologies: 1) Context-of-Interest (CoI) based Trans-Space registration and 
selective augmentation and 2) augmented object interaction for realistic colla-
boration. Through these technologies, a user wearing augmented reality (AR) 
glasses can naturally experience remote collaboration with spatial co-presence 
while moving in space. We implemented a prototype of the Trans-Space for a 
preliminary test experiencing spatial co-presence in an indoor environment. 
With an assumption that a common physical CoI is in each space, a distant mir-
ror space can be conveniently linked with real user’s mirror space and they are 
merged together as a Trans-Space. Through the proposed convergence system, 
a human’s co-presence experience can be enlarged by selectively context shar-
ing and effectively spatial interaction between remote mirror spaces. We expect 
this is applicable to AR-based time/space transcended smart applications, such 
as the next generation of experimental education, training, medical surgery, and 
entertainment. 

Keywords: Context-of-Interest, Trans-Space, augmented reality, spatial  
co-presence. 

1 Introduction 

With the development of communications technology, a variety of systems is coming 
to experience real-time co-presence among people in remote places. The co-presence, 
which is a similar concept to sense of co-location, is defined as “feeling being togeth-
er with other people” or “extent of being at the same place with others” in interaction 
through medium [1]. It can feel in a situation of real-time communication through 
human sensible elements. As for technically supporting this, the voice telephone is the 
representative real-time co-presence supporting system focusing communication of 
auditory sense. The video telephone and tele-conference system provide better im-
mersiveness by delivering both auditory and visual sense on 2D display. 

Using Virtual Reality (VR) and Augmented Reality (AR) techniques offers the 
great possibility of going through more realistic co-presence. It easily supports the 
enabling of 3D visualization and interaction, compared with the system that only 
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enables sitting or staring in front of a 2D display. It means that the spatial characteris-
tic in co-presence is strengthened in remote communications. As state of the art, Te-
leHuman [2] is a VR system that provides non-verbal communication with a distant 
user using cylindrical display. It captures multi-view images of the user by using mul-
tiple RGB-D cameras for realistic viewing and visualizes a life-size 3D human model 
on the cylindrical display. Therefore, a user around the display is able to see the figure 
of the distant user at all viewpoints except up and down. In addition, MirageTable [3] 
is a projection based AR tabletop system using RGB-D cameras that allows one-to-
one remote interaction. In real-time, it brings a small area that is covered by the same 
tabletop installation, including a remote user, and objects it on the table. For better 
user visual experience, the system provides rough user-head tracking using the user’s 
glasses in-depth image and correcting 3D perspective views. 

However, there are some limitations in existing co-presence supported systems us-
ing VR and AR technologies. Specifically, one is that cost and space demands for 
system construction are considerable, relative to the co-presence experience in im-
plemented tele-communication systems. Furthermore, it is hard to provide realistic 
collaborative interaction maintaining spatial co-presence. These restrictions were 
found in the above-mentioned two recent systems. TeleHuman requires five PCs and 
ten RGB-D cameras for one-to-one video conferencing with 640 x 480-pixel quality 
on cylindrical display. IN addition, direct interaction between a real user around the 
display and a distant user on the display is impossible, whereas life-size rendering 
looks user-friendly. In the case of MirageTable, it enables the construction of the 
environment for experiencing co-presence with relatively less effort with a few devic-
es, but it takes account of one-to-one user situations sharing objects on a small table. 
Therefore, it is necessary to cover the spatial co-presence considering the wider space 
and user movement for more realistic remote collaboration with multiple user support. 
In this paper, we suggest Context-of-Interest (CoI) driven Trans-Space convergence that 
coexist a real user and a remote user in each physical indoor space to physical identical 
space. Here, CoI is defined as an interested context about any information that characte-
rizes a user situation. The situation is tightly coupled with relationships for the interac-
tion between user, application, object, location, and so on [4]. The CoI driven Trans-
Space convergence technology provides user-appropriated virtual information selective-
ly to physical 3D space and supports realistic collaboration interaction experiencing 
spatial co-presence. To achieve this, we first suggest CoI based Trans-Space registration 
and selective augmentation for reducing the burden in implementation on tele-
communication systems and filtering the less relevant information. Furthermore, based 
on spatial AR technology, we put on augmented object interaction methods for better 
remote collaboration. 

This paper includes the following content: the Trans-Space convergence and 
phased approach are introduced in Section 2. In Section 3, the technical details of 
enabling technologies are explained. Section 4 introduces the initial implementation 
results of the Trans-Space convergence system. Finally, we conclude this paper in 
Section 5. 
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2 Trans-Space Convergence 

The goal of Trans-Space convergence system is to support remote collaboration with 
co-presence, including social presence that allows users to overcome time/space re-
strictions and share information, knowledge, and mood. Conceptually, the Trans-
Space, to transcend space, means a newly linked space across the remote spaces. It 
technically indicates an extended dual-space, which each corresponding mirrored 
space of each remote user is merged into a single space. Here, the dual-space is a set 
of real spaces where the user is and mirror space information included corresponding 
to the real space [5]. In dual-space, based on the referenced CoI (e.g. origin of space), 
it is necessary to coordinate localization between the CoIs in real space for tracking 
and the CoIs in mirror space for rendering. 

 

 

Fig. 1. Phased approach toward Trans-Space convergence 

To achieve our Trans-space concept effectively, we planned a phase approach con-
sidering the scale of the registration space and manageable target CoI, as shown in 
Fig. 1. The objective of stage 1 is CoI-based, real-time, dual-space registration to 
robust under environmental changes. In this step, the main research is to enable robust 
real-time registration constructing a single space into a dual-space [6][ 7]. Based on 
this, the user is able to interact directly or indirectly with trackable and augmented 
CoIs in the space and visualizes virtual information stably on the space [8][9][10]. 

At stage 2, the goal is real-time, one-to-multi, semantic space convergence support-
ing spatial co-presence focused on this paper. From stage 1, we considered how to 
make a dual-space with a real space and the corresponding mirror space, so we know 
the agreement of different coordinates and the scale of two spaces. By using the key 

Stage 3 Stage 1 

Stage 2 
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technology, we focused on realizing the trans-space convergence, in which multiple 
mirror spaces from remote distances come into single extended dual-space. Through 
the trans-space, a user in any position of registered real space is able to call remote 
people naturally and do collaborative interaction with them realistically. Beyond stage 
2, CoI-based self-evolutionary Trans-Space convergence supported realistic collabo-
ration among multiple users for stage 3. In this stage, we enlarge the manageable CoI 
to social factors, including user’s sensitivity and emotion. This is the forward key to 
overcome time/space restriction and make co-presence more sociable. 

3 Enabling Technologies 

There are two key technologies to achieve CoI-driven Trans-Space convergence for 
spatial co-presence, as shown in Fig. 2. First is CoI-based Trans-Space registration 
and selective augmentation that allows users to overcome the restriction between 
heterogeneous spaces. Second, under the registered Trans-Space environment, aug-
mented object interaction is meaningful and feasible for realistic collaboration. 

 

 

Fig. 2. An overall procedure for Trans-Space convergence (stage 2) 

3.1 CoI Based Trans-Space Registration and Selective Augmentation 

For real-time and robust Trans-Space registration, we need to figure out a novel spa-
tial feature map that describes strong scene features by systematically exploiting color 
and depth information. Therefore, it overcomes troublesome vision issues, such as 
textureless, poor lighting conditions, multiple deformable moving objects, and hete-
rogeneous image devices, in usage of color information only. By capturing and learn-
ing various contexts from space, the range of recognition, detection, and tracking is 
expanded to space domains from object domains. This helps reduce the redundancy 
for real-time processing so the system might cover wider areas containing lots of CoIs 
than existing stationary interaction areas (e.g. screen, table, etc.) and elevates users’ 
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movement. In addition, this semantic approach enables selective augmentation, focus-
ing user-interested CoIs on all accessible CoIs. 

Fig. 3 illustrates an overview of the registration and selective augmentation process 
for two real spaces with concept drawings. At first, there is a real space ‘A’ for nor-
mal users. The mirror space ‘A’ can be created by using dual-space registration befo-
rehand and updated on real-time (we called this ‘Mirroring’). Then every user who 
carries a camera and display in space ‘A’ might interact with tracked physical CoIs 
and annotated virtual CoIs. Equally, there is a real space ‘B’ for expert users to distant 
space. Different from space ‘A’, the user ‘b’ and trackable CoIs of the real space ‘B’ 
are monitored by the environmental camera system. 

In this context, if there is a common physical CoI in both spaces ‘A’ and ‘B’, a user 
‘a’ in space ‘A’ is ready to call the expert ‘b’ in distant space ‘B’ and the expert helps 
him on the spatial co-presence. According to collaborative situations, like teaching, 
training, or maintaining, Trans-Space is selectively converged with virtual CoIs by con-
textual requests and filter techniques. Because all of the CoIs do not need to account for 
visualization at a time, selective sharing of CoIs is required, reflecting user, environ-
ment, and event for maintaining real-time performance and effective collaboration. 

 

 

Fig. 3. CoI based Trans-Space registration with relation among real and mirror spaces 

3.2 Augmented Object Interaction for Realistic Collaboration 

Using Registered Trans-Space, the users between real and remote users enable 3D col-
laborative interaction. In case of the real users, they experience a seamless interaction 
with trackable physical CoIs or shared virtual CoIs. For this, we need real-time inte-
grated coordinates management that localizes two independent coordinate systems, 
physical CoIs and virtual CoIs, to a Trans-Space coordinate system that has the same 
origin. With similar approaches, it is possible for real-time remote collaboration with 
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distant space. Based on a common physical CoI, we are able to localize and augment 
distant CoIs, including remote users into real space. Therefore, stably shared CoIs on 
real-time 3D detection and tracking are easy to manipulate directly and indirectly with 
the modeled user’s hand or sensor-rich mobile devices for realistic collaboration. 

4 Implementation 

We implemented a prototype of the Trans-Space convergence as a preliminary test in 
an indoor environment. With the assumption that a common physical CoI is in each 
space, its mirror world can be conveniently combined together. Specifically, our sys-
tem captures an environment’s images, including CoIs, with an HMD camera and 
computes image feature-maps for the CoIs in real time [11]. Then, local reference 
coordinates allocated on the CoI register the corresponding mirrored world and the 
other mirrored worlds from distant space for the Trans-Space convergence.  

 

 
Fig. 4. Implementation of the trans-Space convergence: (a) our test-bed where two 
users are apart from each other; (b) virtual CoIs in the mirrored-space are registered in 
the Trans-Space. 

     ____ 
(a) 

 
(b) 
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Afterward, mirrored worlds are registered, and some of the virtual content can be 
shared and shown in an HMD view. In addition, humans in remote environments can 
be augmented by detecting and segmenting humans with a RGB-D depth camera, and 
then transmit texture data of the human to the mirrored world [12]. 

Considering the apparatus, a binocular video see-through HMD was used with 800 × 
600 pixel resolution. A camera attached on the HMD captured 30 image frames per 
second with 640 × 480 pixel resolution. A RGB-Depth camera on the stand was used to 
detect and segment a remote user. A portable computer in the user’s backpack executed 
CoIs based on mirror world registration, camera pose tracking, and visualization. 

As a result, Fig. 4 (a) shows the test-bed. User ‘a’, who is wearing HMD in space 
‘A’ can see the user ‘b’ captured from other space ‘B’. Fig. 4 (b) shows the shared 
virtual CoIs, including live 3D models of user ‘b’ registered in the mirrored world and 
the HMD view of user ‘a’. 

5 Conclusion 

We introduced a Trans-Space convergence that allows a real user and a remote user in 
each indoor space to coexist so they feel they are together in the same place. To ena-
ble this, a CoI-based Trans-Space registration and selective augmentation was used 
for reducing the burden in constructing and processing a tele-collaboration system. 
Toward a semantic AR, a novel feature map is addressed for real-time registration and 
management in complex environmental changes and massive spatial data. In addition, 
based on the spatial AR using feature map technology, an augmented object interac-
tion method is introduced for realistic remote collaboration. The enabling technolo-
gies can be applicable to many AR collaborative applications. We expect the Trans-
Space technology will enhance the spatial co-presence in most remote scenarios so 
positively substitute the existing solution in remote conference, experimental educa-
tion, simulation, medical surgery, and entertainment. 
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Abstract. In cyber space, freedom of self-expression prevails and millions of 
people enjoy the benefit of this right. Unfortunately, sometimes this privilege is 
taken for granted and what was written casually in the past remains permanently 
online and later becomes a label that marks one’s identity. This enduring characte-
ristic of online data stored in a form of digital information is known as digital 
eternity. In this paper, we will introduce a system which overcomes the limitations 
of digital eternity by using volatile messages that will leave no trace online. This 
system ensures freedom of expression and reduces regrets of past posting in on-
line space. As a result, it was found that the digital eternity is a potential psycho-
logical threat which suppresses freedom of expression and the use of volatile  
messages reduces the burden and encourages greater degree of freedom. 

Keywords: Social Network System, Digital Eternity, Digital Communication, 
Volatile Message, Communication Interface, Lifespan of Digital Information. 

1 Introduction 

Could there really be a Lifespan in digital information?  If one publishes contents in 
the form of digital information in the online space, it would remain inside the online 
pages and servers until they are deleted.  Even if the original postings are removed, 
the same contents are going to remain somewhere online as a result of copying, re-
writing, sharing, retweeting and searching through bots.  We refer to this concept as 
“Digital Eternity.” Digital Eternity is an ongoing problem caused by outflow of per-
sonal information, invasion of privacy, suppression of freedom of expression, and 
strict self-censorship.  For example, personal information or location data posted on a 
social network service (SNS) can easily be accessible by the public, and this can be 
wrongfully used.  Furthermore, postings written in the past can have negative influ-
ence in the present.  For example, one can either get in big trouble or even get fired 
by having posted his/her personal opinions or strong feelings related to certain subject 
that the company might view as inappropriate. 

These kinds of stories have become social issues in the actuality, and people started 
to have psychological obstacles when dealing with online communication. When 
people communicate orally in an everyday life setting, we do take responsibility for 
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our own actions.  However, in the online space, it is hard to determine the extent of 
someone’s responsibility for that person’s past postings because it is hard to deter-
mine and trace the contents that the person posted in the past and even that person 
cannot remember everything that he/she has posted. 

The governmental regulation was the only way to solve this kind of problems. Com-
panies around the world are forced to delete personal information, if people wish to do 
so, and that includes past postings. However, legal regulations have their own limits 
because they cannot cover all the areas. Each one of the cases is unique in its own ways, 
so it is difficult to generalize them. Therefore, a new communication platform is needed 
in order to fundamentally overcome the problems due to digital eternity. 

In this study, volatile message interface provides people the flexibility to adjust the 
time of their postings by manually indicating the lifespan of their postings. Volatile 
message interface is a new communication interface which can be applied to the on-
line space. People can set the lifespan (the period that the digital information remains 
in the online space) of their writing contents before they actually post them. By set-
ting the lifespan of digital information in advance, people can take responsibility for 
up to that specific timeframe.  After the pre-set time, the post will be deleted perma-
nently from the server and the online space. 

In this study, whether volatile message interface can reduce problems due to digital 
eternity has been verified.  

2 Background 

Digital eternity is an idea that the digital information entered through online cannot be 
erased permanently. Now, with rapid development of search engines, online contents 
can spread in the blink of an eye. Thus what one writes on a blog remains not just on 
the website but also appears on portals and other people’s blogs who have forwarded 
the post. There are related researches concerning privacy problems regarding online 
profiles [1] and social suppression of ‘fresh start’ [2]. 

Defects of this digital eternity are amplified as a social network service (SNS) has 
turned into a space for self-expression in the cyber world. SNS is a web-based service 
that supports constructing individual profiles, sharing connections between people 
and interactions established upon those connections [3, 4]. Users of SNS like Face-
book and Twitter expose their thoughts and daily lives to friends and strangers. It is 
possible to find out when and whereabouts of the person and what he or she is think-
ing only by following one’s SNS posts [5, 6]. According to Acquisti and Gross [1, 7] 
who studied privacy problems regarding SNS, people are tremendously anxious about 
strangers discover where they live, what classes they are taking or what kind of rela-
tionships they have. Despite these worries, people do not stop expressing themselves 
on SNS. 

Detriments of digital eternity are not just limited to privacy concerns. JF Blan-
chette [8] has commented that private information programmed through online not 
only causes privacy problems but it also takes away a second chance for those who 
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want to start over. Digital eternity threatens the ‘right to be forgotten.’ Gandy [9] 
describes ‘rights to be forgotten’ as follows: 

“[t]he right to be forgotten, to become anonymous, and to make a fresh start by de-
stroying almost all personal information, is as intriguing as it is extreme. It should be 
possible to call for and to develop relationships in which identification is not required 
and in which records are not generated. For a variety of reasons, people have left 
home, changed their identities, and begun their lives again. If the purpose is non-
fraudulent, is not an attempt to escape legitimate debts and responsibilities, then the 
formation of new identities is perfectly consistent with the notions of autonomy I have 
discussed.” (Gandy 1993, p. 285) 

Debates on obligation of ‘rights to be forgotten’ in online space is at a developmental 
stage and it is illuminated as the influence of SNS expands. There are instances that 
prove the need for ‘rights to be forgotten’ and to overcome digital eternity. Not long 
ago, there was a huge controversy over a Korean singer, Jay Park, who posted an unfa-
vorable comment towards Koreans on MySpace in 2005. The comment was revealed by 
one netizen and was issued four years later when he gained fame after he debuted as a 
member of an idol group, 2PM. Although his writing was on par with any ordinary 
teenagers of his age, the public was outrageous and demanded his expulsion from the 
group. Because of the few lines written long ago perhaps with no intention to offense, 
Jay Park lost his job and had to leave Korea [10]. On May, 2001, one female Korean 
sports reporter committed a suicide once her postings on Twitter about her private love 
affairs and feelings were issued and drew negative attention from the public [11]. She 
removed her writing shortly after she posted it, but it was too late to take back what had 
been already retweeted, spread and lingered somewhere online. These incidents reflect 
that expressing one’s thoughts or conversations with someone through SNS could be as 
threatening as publicly exposed personal information. 

3 Methodology 

We suggest a system called ‘BunnyBurnit for Facebook’ which uses a volatile mes-
sage system that can overcome the limitations of digital eternity. This interface has 
been applied to social network services, which have a lot of privacy issues, in order to 
find out what kind of effects it might have on them.  The problem with the SNS is 
that when people post on them, they tend to overlook the things that can happen to 
them in the future.  They just post something on impulse quite often. As part of the 
experiment, a volatile message interface, as Facebook application, was released to the 
public.  Then the major focus was on the postings that people wrote; whether they 
were dangerous to publish if they continuously remained in the online space. 

3.1 BunnyBurnit for Facebook 

BunnyBurnit for Facebook is a tool that can implement the existing communication 
system. It is a volatile message system which enables the sender to set the burn time  
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of their digital messages. After the fixed amount of time programmed by the user, the 
message is burned out, erased and gone forever from the cyberspace. Application of 
this system to the social network service is the ‘BunnyBurnit Facebook App’. By 
using this app, users can set the burn time of their posting from 1 second to 3 days and 
the countdown begins right from the time it is posted. The message itself and all rele-
vant postings are erased after the set amount of time including the actions of other 
users – Share, Comment or Like it. 
 
 

 

Fig. 1. Main page of ‘BunnyBurnit for Facebook’ 
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4 Results 

The interview result below marked the interviewees as P# to protect their personal 
information. In the data analysis, we only show the contents of the data without speci-
fication of the participants. 

4.1 Instances using volatile messages 

There were total 467 people who used the ‘BunnyBurnit for Facebook’ application 
and among them, 268 were males and 199 were females. Total number of postings 
through the application was 1795. There were 29 non-volatile postings and 1666 vola-
tile postings. The contents of the postings by using the volatile message interface are 
explained in the Table 1. The users tend to set their postings volatile when they 
wanted to talk about strictly private issues such as their sexuality, work stress and 
affairs. These volatile messages included postings such as ‘I’m gay,’ ‘I won’t let you 
get away with it, customers’ or ‘why have I dated with only bad guys?’ Also, people 
used volatile messages to criticize or slander others, express strong emotional feelings 
or political stance.  

Table 1. Instances using volatile messages 

Issue                              Number of Volatile messages 
Drinking                                      8 
Sex                                         39 
Religion and Politics                           104 
Work and Colleagues                           577 
Family                                       12 
Close friends                                  221 
Lies and Secrets                               523 
Common                                     182 

4.2 Necessity of ‘Volatile Message System’ and Participants Consent on Its 
Concept 

The participants overall agreed with the idea that digital eternity hinders freedom of 
expression and communication and they had experienced anxiety because of that. 
Perceived danger on digital eternity varied widely from violation of privacy to simple 
emotional expression and conversation with acquaintances. Some participants con-
fessed that they had experienced either direct or vicarious anxiety and been damaged 
by their writings in online space in the past. In fact, there were participants who at-
tempted to erase their former writings online because they did not want to leave trails 
in cyber space and the potential negative repercussions the writings might cause in the 
future: 
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• “I’m worried about exchanging my personal information like a bank account. I 
think it would be easier for me to upload my information if it doesn’t leave a trail.” 
[P5] 

• “There are instances I have to give my private information like my phone number 
or social security number but it’s disturbing. I don’t even leave my student account 
unless it has an anonymous feature. You can google it anyway. Actually, I don’t 
even trust anonymous writing since it will remain somewhere.” [P8] 

• “It’s uncomfortable to scribble things that other people can see. I write things pri-
vately so only I could have an access. It feels weird like I’m having a soliloquy.” 
[P1] 

• “There are people who reveal their political preferences on Facebook but it’s dis-
comforting that those comments remain. People who write about it are careless but 
I personally don’t show any political preferences on Facebook.” [P6] 

• “There are cases you have to leave your email address when you share an ‘illegal 
data.’ Imagine long time later when someone googles my email address for a job 
interview and if my thread appears then… ouch!” [P4] 

• “I sometimes jot down meaningless stuff on Facebook or Blogs and later when I 
read them again, they were too lame and embarrassing so I erased them. If my 
writings are volatile then there’s no need to erase them. How convenient!” [P2] 

• “I used to erase all the photos in my blog every year when I was in high school. I 
did not want other people to remember my past.” [P9] 

•  “I have to be aware of what other people are thinking when I write things online 
so I think it’s a good idea that my messages are volatile. There are times when I 
talk about people who are in the same space. One time I was working on a group 
project and it was quite painstaking so I tried to talk to my friends but since there 
were other group members so it was difficult to talk to my friend. I was too 
stressed out and I had to release it somewhere but I couldn’t…” [P10] 

• “Once I uploaded my family pictures on SNS and my wife asked me to delete 
them. There were instances when I posted other people’s pictures and was asked to 
erase them.” [P7] 

• “From the infamous Jay Park incident I learned that I should not just write any 
things on SNS. One professor once said ‘what you write without offense might 
haunt you back so be careful.’ I totally agree with him.” [P3] 

4.3 Self-expression and Communication in ‘BunnyBurnit for Facebook’ 

Furthermore, we wanted to know the users’ psychological difference when using 
volatile and nonvolatile messages. In addition, we asked the participants to answer 
what they feel about the system how they would use ‘BunnyBurnit for Facebook.’: 

• “There’s definitely a psychological difference in writing volatile and nonvolatile 
messages. I could write without any burdens when using volatile messages.” [P6] 

• “It is essential when sending my bank account or social security number.” [P2] 
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• “I think it could be used in inappropriate relationships or cheating on your boy-
friend/girlfriend. Also it could be used in slandering and backstabbing others.” 
[P3] 

• “Important messages like an appointment should be remained. But situations like 
when friends are talking about going to a trip together, the procedure won’t be ne-
cessary. If we could ignite all the words except the conclusion, it would be simp-
ler and more meaningful.” [P9] 

• “Good thing about a telephone is that you have to pay attention to what the other is 
saying. With this system, people will pay more attention to the conversation since 
the words are volatile and the ignition time is not long.” [P7] 

• “This system is similar to a voice chat. Words spoken cannot be retrieved. I think it 
is similar to a verbal communication because of this characteristic.” [P8] 

5 Conclusion and Discussion 

Cyberspace has provided the important communicative agora for free speech while at 
the same time this virtual place has also become the colosseum of conflicts over vi-
olating public privacy. Particularly, prevalence of digital eternity, the concept that 
contents once programmed online cannot be erased permanently, has begotten serious 
problems. Frequently, there have been incidents when public figures had gotten into 
trouble due to their online postings, comments and threads from the past. Ordinary 
people cannot be free from being targeted by this increasing fear of digital eternity. 
Company administrators admitted that they often trace the job applicants’ online 
record and take it into consideration in the selection process because they believe 
online data reveals more genuine side of their applicants. Moreover, some people 
were fired from their job due to their supposedly private comments about their boss or 
the company.  

In this paper, we wanted to show that people freely express themselves and com-
municate with others without the fear of their past online postings through the volatile 
message system. We applied this interface to Facebook to analyze the users’ beha-
viors. As a result, by using this volatile message system, people posted more freely 
about the issues that they normally were afraid to talk openly about. The participants 
answered that they fear digital eternity and therefore were unwilling to express them-
selves freely because most of them have negative experiences regarding their past 
postings online. Through this experiment, we discovered a possibility that the volatile 
message can relieve the restraints on freedom of expression online caused by the rem-
nants of their previous postings. 

There are some limitations to this research. We could not examine the length of the 
lifespan and the relations between the contents and also we were unable to examine 
the degree of self-regulation in normal SNS postings. These issues need to be studied 
in the future research. 

‘Volatile Message System’ can be used as a public arena for discussing controver-
sial and delicate issues such as political disputes or social affairs. Also it could be 
used as descent protective device in a situation for exchanging private information 
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like one’s personal profile, bank account, and GPS. Moreover, online advertisements 
littering the websites can be reduced tremendously. In future research, it would be 
meaningful to apply ‘Volatile Message System’ in various situations to study human 
behavior and psychology. 
 
Acknowledgments. Thanks to KAIST Graduate School of Culture Technology Com-
municative Interaction Lab members for their infinite support and encouragement. 
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Abstract. Nowadays, sustainability is becoming a strong worry of our society. 
It can be defined as using resources to meet the needs of the present without 
compromising the ability of future generations to meet their own needs. An op-
timized cutting process minimizes the materials waste and is an important factor 
for production systems performance at glassworks industries, impacting directly 
in the products final cost formation and contributing for more environmentally 
sustainable products and production processes. Several studies have shown that 
combinations of bio-inspired meta-heuristics, more specifically, the Genetic 
Algorithms (GA) and Ant Colony Optimization (ACO) are efficient techniques 
to solving constraint satisfaction problems and combinatorial optimization 
problems. GA and ACO are bio-inspired meta-heuristics techniques suitable for 
random guided solutions in problems with large search spaces. GA are search 
methods inspired by the natural evolution theory, presenting good results in 
global searches. ACO is based on the attraction of ants by pheromone trails 
while searching for food and uses a feedback system that enables rapid conver-
gence in good solutions. The results from the combination of these two tech-
niques, when compared with the results from usual processes, are encouraging 
and have presented interesting solutions to the problem of optimizing  
guillotined cutting processes.   

Keywords: Genetic Algorithms, Ant Colony Optimization, Guillotined Cutting, 
Glass Industry, Sustainability. 

1 Introduction 

The resource allocation problems have been a great impact factor on the industrial 
production systems performance and, due to practical applications potential to optim-
ize industrial processes and the difficulties to obtain exact solutions, these problems 
category has been the subject of intense researches in the Operations Research (OR) 
and Artificial Intelligence (AI). The study of these problems provides a common basis 
for analysis and solution of other problems that belong to the same category [1, 3, 4, 
7, 9, 11, 12] and, in this context, the bio-inspired metaheuristics techniques is being 
increasingly used in solving such problems. 
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The guillotined cutting process is a complex combinatorial optimization problem, 
which consists in determining a cutting pattern of material pieces, so as to produce a 
set of smaller pieces, satisfying certain constraints. An optimized cutting process mi-
nimizes the materials waste and is an important factor for production systems perfor-
mance at glassworks industries, impacting directly in the products final cost formation 
and contributing for more environmentally sustainable products and production 
processes. The Fig. 1 illustrates guillotined guillotine cutting process.   

Consideration to the concept of sustainability is increasingly found in the manage-
ment literature. It has been a subject with increasingly importance on scientific com-
munity, as the number of article written about it has grown considerable since the 
1990’s. 

In addition, the companies ‘environmental performance can be very important per-
formance drivers to be measured in order to capture important information to be used 
to increase the competitive advantage. The findings of some researchers suggest that 
environmental criteria are increasingly important to develop sustainable business 
practices [5, 10]. 

Based in such factors, this paper approaches the application of bio-inspired meta-
heuristics techniques, known as Genetic Algorithms and Ant Colony Optimization, to 
optimize guillotined cutting processes in a glass industry of Sao Paulo City, and thus 
contributing to making such processes more environmentally sustainable, through the 
material savings.  

The applied approaches combines the search capabilities of these metaheuristics, 
aiming to minimize occurrences of local minima based solutions. 

 

Fig. 1. The guillotined cutting process 
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Besides this introduction the paper is organized as follows: section 2 describes the 
bio-inspired metaheuristics used in this research, in section 3 we discuss the metho-
dology, and section 4 dealing the results from this research and the conclusions. 

2 The Bio-inspired Metaheuristics 

The biologically inspired computing, or simply bio-inspired, is the research field that 
uses metaphors or theoretical models of biological systems in order to design compu-
tational tools or systems to solve complex problems. The results are algorithms or 
systems that have a similarity (often superficial) with phenomena or biological mod-
els studied [2]. 

The Genetic Algorithms and Ant Colony Optimization are bio-inspired metaheuris-
tics techniques that, due to its efficiency in finding solutions in very large search 
spaces, is being increasingly applied to solve complex problems, especially combina-
torial optimization problems. 

2.1 Genetic Algorithms 

Genetic Algorithms (GA) were first proposed by John Holland in the 60s and  
developed by him and his students during the subsequent years at the University of 
Michigan [8].  

Holland presented the GA as an abstraction of evolution models in nature. Thus, 
GA are nondeterministic techniques for search and optimization, operating on a popu-
lation of individuals (data structures that represent candidates for solving a problem) 
by applying selection mechanisms, crossover and mutation, generating new individu-
als every generation, they become more capable and therefore closest to the problem 
optimal solution. The GA is a robust and efficient method of searching for irregular, 
multidimensional and complex search spaces. 

2.2 Ant Colony Optimization 

The first Ant Algorithm was inspired by the observation of ant colonies that are able 
to find the shortest path between their nest and food sources [6]. 

The ants when foraging for food, randomly explore the environment around their 
nest in a seemingly disorganized. By walking this path, ants release a chemical sub-
stance called pheromone. At the same time, the ants are influenced by the presence of 
pheromones in the environment and has a probabilistic tendency to follow the direc-
tion in which the concentration of pheromones is increased. 

The experiments with real ants demonstrated that indirect coordination between 
ants via pheromone trails produces a collective behavior of self-organization, where 
the shortest paths between their nest and food sources are gradually followed for  
other ants to enhance the trails pheromone on the best routes and eventually find the 
shortest path. 



410 F. Moreira da Costa, T.V. Carvalho, and R.J. Sassi 

2.3 The Approach Used 

For the experiments execution, was used a cooperative approach between Genetic 
Algorithms and Ant Colony Optimization, as can be seen in Fig. 2. 

The processing occurs as follows: 

• The GA processing was set at 500 generations; 
• Every 50 GA generations the best chromosomes are used as ACO input; 
• The ACO is executed 100 times; 
• The best ACO are used as GA input. 

 

Fig. 2. Flow diagram showing, in simplified form, the GA and ACO metaheuristics  
combination 

2.4 The Packing Algorithm 

The Assessment of GA individuals and ACO solutions is performed with the aid of 
the packing algorithm called First Fit Decreasing Width Decreasing Height 
(FFDWDH).  

The calculation consists in fit the pieces in master blade, simulating the cutting 
process and discovering the unused area (waste).  
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Steps for FFDWDH packing algorithm (the resulting arrangement can be seen in 
Fig.3): 

• the pieces are sorted in decreasing order by width and height; 
• then the pieces are allocated from left to right within vertical stripes (columns). 

 

Fig. 3. Pieces sorted in decreasing order by width and height, when. (adapted from [11]) 

3 Methodology 

The development of this paper is based on the study, revision and implementation of 
bio-inspired computing techniques for solving combinatorial optimization problems.  

It was made a literature review of two-dimensional guillotine cutting processes de-
rived from production systems in glass industry, as well as the options for combining 
GA and ACO.  

To implement the GA and ACO bio-inspired metaheuristics are used the Java and 
Java Script programming languages. 

Were performed several experiments using a data set of requests from a glass in-
dustry in São Paulo city.  During these experiments, the results of application of bio-
inspired metaheuristcs, GA and ACO, were compared with the results of usual cutting 
processes. 

4 Results, Conclusion and Future Work 

Several experiments were conducted with cutting orders provided by a real glass in-
dustry of São Paulo city.  
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During these experiments, were compared the waste resulting from the cutting of 
those requests in relation to the waste with application of optimization performed 
from the bio-inspired metaheusristics, GA and ACO.  

The Table 1 shows the waste comparison between the usual and the optimized 
processes.  

Table 1. Waste comparison between the usual and the optimized processes (with GA and ACO 
metaheuristcs application) 

Number of pieces per 
cutting order 

Usual process waste Optimized process waste 

1056 32.28% 27.83% 
351 16.72% 9.48% 
32 53.15% 6.30% 

 
Considering the glass cutting average of 600 square meters per day and applying 

the waste percentage shown in Table 1, we would have a reduction of wastage of up 
to 281 meters square.  These results are interesting and encouraging and contribute to 
making the cutting process more environmentally sustainable. 

In Figure 4, we can see the final result of applying the metaheuristcs in a cutting 
order of 32 pieces. 
 

 

Fig. 4. Output of the metaheuristcs applied to a 32 pieces guillotine cutting problem 

The purpose is to continue the research by changing the parameters and combina-
tion approaches of the GA and ACO and experimenting with other different bio-
inspired metaheuristics like Bee Colony Algorithm. 
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Abstract. Our research group is in the midst of working with teachers to co-
design an affective computing system that uses physiological measures, ga-
thered via wrist worn sensors, to understand how students are engaging with 
classroom instruction. Optimally, our goal is to find new ways of supporting 
empathetic practices in the classroom by providing teachers real-time (or reflec-
tive) feedback on student engagement. In parallel, with our work with teachers, 
we are working to pinpoint the privacy and trust issues that might be associated 
with this type of system. The objective of this paper is to present the results of a 
series of studies conducted to understand the challenges associated with intro-
ducing a pervasive affective computing system into classroom environments. 
While we focus on physiological sensors, the implications apply to other  
pervasive technologies as well. 

Keywords:  Affective Computing, Privacy, Adoption. 

 Introduction 

Affective computing is “computing that relates to, arises from, or deliberately influ-
ences emotion.” [1] As with any pervasive computing application, issues of privacy 
and trust for affective computing systems must be a part of the conversation from 
design to implementation. Reynolds & Picard [2] provide a framework for the evalua-
tion of affective computing systems from a dimensional metaethical position and 
include privacy and trust, amongst other constructs, as a part of this analysis. Further, 
they evaluate systems in a small study based on this framework. Lane, et al. [3] raise 
important considerations as physiological sensing becomes more pervasive, including 
how to process data for best privacy, how to share data appropriately, unintended 
leakage of personal information, and who is responsible when collected data causes 
harm. Similarly, Ameen, et al. [4] caution that serious social unrest might arise if 
people fear being monitored. They suggest encrypting communications, keeping users 
anonymous unless completely necessary, and creating public awareness. These guide-
lines are a part of a larger literature about not only the importance of keeping these 
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data safe, but also ensuring that the system is able to overcome cultural, psychologi-
cal, and other social barriers to adaptation and utilization. Although the focus of this 
paper is not the development of a pervasive affective computing system, we begin by 
describing our recent efforts here in order to provide the reader with the context.  

It is imperative to support a teacher’s ability to understand how he/she is connect-
ing with his/her students in the classroom so he/she can adapt his/her pedagogical 
strategies to meet the needs of his/her diverse learners. Engagement, defined in the 
literature in a variety of ways, has been associated with student achievement, [5] posi-
tive classroom and school climate, [6] and effective instructional practices. [7] En-
gagement is a multidimensional construct with cognitive, behavioral, and affective 
dimensions. First, cognitive engagement is related to a student’s investment in learn-
ing, seeking challenges, going beyond requirements, and self-regulation. [8] Cogni-
tive engagement can be demonstrated by a student’s mastery of the full meaning of 
material, taking the position of an expert rather than a novice. [9] Next, behavioral 
engagement is related to participation and involvement in activities. This includes 
observable behaviors such as positive conduct, persistence, effort, and attention. Last-
ly, affective engagement measures positive and negative reactions to stimuli including 
teachers, classmates, academics, or school. Positive emotional engagement supports 
student ties to institutions and is presumed to influence their willingness to work.  

To date, much evaluation of each of these dimensions of engagement relies on self-
report and other subjective, obtrusive, and inconsistent instruments. [10] The goal of 
our line of research is to contribute to the creation of a physiology-based, quantifiable, 
and unobtrusive technique for measuring the affective response associated with the 
dimensions of engagement with the goal of supporting teachers and students. The key 
measure in the affective computing system discussed in this paper relies upon wrist-
worn sensors that measure electrodermal activity. In short, when sympathetic nervous 
system activity increases, sympathetic fibers that surround eccrine sweat glands mod-
ulate the production of sweat. The skin, in turn, momentarily becomes a better con-
ductor of electricity (i.e., electrodermal activity). This electrodermal activity can be 
measured as conductance or resistance by different sensors. Here, we focus on skin 
conductance, for which sensors. [11] These sensors are placed on the fingers, the 
palm of the hand, or the wrists where there is a large concentration of sweat glands. 
[12] We have chosen to use the Q sensor to collect skin conductance, temperature, 
and motion data since this sensor can be worn outside of a laboratory setting (i.e., 
without being tethered to a computer) and since it is worn on the wrist like a watch, 
which might increase the possibility of it being unobtrusive to the student.  

This sensor provides information about a person’s level of arousal provided that 
other triggers of increased perspiration have been held constant (e.g., temperature). It 
will not provide any information as to the specific emotion that is being elicited un-
less other conscious emotion variables are collected. Further, numerous events such as 
pain, significant thoughts (not related to the current context), lying, exercise, individ-
ual changes in biochemistry, and motion artifacts can lead to changes in skin activity. 
Even with attribution and noise limitations, however, electrodermal activity is a useful 
measure that has been used in research focusing on stress and anxiety, [13] lie detec-
tion, [14] user interface evaluation, empathy, [15, 16] and game assessment. The final 



416 S.B. Daily et al. 

two are most relevant to the system under development in the classroom setting. By 
measuring skin conductance simultaneously from patients and therapists during a 
clinical session, Marci et al. [16] found that increased therapist empathy as perceived 
by the patient correlated with high concordance of skin conductance between the two. 
In other words, the more empathic the patient felt his/her therapist to be, the stronger 
the relationship between skin conductance measures. Next, Mandryk et al. [17] found 
that skin conductance was higher when playing a game against a friend rather than a 
computer and was correlated with subjective measures of “fun”. Further, in a separate 
study, Mandryk et al. [18] found that a combination of physiological measures, which 
included skin conductance, were useful in evaluating the emotional response to enter-
tainment technologies.  

In order to support teachers in understanding how they are connecting with their 
students, our approach to this research incorporates two goals: First, we are co-
developing, with teachers, principals, and district leaders, a user interface tool that 
allows a teacher to peruse this engagement data connected with video of his/her class-
room activity. Second, we are conducting feasibility studies to understand the social, 
political, cultural, and psychological barriers to this pervasive affective computing 
system. The latter is the focus of the rest of this paper. 

 Methods 

2.1 Study Context 

In the midst of our participatory research with teachers, a blog post1 was released 
about one author’s opinion of the research. Unfortunately, the post was based on a 
mistake on a website connecting our efforts to empower teachers and students to un-
derstand engagement with another study trying to understand teacher effectiveness. 
The interpretation of this work in the blog post was, in effect, that the arousal levels 
of students would be utilized as a way to evaluate, and possibly fire, teachers. Even 
though the post, which generated hundreds of responses, was based on inaccurate 
information, the resulting perceptions of the project are valid and informative of the 
views people might develop about a pervasive affective computing system. Therefore, 
the post provided an opportunity, beyond the efforts in the participatory research with 
teachers, to examine the proposed affective computing system critically.  

2.2 Data Sources 

We have three main data sources: focus groups, online news articles, and social media 
sites. Our twenty-four participants in the focus groups have been divided into two 
cohorts: teachers and district administrators. The first cohort consists of ten sixth- 
through eighth-grade teachers and a principal from a middle school the Southeast who 

                                                           
1 Our effort here is not to critique or refute this blog post. In an effort to focus on the privacy 

and trust topic of the paper and to avoid igniting further discussions of the blog post, we have 
purposefully chosen not name the author and source of the post. 
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teach English, science, social studies, and mathematics. All participants are White 
females with one to fourteen years of experience teaching who responded to a general 
request from their principal asking if they would be interested in participating in the 
study. They had no knowledge about the details of the study, so there should not have 
been a bias towards teachers who were more accepting of affective computing. The 
second group consists of various administrators from the school district including two 
principals, a professional development specialist, a responsiveness to instruction spe-
cialist, a high school instructor, a professor, and a project executive director.  

Our focus groups were divided into three sessions held with each cohort. Consent 
forms were given to each group and participants were given the opportunity to opt out 
of participating. During the first session, we first introduced stakeholders to electro-
dermal activity as a measure, as well as the sensors for measurement. Next, we pro-
vided background for the goals of the project and familiarized ourselves with the 
ways in which they try and understand how their students are engaged in the class-
room. We also asked questions related to the gaps they see inherent in their approach 
and how they could imagine improvement. In addition to field notes collected by a 
research assistant, we collected drawings from stakeholders to understand how an 
affective computing system might look. During the second session, we presented a 
paper-based prototype developed as a result of the previous discussion and asked for 
feedback and improvements. In an upcoming session, we will bring a tangible proto-
type to the stakeholders. During three different focus group sessions held thus far, two 
with the teacher cohort and one with the administrator cohort, field notes were gener-
ated from discussions.  

The remainder of our sources consist of online news articles and social media sites 
(n = 522) containing articles written in response to a blog post reporting inaccurate 
information about the work. These sources were found using the Social Media Listen-
ing Center at Clemson, which uses Radian6 technology to filter relevant articles and 
posts dealing with the topic. Radian6 is a social media monitoring platform that gath-
ers data, in part, from Facebook, Twitter, blogs, blog comments, message boards and 
online forums, news groups, podcasts, reviews on e-commerce sites, experience shar-
ing sites, and mainstream news sites. In order to accomplish this task, a filter was 
created for terms in the initial blog post for a one-month time period that included the 
initial blog post.  

2.3 Analysis 

An initial analysis of the focus group and social media data consisted of computing 
percentages for positive, negative, and neutral sentiments. Data were coded by two 
raters as positive if the poster expressed clear agreement with the technology, dis-
cussed beneficial implications, or provided positive suggestions; coded as negative if 
the poster used profanity, totalitarian references, expressed anger, disgust, fear, or 
resentment; and neutral if remarks were indefinite (i.e., forwarded online article or no 
valenced opinion presented). Finally, an interrater reliability analysis was performed 
to determine agreement between raters. 
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Next, thematic analysis was utilized to generate themes from the focus group notes 
and online data. Thematic analysis is “an accessible and theoretically-flexible ap-
proach to analyzing qualitative data”. [19] This method, widely used in psychology, 
calls for the demarcation of a qualitative data corpus into themes. Thematic analysis is 
valuable when attempting to understand a data corpus whose information is based on 
notes from study groups and blog posts with comments, in other words, data that were 
not collected under experimental conditions. All data were also analyzed using the-
matic analysis procedures which include building familiarity, generating codes, iden-
tifying features, finding, confirming, and defining themes for reporting. [19] The  
focus group and social media data presented separate themes after analysis and are 
explained in detail in the next sections.  

 Results 

3.1 General Sentiments 

Table 1 below depicts the positive, negative, and neutral sentiments found in the on-
line news articles and other social media. The interrater reliability for the coders was 
found to be 78.7% with Cohen’s Kappa = 0.55, indicating moderate agreement. [20] 

Table 1. Results from analysis of positive, negative, and neutral sentiments 

Groups % Negative % Positive % Neutral 

Focus Groups (n = 24) 2% 98% 0% 

Articles & Social Media Coder A  
(n = 522) 

31.4% 6.0% 62.6% 

Articles & Social Media Coder B  
(n = 522) 

25.5% 6.3% 68.1% 

3.2 Social Media Themes 

Theme One. Many of the authors and commenters believe that this project is just 
another effort to control aspects of citizen’s private lives. The name “Big Brother” (a 
totalitarian dictator from George Orwell’s novel entitled Nineteen Eighty-Four) [21] 
was commonly used. One author posted, “it is not too far of a stretch to assume that 
tracking bracelets could one day be used to weed out students or teachers that do not 
buy into…agenda[s]… By monitoring what is being taught and how students respond 
to it, Big Brother could theoretically read the human mind in real time, which has 
some fairly disturbing implications.” 
 
Theme Two. The second theme was that the technology was being used to evaluate 
teacher performance. Authors thought the technology would be used to evaluate 
teachers rather than help and empower the classrooms. One author posted, “Using 
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students’ emotional responses to various learning material as a metric of how well a 
teacher is performing is a flawed approach that could send many quality, veteran edu-
cators packing their bags.” Another author posted, “A student’s physical reaction to a 
classroom lesson soon could be used to judge how successful—or unsuccessful—an 
educator is in keeping students engaged.” Lastly, an author suggested, “The student 
reactions recorded on the bracelets’ sensors could be added to a host of more tradi-
tional teacher evaluation methods such as test grades, administrator observations, and 
student surveys.” 
 
Theme Three. Many believed that the technology would not be able to distinguish 
what is actually engaging a student. In other words, the technology would not work. 
One poster wrote, “In any case, even if a child is giving off highly engaged skin sig-
nals, how would the machines know whether he or she is deeply engaged in a beauti-
ful daydream rather than 14th-century English literature?” Another author asked a 
similar question, “How would the bracelet tell if a student is responding to a teacher 
and not to something his friend whispers in his ear?” Authors and posters also cau-
tioned at the fact that people can be deceptive. One poster maintained, “It’s a fair 
point, but in terms of the GSR’s actual effectiveness, there’s one thing researchers 
should bear in mind: Children are very, very good at cheating.” 

3.3 Focus Group Themes 

Theme One. The first of the focus group themes was informative feedback. General-
ly, the teachers and administrators expressed desires for the engagement pedometer to 
provide information that would help them adjust their lesson plans. One teacher in-
sisted the technology should “Alert teachers of low levels of engagement, so teachers 
can monitor or re-engage students.” Another said, “For lessons [the technology should 
tell] if the teachers consistently have low engagement or high engagement at specific 
points in the lessons.” Some teachers wanted the information from the tool as a reflec-
tive feature while others wanted real-time information, or as one teacher stated, “In-
struction intervention as class proceeds.”  
 
Theme Two. The second theme was the teachers having the option of using the pe-
dometer to view individuals or groups within the class. One teacher asked to be able 
to “Target particular students upon request.” Some teachers insisted that since class is 
not always individual work, this would be helpful. One teacher said, “Can each stu-
dent’s dots [points representing students] also have a number so we can track, if we 
move from individual to pair to group work?” Some teachers also expressed the desire 
to observe patterns and behaviors of students over time. One teacher suggested “A 
way to follow a particular student through lessons, class schedules, and four-week 
periods as a way of tracking progress/engagement.” 
 
Theme Three. The third theme was the desire to have access to data immediately for 
interpretation. Some teachers expressed that they wanted the data to come straight to 
different devices they have such as iPads or other mobile devices. One teacher main-
tained, “I would want data immediately to my PC or other device so I could access it 
to be able to adjust instruction and monitor students/groups.” In relation to Theme 
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One, rather than having an alert for feedback, teachers want to interpret the data 
themselves. One teacher explained that it would be useful if “Each student [was] able 
to be monitored and the teacher [was] able to see live data to use immediately to be 
able to intervene and instruct in a different way to benefit all students.”  

 Discussion  

In this research, there is an obvious discrepancy between sentiments expressed be-
tween the two data sets. Most focus group participants found the idea amenable to use 
in classes and provided suggestions on the design of the tool. All the themes from the 
focus groups were about aspects they wanted in a tool to augment their own abilities 
to support students in their classrooms. Only once or twice were ideas expressed 
around who would be in control of the data and what the possible negative uses of this 
information were. This general positive sentiment, of course, can be attributed to how 
the information was presented to these groups. In the focus group sessions, we pre-
sented the technology, described its limitations (e.g., noise and attribution errors), 
discussed opportunities to opt into the research, and asked for teacher input. Although 
we asked for both feedback and concerns (i.e., should this be developed at all), this 
approach did not espouse the same number of negative reactions as the blog post.  

The results confirm previous suggestions presented in the Introduction about priva-
cy and trust of pervasive computing systems. First, public awareness of accurate in-
formation is crucial. Developers of pervasive affective computing systems must make 
sure that people understand the ins, outs, and limitations of what is being developed. 
The challenges associated with the interpretation of electrodermal activity are an im-
portant limitation that must be discussed when presenting the current system. Second, 
who has access to data and how they will be utilized is important. In this case, steps 
must be taken to prevent the technology from being used to evaluate the teacher. Ra-
ther, this system can be used by the teacher to help him/her understand better how 
students are responding to his/her pedagogical approach. The student, of course, can-
not be forgotten in this picture. Although the technology has been framed for empo-
wering the teacher, the system should not be used to evaluate the student either.  
Instead, it can be used to facilitate teachers’ understanding of their impacts on stu-
dents so they can be better supported. In addition, it can be used by the students to 
understand their own engagement. Finally, Ackerman [22] defines privacy as “the 
ability of an individual to control the terms under which their (sic) personal informa-
tion is acquired and used”. In order for systems to be respectful of teachers’ and stu-
dents’ choices, opportunities must be provided to opt in, or out, at any moment. For 
our technology, teachers and students should have the choice about providing their 
engagement data to the system. 

4.1 Limitations 

The main limitations are the scope of analysis and biases. The scope of analysis limi-
tation deals with the number of responses from the focus group compared to those 
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from social media. Given the uniqueness of our research there exists no readily avail-
able information, in similitude to the notes taken during the focus group, other than 
what has been collected, from which to draw themes. The number of data points for 
the focus group is twenty-four, while the number of data points for social media is 
five hundred twenty-two. Another limitation is how each group was introduced to the 
topic. The focus group was introduced to the topic by researchers whose intentions 
are to build a tool to enable teachers to improve classroom experiences, while the 
social media group was introduced to the topic by a blog post that did not accurately 
represent the work. These disparate introductions impacted how the discussions pro-
ceeded. Finally, biases exist for interpretation of the sentiments. After performing the 
coding for the social media group, the two coders had moderate to substantial, instead 
of strong agreement. Even with definitions in place for the coding scheme, what we as 
researchers see as positivity and negativity can still differ.  

 Conclusions 

From this research, we have public perception data from a real situation confirming 
that those interested in introducing pervasive technologies must fully describe a sys-
tem’s goals and possible limitations, they must emphasize respectful (e.g., opt in) 
opportunities to use the technology, and they have to provide intended users with 
choices about how, when, and where their data can and cannot be utilized. Kotter and 
Cohen [23] posit that “[p]eople change what they do less because they are given anal-
ysis that shifts their thinking than because they are shown a truth that influences their 
feelings.” By providing a visualization that is informative, not evaluative, for teachers 
to understand how their classroom instruction is impacting their students (possibly, in 
unforeseen ways), we imagine that this type of influence is possible. Our continued 
understanding of privacy and trust issues generated by the research presented in this 
paper lays the groundwork for the realization of this vision. 
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Abstract. This paper discusses another potential dimension of interactivity in 
networked performance that enables the real time imagery of performer’s im-
pression and the continuous reaction of actors in different locations as if they 
were in the same stage. To realize this, an artist makes croquis of the scene im-
mediately during the actual performance seeing the video received from far end 
site in real time via internet. Simultaneously, the captured video of the drawing 
croquis is transmitted back to the screen of the far end site. As a result, the con-
tent-to-content interactivity can form an sympathetic stage. To demonstrate its 
effectiveness, the author applied the concept to the Internet2 Distributed  
Interactive Multimedia Performance at NYU, US. 

Keywords: networked performance, interactivity, communication. 

1 Introduction 

High-speed networks and those wide applications are recently getting popular. For 
example, within high-speed network-based application are such fields as tele surgery, 
weather observation, monitoring of cosmic radio, distance education, cultural ex-
change, and so on. One of cultural exchanges using internet is performing arts  
over networks. It has several synonyms of a distributed performance, a telematic  
performance, a cyber performance, and a networked performance, but all of them 
commonly have the meaning of sharing performing arts among multiple stages using 
networking techniques. To borrow Steve Dixon’s phrase, “Telematic conjunctions 
enable real-time audiovisual collaboration between artists or performers both in the 
private context of process-based development work and rehearsals and in the public 
context of final performances.” [3] 

A networked performance can take various physical formations according to pur-
pose of its producer or characteristics of intended performance content. It can be set 
up with diverse technical settings: bidirectional manner, server-operating star struc-
ture, or master-slave structure among peers. Regardless the form or topology em-
ployed, research on networked performances emphasize deriving interaction among 
the stages [1, 7]. 

Interactivity is generally classified into the three dimensions according to its sub-
jects: human-to-computer, human-to-contents, and human-to-human [2, 4-6]. This 
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categorization also can be apply to the interactivity in a networked performance as a 
communication medium since a networked performance platform surely supports 
those three kinds of interaction. For examples, performers use computer systems to 
send or receive their video and audio (human-to-computer), performers watch and 
react to what the platform displays (human-to-content), and performers have interac-
tion each other (human-to-human) through this kind of communication channel in 
most cases. Also, some of the examples can, not necessarily, apply to the reaction of 
audience. In this paper, this classification is used as a framework, or a theoretical lens, 
to examine the concept of interactivity in a networked performance. 

2 The Positioning of Networked Performance 

Media artists utilize network technology as a new media besides using it as a means 
for real time data transmission. When two areas meet, this case being technology and 
art, both areas should be able to complement one another. In this perspective, we 
should consider the technical and artistic positioning when dealing with networked 
performances. As shown in Fig. 1, the aim of networked performance is to expand the 
reach of artistic expression by effectively utilizing state-of-the-art media/network 
technology. 
 

 

Fig. 1. The positioning of networked performance 

2.1 Artistic Positioning 

In an artistic perspective, a networked performance should increase the possibilities of 
realizing creative fantasy and give stronger impressions. However, if the total (net-
work and system) delay makes exchanging feelings difficult, performers cannot be 
immersed in the networked performance, impressions of the audience drops, and the 
networked performance loses its vital power. Thus, it is essential to find out the con-
tent-to-content interactivity in networked performance. 
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2.2 Technical Positioning 

On the technological side of the network, the media (audio/video) quality that is being 
transmitted is extremely important for realistic experience. However, increasing the 
definition of the video increases the data size and using compression technologies 
increases the latency as well as the complexity (and associated cost). As the total 
(network and system) delay becomes longer, no matter how high the quality may be, 
it becomes a hurdle for a networked performance that is based on sympathizing with 
one another in real-time. Therefore, the main issue in network technology needed in 
supporting networked performances is to increase the media quality while keeping the 
latency low. In this case, gigabit networks were used to guarantee high speed of the 
connections. 

3 Approaches 

A networked performance, named “Memory”, was conducted in 2010. The perfor-
mance consisted of ten pieces of modern dance, music, and media arts under the main 
theme of memory. It had three stages connected via high-speed networks to send and 
receive video and audio streams: KAIST in Republic of Korea, New York University, 
and University of Colorado Boulder in the United States of America. Each venue had 
its own stage, performers, staffs, and audience. Thus, audiences on three locations 
could watch and listen to the stage which had pieces being played in real-time. The 
simplified and abstract configuration of the performance is depicted in Fig. 2. 

 

Fig. 2. Configuration of the Memory 
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3.1 Memory 

Upon the basic configuration for a three-way networked performance, a unique expe-
rimental addition was made. As it appears in Fig. 2, a professional painter participated 
in the stage C. This was situated by the author in order to observe what non-
traditional interactivity could be found in networked performance settings. In other 
words, unusual element of interactivity was introduced into the performance for the 
observation. The painter’s role was watching the performance and drawing what he 
saw and felt into croquis. The painter produced several croquis which was impromptu 
and intuitive throughout the performance. For example, while dancers in stage A were 
dancing, the painter expressed his impressions and feelings from the dancing into a 
croquis and finished the work when the piece did. When musicians in stage B started 
to play the next piece, the painter began another croquis, in turn. The drawing 
processes and the results were also shared in real-time among the audiences on each 
screen of three sites via internet. 

To sum up, the painter in stage C was drawing a piece being influenced by a danc-
er’s motion and movement in stage A. The dance affected the color, stroke, shape he 
drew, and so on. Meanwhile, the drawing was displayed on screens in stage A to af-
fect the improvised dance again. As a result, from the perspectives from audiences on 
three sites, as the thirds agents of the communication, they could observe that contents 
were influencing each other. As shown in the Fig. 3, the improvised drawings during 
the performance among three locations seem to have shown high level of content-to-
content interactivity via the medium of networked performance platform. This means 
that the third participant to the communication, such as audience, could watch “inter-
active” contents in the performance. 

 

Fig. 3. Screenshots of the performance 
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3.2 Conceptual Review 

The interactivity in Memory can be summarized as follows. The medium for interac-
tion was networked performance platform, which consists of transmission application, 
gigabit networks, screens, and so on. Interaction agents were the performers and the 
audiences on the three sites. Performers more actively exchanged their messages each 
other and the reactions from the audiences were relatively implicit. They could inte-
ract through telematics audio and video of the performers’ movements, gestures, and 
plays. Following the aforementioned categorization [2, 4], the interactivity in Memory 
can be systematized in the same way. Showing up in front of the camera with some 
gestures and singing into microphones of performers were examples of human-to-
computer interactivity. Audiences were passively participating in the interaction by 
watching the content via the platform. Watching performance of performers and au-
diences reflected human-to-contents interactivity, though there were generally little 
means to directly affect the content as reactions. Human-to-human interactivity was 
also observed when performers on two or more sites danced and played the music 
together through the networked performance platform. This category of interactivity 
also appears in interaction between performers and audiences. 

4 Results and Discussion 

The three existing dimensions: human-to-computer, human-to-contents, and human-
to-human, however, couldn’t embrace all aspects of the interactivity observed in the 
networked performance. Rather, the author was able to discover another sort of inte-
ractivity from the observation. In this paper, the finding is named as content-to-
content interactivity and it is defined in communication with three or more agents as 
the extent to which un-predefined contents in messages bidirectionally influence each 
other from perspective of the third agent. This another potential dimension stems from 
the real time imagery of performer’s impression and the continuous reaction of actors 
in different locations as if they were in the same stage. 

5 Conclusion 

The paper concludes by mentioning some of the further problems raised by this ap-
proach to the interactivity in performing arts over networks. The content-to-content 
interactivity has been newly observed as another potential dimension of interactivity 
from interactions in networked performance. The interactive communication is an 
important factor both in performing arts and social networking service. The areas of 
art and networking technology often dealt with networked performance, but there 
were little studies from the field of communication media or information systems. 
This paper included the discussion on one of significant concepts in networked per-
formance, as a distinctive kind of communication media, which also exploits unusual 
form of communication. To greatly improve the interactivity of networked perfor-
mance, it requires diverse challenges from artists, engineers, and producers as a novel 
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kind of media, thus what, how, where, and who of the interaction in networked per-
formances should be discussed further. Networked performance will be a form of 
entertainment in the near future's digital society, and a field in which cutting-edge 
technology and artistic direction are important. 
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Abstract. Interaction experiences with public art installations are becoming 
ubiquitous recently, however, interaction is usually unidirectional and the actual 
experience not very rich. This work reports on an interactive public art installa-
tion aiming at increasing the level of social connectedness among visitors, and 
the results of evaluating the attractiveness of the installation. By connecting vis-
itors and computers physiologically, the installation has clear impact on social 
interaction and it also shows the attractiveness to people from aspects such as 
creativity, novelty, inviting and motivating. In this work we also found that the 
AttrakDiff instrument to be useful and convenient in evaluating the attractive-
ness of public art installations.  

Keywords: Interactive Installation, Public Art, Attractiveness, Social Connec-
tedness, Computers as Social Actors. 

1 Introduction 

The advances in science and technology bring the public digital arts from traditional 
media towards new media types often enabled by recent technological developments. 
The use, the language and the implications of the material itself are different from it 
being applied as a carrier for public digital arts. These new media types of public 
digital arts are in need of new carriers and new form languages for its progress and 
prosperity in the age of the new technologies, from traditional ones with static forms 
to new ones with dynamic and interactive forms [1]. 

Public interactive art installations are effective in addressing and engaging multiple 
people, and displays and projections are often used for these installations as output 
devices. While the use for advertisements, entertainment and promotion is quite far-
spread, the usual modus operandi of a single projection is to engage people as a single 
person in a 1:1 message. One of the drawbacks of this kind of installation is the li-
mited interaction space for people “using” a public projection: messages are mostly 
unidirectional and there is a little that a person can actually do to be engaged in a 
richer interaction than consuming a simple information broadcast. 

This work reports on the research aiming at using public art installations to address 
multiple (previously unconnected) people at the same time, increasing the level of 
social connectedness among them, and finally evaluating the attractiveness of the 
installation. The main challenge is to establish the public installation as a social actor 
– a socially acceptable participant in a social multi-user setting, in which the culture 
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Fig. 2. Overview of system components 

The Blobulous system consists of four parts:  

1. Wireless heart rate sensors capture and send heart rate data from users to a central 
instance,  

2. a central instance, including a receiver and a visual program, receives data from 
users and derives avatar behaviors represented as visuals on the projected screen,  

3. a projector connected to the central instance, and  
4. a Zigbee1 network, which handles communication between sensors and the central 

instance. 

3 Evaluation 

The objective of evaluating the Blobulous system is to show an improvement of social 
connectedness among participants and the attractiveness of the installation. Social 
connectedness is measure by means of a questionnaire that has been derived from 
Social Connectedness Scale Revised (SCS_R) questionnaire [12]. The results about 
the social connectedness is reported in [13]. The experiment results showed a signifi-
cant difference in the level of social connectedness between the two testing conditions 
(random avatars and interactive, mapped avatars). 

In this paper we focus on reporting the evaluation of the attractiveness of the  
installation. 

                                                           
1 http://www.zigbee.org/ 
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3.1 Experiment Setup 

In order to evaluate the attractiveness of the installation, it is better to include a group 
dynamics factor in the evaluation. 21 (14 male, 7 female) participants were recruited 
online and randomly divided into 7 groups according to their time preference. So, in 
most of the groups, participants did not know each other before the experiment. Us-
ers’ backgrounds were distributed to Industrial Design (7), Electrical Engineering (4), 
Computer Science (3), Automotive/Logistics (3), Biomedical (2), Architecture (1), 
and Business (1). 

Participants were asked to watch and explore the visuals projected on the wall (Fig. 
3a) while wearing the sensor (Fig. 3b) and then have a short discussion about what 
they perceive from the visuals. Heart rate data was streaming automatically by the 
prototype while movement data was manually controlled via an Apple iPad using 
touchOSC [14] (Wizard of Oz) (Fig. 3c). 

 

 

Fig. 3. Experiment room with a) projection screen, b) heart rate sensors, and c) central control 

In the demo session, participants were explained details about the functionality of 
Blobulous and asked to come up with some ideas and try to demonstrate the ideas 
together with Blobulous. All sessions were recorded for later video analysis. The 
experiment room was prepared with a large projection onto the wall, an interaction 
space in front of the projection, and an experiment control area (depicted at the bot-
tom of Fig. 3). 
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3.2 Instrument 

AttrakDiff [15] is an instrument for measuring the attractiveness of interactive prod-
ucts. With the help of pairs of opposite adjectives, users (or potential users) can indi-
cate their perception of the product. These adjective-pairs make a collation of the 
evaluation dimensions possible.  

The following product dimensions are evaluated: 

• Pragmatic Quality (PQ): Describe the usability of a product and indicates how 
successfully users are in achieving their goals using the product. 

• Hedonic Quality – Stimulation (HQ-S): Mankind has an inherent need to develop 
and move forward. This dimension indicates to what extent the product can support 
those needs in terms of novel, interesting, and stimulation functions, contents, and 
interaction- and presentation styles. 

• Hedonic Quality – Identity (HQ-I): Indicates to what extent the product allows the 
users to identify with it. 

• Attractiveness (ATT): Describes a global value of the product based on the quality 
perception. 

Hedonic and pragmatic qualities are independent of one another, and contribute 
equally to the rating of attractiveness. 

3.3 Results 

The map in Fig. 4 was generated from the attrakdiff.de web service [15]. In this map, 
the values of hedonic quality are represented on the vertical axis (bottom = low  
value).  

 

 

Fig. 4. Map with average values of the dimensions PQ and HQ and the confidence rectangle 
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In this work we also found that the AttrakDiff instrument to be useful and conve-
nient in evaluating the attractiveness of public art installations.  

The system needs to be further developed with the ability to act independently but 
not only mimicking to do so, which was a pragmatic design choice in this study. We 
are currently planning to bring the experience we had with Blobulous in a bigger pub-
lic art installation project that will be carried out in Taicang, China. We are going to 
use multiple large LED displays and projections as part of a permanent public art 
installation, in combination with other art forms such as reliefs, lighting and metal 
work (see Fig. 7). The content of the displays and projects will be created by general 
public using social tools over social media2.  

It is clear that the current development in digital public arts involves a significant 
amount of new carriers in not only material, but also in technology, resulting new 
dynamic and interactive forms that require the artists to construct their work from a 
system view and with a good understanding of human-system interaction and related 
interface technologies. 

 

 

Fig. 7. Interactive public art installation concept for Taicang, China 

 

                                                           
2  http://youtu.be/m_Bjz1ekIdI 
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Abstract. In complex search scenarios like planning a vacation or finding a 
suitable gift for a friend, the user usually does not know exactly what he is 
looking for at the beginning. However, this is the question that most search in-
terfaces present as first step. In this paper, we discuss approaches for supporting 
the user in expressing a search query based on vague feelings and ideas. We 
therefore consider search interfaces on the syntactic, semantic and pragmatic 
level and discuss different mechanisms of these levels to support the first stages 
of the information seeking process. 

Keywords: search interfaces, motive-based search, implicit interaction, con-
text-aware systems, emotional interfaces. 

1 Introduction 

Complex search tasks such as looking for a suitable car, planning a vacation, or find-
ing the perfect investment opportunity can last days or weeks and usually the user 
does not know exactly what he is looking for at the beginning. Unfortunately, most 
conventional web search interfaces require the user to transform a possibly vague 
information need into a specific search query [1]. These search systems are based on a 
bottom-up, system-driven approach that originated from a bibliographic paradigm. It 
is centred on collecting and classifying texts and devising search strategies for their 
retrieval, which describes the use of information from the system’s perspective [2, 6]. 
But information seeking is an inherently complex human experience that includes a 
wide range of emotions and motivations beyond a particular problem or need. Conse-
quently, search criteria are often based on emotional and desire-oriented decisions [3, 
4]. There is an obvious gap between the system’s traditional patterns of information 
provision and the user’s natural process of information use: the system assumes cer-
tainty and order, whereas the problems of the user are characterized by uncertainty 
and confusion [5]. To get a better understanding of how people seek information and 
to describe the process of information search from the user’s perspective, Carol 
Kuhlthau performed a series of studies and identified distinct phases and emotions 
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2.2 Support on the Semantic Level 

The semantic model describes the meaning of signs and objects in form of hierar-
chies, whole-part relations and other meaningful linkages between concepts. Using 
these semantic models to provide the computer with a knowledge domain is a central 
idea of the Semantic Web [8]. With the help of web languages like RDF, DAML+OIL 
and OWL it is possible to create “machine understandable” knowledge by defining 
entities and their relations in subject-predicate-object triples [10]. The resulting On-
tology Networks are a means of an intelligent and implicit user support and of the 
autonomous understanding of the domain and the goal of the user’s actions. Lopez 
[11] identifies three different approaches to create a semantic engine: The closed do-
main approach supports only one previously selected domain (embodied by one or 
few linked ontologies). Approaches restricted to the own semantic resources like 
Wolfram Alpha1allow open domain requests relying on their own permanently up-
dated dataset representing the knowledge of the world. Open Linked Data search 
approaches try to use the broadest information base by consulting different large 
knowledge sources like Freebase 2 or DBpedia3. 

2.3 Support on the Pragmatic Level  

While the semantic level centres on the content [8] and its meaning for the computer, 
the pragmatic level is concerned with the context of the user’s interaction with the 
machine. From the user’s point of view, most of his information retrieval actions are 
basically on the pragmatic level [2]. He is trying to solve a specific task by combining 
his knowledge with the information presented by the search system. Therefore, the 
main challenge on this level is to present the most relevant information by considering 
the user’s intentions. Since Computer and user don’t share the same knowledge base 
it is important to observe and understand the context of the user [12].  

The Pragmatic Web initiative addresses these issues by focussing on the user and 
his intention [8]. The goals of the initiative range from describing tools, practises and 
theories of why and how people use information [13] to improving the quality of col-
laborative, goal-oriented discourses in communities [14].  

The Pragmatic Web cannot be seen as a separate web technology. Instead, it should 
be used as an additional input to enrich semantic technologies [15] to support and 
automate human to human knowledge exchange. 

3 The Role of Context in Search Interfaces Design 

When humans converse with other humans, they are able to incorporate implicit  
situational information like facial expressions and emotional dispositions of their 
conversational partner. In human-computer dialogue, the computer cannot take full 
advantage of the immediate situation of the user. By improving the computer’s access 

                                                           
1 http://www.wolframalpha.com/ (last access: 28.02.13) 
2 http://www.freebase.com/ (last access: 26.02.13) 
3 http://dbpedia.org/ (last access: 28.02.13) 
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to the context, the richness of communication in human-computer interaction can be 
increased [16, 17].  

The context plays an important role in the research areas of embodied interaction 
and the design of search interfaces. This leads to a wide variety of definitions. Dou-
rish claims that context can be manifold such as the tasks that the system is being 
used to perform, the reasons for which the tasks are being carried out, the settings 
within which the work is conducted, or other factors that surround the user and the 
system [17]. Schilit et al. define the main aspects of context as the computing envi-
ronment such as devices and network capacity, the user environment such as location, 
collection of nearby people, social situation and the physical environment like light-
ing and noise level [19]. Abowd et al. define the context as “any information that can 
be used to characterize the situation of an entity. An entity is a person, place, or object 
that is considered relevant to the interaction between a user and an application, in-
cluding the user and applications themselves.”[16] Abowd et al. also distinguish be-
tween primary context types and secondary context. The primary context types such 
as location, identity, time and activity are used to characterize the situation of a par-
ticular entity. They can act as indices of other sources of contextual information and 
can help to find secondary context for the same entity, e.g. phone number or address 
to a given identity, as well as primary context for other related entities, e.g. other 
people in the same location [16]. 

Gathering contextual information to get a picture of the user’s current task, prob-
lem or emotional disposition is a key for creating pragmatic and semantic support 
functions in information retrieval systems. Especially for a user who is entering a new 
and unfamiliar knowledge domain, context information could be used to adapt the 
interface, provide help or correct, specify and extend his inputs. An approach to the 
modeling of the user’s context is to analyze interactions of the user. This includes 
explicit interactions such as direct and intentional clicks or touches, but also implicit 
interactions such as accidental movements, gestures and facial expressions. Since the 
visual analysis of the emotional disposition and spatial situation of the user is still a 
research issue, other clues could provide pieces of the context puzzle. Schmidt [18] 
and Davies [12] propose different sources of information like the location, time, dura-
tion, and technical aspects of the interaction, previous queries and parallel activities 
while searching, or the user’s level of sophistication in language and tendency to spel-
ling errors. 

3.1 A Pragmatic Scenario  

Tamani et al. propose a simple model to describe a pragmatic scenario with four types 
of collaborators [20] (see Fig. 2). The Requestors goal is to find web services provid-
ing solutions to his needs and problems. These services are made available by a large 
number of different Providers. The entity that matches the requirements of the re-
quester with the services on the provider side is called Broker Service. To fulfill this 
task the broker needs to combine pragmatic and semantic functionality.  It therefore 
needs access to contextual information on the requestor side as well as comprehensive 
meta information on the provider side. To make sense of the given information and 
resolve conflicts and ambiguities the broker should use machine readable ontologies 
and knowledge graphs of Trusted Knowledge Bases (KB). 
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Fig. 2. A pragmatic scenario based on [20]  

3.2 The Architecture of a Broker Service 

Yuanchun et al. [21] refine the idea of the context sensitive Broker Service by adding 
a context layer to store personal, implicit, and explicit information about the user in a 
dedicated Context Base. The associated Context Components provide functions to 
acquire, manage, and distribute information about the user context. This covers de-
tecting implicit and explicit context information by observing the input and sensors of 
the physical Input Layer, transferring them to the Context Base and offering an inter-
face for the web service layer. The web service layer uses the preprocessed user in-
formation for Discovery and Collection of services that are likely to match the user’s 
intentions. The Service Composition Component collects the service data and presents 
it to the user in a coherent and uniform way via the Output Layer. 

 

 

Fig. 3. Layered architecture of context services based on [21] 

4 Supporting the Exploration Process 

As shown in section 1, the initial stages of the search process need more support by 
the system and the user interface. Our goal is to develop a model with proposals on 
different layers for the interface designer to support the user in the exploration stage. 
Therefore, we distinguish different phases during the stage of exploration and, use the 
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scenario of planning a vacation as illustration. In the beginning of the search, the user 
decides to book a vacation without concrete idea where he wants to go. Based on his 
motive for the vacation, some basic conditions and constraints have to be met. In our 
example, he is looking for a cheap short trip in the near future and all travels by air 
can be quickly discarded because of his fear of flying. 

To support the user on creating new ideas, the interface has to provide functions 
that broaden his scope of information (see Inspiration, section 4.1). When finding 
some interesting topic, e.g. a trip to Paris, Rome or Madrid, the user’s task is to read 
thematically relevant information, and to relate this information with previous know-
ledge in order to extend the personal understanding of the topic. The interface can 
support the user by offering functions to construct and organize his knowledge space 
(see Investigation, section 4.2). Subsequently, the user has to grasp the many possibil-
ities of combining bits of information and different alternatives. The task of the inter-
face is to help the user to narrow the scope and to create a focus (see Evaluation,  
section 4.3).  These phases, illustrated in Fig. 4, cannot be seen as a sequential 
process; rather they describe different situations the user can be confronted with dur-
ing the process of expressing his vague feelings and ideas as a concrete and tangible 
query. 

 

 

Fig. 4. Functions to support the exploration process 

4.1 Inspiration 

The motive of the user can depend on several factors such as a special reason for 
planning a vacation, e.g. relaxation, an activity like surfing or hiking, or a special 
place he wants to visit. For this reason, it is important to offer multiple access points 
to select the basic conditions and provide inspiration according to the user’s needs.  
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Besides the collection of context information, the input/output layer displays the 
information to the user. To create an emotional experience, generate needs and stimu-
late desires, media like pictures, sounds, and movies can be used, e.g. mood boards in 
stylepark [22] or gettyImages Moodstream4. A playful interface is helpful as well, to 
increase curiosity, e.g. etsy.com, where the user can choose between different colour 
moods to explore the products (see Fig. 5, left). 
 

  

Fig. 5. Left: playful interaction on etsy.com, center: organizing collected items in BrainDump 
[23], right: visualized relations between included and excluded tags in DelViz [24] 

The Context Layer is responsible for gathering information about the user and for 
analyzing where his interests lie. Therefore, context information can work with im-
plicit information about the user, that is already known, or the device type, location, 
time etc. or the user can explicitly enter his interests, e.g. in form of selection of a 
theme or a questionnaire. For instance, the Moodstream of gettyImages offers differ-
ent sliders describing tagged asset attributes, such as happy vs. sad, warm vs. cool, or 
nostalgic vs. contemporary, to gather explicit context information and match the pic-
tures and sounds to this situation. Fuzzy Categories [26] can be helpful as well to 
describe vague ideas. The Context Layer has to deal with the challenge of generating 
fuzzy categories out of cultural, regional and individual preferences, e.g. “what does 
the colour red mean to the user?”, “what is warm for the user?”. 

Finding suitable information according to the constructed context is the task of the 
Web Service Layer. It presents interesting articles concerning the user’s interests or 
other people with similar interests and maps the selection, e.g. in form of a picture, 
sound or colour, of the user to relevant results. 

4.2 Investigation 

If the user is uncertain about the results gathered in the inspiration phase, e.g. a city he 
saw on a picture, he has to become informed about the topic, find relationships and 
create categories. In this phase, the user often has to handle a large amount of data 
and getting lost in this information space is highly probable. 

                                                           
4  http://moodstream.gettyimages.com (last access: 26.02.13) 
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The interface can support the user in structuring his gathered information and vi-
sualize relations between his findings. The BrainDump system for example provides 
the functionality to create and manipulate visual images of his result set (see Fig. 5, 
center). The user can group collected items and annotate content during the search 
process, to visually memorize his findings [23]. In this case, the relations are made 
explicit. By using the capabilities of the Context Layer, the system keeps track of the 
current knowledge and the information gaps of the user. This can be used to visualize 
implicitly the state of knowledge in this topic and show relations between the read 
articles. The task of the Web Service Layer is to provide missing information e.g. 
climate and main season in the chosen country, and similar results to the ones found 
in the inspiration phase. This can be another place where the user can visit the concert 
of his favorite band. 

4.3 Evaluation 

To narrow down the scope of possibilities and create a focus, the user has to select, 
exclude, and prioritize his findings. For example, the user reads information about 
Paris and finds out that a concert of his favorite band is taking place there as well as 
in Rome, Madrid, and Berlin. Paris is easy to reach via train, but simultaneously with 
the concert the fashion-week takes place there, which leads to increased prices for 
accommodations in this time.  

The task of the interface is to visualize the properties of his findings such as loca-
tion, time, price, and activities and the dependencies between his constraints to  
support the user to compare the alternatives. For example, the search interface DelViz 
offers the selection and exclusion of different entities and the analysis of the relation-
ships between these constraints using Bezier curves [24] (see Fig. 5, right). Another 
example is the Bohemian Bookshelf that uses interlinked visualizations to offer an 
efficient and analytical view on the properties of the result set [25]. The results that 
match the ideas of the user can be collected in a personal mood board as used in the 
Moodstream of gettyImages.  

The Context Layer tries to gain knowledge of limiting factors, e.g. holiday times, 
religion, health issues, dislike, fears, and income of the user. With this kind of infor-
mation, the system can advise against choosing Madrid by taking into account the 
user’s fear of flying and the duration of travelling by car or train that would exceed a 
short trip. The Web Service Layer helps the user to narrow his “information cloud” 
down to the most fitting results for his profile and to rank his results, e.g. in 
likes/dislikes, must-have/nice-to-have. 

5 Conclusions and Future Work 

Search interface design in the area of embodied interaction has to address context as 
an important tool to adapt the interface to the user’s needs. Recently many approaches 
have been developed that collect and provide contextual information through auto-
mated means, which removes the need for users to make all information explicit [16]. 
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We introduced a scenario in the context of travel search that is supported on the syn-
tactic, semantic, and pragmatic level and discussed requirements in different phases of 
exploration as well as the implicit use of context. We also emphasized the important 
role of visualization to support the user in finding (e.g. creating an emotional expe-
rience to inspire the user), structuring (e.g. visualize the state of knowledge) and ana-
lyzing (e.g. in visualize dependencies between the constraints of the user) huge 
amounts of data that the user has to deal with. Developing interfaces considering 
these levels and supporting the user in different stages of the search process to express 
his needs and to find suitable information is part of our future work. 
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Abstract. Realistic motion of virtual characters is a crucial factor for the reality 
and immersiveness of an AR application. Motion graph-based approach allows 
for generating infinitely many types of motions and may create remarkably rea-
listic human motion from a limited set of motion data. In this paper, we present 
a method to efficiently search the motion graph using A* search algorithm in an 
AR environment. Specifically, we introduce three types of heuristic functions: 
the distance, previewed distance, and directional heuristic functions. The pro-
posed heuristic functions reduce compute time significantly while not sacrific-
ing the quality of motion. We demonstrate the effectiveness of our method by 
implementing an interactive AR application. 

Keywords: Augmented reality, character animation, motion graph, A* search 
algorithm. 

1 Introduction 

A virtual character is an effective means to involve humans in the augmented reality 
(AR) environment; performing as a guide, tutor, actor, or even an adversary, virtual 
characters play a significant role to enrich a user’s AR experiences while interacting 
with the user. Naturally, realistic motion of virtual characters is a crucial factor to 
increase the immersiveness of an AR application. The realism of motion depends on 
several aspects; for example, the visual realism (such as the smoothness of motion 
and non-penetration between a character and an environment), and the appropriate-
ness of the motion regarding the context of interaction (such as accomplishing a user-
specified goal) are both essential factors for the realism of a virtual character’s  
motion. 

The data-driven approach to generating character motions achieves remarkable 
visual realism by utilizing a database of the captured motion sequences of real hu-
mans. However, due to the limited size of the motion database, naïve data-driven 
approaches such as simple replay or minor editing of the captured motion sequences 
fail to create a wide variety of motions that are adaptive to the diverse, dynamic con-
ditions of the AR environment.  

Motion graph-based methods [1] overcomes this problem by allowing for generat-
ing infinitely many types of motions from a limited set of motion sequences through a 
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motion graph. The approaches mainly consist of two parts; one is constructing a mo-
tion graph, and the other searching for a proper motion sequence from motion graph. 
Motion graph is a data structure that encodes how a motion clip can make transitions 
to other motion clips. By traversing a motion graph, one can create a variety of mo-
tion sequences that can be reachable from a current motion clip. 

In an AR environment, computational efficiency is critical since a virtual character 
must create motions in real time responsive to the dynamically changing environment. 
A main challenge of the motion graph-based approach in AR applications is thus to 
efficiently find a motion path that satisfies the goals and constraints. It is a difficult 
problem because, if a motion graph is too sparse,, it does not guarantee the existence 
of the transitions to satisfy the goals, and if it is too dense, it may take too long a time 
to find the optimal transitions.  

In this paper, we present a method to efficiently search a motion graph in an AR 
environment. Specifically, we discretize the environment and apply A* search with a 
set of novel heuristic functions. We introduce three types of heuristic functions; that 
are, the distance, previewed distance, and directional heuristic functions. The pro-
posed heuristic functions reduce compute time significantly while not sacrificing the 
quality of motion. 

We demonstrate the performance of our method by implementing an interactive 
AR application in which a user specifies the start and end positions and orientations 
of a virtual character. The virtual character can then move toward the target point 
while avoiding obstacles and sit down on a sofa in a natural manner. 

1.1 Related Work 

Many AR works has studied AR agent for an interactive and user-friendly interface 
between computer and user. Barakonyi et al. [2] focused on how an AR character 
assists users for dealing with overwhelming information and widens user experiences. 
Holza et al. [3] and Chen et al. [4] embodied AR character into a simplified robot, 
enabling interaction with real objects for AR characters. Wagner et al. [5] and Kenji 
et al. [6] developed handheld AR applications that have the advantages of the porta-
bility in which AR agent can interact in a close range to the user. These studies focus 
on the functionality of an AR character as the medium that connects users with a 
computer system. In this paper, we deal with a motion planning problem of a virtual 
character in an AR environment. 

Motion graph search algorithms have been studied extensively for finding a suita-
ble motion sequence from a motion graph. Some approaches use the continuous path 
planning that is effective for synthesizing relatively short, single behavior motions 
when a good initial guess is provided. Lee et al. [7], Safonova et al. [8], and 
Sulejmanpašić et al. [9] developed methods to create a rather short sequence of mo-
tion that follows a rough path provided by the user. Since they plan the path only 
limited steps ahead, the performance may be significantly affected by the initial 
guess; For example, if the position of start state is far from the goal state, the initial 
facing direction points toward the far side, it may take infeasible computation time.  
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In contrast to the continuous path planning, the discrete path planning can handle 
longer motions that consist of multiple behaviors. In addition, the method does not 
require an initial guess because the search space is smaller and thus more extensive 
graph search is affordable. Our work uses a discrete path planning with A* search 
algorithm. 

A* search algorithm has been applied to searching motion graphs in a discrete 
manner. Lau and Kuffner. [10] explored a behavior planning represented by finite-
state machine (FSM) that defines the movement capabilities of a character. They used 
A* search for generating motions from FSM. Safonova et el. [11] represented the 
desired motion as an interpolation of weighted paths from a motion graph. The graph 
is carefully constructed to support interpolation and is pruned for efficient search. Our 
work is based on their method: We also prune the motion graph and search with A* 
algorithm to find the global optimum. The main difference is that they use only dis-
tance measurement for deciding the best next state while we define a novel heuristic 
function that uses the sum of three kinds of motion measurements.  

2 Constructing Motion Graphs 

The basic idea of motion graph is as follows: If motion frames are sorted in a different 
sequence than the stored one in a database, a character takes a different motion from 
an original motion. In this way one can generate infinitely many types of motions 
from motion data. However, rearranging motion sequences does not guarantee the 
realism unless the pose disparity between adjacent frames is sufficiently small. We 
can represent the disparity information as a directional graph, called motion graph, in 
which an edge corresponds to smooth transitions between frames in the motion data-
base. For quantifying how smoothly a pose changes, we define the distance between 
two frames using the weighted sum of velocity differences of each joint. 

 D i, j , , , , , (1) 

where ∈   is a weighting parameter that determines the importance of joints in 
terms of visual realism. The most influential joint has the highest weight value. ,  
is the linear velocity of the root at the i-th frame, and ,  is the angular velocity of 
the k-th joint at the i-th frame. Specifically, the angular velocity is computed from the 
rotation matrix: 

 , log , , , (2) 

where , ∈ 3  is the rotation matrix of the k-th joint with respect to its parent 
joint. We can compute the distance D i, j  for every pair of frames. 

2.1 Creating Transitions 

If the distance D i, j  is less than a threshold determined by a user, we create an edge 
connecting the i-th and j-th frames. Determining the threshold value is related with 
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choosing which is more important between the quality of motion transition and the 
connectivity of a graph. A lower threshold value increases transition quality, but de-
creases the connectivity of a motion graph, which deprives possible transitions to 
reach the goal state. In addition, poses in the same category tend to be connected easi-
ly while poses in different categories are harder to be connected. For example, a walk-
ing motion has periodic poses and could be connected with other walking motions on 
quite a low threshold value. In contrast, the density of transitions might be compara-
tively lower between walking and sitting motions. The low connectivity decreases the 
possibilities that one type of motion transits to the other, hindering creation of beha-
vior-rich motions. Thus, the threshold value should be carefully chosen to keep bal-
ance between the acceptable quality and a rich connectivity. 

3 Searching Motion Graph 

Since every edge in a motion graph represents a piece of motion, graph walk corres-
ponds to a motion generated by placing these pieces one after another. The remaining 
issue is to find proper motion pieces for making motion satisfy constraints. We use 
A* search algorithm for finding optimal motion through the motion graph. 

A* search is to find the optimal path according to traveled cost and heuristic cost. 
Traveled cost measures the accumulated path cost from a start state to a current state, 
and A* searches for a solution that minimizes the traveled cost. Heuristic cost is 
measured by a problem-specific heuristic function that helps search algorithm ex-
amine states more likely to appear on solution path earlier than other states. To guar-
antee the optimality of the solution, the heuristic function must satisfy the triangle 
inequality and be admissible; for any pair s, s  where s  is a successor of s , h s ,  where ,  is a cost between s and s . Additionally,  h s  must not be lower than or equal to the distance from the state s to the goal. 
While these conditions guarantee the existence of an optimal solution path, it also 
means that A* must examine all the equally expected paths to find the optimal path. 
The weighted A* approach speeds up the search by relaxing the admissibility crite-
rion by using an weighted heuristic, h , 1. Relaxing the crite-
rion may cause a solution to fall into a sub-optimal result, a trade-off between the 
quality of the solution path and search time, but the resulting motion still looks quite 
natural because it consists of recorded data of human motion. To get problem-specific 
information about human motion, we design three types of heuristic functions; that 
are Distance, Previewed distance, and Directional heuristic functions. 

Distance Heuristic Function : It measures how much distance remains for a 
virtual character to reach the goal position. At this point, the remaining distance is 
approximated by the remaining distance of the shortest path computed beforehand. To 
compute the shortest path, we discretize the environment into 2D cells and search for  
the shortest path using Dijkstra’s algorithm on the cells. After a coarse 2D path is 
computed, we refine it by minimizing maximum acceleration and velocity. 
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Previewed Distance Heuristic Function : Distance heuristic function cannot 
measure the possibility of the next type of motion when the next edge is selected. 
Because the type of current motion could transit to other types of motion that changes 
motion direction significantly, it is important to measure the possibility what type of 
motion is encountered after selecting one edge. Thus, we introduce new heuristic 
function using information which motion will be encountered. P heuristic function, 
named Previewed Distance, measures how much distance can be reduced when the 
edge s is taken as the next edge. The motion corresponding to the edge s has informa-
tion where the motion will go at the next frame. If we preview several frames ahead 
instead one frame, P(s) can provide more accurate information what the remaining 
distance step becomes when s edge is selected in the next step. 

Directional Heuristic Function : This function measures the difference be-
tween the direction of s and the direction of the shortest path. The direction of the 
edge can be computed by an imaginary line connecting the start and end points of the 
edge. In a similar way as the previewed distance, start and end points correspond to 
the start and end frames of the motion, respectively. Usually, when the goal position 
is given, human takes the shortest path instead of walking around. Since distance and 
previewed distance use only the distance measure, selected edge can give a path that 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1. (a) The distance heuristic function. The dashed line is candidates of the next edge. (b) 
The previewed distance heuristic function. The thick line is the current edge, and dashed line is 
the child edges (c) The directional heuristic function. (d) The nodes which fall into the same 
cell are merged into one red edge. The thick line is the merged edge. 

D(s) P(s) 

Goal 

Motion Segments

Merged State 



454 S. Lee and S.-H. Lee 

walks around to the goal, especially if the motion graph is sparse. Therefore, direc-
tional heuristic function takes into account the direction of the motion, helping the 
algorithm keep following the shortest path. 

Combining Heuristics with Weight Factors , , and : We compute the 
weighted sum of the three heuristic functions. 

 h s w  (3) 

The weighting parameters determine which function is more important than others. 
Our algorithm acts like weighted A* when  w  is not 1. For this reason, our algo-
rithm does not ensure the optimality. w  and w  heuristic functions help the algo-
rithm choose the next edge that has higher possibility to reach the goal, but they do 
not influence the optimality because the algorithm determines the termination condi-
tion in terms of only distance heuristic function. 

3.1 Merging Redundant Transitions 

Even a 5-minute long motion data may create a motion graph with thousands of tran-
sitions. In general, during A* search, there are some sequences of motion that have 
the similar costs. When the size of the search state gets bigger, it causes enormously 
redundant computation time for searching for similar states that result in similar paths. 
Thus, we merge the search states that fall into the similar costs and similar positions 
when the algorithm selects the next edge. Safonova et al. [11] also introduce a merge 
step, but they merge the redundant state in an offline step, in contrast to our merge 
step that works in on-line. In order to reserve transitions, we also merge the child 
states of the merged states. Fig. 1 (d) depicts the merge step. Blue small dots represent 
similar states, and dashed line is motion segment corresponds to motion graph edge. 
Whenever a set of child states reaches the same cell and direction, algorithm selects 
only one state, marked by a red dot, by minimizing the pose error among similar 
states. After selecting an optimal state, dashed lines (edges) are also merged into one 
thick edge. 

4 Result 

In this section, we describe experiments to validate the effectiveness of the proposed 
search algorithm for motion graphs. 

4.1 Experimental Settings 

We performed experiments in two different scenarios. In the first scenario, we set up 
a simple obstacle-free environment that includes only start and goal states. In the 
second scenario, the environment includes start and goal states, as well as an obstacle 
between the states. This example demonstrates that the algorithm can find an  
appropriate path while avoiding an obstacle. The environment has 1000 × 1000 cells, 
each of which has dimension of 0.5m ×0.5m, and has 16 directions. (Fig. 2) 
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Fig. 2. The discretized environment has 1000 × 1000 cells. The size of cell is 0.5m ×0.5m, and 
each cell divided into 16 directions. 

To construct a motion graph, we generated motion data of about 10-minute dura-
tion. The motion data consists of motions of walking in a straight line, stopping, turn-
ing, walking backwards, sitting and standing. 

4.2 Simulation Results 

In the two examples, we compared how much each heuristic function affects the re-
sult. We repeated the experiments as increasing the weighting factor. After the result-
ing path is computed, we measure the number of expands, the computation time, and 
the traveled cost. The graphs of the number of expansion and the computation time 
have the similar pattern because the computation time linearly increases according to 
the number of expansion of the edge in a graph. In addition, we measure the root 
mean square error (RMSE) of the resultant path with the optimal path that is acquired 
by A* algorithm without using a heuristic function. 

The Simple Environment 

 

Fig. 3. (a) The graph of the number of expansion in the simple environment. (b) RMSE of the 
simple environment (in mm). (c), (d) The graph of the computational time according to weight-
ing factor in the simple environment. 
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Fig. 3. (continued) 

Fig. 3 (a) shows how much each weighting factor affects the number of expands. 
The expand number drastically decreases until wp reaches 1.5 and increases after 1.5. 
The reason for this inflection is that higher weighting factor can cause redundant ex-
pand steps for reaching the optimal point. Since wd is related with the optimality of 
the result path, RMSE is increased by wd value as Fig. 3 (b). Fig. 3 (c) and (d) 
represent the computational time according to each weighting factor while wd is set to 
1. These graphs show our algorithm can reduce the computational time for searching 
motion graphs with holding the optimality.  

The Obstacle Environment 
In the obstacle example, the resulting graphs show the similar pattern with the simple 
environment. However, the error graph, RMSE, is affected by w  factor because the 
optimal path is a curved line rather than a straight line. 

 

 

Fig. 4. (a) The graph of the number of expand in the obstacle environment. (b) RMSE of the 
obstacle environment (in mm). (c), (d) The graph of the computational time according to 
weighting factor in the obstacle environment. 
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Fig. 4. (continued) 

AR Application 
 

Fig. 5. A virtual character walks toward user-specified positions in an AR environment 

In this example, we apply our method to an AR environment that includes a chair 
and a sofa represented with 3D point clouds. The virtual character creates a smooth 
transition motions from the chair and sofa while achieving the desired pose specified 
on them.  

5 Conclusion 

In this paper, we dealt with a problem of searching motion graph using A* algorithm 
in AR application. One of the top priorities for motion graph-based method for AR 
applications is reducing computation time for searching an optimal path. To this end, 
we develop new heuristic functions capturing the characteristics of the human walk-
ing motion. The heuristic functions reduce computation time while not affecting the 
reality of the resulting motion. In addition, we developed a merging step that com-
bines the redundant transitions of similar costs while the planner searches for the  
candidates. 

In this work, we dealt with relatively small databases of 5 ~ 10 minute-long dura-
tion. With these databases, the character could create a small range of motions such as 
walking, sitting, and running. For the character to generate more various activities, 
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motion database should have a wider range of motions. As motion database becomes 
larger, ordinary graph search algorithm may face scalability issues. A hierarchical 
approach in which a higher level of motion planning (such as behavior planning [10]) 
is performed before the motion planning may overcome this problem.  
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Abstract. Various computing paradigms such as ubiquitous computing, 
pervasive computing, ambient intelligence, and ubiquitous virtual reality have 
appeared. Now we should consider interaction between human and robots in 
ubiquitous virtual reality known as DigiLog space. In this paper, we propose 
intelligent machine space for human robot interaction in DigiLog space. For the 
human robot interaction in DigiLog space, a robot has to recognize the current 
situation and select proper behavior by itself. It has to receive information and 
context from DigiLog space and transfer current state of robot itself 
bidirectional way. Moreover, the robot has to accept user’s commands and 
provide proactive services to users.  

Keywords: human robot interaction, ubiquitous virtual reality, intelligent 
machine space. 

1 Introduction 

Recently various computing paradigms which are a concept of combining real and 
virtual world, such as ubiquitous computing, pervasive computing, ambient 
intelligence, and ubiquitous virtual reality have appeared to improve the quality of 
human life [1,2]. The paradigms are post-desktop model of human-computer 
interaction in which information processing has been thoroughly integrated into 
everyday objects and activities. Especially ubiquitous virtual reality supports 
expansion of human ability in real environment, like human in virtual environments 
with various technologies. Various sensors are installed in intelligent space such as 
smart home, smart office and smart car. The intelligent space acquires data from the 
sensors to understand situation and context and provides adaptive services or 
personalized services with human. Moreover ubiAgent and AR agent which have 
form of computer graphics have been developed [3,4,5]. These types of agents take a 
role of information guide. However it is lack of reality because it is not physical 
objects. 
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Now we should consider how human and robots interact with each other in 
DigiLog space. Researches on robotics have a great effort to design and to implement 
various types of high performance robots [6,7]. Robots applying state-of-the-art 
technology such as ASIMO, HUBO have been developed [9,10] and robots such as a 
cleaning robot, AIBO are used in the daily life of human [14,15]. On the other hand 
some researchers on ubiquitous virtual reality proposed DigiLog space that combines 
physical world and its mirrored world to realize the 4D+ augmented reality [13]. In 
the DigiLog space, graphical agents could replace by physical robots and graphical 
agents and physical robots could exist in the same space. Now two research areas are 
fused, and it should be handled how to interact robots to coexist with humans in a 
smart environment.  

 

Fig. 1. Intelligent machine space with Digilog Space and Robots 

In this paper, we propose intelligent machine space for human robot interaction in 
DigiLog space. DigiLog space is a place where virtual and real world are merged and 
where human and robots coexist (fig. 1). For the human robot interaction in DigiLog 
space, a robot has to recognize current situation and selects proper behavior by itself. 
It receives information and context from DigiLog space and transfer current state of 
robot itself bidirectional way. Finally the robot accepts the user’s command and 
provides proactive service to a user.  

This paper is organized as follows. In section2, DigiLog space and agent 
middleware in UVR is introduced. Intelligent machine space is proposed with several 
scenarios in section 3. We introduce a humanoid robot we are developing in section 4. 
Finally, the conclusions mentioned in section 5.  

2 Related Works 

2.1 Ubiquitous Virtual Reality and DigiLog Space 

Ubiquitous virtual reality is a computing paradigm combining virtual reality with 
ubiquitous computing. Currently the ubiquitous virtual reality research aims at the 
development of novel computing paradigms for “holistic DigiLog life in smart 
space.” ‘Ubiquitous Virtual Reality’ is called ‘U-VR’,’Ubiquitous VR’, or ‘UVR’, 
according to emphasizing viewpoint how to combine real and virtual world.  

It was defined that “U-VR is a new paradigm combining virtual reality with 
ubiquitous computing. This can provide user with various applications according to 
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the context of users or environments”[16]. In this definition, ‘context’ is one of 
important factor to combine virtual reality and ubiquitous computing. Later U-VR 
was defined as “A concept of creating ubiquitous VR environments which make VR 
pervasive into our daily lives and ubiquitous by allowing VR to meet a new 
infrastructure, i.e. ubiquitous computing”. This is similar to the concept of cross 
reality [17]. 

Now, researchers on ubiquitous virtual reality began to study DigiLog space. 
DigiLog space is a result of combining physical world and its mirrored world (virtual 
world) for building the 4D+ augmented reality with the technology such as real-time 
dual-space registration and context of interest based information visualization [13]. It 
has following three properties: a plentiful 3D link between real and virtual space with 
additional information, an immersive five-sense augmentation in real world, and 
bidirectional interaction on the fly in linked dual spaces.  

2.2 Agent Middleware in Ubiquitous Virtual Reality 

UCAM stands for unified context aware application model. Early UCAM was 
evolution of middleware model ubiquitous computing researchers proposed such as 
the context toolkit. The UCAM connects sensors and applications by using a unified 
context in the form of Who (user identity), What (object identity), Where (location), 
When (time), Why (user intention/emotion) and How (user gesture), called 5W1H 
[18]. The UCAM applied to the sensors and applications in the ubiHome, a test bed 
for ubiComp-enabled home.  

Later the UCAM has evolved in the three areas: ubi-UCAM, vr-UCAM, wear-
UCAM. As ubi-UCAM is for ubiquitous computing environment (real world), vr-
UCAM is for virtual environments and wear-UCAM is for human body area, that is 
wearable computing environments [19,20].   

While people’s attention has been focused on mobile computing, UCAM changed 
context-aware mobile augmented reality platform (CAMAR)[21,22]. CAMAR lets 
users interact with smart objects through a personalized control interface on a mobile 
AR device. Also, it supports enabling contents to be not only personalized but also 
shared selectively and interactively among user communities.  To realize CAMAR, 
CAMAR core platform was proposed. The architecture is mainly composed of two 
parts: context-aware framework for a mobile user (UCAM), and AR application 
toolkit using OpenScene Graph [23]. The architecture shows context-aware toolkit 
could help mobile AR application in order to enhance different levels of decision 
making process.  

Initially CAMAR focused on the visualization methods and tracking algorithm for 
augmented reality, later it developed to AR agents [24]. In the ubiquitous virtual 
reality environment, AR agents adaptively perceive and attend to objects relevant to 
their goals. To enable AR agents to perceive their surroundings, the agents have to 
determine currently visible objects from the scene description of what virtual and 
physical objects are configured in the camera's viewing area.  

To generalize the idea, context-aware cognitive agent architecture was proposed. 
The proposed agent architecture has a vertically layered two-pass agent architecture 
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with three layers. The three layers are AR (augmented reality) layer, CA (context-
aware) layer, and AI layer. This architecture enables ambient smart objects to interact 
with users in various ways of intelligence by exploiting context and AI techniques.  

In summary, the UVR has been developed to provide a platform technology for 
complete DigiLog space, and agent technology for intelligent services and content. 
There has been much effort to merge virtual and real world with physical or 
contextual methods and to provide intelligent services or content in this environments. 
Now we need to consider not only software services in the form of invisible 
applications, AR agent but also visible physical objects in the form of embedded 
systems or robots. 

3 Intelligent Machine Space in Ubiquitous Virtual Reality 

In this section, we introduce intelligent machine space for human robot interaction in 
DigiLog space. DigiLog space is a place where merging real world with mirrored 
world. Here ‘merging’ means that matching real and mirrored world with 3D 
coordinates, context of interest (CoI), and bidirectional exchange of information 
between real and mirrored world. CoI is defined as a user’s interesting context about 
any information that characterized the situation [13]. Mirrored world is a database for 
saving data and information of the real world. The mirrored world could be built by 
ubiquitous virtual reality infrastructure such as UCAM, CAMAR, etc. Therefore, the 
mirrored world is filled with contextual information.  

Fig 2 shows robots and human in DigiLog space. Let R4 and M4 are real world and 
mirrored world including time dimension respectively. CoIR and CoIM are subsets of 
R4 and M4. R and H are space for representing a robot and human. Fig 3 shows 
interaction model for human robot in intelligent machine space. While real world and 
mirrored world can be surjective (not injective), CoIs could be a bijective mapping.  

 

Fig. 2. Robot and human in intelligent machine space 
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Fig. 3. Interaction model for Human and robot in intelligent machine space 

For the human robot interaction in intelligent machine space, a robot has to recognize 
current situation and selects proper behavior by itself. A robot gathers data from 
sensors that it has and receives information from mirrored world.  For instance, a 
robot would be able to identify positions in successive frames for object tracking, or 
to aggregate basic coordinate data and sensor values with clustering techniques into 
object regions. For the responsiveness, the robot would be able to generate behavior 
comparable to involuntary response directly from perceptual input, to generate 
behavior comparable to voluntary response by interpreting a local action, and to 
interpret the local action with respect to continuously updated information retrieved 
from perception, such as tracking data. 

A robot should receive information and context from DigiLog space and transfer 
current state of robot bidirectional way. When a robot navigates in a building, it is 
hard to find current location of robot with only sensors attached itself because large 
scale indoor location tracking system is still not working perfectly. In this situation, 
the robot would receive proper clues to find current location from DigiLog space. The 
clue could be some textures for video tracking, Wi-Fi signal strength, ultra-sonic 
sound, etc. The robot compares the data from sensors attached itself with the data 
from DigiLog space to find out current position.  

The robot has to accept the user’s command and provide proactive service to a 
user. There are two types of user’s command: direct response command and long-
term goal command. Direct command means that a command from users which can 
be followed directly without special consideration or algorithm. For example, if the 
robot gets an order such as ‘move this way’ or ‘turn around’, then it could to it 
without any special approaches.  If the robot gets an order such as ‘go room 215 and 
find a document and bring it back to me’, it has to solve many technical problems by 
itself. First it has to find a way form current position to room 215 and start to move. 
While it moving, if some obstacles appears (e.g. elevator is not working properly), the 
robot search the path again. After the robot arrives at the room 215, it has to find 
where the document is. Then the robot get back to a place where user stays currently 
(in case, user moves other place). This process is really hard work with only sensors 
robot has without information from DigiLog space. 
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4 CHARLES: a Humanoid Robot in Intelligent Machine Space 

CHARLES is a humanoid robot developed by Intelligent Space Lab. in Mokpo 
National University. The robot is a child-size light weight humanoid robot. The 
CHARLES has about 1m height and 12kg weight. It has 9 motors in upper body and 
12 motors in lower body. CHARLES is designed for special purpose that it plays with 
child in safe way. Because a big and heavy robot could be dangerous, when it fall 
down on children by accident. Fig. 4 shows pictures of CHARLES.  

 

Fig. 4. CHARLES: a humanoid robot in intelligent machine space 

5 Conclusion and Future Works 

In this paper, we proposed intelligent machine space for human robot interaction in DigiLog 
space. For the human robot interaction in intelligent machine space, a robot has to 
recognize the current situation and select proper behavior by itself. A robot should 
receive information and context from DigiLog space and transfer current state of 
robot bidirectional way. Finally the robot has to accept user’s commands and provide 
proactive service to users. We are developing CHARLES, a humanoid robot, for 
human robot interaction in intelligent machine space. We expect that CHARLES will 
provide users with proactive services.  
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Abstract. We explore whether watching the behavior of an avatar created by a 
user can affect that users’ behavior in the actual world. This research aims to 
determine if we can achieve results similar to those obtained from an experi-
mental design detailed in Study 3 of “Virtual Self-Modeling: The Effects of Vi-
carious Reinforcement and Identification on Exercise Behaviors” (Fox and Bai-
lenson, 2009), but using avatars created by observers rather than experimenter-
provided ones enhanced with a photographic likeness. Fox and Bailenson theo-
rized that the behavioral change elicited stems from modeling the behavior of 
physically similar people as supported by social cognitive theory. In this study, 
we focused more on investigating whether people’s own avatars’ behavior 
would elicit behavioral change based on social-perception theory. Therefore, 
users observed their own avatars that were doing exercise or not regardless of 
any physical similarity between the avatars and their owners. The preliminary 
results showed there was a strong trend for users to engage in physical activities 
more when they watched their own avatars exercise, compared to observing 
their own avatars that did not exercise. The results also demonstrated that users 
with higher body mass index (BMI) engaged in physical activities more when 
they watched their own avatars with exercise behavior, compared to users with 
lower BMI. This study seeks to clarify whether or not the notions of psycholog-
ical reflexivity and avatar ownership/investment are possible factors influencing 
avatar owners’ behavioral outcomes. 

Keywords: Avatar, virtual worlds, investment, VRE, self-perception theory. 

1 Introduction 

In the last decade there has been a progression from traditional immersive Virtual 
Reality Environment (VRE) applications towards inclusion of these techniques within 
persistent, socially connected Virtual Worlds (VWs). This change now permits what 
was formerly a complex, stand-alone system with costly equipment to become widely 
connected and accessible over the Internet by a potentially limitless audience. Beyond 
these differences, a major advancement separating VREs from VWs is the embodi-
ment of the user in the form of a personalized avatar. Avatars are users’ online self-
representations through which they inhabit the virtual world and communicate with 
other beings. Users are typically able to customize their avatars and often make them 
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to project some aspect of their physical or internal self-image. Recent research is be-
ginning to substantiate a deep connection that forms between the user and his or her 
avatar with repeated use [1,2,3]. 

We have been exploring affordances of avatars to determine what can be leveraged 
to create more effective applications delivered via VW platforms. We are especially 
interested in what they offer to health care applications, wherein the avatar, as a per-
sonal expression of self, can make visible potentially useful cues about a person’s 
psychological state. Inhabitants of virtual worlds take great care to form an avatar 
representation that relates to themselves in important ways. This may be a physical 
similarity, as much as can be achieved with the toolset provided by the virtual world 
designers, or it may be a projection of an internal state the person perceives is a more 
truthful representation of self than what nature has provided.   

This research study aims to determine if we can achieve results similar to those ob-
tained from an experimental design detailed in Study 3 of “Virtual Self-Modeling: 
The Effects of Vicarious Reinforcement and Identification on Exercise Behaviors” by 
Fox and Bailenson [4], but using avatars created by participants rather than experi-
menter-provided virtual humans enhanced with the photographic likeness of the user. 
Fox and Bailenson theorized that the behavioral change they found stems from  
modeling the behavior of physically similar people as supported by social cognitive 
theory. The results of their study demonstrated that when people observe a virtual 
representation of self (VRS) exercising, they are more likely to report an increase in 
subsequent exercise behavior than those who view their VRS loitering.  

1.1 Theoretical Background: Self-perception Theory 

This study design was based on self-perception theory, which asserts that an altered 
self-representation can affect people’s behavior by basing their own beliefs and atti-
tudes on a third person perspective of themselves [7,8]. This indicates that one could 
alter one’s own behavior and change beliefs or attitudes based on watching one’s self 
presented via an avatar. Johnson and Downing [9] found that people who wore a cos-
tume representing a Ku Klux Klan group increased the amount of electric shock more 
than people wearing a nurse’s uniform when they played a role of a teacher and were 
asked to deliver the shock to a learner who made mistakes. Yee and colleagues [8] 
report that people can achieve self-perception through role-play, such as a virtual 
setting with an avatar. This environment lends itself more easily to this kind of objec-
tive behavioral self-perception since role-playing by a user’s own avatar would de-
crease any deliberate manipulation of behavior in his/her role-playing in the real 
world offline. Wolfendale [10] addresses an attached perspective as a means to ex-
plore how people associate with their own avatars. She argues that attachment to other 
beings allows people to create their identity through constructing relationships with 
others. She specifically describes that attachment to an avatar is not a drastically dif-
ferent concept from attachment to others in the real world offline because “avatar 
attachment is expressive of self-identity and is a means of communication with others 
– communication that takes place in a setting of shared values and expectations” [10]. 
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Based on these findings, we speculate that people’s behavior could be affected by 
watching their own avatar performing a deliberately designed behavior. For instance, 
regarding the Proteus Effect, Yee [11] argues (but doesn’t prove) that people would 
engage in their usual workout more if they are represented using a physically fit ava-
tar for themselves, compared to an average-looking avatar. The Proteus Effect pro-
vides a basis for people’s behavioral change as a result of their avatars’ appearance. 
We extend this concept to observe people’s behavioral changes regarding avatars they 
themselves had created and therefore had some perceived investment in, whether or 
not they were physically similar to their offline self. 

1.2 Research Problems and Questions 

We found contradictory findings in previous work. Some researchers [4] assert physi-
cal similarity between a user and his/her own avatar is required to elicit the user’s 
behavioral change. Other researchers [5,6] argue that a physically dissimilar avatar 
might work to provoke a user’s behavioral alteration. Based on previous findings, we 
believe that the mechanism of behavioral change is unclear as to whether it results 
from a personal recognition factor or if a feeling of ownership/investment of the ava-
tar is at play. In this study, we explore whether or not the notions of psychological 
reflexivity and avatar ownership/investment are possible factors influencing the beha-
vioral outcomes. Users in our study observed avatars that they had created using their 
own desktop monitor (their usual way of participating in the virtual world). In the 
original study [4], authors also suggest to explore the influence of VRSs in other types 
of virtual worlds than immersive virtual environments, such as desktop settings. In the 
study, users experienced virtual reality using a virtual reality head-mounted stereo 
display, or HMD, but participants in our study were situated within a full online vir-
tual world that was displayed on a desk-top computer monitor.  

In this study, we specifically investigated whether people’s experience with their 
personal avatars’ behavior could alter their own behavior in the offline world, as was 
found with the Fox and Bailenson study [4] which used photo-graphically textured 
avatars as VRS. We further explored how users’ BMI and the length of their owner-
ship of their avatar are associated with the amount of their engagement in physical 
activities after watching their own avatars within the virtual world that were doing 
exercise or not. 

2 Study Design 

The experimental design1 was a 2 between-subjects experiment: own avatar with 
exercise behavior (participant’s personal avatar running on a treadmill) and own ava-
tar without exercise behavior (participant’s personal avatar loitering) (see images in 
Fig. 1). Using a between-subjects design, participants observed an avatar in the virtual 
world of Second Life for 5 minutes 20 seconds in one of the experimental conditions. 
                                                           
1 The experimental design in this paper was part of a more extensive design involving three 

conditions. 
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As in the original study, the nature of the experiment was masked, and visual atten-
tion kept on the avatar, by a visual distractor task wherein a sequence of 20 numbers 
flashed over the avatar for later recall. Twenty four hours after the experiment, partic-
ipants were emailed a link to a survey. The main dependent variable was a physical 
activity scale. Before starting a main interaction with avatars, subjects filled out a 
general demographic survey that included questions on personality characteristics. 
Participants were compensated using a virtual currency in Second Life. 

Participants. One hundred and forty three participants (own avatar with exercise 
behavior: 97, own avatar without exercise behavior: 46; 72% women, 28% men; av-
erage 37 years old) were recruited from Second Life through the posting of flyers in 
various user groups. Participants were told they could invite their friends to participate 
as well. 

Measurements. Avatar age (i.e. “How long have you used this avatar?”) and BMI 
(Body Mass Index) were assessed as explanatory variables including general demo-
graphic information in a pre-questionnaire before an actual interaction. In a post-
questionnaire, the number of hours for users’ engagement in their physical activities 
using PPAQ (Paffenbarger Physical Activity Questionnaire, [12]) was measured as a 
dependent variable. The questionnaire has nine items and the sample items include 
“Sleep, rest” and “Standing, washing dishes or cooking, driving a car or truck.” 
 

   

 

Fig. 1. Two experimental conditions 

3 Preliminary Results  

We first ran a MANOVA (Multivariate Analysis of Variance) to investigate users’ 
own avatars’ activity type in owners’ behavioral changes. The independent variable 
was the two types of condition: own avatar with exercise behavior and own avatar 
without exercise behavior. The dependent variables were the amounts of users’ nine 
physical activities. Preliminary analyses were conducted to ensure no violation of the 
assumptions of normality, linearity, univariate and multivariate outliers, homogeneity 
of variance-covariance matrices, and multicollinearity. We further ran a Pearson’s 

(a) Condition 2: Own avatar 
without exercise behavior 

(b) Condition 1: Own avatar 
with exercise behavior 
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Correlation to find the associations of users’ BMI and own avatar age with the 
amount of their physical activities. Preliminary assumption testing was performed to 
check for normality, linearity and homoscedasticity, with no serious violations ob-
served. The average of BMI was 27 for the “own avatar with exercise behavior” con-
dition and 32 for the “own avatar without exercise behavior” condition. The average 
avatar age was 2.8 years for the “own avatar with exercise behavior” condition and 
3.2 years for the own avatar without exercise behavior” condition. In this preliminary 
data analysis, we wanted to find the specific types of physical activities users  
performed more after their participation in the study, so we did not run a Factor Anal-
ysis to combine the original items of the physical activities into a smaller number of 
factors. Other analyses of the associations between other variables are currently in 
progress. 

3.1 Results of MANOVA Analysis 

The results showed that there was a moderately significant difference between two 
conditions regarding the “Sitting quietly, watching television, listening to music, or 
reading” activities [F(1, 141)=3.823; p=.053; Wilks’ Lambda=.878; η2=.026 (see Ta-
ble 1)]. For these sedentary type of activities, users in the “own avatar without  
exercise behavior” condition (M=3.78, SD=2.788) reported higher amount of their 
activities than users in the other condition (M=2.92, SD=2.308). 

The results also showed that there was a strong tendency of difference between 
two conditions regarding the “Bicycling to work for pleasure, brisk walking, painting 
or plastering” activities [F(1, 141)=3.916; p=.050; Wilks’ Lambda=.878; η2=.027 (see 
Table 1)]. For these vigorous type of activities, users in the “own avatar with exercise 
behavior” condition (M=.65, SD=1.128) reported greater amount of their activities 
than users in the other condition (M=.30, SD=.511). 

There was no statistically significant difference between two conditions regarding 
the other activities. 

3.2 Results of Correlations Analysis 

We did not discover statistically significant results of correlations between the avatar 
age and other variables. However, we found statistically significant results of positive 
associations between BMI and two physical activities. 

In the “own avatar with exercise behavior” condition, the results showed that users 
with a higher BMI did “standing, washing dishes or cooking, driving a car or truck” 
activities more than users with a lower BMI after observing their own avatars running 
on a treadmill [r=.220, n=97, p=.030] (see Table 2 (a)).  

In the “own avatar without exercise behavior” condition, the results demonstrated 
that users with a higher BMI did “sleep, rest” activities more than users with a lower 
BMI after watching their own avatars loitering [r=.346, n=46, p=.019] (see Table 2 
(b)). There were no statistically significant associations between BMI and the other 
activities. 
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Table 1. MANOVA results with the independent variable (own avatars’ activity type) and 
dependent variables (the hours users engaged in their physical activities) 

 Own avatar with 

exercise behavior 

Own avatar without 

exercise behavior F η2 P 

µ SD µ SD 

Sitting quietly, watching 
television, listening to 

music, or reading  
2.92 2.308 3.78 2.788 3.823 .026 .053 

Bicycling to work for 
pleasure, brisk walking, 

painting or plastering 
.65 1.128 .30 .511 3.916 .027 .050 

Table 2. Pearson’s Correlation Coefficients between Avatar age, BMI, and the amount of 
physical activities (the hours users engaged in their physical activities) 

(a) Condition 1: Own avatar with exercise behavior 

 
 Avatar age BMI Sleep, rest Standing, washing 

dishes or cooking, 
driving a car or truck 

Avatar age 1 .036 (p=.724) .033 (p=.746) .096 (p=.350) 

BMI .036 (p=.724) 1 -.076 (p=.457) .220* (p=.030) 

Sleep, rest .033 (p=.746) -.076 (p=.457) 1 -.239* (p=.018) 

Standing, wash-
ing dishes 
or cooking, 
driving a car or 
truck 

.096 (p=.350) .220* (p=.030) -.239* (p=.018) 1 

(b) Condition 2: Own avatar without exercise behavior 

 
 Avatar age BMI Sleep, rest Standing, washing 

dishes or cooking, 
driving a car or truck 

Avatar age 1 -.127 (p=.402) -.007 (p=.961) -.222 (p=.138) 

BMI -.127 (p=.402) 1 .346* (p=.019) -.129 (p=.394) 

Sleep, rest -.007 (p=.961) .346* (p=.019) 1 -.243 (p=.104) 

Standing, wash-
ing dishes 
or cooking, 
driving a car or 
truck 

-.222 (p=.138) -.129 (p=.394) -.243 (p=.104) 1 
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4 Conclusions and Implications 

The outcome of our study indicates that users’ own behavior is affected after observ-
ing their avatars’ behavior. There is a strong tendency that users engage in physical 
activities more when they watched their own avatars that did exercise, compared to 
observing their own avatars that did not. This might be explained by avatar owners’ 
attachment to their avatars, which may increase the likelihood that they will perceive 
their avatars as themselves in virtual worlds online. We further observed that there 
were significant correlations between users’ BMI and the amount of their physical 
activities after watching their avatars’ exercise behavior. This outcome suggests that 
overweight users may be encouraged to engage in more physical exercise in the real 
world after observing their avatars’ exercise behavior. However, there were no signif-
icant associations between the length of users’ avatar ownership and the quantity of 
their physical activities. This implies that avatar creation matters regardless of how 
long the owner has been using it. 

Our findings are supported by self-perception theory that asserts people’s behavior 
can be altered by observing their own behavior with a third person perspective. Fox 
and Bailenson [4] also point out that this effect may possibly be the result of users 
being reminded of good memories associated with exercise that inspired them, or 
perhaps guilt from neglecting a healthy exercise regimen that motivates them after 
seeing their avatar exercise. However, that explanation would not account for the 
increase in rest for the own avatar without exercise condition.  

We argue that the outcome of our study indicates a potential for avatars in a desk-
top setting to be used within a health care application regarding physical exercise 
similar to that mentioned by Fox and Bailenson [4], who envision a program that 
motivates employees to work out in the gym during lunch and subsequently see a 
visual reward of some sort through the avatar after logging a history of their exercise 
routine. 

We anticipate that data from this study will help clarify whether or not the psycho-
logical relationship between the avatar and its owner should be further investigated as 
a factor influencing the results of behavioral changes elicited by avatar use. 
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Abstract. The paper focuses on the importance of socio-spatial patterns and 
atmospheric qualities for knowledge work in real and virtual environments. On 
the background of research in the fields of Knowledge Architecture, Online 
Worlds and Environmental Design we show the interdependence between 
architectural design and human-computer interaction. The paper presents a 
design approach for “hyper-spaces” that fuses the qualities and opportunities of 
both realms into defined design-patterns. 

Keywords: Atmosphere, Socio-Spatial Patterns, Knowledge Work, Architecture, 
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1 Introduction 

In processes of knowledge work like learning, researching, or innovating, interactive 
communication is commonly regarded a central factor for success. Yet, communication 
is a complex environmental mechanism that goes beyond the technical transmission of 
information between humans and machines. Our point is that interactive communication 
is strongly determined by physical, psychological, and social context. We therefore 
advocate additional modes of ambient communication - communication that transfers 
information and activity via social structure, via spatial design, as well as through the 
“atmospheric” conditions arising from the combination of both.  

In this paper, specifically, we want to line out the importance of socio-spatial patterns 
and the impact of atmospheric qualities on interaction in learning environments. We will 
show the interdependence and mutual relation between these two factors.  

As it comes to knowledge workers, research teams, or learning groups, 
communication is not only to link communities in physical proximity. More than ever, 
communication has to bridge between separated people, institutions and locations, 
sometimes over large geographical or organizational distance. For this, a central 
question is how to combine the advantages of near-physical contact and face-to-face 
communication with the demands of far-distance interaction. In order to support the 
creation of high performance work-environments with this capacity, the paper puts 



 Atmospheres and Socio-spatial Patterns: Designing Hyperspaces 475 

forward an integrated approach that combines design sciences and behavioral sciences 
into a new form of “environmental conditioning”. As its very endeavor, the paper fuses 
research from the fields of Knowledge Architecture and Human Interaction Design into 
the concept of “hyperspaces for knowledge work”. The concept regards “Atmosphere” 
and “Socio-Spatial Pattern” as key success factors for successful knowledge 
workplaces. Employing this insight for physical and for virtual environments, as well as 
for their combination, a wide range of applications can be found in the context of work 
place design, in educational settings, and in R&D planning. 

2 Atmosphere as Cognitive Primer for Knowledge Work 

2.1 Environmental Factors for Cognition 

The diffuse nature of cognitive processes makes it difficult to identify success factors 
for intellectual achievements. However, besides neurological and psychological 
determinants, environmental factors have emerged as a new focus both on macro and 
micro scale [2], [5]. The way a classroom is set up on micro-scale, or how a 
technology cluster is organized in a larger region, directly impacts on the knowledge 
performance of the respective place and its users. Still there are few investigations 
about the relation of intellectual performance and environmental conditions, that is: 
the social, psychological and physical conditions of knowledge creation. 

Experiments and surveys have shown that besides the “hardware” of physical 
environments also a number of “soft factors” has to be recognized as essentially 
contributing to knowledge processes. To a wide extent, such soft factors may be 
organizational and administrative items, however a large part of them is atmospheric 
in nature. Common terms like “ambience”, “climate”, or “mood” indicate such vague 
yet highly determining kinds of environment. Good ideas are “in the air” and 
inventions come “out of the blue”. Generally, one easily recognizes a “creative 
atmosphere”, “a relaxing mood”, or “a climate of fear”. That is due to the very powers 
of atmospheres as a collective shared experience - which renders it a high-potential 
media for knowledge work too, for knowledge work itself turning into a complex 
group- and networking matter.  

Atmospheric qualities are understood not only by individuals who emotionally 
respond within seconds, but also by large groups, or societies, who manage to quickly 
establish a common sense. As can be observed in music or sports events, atmosphere 
immediately tells and transmits even across large crowds. This distinguishes 
atmospheres from the “hardware” configuration of cities, buildings, or spaces: the 
latter may well control societies and their physical behavior, but they lose power 
when it comes to impacting on individuals mind (Fig.1). Individuals detach 
themselves from physically defined / defining environment by simply changing place, 
yet detaching oneself from an atmosphere, from a mood, or an environmental climate 
is far more difficult. It stays attached not only with the very location, but also with the 
persons who recognized it.  
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Fig. 1. Different impact of environment: Strong “atmospheric control” upon individuals and 
groups; weak “spatial control” on individuals (yet strong upon collectives) 

2.2 Designing Atmospheres 

Atmospheres play a decisive role in environments for learning and researching, yet 
they are almost impossible to design. Being commonly recognized as a chief 
environmental impact, they slip off the design and planning agendas though. 
Atmospheres appear to be sensitive items with far too complex dynamics as to cope 
with them with static schemes. Still, there is a dire need for atmosphere design, for 
approaches that address this kind of soft conditioning for knowledge work spaces.  

Diverse philosophical and sociological inquiries have clarified that “atmosphere” is 
a field condition that arises from dynamic interaction - the interaction of people with 
people (“Milieu”), as well as from the interaction of people with things (“Ritual”), 
and even activity between and around things (“Aura”). For our case, these 
constellations may be re-interpreted as the relations of knowledge workers and their 
work ethics with their physical and social work environment. 

2.3 Creative Microspaces 

It may be difficult, if not impossible, to design atmosphere in large. On micro-scale, 
however, there is reliable experience and insight on how to condition atmospheres for 
learning and research, for creativity and innovation. Hence, the very focus of this 
paper is on microspaces, on places that allow face-to-face interaction among small 
groups, or teams. Thus a knowledge microspace may be defined as a place of limited 
extension, dedicated to creative production, innovation, and learning. The place is 
determined by specific hardware, software, and atmosphere. Here, “Hardware” may 
be understood as spatial division, furniture, surface material e.g. “Software” may be 
understood as administrative and organizational structures, communication processes, 
and / or control mechanisms. These architectural and managerial terms are relatively 
easy to describe and to design. However, “Atmosphere” as an ambient quality arising 
from the interplay of social and spatial structure, is more difficult to describe and 
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define. In order to conceptualize this third core measure, we have especially 
investigated Garage laboratories and Coworking spaces. These microspaces may be 
surprisingly far from conventional knowledge work environments, nonetheless they 
are of immense interest because of their outstanding intellectual and creative 
performance. Their configuration of hardware, software and atmosphere provides a 
setting which enables and empowers outstanding intellectual achievements. In other 
words: they feature a high “knowledge performance” which can be described as the 
ratio of intellectual output, or cognitive activity, in relation to spatial efforts (e.g. size, 
equipment, construction costs). Commonly, the power of such microspaces is due to 
their ambience, to a strong atmospheric definition which emerges as a result of 
spatial-organizational setup and the mental “operation systems” of its users. 
 
Example 1: Garage Lab. Garage labs have become a myth as an environment of 
maximum entrepreneurial creativity. On the one hand, this can be explained by socio-
spatial configuration: small work teams, high physical proximity, real-time interaction 
and intense communication. On the other hand, and as decisive as well, psychological 
and atmospheric determinants enable the very “Garage creativity”: detachment, 
seclusion, un-observedness, and a sense of low value environment. The combination 
of these factors generates a start-up spirit of experimentalism and challenge, a sense 
of alertness, activity, and motivation. Widely independent from environmental 
constraints, this clandestine setting is the very location for what economists call 
“Radical” or “Disruptive Innovation” (Fig. 2).    

 

Fig. 2. Radical Innovators: Google in their startup garage at Menlo Park (Source: 
Abondance.com) 

Example 2: Coworking Spaces. As a new trend worldwide, Coworking spaces are 
collective workplaces that attempt to translate the knowledge performance of garage 
environments to a more public and formal setting. Besides its formal architectural 
definition - which takes stylistic reference to the studio-environment of the creative 
class, a specific kind of atmosphere is being cultivated and enhanced. As a means of 
environmental enrichment, exchange and interaction are to be displayed, creativity to 
be demonstrated. Dictated by fast changing project work and team re-configuration, 
sociability and community spirit have become requisite conditions for the 21st 
century creative class - which is to be supported by adequate environments. (Fig.3).  



478 J.R. Noennig and L. Schlenker 

 

Fig. 3. Creative atmosphere in Coworking Space (Source: Neonworx) 

2.4 Online Games: Multi User Virtual Environments 

Besides places of immediate physical interaction like Garage Labs or Coworking 
Spaces, online games and virtual worlds are increasingly gaining importance as places 
for social interaction and exchange. Especially so-called Multi User Virtual 
Environments (MUVIs) are used for communication and collaboration in learning and 
knowledge work. As a socially oriented variation, MUVIs have developed from 
online games; they differ from other online communication environments by their 
idea that - in addition to the persistence of an internal virtual world - also scenes from 
the real world are involved, creating thus a reference to architectural forms and 
typologies.  

 

Fig. 4. Contents of Socio-spatial patterns of real-built environments (Source: [6], p.22) 

Whereas spaces, as a part of a micro-context, signal the common presence of 
participants, their atmosphere indicates the social conditions of joint interaction. The 
commitment to a space-typology and to related socio-spatial patterns represents a 
contextualization of interaction based on well-known social rules. Socio-spatial 
patterns produce a recognizable form. They include specific spatial-typologies as well 
as instructions for action in terms of their social practice (Fig.7). Further, they also 
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induce spatial atmospheres which in turn associate with psychological factors like 
acceptance, motivation, or inspiration. By this chain of effect, socio-spatial patterns 
influence the social climate and thus the work attitude of users. 

Better Face-to-Face? Interaction takes place on the basis of verbal and non-verbal 
communication and includes a high degree of socio-emotional information. In 
contrast, computer-based interaction is an exchange of persons who are not assembled 
at the same time in one location or room. Measured in terms of the high social 
contextualization of face-to-face conversations, computer-mediated interaction is as 
impersonal as its perception of another person is limited. It therefore leads to 
problems such as a reduced social presence of the participants and a limitation of a 
commonly shared knowledge background.  

Example: 3D Online Worlds. Since a few years, 3D online worlds are available via 
local client and broadband internet connection, thereby giving path for bringing the third 
dimension into virtual environments. Despite their artificiality and lack of tactile 
qualities, online worlds very directly appeal to experiences and strategies of dealing 
with designed environments and associated spatial information and knowledge. Their 
affordances are completely legible only against the background of their social 
connotations.  

Users and creators of online worlds design specific spaces and places for the social 
interaction of communities or social units.  These buildings and spaces not only have 
metaphorical significance; they are symbols of social organization too. Their socio-
spatial features and affordances relate to everyday spatial practices and form a basis 
for a common understanding, thereby influencing the success of social activities in 
online environments. Just as atmospheres, also spatial-typological references help to 
create an interaction background that can be read and accepted by all users (Fig. 4). 
This provides the chance for alternative social constructions, even social re-
engineering: In online worlds it is easy to experiment with changing teams, projects, 
and spatial configurations. Architecture, as a deliberately designed, semantic and 
visible structure of the room, would be a symbol of social arrangement with the aim 
to enable space-related activities. Described as social spaces in online worlds and 
virtual environments they provide a framework of certain possibilities for action [1].  

3D is more Atmospheric. Certainly, 3D representations open up more opportunities 
to adjust and tune atmospheric qualities. Thus, in turn, enables the psychological pre-
conditioning as is necessary for high performance knowledge work (emotions, 
motivation, and thus impact on learning success. In our investigations, 3D spaces are 
seen to be more inspirational (“Never seen before!”) and easy-to-adjust (“Change wall 
pattern!”). In regard to contemporary developments in interactive design (emotion 
sensing, smart environments, ubiquity etc.) it may be claimed that space not only 
tunes emotions, but space itself becomes emotional, sensitive, and responsive (Fig. 5). 
Then, space cannot be seen as a tool to enact power and control over people, but 
rather as a participator on its own, an actor within creative communities. Then, 
architectural design in online worlds and interactive digital environments turn into 
active players, supporting social contextualization of online communication and 
collaboration processes [6]. 
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Fig. 5. Informal atmosphere in the Virtual World Second Life (Source: [6], p.IX) 

2.5 Conclusion  

Users of real and virtual environments select and use specific spatial settings for their 
interaction with other people. They prefer defined socio-spatial typologies as a means 
of socialization, and specific atmosphere as a means of mental conditioning. For 
highly interactive work and communication processes, knowledge workers depend on 
environments conditioned to a low-threshold of social participation and comfortable 
and informal atmosphere. There is a dire need for approaches that integrate 
appropriate soft qualities into comprehensive architectural planning and 
environmental design. As the term “design” seems not very applicable to the qualities 
at stake, new means and measures for a dynamic “conditioning” of atmospheric 
environments must be established. Before all, they may be found in the field of 
Environmental psychology and behavioral studies.  

The benefits of adequate atmospheric conditioning in the context of knowledge 
work can be easily described: knowledge workers get primed for intellectual 
challenge, for creative activity, for sharing and cooperation. As environmental 
psychology holds, this can be suggested by certain environmental settings. Spaces and 
environments can be purposefully emotionalized, charged with semantics and with 
sentiments. The “sciences” of marketing and propaganda have developed powerful 
means for this purpose already. As shopping lanes and supermarkets can be 
purposefully set to trigger a mood of consumption, knowledge workplaces may be set 
for intellectual production as well. Stages, bars, and hotels explicitly show how 
ambience and atmosphere can be created. The mechanisms that induce certain social 
behavior thereupon are unclear, but powerful. That much can be said: Through 
conditioning suitable atmospheres social climate may emerge. 
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3 Research Design: Design Research 

Transdisciplinary Approach. As a crossboundary endeavor, our research links 
design science and behavioral sciences, specifically: the fields of architectural and 
human-computer interaction design on the one hand and environmental and social 
psychology on the other. Within this combination, the emerging field of Knowledge 
Architecture investigates the correlation of spatial configuration, social interaction, 
and knowledge processes. Thus far, the importance of built environments for 
knowledge generation has been confirmed by investigations in the field of innovation 
management and creativity studies [4]. Digital communication systems and virtual 
environments in turn offer spaces explicitly designed for interaction processes and 
mutual exchange. Media design provides effective means to apply such insight to 
larger communication networks and information processes. The sociability of game 
designs gives an overview of the organization and structure of online communities. 
Users of virtual worlds and online games can be engaged with generating different 
types of spaces for social interaction. These spaces may consist of textual or iconic 
information, three-dimensional items or complex buildings like in a real-world 
environment. Visitors may not only perceive these objects, but even interact with 
them. Virtual spaces can offer options for activities just like real-life environments.  

 
Priming by Design. Environmental and social psychology explains how people are 
get “programmed” by physical and social context (“priming”). Various means and 
measures were tested to track the cognitive performance of humans in certain spatial 
configurations and their dependence on factors like environmental perception or 
awareness. There is strong evidence that cognitive performance of knowledge 
workers - which widely depends on soft factors like motivation, inspiration, and 
cooperation mindset - can be influenced by spatial environments [3]. Physical or 
digital, they are strong atmospheric triggers for the necessary mental setup. So far 
investigations were carried out either in physical or digital contexts, and only rarely 
related to cognitive performance. Hence our assumption is that combined cyber-
physical environments (“Hyperspaces”) whose emergence seems an inevitable future 
development, will heavily influence the performance of knowledge workers, be them 
in education, R&D, or administration. We have looked for exemplary models and 
design procedures - and found telling references.    

3.1 Stage Design 

Apparently the most promising microspaces for knowledge work are stages. Spatial 
settings in computer games and virtual worlds can be regarded a form of stage sets 
too. A stage is to establish ad hoc atmosphere and creative activity. It is an 
“atmospheric device” for stimulating defined moods and sceneries. Over the 
centuries, stage set and stage design have developed detailed routines for the 
application of shape, color, light, perspective, sound etc. Thus a stage enacts multiple 
powers to evoke atmosphere. At least three distinct modes of affect can be 
distinguished. Firstly, a stage set works as an image to look at. For the observers in 
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design e.g. as well as in digital media (computer game design) valuable hints can be 
gained on 1) how atmospheric environments may be purposefully created, 2) how 
they influence, impact and determine their varity of users. Studies have shown that 
especially atmospheric settings decide upon attitude and performance of the involved 
communication partners [6], [2].  

We plead for common design patterns in the creation of real and virtual 
environments. Atmosphere shall be seen as a prime design objective in physical as 
well as in online architectures. The conditioning of social, psychological, and 
intellectual climate instead of designing configurations of things and objects appears 
to be a powerful approach. It introduces new creative procedures as well as new 
targets to design. It puts emphasis on items that seemed unrelated to design work 
hitherto but have emerged as key features in the recent past (human behavior and 
recognition). We have to extend our notion of communication. Besides the established 
modes of information logistics and data exchange, the diffuse yet complex media of 
space, environment and context come into play. They usher in a new type of ambient 
communication.  
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Abstract. This paper has two main objectives. The first objective is to present a 
set of design projects of interior design students focused on distributed, ambient 
and ubiquitous interactions. In this context, student works are analyzed under a 
theoretical framework. The second objective is to introduce the field of interior 
design as one of the forthcoming parties in smart technology implications. 
Interior design is a multi-faceted profession in which creative and technical 
solutions are applied to achieve a built interior environment. These solutions 
involve functionality, enhancement of the quality of life and the culture of the 
occupants and aesthetics. Interior design includes a scope of services to protect 
and enhance the health, life safety and welfare of the public. The paper 
analyzes and discusses nine design projects of the Topics Studio at the 
Interior Design Program, College of Architecture, University of Texas at 
San Antonio. In the 2012 Spring Semester, interior design students have 
applied an intense research pairing healthcare design strategies and smart 
technologies to two self-directed design thesis projects: A residence for 
Alzheimer’s Disease patient, and a healthcare clinic for medical 
professionals who treat patients including Alzheimer’s Disease. Projects are 
designed through the research and hypothetical application of remote 
control technologies, automation technologies, monitoring technologies, 
prompting / reminding technologies and prediction technologies. Physical 
and cognitive impairments, ADL limitations of older adults and patients, 
difficulties faced by family members and caregivers and clinical 
interventions in community health are considered not only from the interior 
design standpoint but also through technological advances. Results of this 
paper discuss how advanced technology is used as a design element by 
interior design students and merged with patient, caregiver and physician 
needs triad of healthcare projects. Perspectives on the studio experience are 
emphasized for future integrated design and practices of smart technology 
and interior design. 

Keywords: Interior Design, Smart Technology, Smart Home, Smart Clinic, 
Ubiquitous Computing, Healthcare Design, Alzheimer’s Disease, Aging in Place. 

1 Introduction: Interior Design Profession 

National Council for Interior Design Qualification defines Interior Design as a multi-
faceted profession which achieves built interior environments and performs through 
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creative and technical solutions. These solutions involve functionality, enhancement of the 
quality of life and culture of the occupants and aesthetics. Interior design includes a scope 
of services to protect and enhance the health, life safety and welfare of the public.1 It is 
considered a discipline concerned with examining the interaction between human beings 
and their environments and the study of the fabrication of material goods, a subset of 
architecture, construction and planning.2 Knowledge areas for the potential contribution of 
interior design are Human Environment Needs, Interior Construction, Codes and 
Regulations, Products and Materials, Design Theory and Process, Communication, and 
Professional Practice.3  

There are 358 interior design programs in the U.S. and 172 are accredited by the 
Council for Interior Design Accreditation. 4 The most recent data shows 26,400 students 
enrolled in the accredited interior design programs. 5 In interior design education, studio-
based curriculum integrates theoretical, technical, and professional topics to foster creative 
problem solving. Similar to an undergraduate education in Computer Sciences, problem 
solving ability, technical knowledge and practical skills are provided in interior design 
programs. Again, similar to Computer Sciences, these form a foundation for lifelong 
learning and prepare students for employment in industry.6  

According to the American Society of Interior Designers, interior design holds a 
relatively small segment of the entire building industry, but its impact is immense. From 
homes to schools or hospitals, ‘interior design directs and influences the look, the feel, the 
quality and the functionality of the interior environments we move in every day.’7 In the 
U.S., people spend approximately 90% of their time indoors.8 

                                                           
1 Definition of Interior Design, National Council for Interior Design Qualification, Viewed 21 

February 2013, < http://www.ncidq.org/aboutus/ 
  aboutinteriordesign/definitionofinteriordesign.aspx> 
2 Career Index of Interior Design, EducationNews.org, Viewed 22 February 2013, 
  <http://www.educationnews.org/career-index/interior-design-
schools/> 

3 Denise A. Guerin and Caren S. Martin, The Interior Design Profession’s Body of Knowledge 
and Its Relationship to People’s Health, Safety, and Welfare (University of Minnesota, 
September 2010), 202, Viewed 22 February 2013, 
<http://www.ncidq.org/AboutUs/AboutNCIDQ/News/InteriorDesignBo
dyofKnowledgeReleased.aspx> 

4 Career Index’. 
5 Guerin, ‘Body of Knowledge’, 128. 
6 B.S. in Interior Design, UTSA College of Architecture, Viewed 22 February 2013, 
  <http://architecture.utsa.edu/academic-programs/interior-
design/b.s.-in-interior-design/>. And, Undergraduate Education, Department 
of Computer Sciences, UTSA, Viewed 22 February 2013,  

  <http://www.cs.utsa.edu/undergrad/> 
7 Interior Design Industry-Overview to State of the Industry, American Society of Interior 

Designers (Washington: 2012), 4. 
8 The Business Case for Green Building (U.S. Green Building Council, 27 July 2012), Viewed 

22 February 2013, <http://new.usgbc.org/articles/business-case-
green-building> 
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A professional interior design practitioner, qualified by means of education, experience 
and examination, performs a scope of services.9 In 2011, there were approximately 58,000 
employed and self-employed interior designers and an estimated 12,100 interior design 
firms in the U.S. Most interior designers are generalists who work on more than one type 
of design project a year. Residential (76%) and office design (52 %) are the most 
commonly practiced specialties. Hospitality design (47%) runs a distant third, followed by 
health care (41%).10 A seminal industry research report issued by six leading interior 
design organizations -ASID, CIDA, IDC, IDEC, IIDA and NCIDQ- underlines a growing 
body of evidence that supports the positive impact of interior design especially on public 
health, safety and welfare.11 

The latest U.S. Census shows senior citizens are increasing faster than younger 
people, making the nation’s median age older. The aging of the baby boom population 
(born between 1946-1964), along with stabilizing birth rates and longer life expectancy, 
contributes to the increase in median age.12 This increase will potentially lead to 
increased demand for healthcare facilities and designers. Environmental needs of an 
aging population and designing specifically for the elderly are emerging responses to 
the oncoming age wave and elder design (geriatric care-by-design) is becoming 
increasingly more important for interior designers. Aging population is expected to 
influence the dynamics of the healthcare market. How, when, and where medical care is 
delivered significantly impacts the design and re-design of the existing homes to 
accommodate the physical challenges that come with age13. As increasing numbers of 
people desire to ‘age in place’, this may result in a corresponding increase in 
renovations to existing homes.14 

2 Topics Studio:  
Pairing Healthcare Design and Smart Technologies 

In Spring 2012, senior interior design students of the University of Texas at San Antonio 
College of Architecture applied an intense research pairing healthcare design strategies 
and smart technologies to two self-directed design studio projects: A Residence for 
Alzheimer’s Disease Patient, and A Healthcare Facility. Alzheimer’s disease is a growing 
threat in the U.S.15 One in eight older Americans has Alzheimer’s disease. In the U.S., it is 

                                                           
9 ‘Definition of Interior Design’. 
10 State of the Industry, American Society of Interior Designers (Washington: 2012), 19. 
11 Guerin, ‘Body of Knowledge’, 130. 
12 Lindsay M. Howden and Julie A. Meyer, Age and Sex Composition, 2010 Census Briefs (United 

States Census Bureau, 2011), 2, Viewed 22 February 2013, 
<http://www.census.gov/prod/cen2010/briefs/c2010br-03.pdf>. 

13 Cindy Coleman, and Katie Sosnowchik, Interior Design Trends and Implications (Council 
for Interior Design Accreditation, 2006), 5-51, Viewed 22 February 2013, 
<http://dlpotts.iweb.bsu.edu/arch263/310files/ 
310-reading2-trends.pdf> 

14 Ibid., 11. 
15 Alex Wayne, ‘U.S. to Boost Funding for Alzheimer’s Research by $50 Million This Year’, in 

Bloomberg News, 7 February 2012, <http://www.bloomberg.com/news/ 
2012-02-07/u-s-to-boost-funding-for-alzheimer-s-research-by- 
50-million.html> 
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the sixth-leading cause of death. Over 15 million Americans provide unpaid care for a 
person with Alzheimer’s or other dementias. Payments for care are estimated to be $200 
Billion in 2012.16 The numbers will escalate rapidly in coming years as the baby boom 
generation ages. CEO of the Alzheimer's Association calls the disease ‘the public health 
crisis of this century.’17 

IDE Topics Studio was grounded on the concepts of Alzheimer’s Disease, Aging in 
Place and Ubiquitous Healthcare. Aging in place, the option to grow old in one’s home 
instead of institutional healthcare facilities, has led the students to smart technologies. 
Older adults, especially Alzheimer’s Disease patients, stand to benefit tremendously from 
smart home technology. In the Smart Home project, Aging in Place was supported with 
the development of technologies and resources that network patients, caregivers, and 
medical personnel. Home automation systems, ubiquitous computing technologies and 
health monitoring were considered to be the means to establish these connections.  

The semester study has addressed the new trend of ‘technology-based personal health 
system’ to move from hospital-based health system to home and community-based health 
promotion. Within this system, basically, smart home has functioned as the ‘sender’ and 
smart clinic as the ‘receiver’. Students, as designers, experienced both ends of the system. 
The studio offered an opportunity to exclusively access to experts with real-world 
experience. In Spring 2012, physicians, scientists, academicians, and practitioners from 
various institutions have provided evidence-based information and shared their 
knowledge, experience and perspective with students.18 One of the collaborators, UTSA 
Computer and Electrical Engineering Department, has facilitated valuable hands-on 
information on human-computer interaction.  

3 Research on Smart Technology 

Human computer interaction is highly important in the day-to-day tasks performed by 
interior designers.19 As a means of production, exploration, research and communication, 
computer has integrated to the practice and education of interior design. Technology is 
natural; and, computer and networking technologies are considered mainstream in the 

                                                           
16 2012 Alzheimer’s Disease Facts and Figures, Alzheimer’s Association, Alzheimer’s & 

Dementia  8 (2012), 15-27, Viewed 22 February 2013, <http://www.alz.org/ 
  downloads/facts_figures_2012.pdf> 
17 Julie Steenhuysen, ‘Obama Boosts Funds for Alzheimer's Research’, Reuters, 7 February 

2012, Viewed 22 February 2012, <http://www.reuters.com/ 
 article/2012/02/07/us-alzheimers-idUSTRE8161FQ20120207> 
18 Topics Studio collaborators are Department of Geriatrics, Gerontology and Palliative 

Medicine, UTHSCSA; Department of Family and Community Medicine, UTHSCSA; Audie 
L. Murphy VA Hospital, STVHCS; Department of Computer and Electrical Engineering, 
UTSA; College of Sciences, UTSA; Air Force Village Foundation Freedom House 
Alzheimer's Care & Research Center; WestEast Design Group LLC; Alamo Architects; 
Overland Partners; Lucifer Lighting Company; Alex Caragonne and Margie Shackelford. 

19 Melinda Lyon, Shiretta Ownbey, and Mihyun Kang, ‘Interior Designers’ Perceptions of the 
Influence of Technology on Workplace Performance’, in International Journal of 
Instructional Technology & Distance Learning (2009), Viewed 22 February 2012, 
<http://www.itdl.org/journal/jan_09/article07.htm> 
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field.20 Correspondingly, smart technology is a growing practice. Within the scope of 
interior design, categories of Smart Technology include smart homes, buildings and 
structures, materials, appliances, environmental technologies, energy technologies and 
smart pervasive-ubiquitous computing. Healthcare design interventions enlarge this list 
with smart healthcare products, gadgets and study areas such as Ubiquitous Healthcare 
(Ubi-Care, UHealth) and Telehealth.  

In Spring 2012, students have developed a deeper understanding of distributed, ambient 
and ubiquitous interactions.21 Ambient intelligence is characterized as a set of paradigms 
including tangible interaction, augmented reality, mixed reality, and ubiquitous computing 
which are sensitive, adoptive, and responsive to the presence of people. Ubiquitous 
computing is defined as ‘access to any information source anywhere any time’. Projects 
included alternative definitions for smart technology categories. At concept statements, 
smart technology was underlined as a means to withstand time (P#3);22  ubiquitous 
healthcare was emphasized to save money, time of medical staff and provide rapid 
medical care (P#6); or, the use of smart technology in connecting the clinic to the 
surrounding neighborhoods was highlighted as providing patients medical assistance at 
their homes (P#8). Students have demonstrated an understanding of the different levels of 
application of technology to building systems. 

IDE Topics Studio focused on the hypothetical application of state-of-the-art and high-
performance technologies. Cost effectiveness in technologies set a secondary goal and the 
use of prototypes was permitted. Students researched home applications of advanced 
technology under three topics: Case studies, organizations, and industry/vendor. As observed 
during the industry/vendors research, students processed technical information much easier. 
Marketing language of technology stood closer to them than the academic language. 
However, students were caught up with the term ‘architecture’. Though both address 
spatiality, the term architecture has different scopes for interior design and computer 
sciences. In computer sciences, it refers to a diagram showing the linkage of devices and 
mechanisms. In interiors it means ‘the shell’, an enclosed space to fill in with design.  

A study of smart home components and technical structures provided guidance in 
applying technology to studio projects. Students researched smart technology through 
technical aspects (e.g. location tracking technologies, sensor application, installation), 
functional aspects (e.g. activity centers for sensor placement, way finding, security), and 
social aspects (e.g. social performance levels of older people, acceptance of smart 
technology). Also, as a current trend in design professions, sustainability was scrutinized 
through adaptive control of the environment or eco-friendly products (e.g. Stryker 
sustainable solutions, LDI solutions). Healthcare aspect of the projects required a focus on 
medical concerns in aging, medical technology, materials, furniture, devices, active and 
passive alarm systems, remote support for care staff, family and care givers. At the Smart 

                                                           
20 Andrew J. Milne, ‘Designing Blended Learning Space to the Student Experience’, in 

Learning Spaces (Educause, 2006), 9, Viewed 22 February 2013, 
   <http://net.educause.edu/ir/library/pdf/PUB7102k.pdf> 
21 Text books of the course: Diane Cook, Smart Environments: Technology, Protocols and 

Applications (New York: Wiley, 2004); William C. Mann, ed., Smart Technology for Aging, 
Disability, And Independence, The State of the Science (New York: Wiley, 2005). 

22 Nine student projects are analyzed in the paper. Student projects are annotated with numbers 
(P#3 for Project 3). 
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Clinic Project, students were interested in white goods (functional) than brown goods 
(leisure). The research on healthcare gadgets provided students the features of design. 
Smart gadgets in student researches spanned from IR-RFID badge or speech recognition 
programs for transition to electronic medical records (EMRs), to clinical dashboard 
systems. Some students approached to smart technology solely through mobile 
technology: ‘Everything in medicine is going mobile’. Mobile technology was underlined 
as bringing the patient’s bedside to the physician’s smart phone or tablet computer (P#7).  

4 Smart Technology as a Selection  

Making selection is a key facet of interior design and it is closely tailored to the education 
and practice of the profession. In Topics Studio, the scope of selections was expanded 
from typical equipment, furniture, fixture, system, material and color to smart technology. 
The research phase supported design not only as a body of knowledge but also by 
providing an array of choices of technology. Students made informed decisions among a 
range of remote control, automation, monitoring, and prompting/reminding technologies. 
Selections were made for assemblies (wall, floor, ceiling), spaces, features (FF&E), 
systems (MEP, HVAC, security and fire safety), environmental factors (day lighting, sun 
exposure) and for user needs of healthcare design. Those selections were detailed through 
specifications and schedules. For comparison purposes, cost estimates were prepared.  
Key elements of intelligent environment implementations were sensors and networks. 
Among the gadgets and technologies selected, probably the most popular one was sensors. 
Interior design students loved sensors and creating sensor-augmented environments. At the 
projects, sensors were everywhere from shoes for tracking location, to picture displays, 
showers or even pets. The understanding of sensor types and devices/applets was an 
important step for students in applying ubiquitous computing to programmatic needs and 
spatial design. Pervasiveness of technology was applied to space basically through sensors 
and wireless technologies.  

Not in the first generation hardwired pervasive space prototypes, students were 
interested in wireless technology. Elimination of the need to have a cable or wire between 
devices meant flexibility for them. Ability to transform any existing building through 
wireless technology was seen as an opportunity for innovative design. Regarding 
infrastructure, projects included information on area networks. Among three layers of 
cables and four network families that are currently used to support smart home, two types 
of small area wireless technology for homes were mentioned in student projects: Bluetooth 
& WiFi and Hybrid network (powerline + other cables + wireless components (WLAN)).  

5 Smart Technology as a Design Element  

As stated above, projects were developed at the intersection of three fields: Healthcare + 
Technology + Interior Design. Healthcare defined the specific needs of users and spaces; 
smart technology provided technical tools for design resolutions; and, conceptual, 
contextual and critical thinking layers of interior design were utilized to articulate 
healthcare needs and technological products and applications.  

In interior design, concept means a generic idea that shapes the space. In Topics Studio, 
projects were envisioned through various design ideas that rendered technology. For 
instance, P#2 was evolved around a children’s book: The Giving Tree, written and 
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illustrated by Shel Silverstein. Students approached the smart home project as in the story: 
The smart house itself was the giving tree; it cared for its occupants and gave them 
everything it could. Creative thinking through smart technology was also applied at P#1. 
Designers envisioned one single wall which contained all smart technology features and 
applications that the program necessitated. Unfortunately, this preliminary idea wasn’t 
kept at the development phase and the project ended up having the wall in addition to a 
medical room, medical office, IT closet and a smart office, all serving for the same 
purpose.  

In general, at the smart home project, concepts were developed through invisible 
technology and through visible technology at the smart clinic. Students created ambient 
intelligence environments mostly through walls and objects. Surface applications provided 
interior design students a variety of design opportunities with various materials. In Spring 
2012, almost every project included a smart wall, mostly interactive or with embedded 
tablets. As they did sensors, students loved smart walls and surface applications; the idea 
of treating floor or countertop surface similar to a wall was meant folding the dimensions 
of space. Though, this analytical approach to smart technology was not furthered in the 
development phase. Only few projects included the study of system detailing and most 
projects demonstrated a lack of construction detailing in smart technology.     

Students defined the needs of Alzheimer’s patient and sought for assistance from 
technology accordingly. Open space plan, way finding, wandering, forgetfulness, falls, 
and disorientation were specifically taken into consideration in space planning. Smart 
technology was applied to ease the activities of daily living of patients and care givers. 
Projects were designed with mail alert systems, smart fridge with self-ordering function, 
light path for night time bathroom trips, smart blinds, vital monitoring sensored chairs and 
many other technological features.   

Advanced technology was utilized for the programmatic needs of the healthcare 
facility. Students placed an emphasis on monitoring technologies in clinic design. Popular 
gadgets were self-check in kiosks, body detection walls and vital monitoring or BMI 
calculating sensored chairs. Public health profile of San Antonio was taken into 
consideration through diabetes, especially child diabetes. Interactive play wall, persuasive 
games for kindergarten children for healthy dietary behaviors, smart lunch tray (context 
awareness + interactive media persuasion) were some of the prompting technologies used 
by the students. Population demographics were reflected to design interventions. 
Electronic reference tools such as MediBabble was used for non-English speaking patients 
of San Antonio. At consultation rooms, quality of healthcare was assured by an array of 
sensors for detecting whether the sanitizer dispenser was used before seeing the patient or 
by monitoring steps of medical staff while taking care of patient.  

Advanced technology generated new usages thus new spaces and spatial relationships 
at the planning and programming of the projects. Most of the projects included an IT 
Room to the residential and clinic programs. P#2, for instance, utilized the laundry as the 
server space. IT functions were housed at closets, rooms, or smart offices. Projects 
revealed 3-D articulation of technology through perspectives, sections and interior 
elevations.  
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6 Discussion of Results:  
Smart Technology in the Field of Interior Design 

One of the central issues of smart technology is whether innovations should be introduced 
through ‘technology push’ or through ‘market pull’. A ‘technology push’ describes a 
situation where an emerging technology provides the driving force for an innovative 
product and problem solution in the market place. On the other hand, the term ‘market 
pull’ implies that the product or process innovation has its origins in the customer needs.23 
Despite the chicken-egg analogy frequently articulated to define the symbiotic relationship 
of the drives, there is a gap between technology push and market pull.  

Interior design has the potentials to fill the gap between the technology push and 
consumer pull in building industry. In building industry, technology and market can be 
paraphrased as ‘technology and application’. Interior designers can take a more active role 
in bridging the gap between ‘technology and application’, in other words, ‘product and 
user’. These potentials arise from the practices of the profession for the reason that Interior 
Design; 

. Serves human needs,   

. Works closely with human,  

. Actively involves in health, life safety and welfare of the public,  

. Applies expertise to a wide range of building types, 

. Partakes in building industry  

. Closely follows the market,  

. Constantly updates knowledge on systems, materials and products,  

. Performs through a process of selection-making,  

. Targets creation and implementation, and, 

. Designs and re-designs existing buildings which are in large numbers and 
in need of update or reuse. 

Interior design is moving forward than seeing smart technology as a trend. Within the 
prospect of a move from technology push to consumer pull, interior design will find more 
theoretical and practical groundings as a collaborator. Accordingly, a common language 
between interior design and the field of smart technology is needed for future joint 
intellectual and practical efforts.  

UTSA Topics Studio experience in Spring 2012 brings up the following perspectives 
for an integrated design-build intervention of smart technology and interior design;   

- Technology through Usage: The work of interior designers is informed by 
knowledge of behavioral science and human factors.24 Consideration of the relationship 
between human activities and built environment is essential in interior design. Introducing, 
branding or marketing smart technologies through functional usage –or, use, the act or 
manner of using- will enlarge the circle of interior design engagement.  

- Technology through Storytelling: Interior designers have the ability to integrate 
the art of design with the social sciences concerning the interaction of people and their 

                                                           
23 Cornelius Herstatt, ‘Management of ‘Technology Push’ Development Projects’, in Int. J. 

Technology Management (Inderscience Enterprises: 2004), 21. 
24 Standard 3, Council for Interior Design Accreditation Professional Standards (2011), 

Reviewed 22 February 2013, 
   <http://accredit-id.org/professional-standards> 
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environment. Storytelling, a method of social sciences, conveys ideas in a narrative form. 
Topics Studio experience showed that technology is vividly grasped through stories, such 
as in the Microsoft EasyLiving Project. Students have utilized stories to bring smart 
technology contents to design. Storytelling provides rich opportunities for interior design 
to understand the use and application of technology.  

- Technology through Flexibility & Transformability: In interior design, 
transformability is characterized by the capacity of adding or removing units or 
components. Transformable structures can open and close, change form, function, 
condition, nature, or change color. Flexible properties of space are fluidity, versatility, 
convertibility, scaleability, and modifiability.25 In computer sciences, flexibility refers to 
interoperability. In interior design, flexibility and transformability leads not only to multi-
functionality but also to creativity. Consideration of smart technologies in various ways of 
applications leaves room for creative design.  In this sense, interior design recognizes 
smart technology as a design open to re-design and reads it through its capabilities for 
creativity and transformability. 

- Technology through Implementation: Concepts, principles, and theories of 
interior design pertain to building methods, materials, and systems. Interior construction 
and building systems are produced through competent contract documents including 
coordinated drawings, schedules, and specifications appropriate to project size and scope 
and sufficiently extensive to show how design solutions and interior construction are 
related. Articulation of smart technologies to interior design manifests itself mainly 
through the practice of the profession. Construction, system detailing and specifications 
play an important role in putting technologies into practice. From early conceptual and 
selection making phases to implementation, interior design will benefit from basic 
construction guidelines of smart technologies. Technical guidelines on how to integrate 
advanced technology into building systems –or, into budgeting with cost estimates- will 
contribute to the body of knowledge of the profession and bring opportunities for active 
collaborations of interior designers. 

Ela Tekkaya Poursani teaches interior design and architecture at the College of 
Architecture, UTSA. Her current research interests include healthcare and smart 
technology.  
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Abstract. In this paper we present the open health monitoring platform Smart-
Assist, which combines flexible in-home and mobile sensing features with a com-
prehensive social network that is designed to enhance communication between
caretakers, caregivers and the community. SmartAssist supports the integration
of new sensor types, algorithms, and mobile components through an integrated
platform, which consists of an in-home sensor network; a web based service por-
tal; and an extensible infrastructure for mobile devices. Through the adoption of
open standards (Android, OSGi, OpenSocial, etc.), the system addresses issues
of data protection and privacy, while simultaneously providing support for third-
party extensions and context-aware services. In this paper, we will present the
individual building blocks of the SmartAssist Platform as well as some illustra-
tive example services.

Keywords: AAL, OpenSocial, Android, OSGi, Sensor Network.

1 Introduction

Worldwide, life expectancy has been constantly growing for many years. This fortunate
development also creates challenging demands on the organisation of daily life for el-
derly people and will impose significant financial and organisational challenges for the
healthcare systems of our societies. Ambient Assisted Living (AAL) approaches these
challenges by providing technical solutions. Unfortunately, very often AAL is focused
on high-tech infrastructure (sensors, ambient intelligence and actors) in order to replace
human activities with (semi-)automated technical services (e.g., observation, activity
tracking, automated food ordering). This view focuses on the negative aspects of grow-
ing life expectancy, like loss of cognitive and physical means. Although the negative
aspects of the growing life expectancy are often overemphasized, this trend represents
a very positive development, leading to increasing demands by the elderly population
for support mechanisms that enable an autonomous, active and fulfilling lifestyle.

AAL should therefore also focus on the positive aspects of growing life spans and
strengthen the existing private and professional networks and infrastructures, reducing
the burden of caregivers and increasing the autonomy of caretakers at the same time,
while preserving the immense skills and experiences of the group of elderly people for
our society. Especially, AAL could be used to extend the autonomous life time in the
elderly person’s own household and delay or even prevent the transition to a nursing
home. This goal can only be reached by a coordinated and supported action of many
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peers (which we call patrons) of the social network, including relatives, friends, neigh-
bours, service providers, nursing staff, doctors and emergency rescue services. In addi-
tion, urban and Internet-based social communities could deliver valuable assistance.

Many projects in the AAL research community focus on certain aspects of service
provisioning and develop dedicated solutions for those. Examples are robots for cogni-
tive and emotional stimulation of lonely or dement people [14]1; silver games for mo-
tivation of physical exercises [2]; dedicated and rather sophisticated sensor solutions
for certain aspects, e.g., fall detection [10]; or comprehensive infrastructure projects for
developing ambient intelligence environments, e.g., smart homes [9]. Unfortunately,
most of these approaches are not compatible, require a certain amount of technical in-
frastructure and maintenance and do usually fulfill only service aspects, that have been
planned within the scope of the respective projects. Some projects try to consider am-
bient parameters and context information in their decision strategies and service adap-
tation [3,1]. There are also first attempts to deal with the interoperability challenges of
AAL infrastructures by creating middleware and reference architectures with standard-
ized protocols2.

In our approach, we try to integrate low complexity installation, on-demand soft-
ware provisioning and context-awareness in an open flexible architecture. Third-party
providers as the main experts in their respective domain are supported to develop and
integrate specific and yet interoperable services in a holistic approach. The core con-
cept of SmartAssist is to provide context information to the patrons, to provide health
monitoring and context information for the user. We realise a few prototypical example
services within the framework and allow third-party providers to add domain specific
services. SmartAssist combines technical infrastructure at home, a web based service
portal and mobile infrastructure to support users seamlessly at home and on the move.
In this paper we will focus on the service integration, describe a few implemented ser-
vices and outline potential opportunities and scenarios for third-party service providers.
The SmartAssist project is supported by the German Federal Ministry of Education and
Research (BMBF) under the ID 16KT0942.

2 Project

In SmartAssist, we focus on the social network of the user, comprising personal patrons.
Patrons assist the user in her autonomous life. This includes normal daily-life activi-
ties, like communication (relatives), sports (friends), shopping (neighbours), household
maintenance (crafts services); and more exceptional situations of illness (doctor), reha-
bilitation (nursing service) or even emergency (ambulance). The user and her patrons
are all registered members of the SmartAssist social network. Each member of the net-
work creates a dedicated profile on the server using a web-based service portal (see sec-
tion 3.2). User input for the elderly and her patrons consists of personal data (name, age,
address, illnesses, preferences, contact info, security and privacy settings, etc.) Beside
the manually entered profile information, automatically derived status information is
acquired using sensor input in order to support context-aware service optimisation (see

1 http://www.parorobots.com/
2 http://www.universaal.org/

http://www.parorobots.com/
http://www.universaal.org/
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section 3.1). The sensor data is filtered and aggregated using dedicated data processing
algorithms hosted by the SmartAssist server. The algorithmically derived aggregated
health status in combination with edited profile information of the user can be shared
with patrons in order to realize context-aware services.

Inside the profile, each member can specify her role as service consumer or provider.
SmartAssist does not restrict the scope of the services and supports dynamic extension
of the network and the offered services using respective APIs (see section 3.2). Service
providers can act as domain experts (e.g., taxi services, food delivery services, Internet
pharmacies) and offer dedicated support on the platform. Of course, the elderly user can
also act as a service provider to other members of the network (e.g., offering homework
supervision for school kids; or book reading sessions for local institutions), therefore
enhancing Quality-Of-Life and providing a valuable contribution to society.

Members of the network can agree on relations (e.g., friendship or service contracts),
exchange status information and messages, and register for specific services (including
detailed configuration of data access and service process flows). Registered patrons
(e.g., doctors, nurses, relatives) can use the platform to monitor the condition of the
elderly (e.g., telediagnosis and electronic health records), and trigger context-sensitive
communication (e.g., telemedical services). For example, if no coffee machine usage
is detected over the course of a day, the neighbour might receive an SMS suggesting
to knock at the door to check the status. External third-party providers can use the
system to offer health or lifestyle services to the users (e.g., automatically scheduled
taxi transport for dialysis sessions based on calendar entries of the customer). We will
outline potential usage of this paradigm in section 4.

3 Infrastructure

The SmartAssist platform infrastructure consists of the following components for re-
alising context-aware support for this social network: an in-home sensor network; a
central data server; a web based service portal; and a mobile infrastructure.

3.1 In-home Sensor Network

The sensor network consists of unobtrusive, easy-to-install, self-configuring wireless
sensor nodes, which are distributed inside the user’s home. Sensors include pushbuttons
(opening and closing of furniture doors), motion detectors (user passing door frames),
water sensors (water consumption in sinks), electricity sensors (power consumption of
household devices), temperature sensors (opening and closing of windows) and more.
Sensor nodes support the IEEE 802.15.4 standard and connect automatically to a base
station in the home. The base station is responsible for data collection from each sensor,
filtering and/or aggregating sensor values, and uploading the data to the SmartAssist
Server using either phone or modem networks.

It is important to note that SmartAssist explicitly does not rely on invasive health
monitoring and does not foresee the usage of cameras or microphones. Instead, very
general household data is sensed. On the SmartAssist server, dedicated signal process-
ing algorithms are provided, which allow for automatically detecting gradual changes
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of the user’s health status based on slow variation of typical activity patterns. An ex-
ample might be “80% less water consumption than average during this week”. The
methods include, but are not limited to, statistical analysis, Gaussian modelling and
highly developed Markov model. By combining the sensor data in an abstract, context-
based and adaptive model, the system learns the normal case by the first measurements,
and is able to detect new events that are used to trigger respective actions. Details of
these algorithms are outside the scope of this paper and will be presented in a following
publication.

For storage, processing and provisioning of these data, sophisticated means have to
be established in order to protect the data and to ensure data privacy. In cooperation with
the center for data protection in Kiel, Germany (ULD)3, we have analysed the necessary
processes and considered respective means in the design of the infrastructure. Users can
manage their own sensors, transparently observe the data collection and specify their
access control and privacy settings in detail using the OAuth-Protocol4 (for more details
see also [12] and [11]).

3.2 Service Portal

The Service portal is based on the Content Management System Drupal in combina-
tion with Apache Shindig5, which is an implementation of the OpenSocial6 standard.
A REST-based web service interface offers external access to user profile and sensor
data within the registered social network. OpenSocial gadgets are used to integrate
external services into the portal. Technically, an OpenSocial gadget is an XML file
containing information about the web service, such as name, author, description, as
well as the service application itself using HTML, CSS and JavaScript. The service,
which is implemented using such an XML file, is interpreted, rendered into the web-
interface of the Service Portal and presented to the user for interaction. The services
can access the user’s data using JavaScript interfaces, potentially including sensor val-
ues and sending messages to registered patrons of the user. The OpenSocial standard is
used in many common social network implementations, including XING, MySpace and
iGoogle as well as the large German social networks VZ-Networks(meinVZ7, studiVZ,
and schülerVZ).

3.3 Mobile Platform

To support seamless context-aware services in mobile activities outside the household,
we developed a mobile infrastructure called Dynamix [6], targeting Google’s Android
platform. Through Dynamix, users can employ any Android smartphone or tablet to
access and control their SmartAssist home network, interact with the web service portal
and run health related Android apps that integrate SmartAssist portal and sensor data

3 https//www.datenschutzzentrum.de/
4 http://oauth.net/
5 http://shindig.apache.org/
6 http://www.opensocial.org/
7 http://www.meinVZ.net/

https//www.datenschutzzentrum.de/
http://oauth.net/
http://shindig.apache.org/
http://www.opensocial.org/
http://www.meinVZ.net/
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Fig. 1. Overview of the Dynamix Framework

information. In addition, Dynamix is using phone based sensors in order to add further
mobile health monitoring functionality and to act as a mobile sensor for SmartAssist.
The foundation of the Dynamix approach is an extensible middleware framework as
shown in Fig. 1, which runs as a background service on a user’s device, modelling con-
text information from the environment using the device itself as a sensing, processing
and communications platform 8. Context modelling is performed by a tailored set of
plug-ins, which are packaged as OSGi Bundles and provisioned to the device over-the-
air (OTA) during runtime. Context plug-ins are used to insulate app developers from the
complexities of context modelling, which often involve specialized domain knowledge.

We evaluated the framework’s abstractions by creating eight example context plug-
ins, which ranged in complexity from simple extensions of existing Android sensor ser-
vices (e.g., geolocation, orientation, WIFI radio signal detection) to relatively complex
aggregated context types (e.g., ambient sound level, step detection and step force calcu-
lation), and also integrated externally developed proprietary and open-source projects
(e.g., ZXing barcode scanner9). Dynamix can also be used to extend the collection of
sensor types by adding existing medical devices or services. We have added
dedicated Dynamix plug-ins to support WLAN-based weight monitoring (using the
Withings Scale10); heart rate, step count, and speed information from a Zephyr HxM
physiological monitoring belt11 connected over Bluetooth; blood pressure information;
face detection using open source APIs; and many more. Dynamix apps can access the
SmartAssist profile and sensor data on the server using a dedicated SmartAssist plug-in,
which raises respective events, in case updates are available.

8 http://ambientdynamix.org/
9 https://code.google.com/p/zxing/

10 http://www.withings.com/en/scales/
11 http://www.zephyr-technology.com/products/

http://ambientdynamix.org/
https://code.google.com/p/zxing/
http://www.withings.com/en/scales/
http://www.zephyr-technology.com/products/
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Fig. 2. Integration of Gadget Examples Fig. 3. Visualization of Sensor Values

4 Services

SmartAssist offers a very flexible infrastructure for realising different typical Ambi-
ent Assisted Living scenarios in an easy manner. In order to evaluate the possibilities
and potential limitations of the platform, we are implementing a number of example
services. In this section, we will outline the current state of development and give an
outlook of future planned and possible services.

4.1 Integrated Services

In order to test the appropriateness of the server-based interfaces and APIs, we success-
fully integrated a number of existing OpenSocial gadgets into the SmartAssist Service
Portal, taken from the top ten list of iGoogle Gadgets (weather forecasts, TV programs,
Sudoku puzzles, German Bundesliga soccer tables and joke-of-the-day). Although this
test showed the correctness of the interfaces and provided some useful hints for de-
signing the user interfaces, these integrated services do not use the context data of the
SmartAssist platform. To show the potential of the SmartAssist Platform, we developed
additional OpenSocial Gadgets that use the user’s profile data. Some of these gadgets
include a pharmacy and a delivery service finder, which use the user’s zip code and
street address; a BMI (body mass index) calculator, which uses the height and weight
of the user; and a horoscope service, which uses the birthday of the user as depicted
in Figure 2. We also included a birthday reminder, which shows a list of all upcoming
birthdays of the user’s friends and patrons.

In addition, we developed a set of visualisation gadgets for the data from the sensors
which have been linked to the user. This allows for ambient awareness of the user’s ac-
tivities and health status record. Figure 3 shows an example of two of the sensors of the
user “Andreas”. The first one shows the temperature and humidity, which are changing
over time, e.g., caused by the opening and closing of windows. The visualization from
the second room shows the data collected by a passive infrared motion sensor.

4.2 Mobile Services

To simulate the process of third-party mobile service integration, we are currently de-
veloping additional dedicated healthcare service Apps for the Dynamix platform with
the help of Master and Bachelor students:
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Fig. 4. Visualization of the the amount and distribution of the users activity over several days [5]

– SmartAssist Cockpit: As a general awareness system for the user, we have devel-
oped mobile access to the SmartAssist service. This includes the visualisation of
the SmartAssist user profile data and a track record of the sensor values and aggre-
gations. The user is able to access her data, subscribe and configure services and to
manage her social network as depicted in Figure 4. For this service, an additional
Dynamix plugin was developed, which uses the accelerometer and gyroscope sen-
sors of the mobile device to detect activity patterns (i.e. sitting, standing, walking,
stair climbing, biking) using feature extraction and classifiers. The user is supported
to choose a set of health sensor parameters and is motivated to continue measure-
ments by an integrated gamification approach, allowing for specifying individual
goals.

– Medication Reminder: The increasing number of concurrently taken medicines
in combination with age-related limitations in vision and retentiveness, can make
proper medication scheduling and handling more difficult. The medication reminder
system [8] can help to overcome some of the limitations. It includes a personalised
planning tool; dedicated views and interfaces for patients, nurses and doctors; a
record track of taken doses; information about certain medicines (e.g.; spoken
patient information sheet based on barcode scanning); and many more. Different
views for users, doctors and peers support group-based support of compliance by
the patient’s network of registered patrons.

This list will be continually expanded over time and we are targeting a large integrated
set of stationary and mobile health services within the SmartAssist platform. In partic-
ular, we are focussing on the integration of existing services and the interoperation with
other AAL infrastructures and standards.

If stationary and mobile services are combined, more advanced scenarios can be sup-
ported by SmartAssist. An example is a smart weight control services that can use the
wireless scale in the household, can also automatically connect to the wireless scale at
the next pharmacy visit, and present and exchange the weight history with other mem-
bers of the weekly diet club. Another example might be a smart emergency pharmacy
finder, which queries the user’s preferences and health prescription from the electronic
health record service, tracks the user’s current geo-position, queries the database of
overnight pharmacies nearby and offers a respective navigation support including real-
time bus schedule and/or automatic taxi ordering. The service might also inform the
pharmacy in advance about the need for a certain prescription, lowering the waiting
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time before receiving the medicine. These kinds of scenarios are only possible due to
the easy exchange and hierarchical access methods for context data in the SmartAssist
framework. In the following section, we describe a smart sport service (developed in our
institute) as a more concrete example of how health sensor data can be used to motivate
mobility and increased social connections.

5 BikeWars

One of the core features of the SmartAssist platform is the early detection of a degrading
health status by monitoring slow variations in the activity pattern of the user. The goal
is to maintain independence and autonomy as long as possible. Towards this goal, sport
is recognized as an important means to stay fit and healthy. Sport activities also help to
create and maintain social contacts, gain new personal and social skills, relieve stress
and to experience a healthy and fulfilled life [4] [13] [16]. Unfortunately, elderly or
ill people often suffer from limitations in mobility and performance, often preventing
them from joint sportive activities with peers. Therefore and to show the potential of
the SmartAssist platform, we have developed a social exercise game, called BikeWars,
to help motivate increased sport activities. BikeWars belongs to the field of Serious
Games or Exergames [15], often called Silver Gaming in the context of AAL. The use
of training bikes in the field of AAL has e.g., been proposed in [7], where it is used for
controlling a videogame (i.e. moving the game character by cycling faster or slower).
BikeWars uses the data available through SmartAssist to adapt to the user by changing
the difficulty depending on the social data of the user and the gathered sensor data from
the in-home sensor network. By implementing BikeWars, we demonstrate how external
developers can use the SmartAssist platform to build their own AAL applications.

5.1 Game Setup

BikeWars is a multiplayer application using the SmartAssist health sensor values to im-
prove training results and increase enjoyment during exercise. In BikeWars two or more
bikers train together in a virtual bike race using home training bikes that are connected
to their respective SmartAssist infrastructure at home. To start the game, bikers agree on
the level of difficulty and a certain racing track. During the race, the bikes measure the
cycling speed while the break is controlled by the BikeWars system in accordance to the
user’s current position on the chosen track (i.e. if they are driving uphill or downhill).
BikeWars uses a USB-enabled ergotrainer from the company Tacx12, which allows to
monitor the power, speed and pedalling frequency and to control the resistance through
an electromagnetic brake during the course of the exercise.

In addition to the indoor scenario, BikeWars will also enable users to use the appli-
cation outdoors, taking advantage of GPS for location, altitude and speed tracking. This
provides the user with the possibility to record his own tracks, which can be shared
with other users, or used for training at home (e.g., when it’s rainy outside or in win-
ter); however, this feature will be primarily used to allow real-time races (or bike trips)

12 http://www.tacx.com/

http://www.tacx.com/
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between indoor seniors and outdoor patrons. This will allow seniors to partake in a bike
trip with adapted difficulty, the possibility of taking a break when needed and avoid
being exposed to potential allergens.

5.2 Using SmartAssist Profile and Race Data

Through accessing the user’s sensor values and profile data in the SmartAssist Server,
the difficulty of the racing conditions can be automatically adapted to match the com-
peting users and their environments. For example, the social data in the user profile can
be used to adapt the level of difficulty to the age, weight, height and other body parame-
ters of the racer (e.g., prostheses). Also, the sensor values (e.g., temperature, humidity)
of the racing room can be considered as well. In addition, health sensors on the body of
the racer (e.g., heart rate monitor) can be used to measure the current fitness of the racer.
By using all of these values, BikeWars is able to adjust the level of difficulty accord-
ingly in an individualized manner in order to increase the fairness and equality during
the game experience. Untrained players have a change to win, and experienced players
are provided more interesting and challenging race conditions. Of course, the players
could override these settings as well, allowing for personally adjusting the training tar-
get (e.g., a certain heart rate or calorie consumption) and avoiding unhealthy training
situations.

The data gathered for the competing users during each individual race can be used
as an indication of their physical fitness or individual training progress, and can further
be incorporated into the analysis of the user’s activity patterns and health. In addition
to the analysis of the data through SmartAssist, the data can also be displayed in the
Service Portal to give the user long-term feedback on his training results and provide
comparisons to the results family, friends and neighbours. Social rankings use the same
mechanisms as the race to adapt the training results to the user’s profile data, environ-
mental conditions and relative improvements, which increases fairness and makes the
long-term BikeWars experience more challenging and motivating.

6 Conclusion and Future Work

We are currently equipping about 50 single households in the city of Lübeck with
SmartAssist sensors and infrastructure. In addition, a second group of 50 patients with
equal age and gender distribution have been selected as a comparison group. Over the
course of 12 months, we plan intensive measurements and algorithmic tests on the
health data. An accompanying medical evaluation will compare both populations and
analyse potential benefits of the system. Evaluations are based on both medical and so-
cial terms. Medical terms include the Geriatric Basis Assessment, Barthel-Index, Mini-
Mental-Status (MMSE), Geriatric Depression Scale (GDS), etc. Social terms include
questionnaires evaluating quality-of-life (e.g., using SF36). In addition, we are evaluat-
ing the number of raised alarms of the patron groups and the necessary ambulant and
stationary medical treatments. Finally, to promote continual evolution of our approach,
we are inviting third-party service providers to integrate and contextualise their exist-
ing applications and services or to jointly build innovative new ambient assisted living
scenarios using SmartAssist.
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Abstract. Inevitably, assistive robotics will become integral to the everyday 
lives of a human population that is increasingly mobile, older, urban-centric and 
networked. How will we communicate with such robots, and how will they 
communicate with us? We make the case for a relatively ``artificial" mode of 
nonverbal human-robot communication [NVC] to avoid unnecessary distraction 
for people, busily conducting their lives via human-human, natural communica-
tion. We propose that this NVC be conveyed by familiar lights and sounds, and 
elaborate here early experiments with our NVC platform in a rehabilitation  
hospital. Our NVC platform was perceived by medical staff as a desirable and 
expedient communication mode for human-robot interaction [HRI] in clinical 
settings, suggesting great promise for our mode of human-robot communication 
for this and other applications and environments involving intimate HRI. 

Keywords: assistive robotics, nonverbal communication, human factors, hu-
man-centered design. 

1 Introduction 

The overwhelming demands on healthcare delivery, alone, will compel the adoption 
of assistive robotics as integral to the everyday lives of a human population that is 
increasingly mobile, older, urban-centric and networked. We consequently envision a 
future ecosystem comprised of assistive robots of wide-ranging functionality --- not 
only the highly-functioning humanoid but also the ubiquitous Roomba. Across this 
ecosystem, how will we communicate with such robots, and how will they communi-
cate with us? 

Towards a response, we build upon our lab's research developing an Assistive Ro-
botic Table [ART] [1-4] and make the case for a relatively ``artificial" mode of non-
verbal human-robot communication [NVC] to avoid unnecessary distraction for 
people, busily conducting their lives via human-human, natural communication. In 
this way, robotic artifacts, living and working with us and for us, do not run the risk 
of demeaning what it means to be human. We propose that this NVC be conveyed by 
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familiar Audio-Visual means: lights and sounds. Informed by an understanding of 
cognitive, perceptual processes, our NVC platform affords a communicative dialogue 
that conveys the purpose of accomplishing tasks. The employment of learning algo-
rithms will offer both user and robot the capacity to interrupt the dialogue and modify 
utterances. A user-friendly tablet interface allows for the addition of new utterances to 
the platform. Our hypothesis: that our NVC platform will be perceived as a desirable 
and expedient communication mode for HRI, proving to be particularly effective in 
clinical settings, and promising to be apt and productive in intimate HRI applications 
at home, as well as in spacecraft and other extreme environments. 

 

 

Fig. 1. Proposed Human Robot Interaction 

2 NVC: Theory and Related Work in NVC 

With respect to human-machine communication, research has suggested that people 
tend to react adversely to robots issuing commands to them in spoken language or 
dictating the terms of their interaction in spoken language [5-7]; instead, people have 
been shown to be relatively more receptive to non-verbal communication emanating 
from robots [5, 7, 8]. But whatever side one takes in the human-machine communica-
tion debate, nonverbal communication has received much more attention from inves-
tigators working with humanoid or zoomorphic robots [9-12] (e.g., where the robot is 
communicating in the manner of, respectively, a human being and household pet) 
than with investigators employing robots that are not humanoid or zoomorphic. It has 
been shown that people can easily interpret the meaning of nonverbal utterances (see 
[12-13] for overviews of this literature). As well, people who are ill or in pain tend to 
reduce their level of verbal communication, making more use of nonverbal communi-
cation [14]. It is noteworthy, as well, that the nonverbal communication of American 
Sign Language is reportedly more effective ``than spoken English because of the 
linearity of spoken language" [15]. Collectively, these findings and observations fur-
ther underscore the need for, and desirability and promise of, a novel NVC-approach 
like ours to HRI for robots of wide-ranging appearances and behaviors. 

Closer to our own investigations reported here, the related research employing non-
humanoid, non-zoomorphic robots conveying nonverbally has been limited to human-
robot communication that remains uni-directional: participants in previous studies do 
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not communicate with the robot(s) but instead, assume the role of the recipients of the 
robot's utterances (e.g., [8, 16-18]). In our research trajectory, beginning with the 
experiments presented in this paper, we envision a bi-directional “communication 
loop” and add to the aforementioned investigations: larger sample sizes, focus groups 
with assessments employing not only interviews and questionnaires but also tablet 
interfaces for direct user-modifications, EEG headsets for measuring user satisfaction, 
and NVC evaluation within the real-world situation of a rehabilitation hospital where 
the stakeholders --- clinicians, post-stroke patients, and their intimates --- can advance 
it. ``There has been little research," of the kind proposed here, situated ``in the wild" 
and ``focused on bi-directional human-robot communication employing models of 
nonverbal communications as both input and output" [19] (Fig. 1). 

 

 

Fig. 2. Assistive Robotic Table (ART) 

3 Experiment Overview 

In our investigation, we designed and evaluated several alternative modes of nonver-
bal, robot communication towards establishing an effective NVC loop (as conceptua-
lized in Fig. 1) --- one that is efficient, expedient, user-extendable and user-
customizable. For this and future experiments, we embed our developing NVC plat-
form in a real-world context, the Roger C. Peace Rehabilitation Hospital of the 
Greenville Hospital System University Medical Center, where medical clinician’s and 
their post-stroke patients determine its effectiveness. Soliciting user-input over the 
course of our research will allow the NVC platform to ``evolve," and ensures utility 
for a broad range of users.  

The robot we employ for this investigation is a novel one developed in our lab: the 
Assistive Robotic Table [ART] presented in figure 2. The result of participatory de-
sign and evaluation with clinicians, including doctors, nurses, occupational therapists, 
physical therapists, and speech therapists, at the Roger C. Peace Rehabilitation Hos-
pital (hereon identified as ``RCP"), ART is comprised of a cantilevered, over-bed 
table. The robotic table has two degrees of freedom: it raises and lowers from its base 
and has a tilting work surface. At the extreme tip of the table surface is a continuum-
robotic surface supporting post-stroke patient therapy, actuated by twelve pneumatic 
muscles (with, theoretically, infinite degrees of freedom). 
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In our study, clinicians were told that they would evaluate a non-verbal communi-
cation platform consisting of lights and sounds.  The clinicians were told that the 
sounds were designed for specific actions that ART would perform. The lighting or 
display type (individual LEDs or LED screen) would also communicate what actions 
ART would perform. As these are the first steps in the development of our NVC, the 
following scenario helps define the character and vision of our NVC as integrated into 
ART. 

4 Scenario 

Joanne, a post- stroke patient, is rehabilitating at RCP. Next to Joanne is ART, a ro-
botic table that assists Joanne in her rehabilitation. Joanne's sister, Amy, enters 
Joanne's room. Joanne asks Amy to borrow her computer to check her email. To ac-
commodate the computer, Joanne would like ART to raise and position its flip tray for 
her. Joanne still feels a little unsteady holding things; ART can provide the needed 
support for this activity. While Joanne and Amy continue their exchange, the follow-
ing nonverbal dialogue occurs between Joanne and ART: 

Joanne: [Gestures ART to kindly rise and tilt, as if to say, ``ART, please rise 
and tilt for me."] 

ART: [Displays two quick light flashes and a beep beep sound , as if to say, 
``Yes, I am pleased to do that for you."] 

All the while, Joanne and Amy are chatting, catching up on recent news in their 
lives and the world. A few moments later:  

Joanne:  [Gestures for ART to raise, but ART does not comprehend at first]. 
ART:  [Displays blinking lights and a sound that, if written, might be ant 

ant, as if to say, ``Hmmm, I don’t know what you are asking of me. I am puzzled."] 
Joanne:  [Makes the gesture once more in a way that ART comprehends, 

learns from, and responds with the correct behavior.] 
{\itshape To reinforce ART’s actions},  
Joanne: [Runs her hand along ART’s sensors at the perimeter of the table, in 

what appears to be a ``pet" to convey, ``Thank you."] 
ART:  [Displays gradient on/off light pattern and a purrr sound, as if to 

say, ``I understand that I performed the task correctly!"] 
ART communicates with Joanne nonverbally; consequently, ART neither  

competes for Joanne's attention nor detracts from Joanne and Amy's intimate conver-
sation. As an intelligent machine, ART operates at a level that lies between an  
application-specific robot and a humanoid. 

5 Method 

5.1 Participants 

Volunteers for this study consisted of research team members and clinicians at RCP.  
Eight members of the research team participated in the pre-study activities.  Thirteen 
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subject-matter experts --- all clinicians including doctors, occupational, physical, 
speech therapists, and environmental service technicians --- participated in the re-
search study. Given the small sample size, descriptive statistics were assessed (i.e., no 
statistical validity could be determined).  In the interest of protecting the privacy of 
this small, exploratory sample population and based upon the conditions of the ap-
proval for this study-design by the hospital's institutional review board, demographic 
data are not presented here. 

5.2 Procedure 

To develop the NVC, eight members of the research team, who were not subject-
matter experts, participated in brainstorming activities to provide a list of twenty ac-
tions by which the NVC could be matched to ART  (e.g., up, down, forward, back, 
correct action, something is in the way, I don’t understand).  The lab members then 
met in small groups to generate potential sound and lighting sequences to describe the 
actions. Regarding which sounds and lights were best matched to a given action, there 
was consistency, both within the groups (e.g., by a group discussion) and between the 
groups (e.g., after all the focus groups were conducted, each team member completed 
a survey about his or her sound and lighting contribution).  This information served 
as the beginning for the research sessions.  Each focus group session was conducted 
in less than sixty minutes.  The survey was completed in less than sixty minutes. 

Data for this descriptive study were collected through structured interviews and 
recorded on a personal computer.  Approval from the appropriate institutional review 
boards was obtained prior to data collection.  Clinicians at RCP were interviewed in 
focus groups of 3-5 over three days.  Each clinician had participated in previous re-
search sessions for ART, were familiar with the research efforts, reviewed the study's 
informational letter, and had given consent to participate.  The clinicians were told 
the purpose of the study was to evaluate lights and sounds, two features to be added to 
ART, as each related to patient-clinician communication with an assistive robot.  
Each session had one research moderator and a note-taker for every two participants.  
The clinicians sat across from the research moderator at a long table with the note-
taker beside the volunteer.  Audio speakers to play the sounds were placed on the 
table in front of the clinicians equidistant from each other and the clinicians. 

Two feedback methodologies were used: open-ended response and a forced-choice 
methodology.  Open-ended questions were used to determine clinician preferences 
for NVC in healthcare environments.  The forced choice methodology required the 
clinicians to verbally select their preference from a choice of A, B, or Neither after 
each sound played (two sounds for each of the 20 ART actions).  Similarly, the clini-
cians chose between two lighting prototype designs (individual LEDs or LED screen) 
that were presented.  The clinicians were told that the lighting would display infor-
mation regarding the 20 ART actions. Finally, on a sheet of paper showing three arc-
hitectural-drawn views of ART, each clinician marked where he or she thought the 
light communication displays should be located (Fig. 4) and verbally answered how 
he or she would customize the display.  Each focus group took less than sixty  
minutes. 
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6 Results 

Figure 3 shows the percentage preferences of the clinicians for the 20 sounds tested.  
More than two-thirds (66%) of the clinicians had to select the sound for it to be eva-
luated as a preferred sound.  Interestingly, a specific Can't Do sound was chosen by 
all clinicians in the study.  The clinicians maintained a majority preference for the 
Reprimand (92%), Something in the way (84%), and Confirm request (76%) sounds. 
 

 

Fig. 3. Clinician Agreement on Sounds 

Of the seven sounds that had a preferred choice, three sounds (Go, Bend Out, Bend 
In) had a preference for Neither sound.  The Bend Out and Bend In sounds relate to 
an added therapy surface feature (see figure 2) that will be used by clinicians to help 
expedite stroke patient recovery.  Overall, the clinicians did not feel that a sound was 
required for these movements because clinicians would be interacting with the patient 
during these sessions.  Because the Go sound is an important feature designed for the 
mobility of ART, it will be retested and evaluated in a session with an interactive 
prototype to ensure that the sound is not required.  The remaining sounds that did not 
have majority preference will also be retested in a future research session with an 
interactive prototype. 

Figure 4 shows the clinicians' location preferences for selected lighting display 
prototypes as a ``heat map".  Four participants chose an LED screen, six participants 
chose the individual LEDs, and three participants chose both displays.  The green 
color represents the individual LEDs, and the blue color represents a LED screen.  
The color shade variations describe the number of participants who placed the light-
ing type in the same location.  From this data, we can see a trend for the lighting 
displays.  The individual LEDs were drawn on the edges of ART, while the LED 
screens were drawn primarily on ART's table top surface.  Clinicians' preferences for 
customization of the lights included the brightness of the LEDs and the colors dis-
played, primarily red, green, yellow.  However, one participant noted that red and 
green should not be used due to patients who are color blind.  
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Fig. 4. Clinician Lighting Location Heatmap 

At the beginning of each study session, clinicians were asked the following: If ART 
had the ability to communicate, would the clinicians communicate with ART?. The 
clinicians unanimously agreed that they would like to communicate with ART. Clini-
cians then answered 12 open-ended questions regarding what types of information are 
appropriate in the healthcare setting, how the information should be communicated, 
and the interaction with stroke patients. Finally, clinicians were asked again if they 
would communicate with ART.  Again, 100% of the clinicians said that they would 
like to communicate with this assistive robot. 

Interestingly, the clinicians proposed a different nonverbal communication focus 
than the research team; the clinicians proposed patient care terminology instead of 
“the state of ART” terminology (e.g., up, down, emergency) proposed by the research 
team. A content analysis, developed by frequency analysis, showed that 10 clinicians 
preferred that ART communicate orientation information (e.g., day, date, time, sche-
dule, nurse's name) to the patients. Eleven clinicians stated that they would program 
ART to give the patients clinical reminders (e.g., bed safety, fall safety, therapy assis-
tance) to assist in patient care. Despite no overwhelming majority, clinicians also 
stated that they would like ART to increase their ability to care for the patient by ART 
communicating to the clinician the patient's vital signs, if the patient attempted to get 
out of bed, and if the patient attempted to perform their therapy homework. 
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After the first focus group, the research team determined that clinicians were pro-
posing a different communication focus than the research team (patient care versus 
the state of ART).  Two additional questions were subsequently added to our inter-
view: If ART had the ability to `communicate' the way the research team proposed, 
would you use our NVC platform? and Do you think stroke patients would use the 
platform the research team proposed?. All clinicians who responded to these ques-
tions (N=9) said that they and their patients would communicate with ART, given the 
researchers' proposed platform. Additionally, two participants stated that their deci-
sion to use our proposed platform would also depend on the patient's condition. This 
line of questioning was designed to capture whether or not the clinicians had a change 
of mind concerning the NVC embedded in ART.  

7 Discussion 

This pilot study sought to understand clinician preferences for an NVC platform com-
prised of lights and sounds for a robot envisioned for intimate human-robot interac-
tion. This study provided: (1) insights on methodologies to iteratively design and 
evaluate NVC platforms, (2) a sense of how clinicians view an NVC platform, (3) the 
preferences of users (clinicians, here) of an NVC platform for two features (lights and 
sounds), and (4) a sense of whether clinicians and post-stroke patients might use an 
NVC that was integrated into an assistive robot intended for their use.  Following this 
research phase, our lab will conduct two additional phases in spring 2013.  For the 
first of these two next phases, clinicians will evaluate two lighting patterns (using 
individual LEDs) for each of the 20 ART actions and sounds (that did not receive a 
majority preference for specific ART actions) with the working ART prototype.  In 
the last of the anticipated research phases, clinicians will evaluate a refined list of 
lighting patterns and sounds embedded within our final ART prototype. 

In NVC research, researchers should consider both clinician and patient input, am-
bient monitoring, the ability of the NVC platform to ``understand" (i.e., learn of) its 
users, and the ability of an assistive robot like ART to convey information. NVC plat-
forms must be integral with the robot, developed to accept multiple sources of input, 
act on the data given, and present data back to the user. More broadly, a dynamic NVC 
like ours may improve job performance of caregivers and increase patient satisfaction. 
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