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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Masaaki Kurosu, contains papers focusing on the
thematic area of Human–Computer Interaction, and addressing the following
major topics:

• Speech, Natural Language and Auditory Interfaces
• Gesture and Eye-Gaze-Based Interaction
• Touch-Based Interaction
• Haptic Interaction
• Graphical User Interfaces and Visualisation



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker
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• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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Milan Petković, The Netherlands
Joachim Posegga, Germany
Jean-Jacques Quisquater, Belgium
Damien Sauveron, France
George Spanoudakis, UK
Kerry-Lynn Thomson, South Africa



XIV Organization

Julien Touzeau, France
Theo Tryfonas, UK
João Vilela, Portugal

Claire Vishik, UK
Melanie Volkamer, Germany

External Reviewers

Maysoon Abulkhair, Saudi Arabia
Ilia Adami, Greece
Vishal Barot, UK
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Abstract. The present approach targets to provide a framework for facilitating 
multilingual interaction in online business meetings with an agenda as well as 
in similar applications in the service sector where there is a less task-oriented 
form of interaction. A basic problem to be addressed is the control of the topics 
covered during the interaction and the expression of opinion. In the proposed 
template-based approach, the System is proposed to act as a mediator to control 
the dialog flow, within the modeled framework of the sublanguage-specific and 
pragmatically related design.  

Keywords: Templates, Simple Interlinguas, Non Task-related Speech Acts, 
Skype, subtitles. 

1 Introduction 

The domain of the proposed framework concerns routine business meetings via Skype 
with an agenda, namely standard, controlled conversation. This domain includes  
services requiring a less task-oriented form of interaction as well as statement of  
sentiment or opinion. The proposed framework is not recommended for business 
meetings concerning negotiations or business deals. Conditions involve multilingual 
conversation with speakers of less spoken languages and an average or less than aver-
age knowledge of English. The interaction involves Skype meetings with or without 
translated subtitles. Subtitles (text messages) are combined with spoken input. Users 
may speak at the same time while the corresponding, similar or even different  
text message is generated. The communicating parties have access to prosodic and 
paralinguistic information, such as tone of voice, as well as facial expressions and 
other paralinguistic elements. 

The flow of the conversation can be checked by the System or the User, as well as 
the topics covered. This is achieved by intervening messages by the System, appear-
ing in the screen of the interface. Furthermore, additional free input from the User’s 
utterances may be processed after the interaction. Spoken interaction is processed 
with the use of Interlinguas (we propose the use of “Simple Interlinguas” – SILTs) [8] 
generated simultaneously with translated text messages chosen by the User. 

The proposed service may be regarded as an alternative to email in routine  
business meetings, allowing face-to-face interaction and feed-back from paralinguistic 
elements, such as gestures, facial expression and tone of voice. Furthermore, in multi-
lingual applications involving communication with a standard agenda, the proposed 
approach may be adaptable and reusable in respect to several languages. 
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Specifically, the present design concerns a Speech Act based template and agenda. 
This agenda may be visible or invisible to Users. The interaction takes place in a  
Directed Dialog [15][16] like form and related to the respective Speech Act. The  
template contains a set of sublanguage-specific questions, statements and answers, 
including opinions, some pre-existing, while others are left to be prepared by the User 
prior to the meeting. The template-agenda contains the topics covered during the  
interaction and reminds Users, if a topic is not covered. In other words, interaction is 
controlled by the templates of the System, which acts as a mediator. 

2 Design Principles and Previous Approaches  

Three factors may be taken into account for the present design. First, Service- Oriented 
Dialog Systems targeted towards the broad public involve a higher percentage of  
non-sublanguage specific vocabulary and a lower percentage of terminology and  
professional jargon. In particular, applications related to business meetings often involve 
expressions related to emotion and the statement of opinion (1). Second, unlike highly 
specialized Task-related Dialog Systems, in Service- Oriented Dialog Systems, the Hu-
man-Computer interaction taking place is directed towards two equally significant 
goals, namely the successful performance of the activated or requested task as well as 
User satisfaction and User-friendliness (2). These goals are related to requirements on 
the Satisfaction Level in respect to a System’s evaluation criteria, namely perceived task 
success, comparability of human partner and trustworthiness [10]. It should be noted 
that the more goals to be achieved, the more parameters in the System Design and  
System Requirements, and, subsequently, Dialog Design are to be considered [14]. The 
diversity of a multilingual User Group (3) constitutes an additional factor in the present 
design, ranging from Users belonging to communities where any real experience with 
computers and electronic devices is restricted to only a minority of Users, to User 
Groups with an absolute familiarity of society with computers and electronic devices, 
including cases where a tendency towards attachment [9] or animism of these objects is 
observed. 

2.1 Directed Dialogs  

For achieving User-friendliness in multilingual Dialog Systems with a diversity of 
Users, strategies such as the use of Directed Dialogs [15] [16] using keywords offer a 
predefined pattern of User interaction with the System in order to prevent an uncon-
trolled number of possible forms and variations [8] in (a) the expression in each  
language and in (b) User behavior due to cultural and social factors.  

The use of Directed Dialogs and Yes-No questions aims to the highest possible 
recognition rate of a very broad and varied user group and the use of free spoken  
input processes the detailed information involved in a complex application. Keyword 
recognition largely occurs within a Yes-No question sequence of a Directed Dialog.  

Within the Directed-Dialog framework of Dialog Systems in the service sector, 
such as in the present application, additional types of Speech Acts are detected, other 
than strictly Task-related Speech Acts. These Non-Task-related Speech Acts, [2] 
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whose determination was based on data from European Union Projects [19][20][21] 
[22] are used for tasks such as “Offer”, “Reminder” or “Manage-Waiting-Time” [2], 
mostly in messages generated by the System.  

2.2 Template Generation  

The present approach is based on previous practices concerning the use of templates 
interacting within a Directed Dialog framework. A typical Dialog System involving 
the use of templates is the CitizenShield Dialog System for consumer complaints [3] 
[11] handling routine tasks involving food and manufactured products (namely com-
plaints involving quality, product labels, prices etc.). The spoken input is automatical-
ly entered into templates containing a number of fields related to the categories and 
types of information concerning the product involved. Free spoken input is recorded 
within a defined period of time, following a question requiring detailed information 
and/or detailed descriptions. All spoken input, whether constituting an answer to a 
Yes-No question or constituting an answer to a question triggering a Free-Input  
answer, is automatically directed to the respective templates of a complaint form, 
which are filled in by the spoken utterances, recognized by the System’s Automatic 
Speech Recognition (ASR) component.The automatic filling-in of complaint forms 
with spoken input via the consumer organization’s call center is especially helpful to 
mobile Users and Users that have no internet access. The information contained in 
each field of the complaint form is automatically or manually processable, according 
to the type of task to be executed [3] [11]. The generation of the template-based  
complaint forms is also aimed towards the construction of continually updated  
databases from which statistical and other types of information is retrievable for the 
use of companies, organizations or authorities or other interested parties [3] [11].  

In other words, in previous approaches, the templates are both registering and  
controlling User input [11]. In the present design, the System may also use the templates 
to check if all issues to be addressed are covered. In other words, the template also  
behaves as an agenda during the interaction. In addition, according to the indications of 
the template-agenda, the System may automatically intervene with asking additional 
questions, until the issue in question is addressed. Most of these questions are of the 
Non-task related Speech Act type, such as “Offer”, “Reminder” or “Manage-Waiting-
Time” [2].  

Furthermore, the present approach involves the activation of prepared answers  
contained in the template activated by the User in the appropriate step in the dialog. 

2.3 Directed Dialogs and Interlinguas  

For Multilingual Dialog Systems using Directed Dialogs, Simple Interlinguas (S-ILTs) 
are proposed (Table 1) [8], constituting lexical-based alternatives and a simplified form 
of Interlinguas. S-ILTs may be characterized by a very simple structure and with a wea-
kened “frame” function [8] which in traditional Interlinguas summarizes the semantic 
content of a spoken utterance [7][13]. In S-ILTs, the semantic content of a spoken utter-
ance is signalized by the respective topic of step in the dialog structure. Specifically, the 
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use of Directed Dialogs, and the Speech Acts performed in the dialog structure, the 
proposed lexical-based alternatives are linked to Speech Act types in respect to the steps 
in dialog context. Thus, the role of the “frame” is weakened and the role of dialog struc-
ture is reinforced. With the use of Directed Dialogs in multilingual applications, the 
proposed “Simple Interlinguas” (S-ILTs) [8] allow the recognition and isolated 
processing of keywords at the lexical level, a feature which facilitates the compatibility 
with Systems that support multiple languages and cases of polysemy and multiple 
grammatical functions of word types. Furthermore, Simple Interlinguas operating on the 
lexical level may also be directly linked to more language-independent entities such as 
the Universal Words (UWs) of the UNDL System of the United Nations [5][23] which 
are linked to each other by semantic relations such as hyperonymy and synonymy.  

Table 1. Example of a Simple Interlingua (S-ILT) connected to the step in dialog structure and 
respective Speech Act for applications concerning the expression of opinion. Optional entries at 
Keyword Content level are functions “Who”, and “When” and respective lexical entries.  

SPEECH ACT  
TOPIC OF STEP IN DIALOG 
STRUCTURE (SYSTEM):  

 S-ILT                                                            
 (RESPONSE FROM USER CONTAINING 
LANGUAGE-SPECIFIC EXPRESSIONS) 

TOPIC-OF-STEP   {REFUSE}  
=>                 

=>  [ S-FRAME  TOPIC-OF-STEP {REFUSE} 
YES/NO (no-answer/no-expression)   
Optional     : 
WHO(person), 
WHEN(time)    ]   

 
However, it should be stressed that the proposed S-ILTs are sublanguage-specific 

and are modeled according to the Speech Acts in the steps of the dialog structure and 
keywords of the application domain. In other words, a rigid and controlled nature of a 
System’s dialog structure allows the successful function of the proposed  
S-Interlinguas, specifically, Directed Dialogs [15][16], involving Yes-No Questions 
or questions directed towards Keyword answers with related signalized topic (TOPIC-
OF-STEP). The combination of the use of Directed Dialogs and S-Interlinguas allows 
the control and successful handling of a varied or ambiguous input, in accordance to 
the criteria of the Utterance Level (Question-Answer-Level) and the Functional Level, 
especially informativeness and intelligibility (Utterance Level) and the ease of use, 
interaction control and processing speed/smoothness (Functional Level) [10].  

It should additionally be noted that the proposed S-ILTs allow minimum interfer-
ence of language-specific factors , since they are designed to function within a very 
restricted sublanguage related to a specific task. They can, therefore, be adapted for a 
very diverse range of languages and language families, for example, Hindi and  
Chinese. This S-ILT framework is proposed for the present approach, however, any 
other Interlingua type, if appropriate for the languages concerned, may be used. 

3 Interaction  

In the present approach, interaction occurs in three levels in respect to interaction type 
(A) and also in three levels in respect to the chronological process of interaction (B).  
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The type of interaction (A) concerns the multimodal interaction with spoken utter-
ances with Speech-to-Speech Translation with Interlinguas or S-ILTs (1) which oc-
curs simultaneously with interaction with prepared texts appearing on the screen as 
subtitles during interaction with Skype (2) or any other form of visual interaction. 
These texts can be translated by a Text-to-Text translation System. The third type of 
interaction involves the production of filled-in templates (3) with the issues covered 
during the multimodal interaction process or pending issues, as well as additional 
information and comments produced by speakers in the form of free input. The pro-
posed approach is strictly sublanguage and domain-specific, however, it is designed to 
be compatible with online (written text) Machine Translation systems, such as Google 
Translate, processing many languages. However, a language-specific choice is neces-
sary for the spoken Machine Translation component in regard to Interlinguas (ILTs) 
or the proposed Simple Interlinguas (S-ILTs). The design of the proposed approach in 
respect to interaction type may be depicted in the following table (Table 2).  

Table 2. Interaction Type: Input and Output 

Input Type (During Interaction):  
               SCREEN  (e.g. Skype) 
Paralinguistic Data  (Prosody, Gestures etc.) 
(1) INTERLINGUAS (ILT OR S-ILT) 
Speech-to-Speech Translation 
(2) SUBTITLES  
 
Text-to-Text Translation (e.g. Google Translate) 

Template-Agenda ⊗ 
                [open/close] 
 (3) 
•Registers Free Input 
•Checks topics covered  
•Generates messages 

(3) SYSTEM MESSAGES TO USER      

 
Regarding the chronological process of interaction (B), the involvement of the Us-

ers of both ends concerns the time span prior to the actual interaction (I), the time 
span of the actual interaction (II) and the time span after the interaction (III).  

3.1 Template-Agenda and Preparation of Interaction (I) 

In the time span prior to the actual interaction (I), the Users prepare the set of ques-
tions, statements and possible set of answers within the framework of the template 
containing the types of information handled during interaction. 

The prepared restricted set of questions, statements and set of possible answers are 
activated by the User during the time of the actual online interaction. The preparation 
of topics, agenda and general outline of dialog structure is determined by the type, 
content and style of routine communication defined according to the tasks and policy 
of the company or organization. In other words, the sublanguage-specific set of ques-
tions, statements and set of possible answers prepared by the Users is also determined 
by the tasks and policy of the company or organization. This template-agenda  
contains a set of sublanguage-specific questions, statements and answers, some  
pre-existing in the sublanguage-specific design, while others are left to be prepared by 
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the User prior to the meeting. However, the messages to be prepared by the User  
receive specific content tags related to the sublanguage of the template and the related 
Interlinguas and must contain words related to them and there are restrictions in  
respect to the length of the utterances used. In addition, the User may choose from a 
set of symbolic markers to indicate attitude or emotion, if desired or if necessary, for 
example “assertive” or “polite”. The prepared answers and other messages contained 
in the template are activated by the User in the appropriate step in the dialog. Each 
activated answer in the source language is automatically translated by a conventional 
Text-to-Text Machine Translation System and appears on the screen of the Receiver 
in the target language, while at the same time the User in the source language may 
utter the same or a similar sentence to the utterance activated. As an optional element, 
any symbolic markers indicating attitude or emotion may also be displayed on the 
screen of the Receiver. The template-agenda contains the topics covered during the 
interaction and reminds Users, if a topic is not covered. A similar process is activated 
if opinions are requested. The general outline and content of the template-agenda may 
be depicted in the following table (Table 3).  

Table 3. Outline and content of the template-agenda 

Prepared Utterances by User: System: Template-
Agenda 

ISSUE -1 [proposal]:  Utterance 1    Utterance 2 
ISSUE -2 [check]:      Utterance 1    Utterance 2 

ISSUE -1: CHECKED ∅ 
ISSUE -2: CHECKED ∅  

ANSWER:  Rejection 
 Utterance 1  [neutral]  Utterance 2  [assertive] 
 Utterance 3  [polite] 

ANSWERED: 
YES  ∅   NO ∅ 

3.2 Multimodal Interaction (II) 

Apart from the automatically translated prepared utterances activated by the Users on 
both ends (2), the System also uses a Speech-to-Speech translation System with the 
use of the previously presented simplified form of Interlinguas, the S-ILTs (2), oper-
ating within a strict Directed Dialog framework. During the actual interaction, Users 
may speak, while at the same time they can activate the corresponding, text message 
(Table 4). Thus, the Interlingua processes spoken input whose content is identical, 
similar or even different than the generated text message, allowing both a controlled 
and a spontaneous type of information to be directed and evaluated by the Receiver.  
Additionally, it may be noted that written and spoken input may be compared to para-
linguistic elements appearing on the screen. 

The flow of the dialogs is controlled by the agenda in the template, indicating ad-
dressed and pending issues. The template-agenda contains the topics covered during 
the interaction and reminds Users, if a topic is not covered. A similar process is acti-
vated if opinions are requested. The template may be visible to the User, if requested 
(“open”, “close”). If an issue or a question is not addressed, the agenda on the tem-
plate informs the User with a respective message, for example “Pending Issue: Terms 
and Conditions” or “No answer”. To repeat question press “R”. These messages  
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appear below the screen. In the case of an unaddressed issue, the System may remind 
the User for a predefined number of times after the response of the Receiver. Issues 
that are left unaddressed are saved in the agenda of the template. In the case of an 
unanswered question, especially, if opinions are asked, after a second attempt, the 
question is marked as unanswered in the agenda of the template.   

Table 4. Chronological process of interaction 

Before Interaction: 
Preparation/Editing Utterances 

 

                                          During Interaction: 
                  Prepared Utterances ->Text-to-Text Translation- 
             Spontaneous Utterances ->Speech-to-Speech Translation 
 After Interaction: 

Template with points covered / 
Issues unaddressed / no answers 
Free input 

3.3 Post-Interaction (III) 

At the end of the interaction, closing remarks and any additional comments are 
processed as free input and saved in a wav.file to be processed after the interaction by a 
speech recognition (ASR) system and are subject to translation. After the interaction, 
the template also indicates unaddressed issues and unanswered questions, including 
unexpressed opinions.  

4 Expression of Opinion 

In multilingual HCI applications not limited to Task-Related Speech Acts and allow-
ing the expression of views, opinions and spoken suggestions, as in the case of the 
present application, the relation of the semantic with the pragmatic level may create 
problems in some language pairs, since the “opinion” is expressed either directly or 
indirectly with significant differences between languages. Specifically, it may noted 
that opinions in relation to a query or a specific issue may not always be expressed 
with a direct answer at a “Yes-No” question. Depending on the languages concerned, 
opinion may be contained within specific expressions or it may be avoided but  
indirectly expressed at the pragmatic level, for example, by avoiding to specifically 
address an issue.  

In the proposed approach, the use of templates managed by the System allows the 
intervention of the System with inserted Non Task-Related Speech Acts (a) to control 
complex types of interaction concerning the expression of opinion in multiple languag-
es and (b) to avoid the processing of additional Speech Acts containing culture-specific 
politeness features such as compliments and polite refusal in Chinese [12], [17] or 
highly-context-based politeness in Hindi [6]. Specifically, the template-agenda of the 
System contains fields to be filled in with specific types of opinion related to specific 
types of issues or queries. If these fields fail to be filled in, the System makes two  
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attempts to direct the Speaker to produce an answer. In the case in which opinions may 
be expressed with a direct answer at a “Yes-No” question or a “Wh-Question”, the 
rigid nature of the Directed Dialog structure allows the formulation of a Task-Related 
Speech Act (“Yes-No” question or “Request” Speech Acts). It may be additionally 
noted that the feasibility of the processing of this type of input by S-ILTs is directly 
related to the content of the Directed Dialogs, constraining User-input.  For example, 
the System may ask: “What do you think? Please say “Yes” if you agree or “No” if 
you disagree” or “Please express your answer choosing one of the selected words from 
the template”. The “Yes” or “No” answer may be replaced by equivalent language-
specific expressions in languages concerned.  

Non Task-Related Speech Acts may be used by the System for the extraction  
of opinions, especially in the case in which a Task-Related Speech Act fails, for  
example, the “Reminder” or even the “Offer” Non Task-Related Speech Acts.  

4.1 Indirect Expression of Opinion and Avoiding Expressing Opinion 

In cases of languages processed in which opinions are frequently indirectly stated with 
the use of specific phrases or expressions, predefined expressions and phrases express-
ing opinions or views may be signalized and processed as additional keywords in the 
template-agenda. These expressions may include language-specific word-types related 
to connotative features such as adjectives and adverbs, verbs containing semantic  
features related to descriptive features, mode, malignant/benign action or emotion-
al/ethical gravity, as well as some modal verbs [1]. These elements may be tagged as 
“non-neutral” opinion markers [4] in written text processed by the Text-to-Text  
Machine Translation System or in the proposed S-ILTs in the Speech-to-Speech Trans-
lation System. In respect to the proposed S-ILTs, expressions and phrases expressing 
opinions or views may be defined at a lexical level and processed by the Simple Inter-
linguas (S-ILTs). For example, in a Dialog System involving the expression of views, 
opinions and spoken suggestions [18], User actions are categorized as “propose” (a User 
proposes an idea with respect to a topic), “comment” (a User comments on a proposal, 
or answers a question), “acknowledgement” (a User confirms someone else’s comment 
or explanation, e.g., “yeah,” “uh huh,” and “OK”),” requestInfo” (a User requests  
unknown information about a topic), “askOpinion” (a User asks someone else’s opinion 
about a proposal), “posOpinion” (a User expresses a positive opinion, i.e., supports a 
proposal) and “negOpinion” (a User expresses a negative opinion, i.e., disagrees with  
a proposal)[18]. These elements may be registered in the System’s template-agenda as a 
positive, negative or other type of opinion. 

In the multilingual interaction, there are cases in which the expression of opinion is 
completely avoided, for instance, the Users continue in not responding to a question, 
respond in an unexpected way or introduce a different topic. In this case, as described 
above, the template indicates unaddressed issues, unanswered questions and unex-
pressed opinions after the interaction for subsequent evaluation. 
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5 Conclusions and Further Research  

For multilingual applications concerning business meetings and other complex types 
of interaction beyond purely Task-Related dialogs, the System is proposed to act as a 
mediator to control the dialog flow. The control of the interaction via the template-
agenda is shared between the System, controlling interaction, and the Users, checking 
the issues addressed and activating prepared utterances.  

The proposed framework allows the handling of opinion in routine tasks in  
business meetings to a relatively high extent, excluding the case of negotiations and 
business deals. However, it cannot cover all cases in which opinions or emotions are 
expressed, nor can it replace the benefits of an in person meeting with the parties 
concerned, with or without the presence of an interpreter. On the other hand, this 
framework also allows the evaluation of the communication immediately after the 
interaction. It is strictly sublanguage and domain-specific and requires some type of 
preparation from the Users, which may re-used for the same type of meetings in vari-
ous languages with minor alterations or no alterations at all. The proposed approach 
allows reusability for standardized types of communication within a cross-linguistic 
and cross-cultural framework.  

Further research is required in respect to the actual implementation of the proposed 
design in various languages as well as in relation to possible adaptation to other types 
of Service- Oriented Dialog Systems in different domains. 
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Abstract. Implied information and connotative features may not always be  
easily detected or processed in multilingual Human-Computer Interaction  
Systems for the International Public, especially in applications related to the  
Service Sector. The proposed filter concerns the detection of implied information 
and connotative features in HCI applications processing online texts and may be 
compatible with Interlinguas including the signalization of connotative features, 
if necessary. The proposed approach combines features detected in the lexical 
and morpho-syntactic level, and in the prosodic and paralinguistic levels. 

Keywords: Gricean Cooperativity Principle, online texts, Interlinguas,  
Morphology, prosodic and paralinguistic features. 

1 Introduction 

The management of implied information and connotative features concerns the  
Lexical-Semantic - Morphosyntactic Level as well as the Prosodic Level and the Para-
linguistic Level. For the management of these features, three types of strategies may be 
differentiated, depending on the type of application and task-type: excluding, detecting 
or integrating implied information and connotative features. The exclusion of implied 
information and connotative features is typically applied in task-related monolingual or 
multilingual applications in Human Computer Interaction (HCI) Systems, including 
monolingual Dialog Systems and HCI Systems for the International Public based on 
Machine Translation (MT). Such applications often involve Controlled Languages 
and/or a Directed Dialog and System-Initiative-based [12] approach. 

Furthermore, some types of monolingual Dialog Systems or other monolingual 
Human Computer Interaction Systems may pose problems for the International  
Public, especially in the service sector, as Human-Computer interactions go global [6] 
and the alternative practice of monolingual variations in the respective languages of a 
standardized HCI System is proposed. This practice often involves the integration of 
the language and culture-specific implied information and connotative features.  

However, implied information and connotative features may not always be easily 
avoided in multilingual Human-Computer Interaction Systems for the International 
Public, especially in applications related to the service sector. In some cases, it may 
be necessary for such HCI Systems using Machine Translation to include the strategy 
of detecting implied information and connotative features, according to the type and 
purpose of the application. 
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2 Application Types 

The proposed filter may be compatible with the processing of online texts for the 
detection of implied information and connotative features in interactive HCI applica-
tions processing monolingual online texts for the International Public. This is  
especially important for professionals, such as journalists, economists and other pro-
fessionals working with multilingual written and spoken texts, either in specialized 
domains or in general fields such as business meetings, business transactions and 
online financial news. It should be noted that International Users may be very fluent 
in a foreign language or more than one foreign languages, but are either non-native 
speakers and/or often lack the necessary exposure to the culture related to a  
foreign language concerned to easily perceive all types of implied information and 
connotative features.  

In online texts, the word groups with implied information and connotative features 
may be automatically signalized by an online tagger in the proposed filter and in some 
cases, they be also be provided in combination with the proposed filter as a set of 
guidelines to International Users, activated according to request.  

The proposed filter may also be compatible with Interlinguas. Traditional Interlin-
guas are geared towards the exclusion and of connotative features [11] [15]. However, 
in the present approach connotative features may be signalized in Interlinguas, if  
necessary.  

Interlinguas may allow extra tags at a lexical level to be placed with connotative 
features that may correspond to word groups presented. The connotative features may 
be automatically signalized operating on detection at morpheme-level or word-level, 
based on interaction with a database. In addition to detecting implied information and 
connotative features, the signalization of language-specific prosodic emphasis and 
other paralinguistic elements at word-level in an Interlingua may play a significant 
role in the information content of spoken utterances, possibly also in Tonal Languages 
such as Thai or Chinese. 

For all applications concerned, the language-specific “filter” is proposed for the  
detection or for the integration of implied information and connotative features which 
may be adapted to the needs of the HCI applications concerned. The filter may be 
activated or deactivated when processing online texts or during spoken interaction 
with Interlinguas. 

Specifically, in the approach presented, the database and respective tag-set with the 
word groups and related elements concerned may be used in a variety of multilingual 
applications, in particular, in the interactive processing of online written and spoken 
texts, as well as in the processing of Interlinguas and/or its integration in monolingual 
variations of dialogs. The proposed database and tag-set “filter” is based on features 
from English, German and Modern Greek, however, it can be adapted and extended to 
other languages and language groups.  
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Table 1. Interaction with database and tag-set “filter”  

Input Type (During Interaction): Filter: 

                                      
INTERLINGUAS (ILT OR S-ILT) 

Speech-to-Speech Translation 

ONLINE TEXT 

Activate – Deactivate ⊗ 

                [open/close] 

  

              

3 Filter for Linguistic Processing 

The proposed language-specific “filter” constitutes a simple and extendable database 
constructed on ontological and pragmatic principles [1] [3] and respective tag-set with 
basic types of word groups related to implied information and connotative features. In 
particular, the connotative features, implied information and other types of elements 
may be automatically signalized at morpheme-level or word-level.  

The proposed filter is composed of three tiers, the Lexical Tier, the Prosodic Tier 
and the Paralinguistic Tier and allows the combination of all tiers and respective lin-
guistic and paralinguistic elements to evaluate implied information and connotative 
features. The combination of all tiers related to the respective Lexical-Semantic - 
Morphosyntactic Level (Lexical Tier), the Prosodic Level (Prosodic Tier) and the 
Paralinguistic Level (Paralinguistic Tier) allows a significant extent of coverage of 
implied information and connotative features for the International Public. 

We note that the intensity of the connotative features may be stronger if detected in 
all three levels, for example, if a word containing (lexical-semantic) connotative  
features receives prosodic emphasis or is accompanied by additional connotative  
information in the Paralinguistic Level. 

3.1 Tags Related to the Paralinguistic Tier 

The Paralinguistic Tier combines paralinguistic elements with spoken words. Paralin-
guistic Elements are usually language-specific and may vary across cultures. Typical 
examples of paralinguistic elements are facial expressions such as the raising of  
eyebrows and frowns, as well as body movements such as gestures related to the 
hands or nodding of head.  Tags for paralinguistic elements may be the annotations 
“[raising eyebrows]”, “[frown]” and “[nod]”. Additional features may be added, for 
example, in respect to speed, such as the annotation “[nod-quick]”, in addition to 
highly language (and culture) specific variations.  

3.2 Tags Related to the Prosodic Tier 

In the Prosodic Tier, the proposed filter as an annotation module combines spoken 
words with prosodic elements, such as prosodic emphasis signalizing stressed  
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elements or a casual attitude: “Stress”, “Casual” [1]. For spoken Machine Translation, 
types of Interlinguas (ILTs) allowing the recognition and isolated processing of key-
words at a lexical level, such as Simple Interlinguas [13], facilitate the signalization of 
prosodic features detected at word level, such as prosodic emphasis. For example,  
the marker prosodic emphasis [+STRESS] can be used as an additional paralinguistic 
marker on the lexical element of the Interlingua or in the online spoken text. The 
marker [+CASUAL] may be used for a casual tone, whereas the [+NON-NEUTRAL] 
is used on other types of prosodic elements related to implied connotative features on 
the Prosodic Level. 

3.3 Tags Related to the Lexical Tier and Pragmatic Principles 

In the Lexical Tier, corresponding to tags concerning the Lexical Level, the word 
groups with connotative features are differentiated according to criteria related to 
Pragmatics, namely the flouting of the Maxims stated in the Gricean Cooperativity 
Principle [8] [9].  

In respect to the Gricean Maxim of Quality, namely “Do not say what you believe 
to be false” and “Do not say that for which you lack adequate evidence”, in the case 
in which the Maxim is not flouted for the purpose of propaganda, it is observed that 
information presented in a form characterized as flouting the Gricean Maxim of  
Quality often contains superfluous elements flouting the Gricean Maxim of Quantity. 
This relationship applies in a similar way to information flouting the Gricean Maxim 
of Manner and, specifically, “Avoid obscurity of expression”, “Avoid ambiguity” and 
“Be orderly”, where, unless propaganda or similar communicative targets are  
involved, superfluous information (flouting the Gricean Maxim of Quantity) is often 
encountered in written and spoken texts where there is flouting of the Gricean Maxim 
of Manner. The Gricean Maxim of Manner also includes the part “Be brief” (avoid 
unnecessary prolixity) which partially coincides with the Gricean Maxim of Quantity 
and is thus directly related to the avoidance of superfluous information. 

Specifically, these word groups to be detected or integrated in multilingual applica-
tions concern both specific types of semantic features related to the superfluous in-
formation connected to the above-described Maxims, such as mode, malignant/benign 
action or emotional/ethical gravity, as well as particular types of grammatical features 
in verbs, adjectives, adverbials and in specific types of suffixes and particles. The 
language-specific tag set of word groups ranges from the more evident yet less  
frequent strong or emotional expressions to the less obvious and commonly-occurring 
word categories constituting word groups related to implied information and connota-
tive features.  

These word categories function as subtle hints or tell-tale signs of connotative  
elements and implied information and may sometimes be especially problematic to 
the International Public.  

In other words, the overall context of the written and spoken text may be described 
as containing a subset of word-types, coinciding with superfluous information in the 
text and indicating emotionally and socio-culturally “marked” elements constituting 
implied information and connotative features and expressing style and overall spirit of 
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the author, speaker and the intended readership or audience. Thus, the criteria for 
determining tagged word types with implied and connotative features are related to 
Pragmatics, in particular, the flouting of the Gricean Cooperativity Principle [8] [9]. 

Table 2. Tiers of the proposed database and tag-set “filter” 

Features: 

 
Paralinguistic Tier        

(Paralinguistic Level ) 

[raising eyebrows] [frown] [nod-quick] 

 
Prosodic Tier               

(Prosodic Level)  

[±STRESS] [±CASUAL] [±NON-NEUTRAL]  
                                          (other types of prosodic elements) 
 

Lexical Tier  
 
(Lexical Level/Word Level – Morphological Level )   
 
[sem-expl-conn] 
[sem-impl-conn] 
[prag-conn:±emph] 
[prag-conn:subj] 
[prag-conn:modl] 
 

4 Connotative Feature Types 

Tags corresponding to word groups with implied information or connotative features 
in their semantic content may be divided into word categories where connotative fea-
tures are detected at a word level (Lexical Tier) and word categories where connota-
tive features are detected in a morphological level (morpheme level) (Lexical Tier). 
Connotative features detected at word level or at the morphological level are either 
related to word groups whose semantic content is related to connotatively emotional-
ly, and socio-culturally “marked” elements (Semantic Content categories) or word 
groups whose pragmatic usage concerns connotative features and implied information 
(Pragmatic Usage categories).  From the aspect of Prosody, it is observed that the 
word categories detected at a word level are sensitive to prosodic emphasis. In  
contrary, the word categories detected at the morphological level are not affected by 
prosodic emphasis. 



18 C. Alexandris and I. Malagardi 

 

4.1 Word Level and Semantic Content  

Word categories with connotative features detected at the word level (Lexical Tier) and 
whose semantic content is related to connotatively emotionally, and socio-culturally 
“marked” elements constitute word groups with evident or explicit connotative features.  

Typical examples of word groups with explicit connotative features are the  
grammatical categories of adjectives and adverbials, containing semantic features 
related to (i) descriptive features (ii) mode (iii) malignant/benign action or (iv)  
emotional/ethical gravity [3]. 

The evident connotative features of the above-described word categories may be 
formalized as special features linked to the respective word category type. Specifical-
ly, the feature [sem-expl-conn] may be appended to these categories and matched on a 
word-level, being directly matched to the entire word. In respect to the Prosodic Level 
of this group of word categories, prosodic emphasis may emphasize or intensify the 
semantics of the emphasized word without determining the semantic content. The 
word groups with evident connotative features may be classified as “Prosodically 
Sensitive” words.   

Table 3. Connotative Feature Types 

                                  

                                     DETECTION: 

CONNOTATIVE     

FEATURE TYPE:    PROSODY: 

          
 
WORD        
LEVEL           
                    
 

                           

SEMANTIC 

CONTENT 

“Prosodically 
Sensitive” 

                      
                      
 
WORD  
CATEGORY 
                       
                      
                     

PRAGMATIC 

USAGE 

“Prosodically 
Sensitive” 

     
   MORPHO-        
    LOGICAL 
       LEVEL        

                        
       
                      

SEMANTIC 

CONTENT 

“Prosodically  

Independent” 

  
PRAGMATIC 
 
USAGE 

“Prosodically 
Independent” 

4.2 Morphological Level and Semantic Content 

Word categories whose connotative features are detected in the morphological level 
(Lexical Tier) and whose semantic content is related to connotatively emotionally and 
socio-culturally “marked” elements also may be referred to as word groups with  
implicit connotative features [2].   
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Word groups with implied connotative features include the grammatical categories 
of verb-stems (or nominializations of verbs) containing semantic features (including 
implied connotations in language use) related to (i) mode (ii) malignant/benign action 
or (iii) emotional/ethical gravity, as well as nouns with suffixes producing diminu-
tives, derivational suffixes resulting to a (ii) verbalization, (iii) an adjectivization or 
(iii) an additional nominalization of proper nouns [1] [3].  

The implicit connotative features of the above-described word categories may be 
formalized as special features linked to the respective word category type. Specifical-
ly, the feature [sem-impl-conn] may be appended to these categories, matched on a 
morphological level, on the verb-stem of verbs containing semantic features related to 
mode, malignant/benign action or emotional/ethical gravity, and on the suffix of 
nouns with suffixes producing diminutives [2]. Additionally, for the appending of the 
[sem-impl-conn] feature, verb-stems are compared with derivational suffixes resulting 
to a nominalization of verbs (excluding derivational suffixes producing participles 
and actor thematic roles). Stems of proper nouns are compared with derivational  
suffixes resulting to a verbalization or adjectivization of proper nouns [3]. 

In respect to the Prosodic Level, the presence or absence of prosodic emphasis on 
words of this word group only effects the semantic interpretation of the entire phrase 
or sentence in which they belong. A significant percentage of these words are nouns 
or verbs and they may constitute sublanguage-specific keywords. Prosodic emphasis 
on keywords focuses on the basic content of the utterance, for example, whether it is 
an action in question, in the case of a verb, or a specific object in question, in the case 
of a noun. Prosodic emphasis on the word elements of this category, which may be 
classified as “Prosodically Independent”, is sentence dependent and highly sublan-
guage- and application-specific. 

4.3 Word Level and Pragmatic Usage: Adverbials and Particles  

Word categories with connotative features detected at word level (Lexical Tier) and 
whose pragmatic use concerns connotative features and implied information involve 
language-specific sets of adverbials, discourse particles or other language-specific 
grammatical categories.  

The feature [prag-conn:±emph] is matched on a word-level being directly matched 
to the adverbial or particle used in languages such as English (“so”) or German 
(“eben”, “gleich”) for an emphatic or casual/spontaneous effect or the discourse  
particle identified as a “politeness marker” in Modern Greek (“Πείτε μου”).  

In spoken language, these adverbials and particles may either be used to emphasize 
the semantic content of the spoken phase or sentence (emphasis [+emph]), to allow a 
more casual or spontaneous effect of the overall spoken utterance (casual, [-emph]) or 
to achieve politeness (politeness-markers, [-emph])). 

Regarding the Prosodic Level, for discourse particles identified as “politeness 
markers”, the absence of prosodic emphasis signalizes them as politeness markers, 
while with the presence of prosodic emphasis they only have the property of discourse 
particles [4][5]. Similarly, for adverbials and particles in languages such as English 
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(“so”) or German (“gleich”), the absence of prosodic emphasis signalizes a casual or 
spontaneous effect, which is not achieved with the presence of prosodic emphasis [3].  

Previous studies have demonstrated a differentiation between specific word catego-
ries in which prosodic emphasis does not determine their semantic content and word 
categories whose semantic content may be determined by prosodic emphasis [5]. In 
the present case involving adverbials and particles, the semantic content is not entirely 
determined by the presence or absence of prosodic emphasis, however, the pragmatic 
features within the utterance and the related connotative aspects are affected. The 
group of word categories whose semantic content may be affected by prosodic  
emphasis is classified as “Prosodically Sensitive” words [5]. 

4.4 Morphological Level and Pragmatic Usage: Other Grammatical Features  

 Word categories with connotative elements detected at the morphological level  
(Lexical Tier) and whose pragmatic use concerns connotative elements and implied 
information concern various types of grammatical features. Grammatical features 
inherently present in languages may contain implied semantic and connotative infor-
mation which is not always easily detected or successfully managed in the translation 
process.  

Examples of ambiguity related to implied or hypothetical actions are modal verbs 
and verbal adjectives. Apart from their literal meaning to express a suggestion or a 
prediction, modal verbs in English and German such as “should” (“soll” in German) 
or “would” (“wuerde” in German) are often used as understatements, an implied  
intention, sometimes even irony. These grammatical categories may be in many cases 
especially problematic to the International Public, both in written language and in 
spoken language. 

Another example of inherent grammatical features and implied information and 
connotative features are the suffixes in specific verb groups of pro-drop languages. 
The connotative feature of politeness or friendliness can be expressed in the form of a 
relationship between subject and object is detected in Greek verb suffixes. 

Specifically, we note that, in Greek, as a verb-framed and pro-drop language (like 
Spanish or Italian), the verbal features in verb’s suffix imply the subject. This mor-
phological characteristic affects the semantics and connotative features of certain verb 
categories (verb stems), especially verbs expressing a service or any benign action 
concerning an object or the verb’s subject or both the subject and object of the action 
expressed. With this way, a relation between the subject and the object is expressed, 
signalizing politeness, especially in spoken language, if receiving prosodic stress [13]. 
Emphasis is placed on the User’s wish or response. For example, the Greek verbs 
“΄theleis” (“[you] want”) and “olokli΄rosate” (“[you] have finished-completed” [your 
input]) is equivalent to the verbs “want” and “finished” in English respectively.  

Features appended to these categories, are the feature [prag-conn:subj] is matched 
on a Morphological Level, being matched on the suffix of verbs of verb-framed and 
pro-drop languages.  

For modal verbs, the subset of modal verbs containing likely connotative features 
is signalized by the feature [prag-conn:modl] [3]. Feature types allow an automatic 
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grouping of verb groups and other word groups [10] [14] and may also be retrieved 
with the help of Wordnets. Additional feature types may be added, according to the 
language concerned. 

In respect to the Prosodic Level, words of this word group are unaffected by the 
presence or absence of prosodic emphasis in respect to their semantic content, consti-
tuting a “Prosodically Independent” category. 

As a final comment in respect to the observed “Prosodically Independent” catego-
ries related to Semantic Content and to Pragmatic Usage, the Morphological Level 
appears to be opaque to any prosodic  interference affecting semantic content.  
However, further research is required to evaluate this observation. 

5 Conclusions and Further Research  

The proposed approach involves a database constructed on ontological and pragmatic 
principles and respective tag-set with basic types of word groups related to implied 
information and connotative features, constituting a language-specific “filter” for HCI 
applications.  

The proposed language-specific “filter” may operate simultaneously on the Mor-
phosyntactic and Lexical-Semantic Level, the Prosodic Level and the Paralinguistic 
Level. Additionally, the proposed approach allows the processing of implied informa-
tion and connotative features related in the combination of multiple linguistic levels, 
enabling access to complex types of implied information and connotative features.  

Furthermore, with the proposed approach is targeted to allow flexibility in respect 
to various languages, serving as an onset for a cross-linguistic approach. In particular, 
the language-specific annotation containing implied information and connotative 
features may be inserted and signalized at the Lexical Tier and the Prosodic Tier, as 
well as the Paralinguistic Tier, providing a flexible framework for the processing of 
various languages other than the languages presented. 

It additionally may be noted that the management of implied information and connota-
tive features in word groups may contribute to ambiguity resolution in semantic webs and 
in some cases even in the social semantic web, especially in respect to tags [7].  

An additional target is to gain insight for the formalization of a basic framework 
for processing similar or contrasting linguistic and cultural features of other language 
families. Further research including a comparison with other languages and language 
families may allow the integration of additional features and/or aspects in the  
proposed general framework. 
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Abstract. This research investigates the use of multimodal metaphors to commu-
nicate information in the interface of an e-government application in order to  
reduce complexity in the visual communication by incorporating auditory stimuli. 
These issues are often neglected in the interfaces of e-government applications. 
This paper investigates the possibility of using multimodal metaphors to enhance 
the usability and increase the trust between the user and the application using an 
empirical comparative study. The multimodal metaphors investigated include text, 
earcons and recorded speech. More specifically, this experiment aims to  
investigate the usability in terms of efficiency, effectiveness and user satisfaction 
in the context of a multimodal e-government interface, as opposed to a typical text 
with graphics based interface. This investigation was evaluated by 30 users and 
comprised two different interface versions in each experimental e-government 
tool. The obtained results demonstrated the usefulness of the tested metaphors to 
enhance e-government usability and to enable users to attain better communicat-
ing performance. In addition empirically derived guidelines showed that the use 
of multimodal metaphors in an e-government system could significantly contri-
bute to enhance the usability and increase trust between a user and an  
e-government interface. These results provide a paradigm of a design framework 
for the use of multimodal metaphors in e-government interfaces.  

Keywords: e-government, Recorded Speech, Earcons, Multimodal, Trust, HC1. 

1 Introduction 

For the time being, most of web interfaces applications are visually crowded and  
difficult to communicate the intended message correctly to users via the visual chan-
nel. Therefore, other human senses could be involved in human computer interaction 
to employ more interaction metaphors within the visual channel, the auditory channel 
or both. This research describes an empirical exploration that has been carried out to 
investigate the usability aspects of an e-government interface that incorporates a  
combination of typical text with multimodal metaphors such as recorded speech. The 
main question asked in this study is whether the inclusion of these metaphors can 
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enhance usability and communication with the user. A secondary question relates to 
the contributing role that each of these multimodal metaphors can play in the expected 
enhancement. An e-government experimental platform, with two interface versions, 
was developed to serve as a basis for this investigation. The e-government software 
solution described uses an input interface to send messages and an output interface to 
receive messages. The study involved two groups of users (one group for each  
interface version) in which the usability performance of the two groups, in terms of 
efficiency, effectiveness, and user satisfaction was compared.  

1.1    Literature Review:  

Usability Evaluation in e-government Interfaces 
Usability is one of the most important factors to evaluate Human-Computer Interaction 
[1] and software quality [2]. It can be defined as the “extent to which a product can 
be used by specified users to achieve specified goals with effectiveness,  
efficiency and satisfaction” [3]. The effective system can be implemented and 
developed only by understanding better government websites, expectations of the users' 
under the citizen-centric approach, and the barriers that might hinder these interfaces in 
order to provide the desired services through the Internet. This technology can be used 
to improve the efficiency of governments; improve interaction between government and 
public, facilitating economic development, reduce costs, and move towards meeting 
citizens' expectations for service delivery, by facilitating the process of administrative 
procedures [4, 5].  

Multimodal Interaction 
Rigas and Memery stated that “the auditory channel, as a whole, has been neglected 
in the development of user-interfaces, possibly because there is very little known 
about how humans understand and process auditory stimuli” [6]. Interfaces that offer 
interaction using more than one channels of communication are often more usable. 
Rigas et al, suggest that the use of multimodal metaphors in application interfaces 
increases usability and the volume of information that can be communicated to the 
user [7, 8, 9]. Also, they found that the use of speech and other auditory stimuli in an 
interface helped users to make fewer mistakes and reduced the time taken when  
accomplishing their tasks [10]. Several other studies have been carried out to test the 
use of multimodal metaphors in visual user interface and to evaluate and examine the 
affect of these metaphors on the usability of computer applications [11, 12]. 

2 Multi-Modal E-government Experimental Platform 
(MMEGP) 

The main aim of this experiment was to measure the impact of combining recorded 
natural speech and earcons on the usability of e-government interfaces. It also aimed 
to evaluate the extent to which the addition of these multimodal metaphors can affect 
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the ability to communicate with users. More specifically, this experiment is aimed at 
evaluating the efficiency, effectiveness and user satisfaction of a multimodal  
e-government interface, as opposed to a typical text based interface. An additional 
aim was to explore these usability factors with different tasks in terms of complexity 
(i.e. easy, moderate and difficult) and message types (suggestions, complaints and 
comments) using both input and output and question types (i.e. recall and recogni-
tion). Therefore, this experiment aimed to investigate usability aspects as well as 
communication performance of e-government interfaces that combine text, recorded 
speech and earcons in order to also improve trust between users and the e-government 
interface.  
 

 

Fig. 1. Multi-Modal e-government Experimental Platform (MMEGP) showing the input  
interface 

Given the aims, the objectives of this study were to measure the performance of the 
users in terms of efficiency (time taken by users to complete tasks), effectiveness 
(successfully completed tasks by users), and user satisfaction by requesting users to 
rate the communication metaphors used in the platform. 

Figure 1 shows an example screenshot of the multimodal e-government interface. 
Creation of the involved multimodal metaphors was primarily based on the connec-
tion between these interaction metaphors and the information being delivered. This 
connection also considered the previous interface that demonstrated the usefulness of 
multimodal interaction. The e-government interface contained information which was 
delivered in a textual way with recorded speech and earcons. Information could be 
communicated by the visual channel and by making use other communication chan-
nels in the interaction process (e.g. recorded speech, earcons and images). Guidelines 
for multimodal information presentation [13] and multimodal user interface design 
were followed. For example, the multimodal input and output was used to widen the 
bandwidth of information transfer [13, 14]. Also, graphical displays, speech messages 



26 D. Rigas and B. Almutairi 

 

were combined to obtain an effective presentation [15] in a way that speech can be 
used to transmit short messages.  

2.1    Variables  

The variables considered in the experimental design can be classified into three types 
which are: independent variables, dependent variables and controlled variables. 

Table 1. Independent variables considered in the experiment 

 
State 3 

 

 
State 2 

 
State 1 

 
 Levels  

 
Variable 

  

 
Variable Code 

 MMEGP TOEGP 2 Presentation method IV 1 

Difficult Moderate Easy 3 Message complexity IV 2 

Comment Complain Suggest 3 Message type IV 3 

 

 

 

Fig. 2. Mean values of time taken by users in both groups to enter all tasks, grouped by  
message complexity and message type for the (input interface) 

2.2    Efficiency 

The time spent to enter message tasks and answer the required questions was used  
as a measure of efficiency. This measure was considered for all tasks for the input 
interface and for the output interface (according to the question type, recall and  
recognition), message complexity, as well as for each task and for each of the users in 
both groups.  

A figure 2, 3 shows the time taken by users to complete the various types of tasks. 
It can be seen that the use of recorded speech was more efficient, as tasks took less 
time - unlike other groups which took more time to read the tasks. 
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Fig. 3. Mean values of time taken by users in both groups to enter all tasks, grouped by  
message complexity and message type for the (output interface) 

 

 

Fig. 4. Percentage of mouse clicks performed by users in both groups 

2.3    Effectiveness  

The numbers of correctly completed tasks were used to measure the effectiveness. 
This measure was considered for all messages and all the questions, according to the 
question type (recall and recognition) and message complexity (easy, moderate and 
difficult) and message type (suggestion, complain and comment), as well as for each 
user in both control and experimental groups.  

Figure 4 shows the percentage of mouse clicks to enter messages for all tasks for 
the TOEGP and MMEGP. It can be noted that users of the TOEGP used less mouse 
clicks that users of the MMEGP. This was due to the requirement when using the 
input interface to enter text only, in contrast to the experimental group that required 
users to enter text and spoken speech. Figure 4 shows that the users of the TOEGP 
performed better than the users of the MMEGP with regard to the number of mouse 
clicks for all messages. The mean number of mouse clicks for the MMEGP was 
(2867) more than that attained in the TOEGP (1752) for all messages. The t-test  
results showed that the difference in mouse clicks between MMEGP and TOEGP was 
significant (t(16), MD=-2.9, p<0.05). As a result, the MMEGP users outperformed the 
users of the TOEGP, who send their information using text only.  
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It can be seen that users of the TOEGP exceeded MMEGP users in terms of  
the number of mouse clicks used to enter messages for all tasks. The multimodal  
metaphors applied in the MMGEP assisted in reducing the number of mouse clicks 
used for the required tasks in the input interface.  

 

 

Fig. 5. The mean number of mouse clicks by users in both groups to enter message for all the 
tasks 

Figure 5 shows that users of MMEGP performed better than the users for TOEGP in 
terms of the number of mouse clicks used for all messages. The mean number of mouse 
clicks used in the MMEGP (23) was less than that used in the TOEGP (32) for all  
messages in the output interface. The t-test results showed that the difference in mouse 
clicks between MMEGP and TOEGP was significant (t(6), MD=9, p<.05). As a result, 
TOEGP outperformed the users of the MMEGP when received the messaging informa-
tion via text with metaphors. The correct combination of more than one communication 
metaphor of different channels in the MMEGP helped users in the experimental group 
to discriminate between the different types of information delivered by each of the  
recorded speech extracts, thus enabling them to understand this information in a short 
time period and reduced the number of mouse clicks. In summary, the multimodal inte-
raction metaphors used in the MMEGP were more effective in communicating and 
considerably assisted the users in the experimental group to achieve a higher effective-
ness rate, as opposed to the control group users using the output interface.  

 

 

Fig. 6. Percentages of correctly completed tasks by type 



 Investigating the Impact of Combining Speech and Earcons 29 

 

By analysing the “correctly entered” measure we can find the percentage of users that 
entered the correct message at the input for all tasks. Figure 6 shows the percentage of 
test results of information correctly entered for all tasks in the TOEGP and MMEGP.  

 

 

Fig. 7. Percentage of correctly completed tasks by correctly entered for users in both groups for 
the output interface 

 

Fig. 8. Percentages of users agreeing to each statement of satisfaction for both TOEGP and 
MMEGP groups 
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Figure 7 shows that users of the MMEGP completed more tasks successfully than 
the TOEGP users, in terms of the number of correctly entered messages for tasks 
using the output interface. The MMEGP was more effective in communicating and 
considerably assisted the users in the experimental group to achieve a higher  
effectiveness rate, as opposed to users in the control group.  

2.4    User Satisfaction  

The user satisfaction with regard to the different aspects of the applied e-government 
platform was measured for both groups in terms of users' answers to the post-
experimental questionnaire which consisted of 10 statements related to the ease of use.  

The overall satisfaction score for each user was calculated using the SUS (System 
Usability Scale) method. The mean satisfaction score for the users in the experimental 
group was 68.33%, compared to 63.83% for the users in the control group. In other 
words, the MMEGP was more satisfactory for users than the TOEGP. 

3 Concluding Summary 

This paper examined the impact of multimodal interaction metaphors for ease of use in 
terms of efficiency, effectiveness and user satisfaction and the communication perfor-
mance of an e-government experimental interface. This study has been implemented by 
developing two different versions of the experimental e-government platform. The  
results obtained from this experiment confirm that multimodal metaphors do in fact help 
to improve the usability of e-government interfaces, and reduce the time needed for 
users to respond to messages, and allow users to undertake activities more accurately, 
and make use of the interface more pleasing and satisfactory.  

We can therefore conclude that the multimodal metaphors tested can contribute 
greatly to improving the performance of users’ communication and ease of use of  
e-government interfaces in terms of effectiveness, efficiency and user satisfaction. It 
is therefore proposed to include multimodal metaphors in e-government interfaces 
and this need to be taken in mind when designing such interfaces. This e-government 
interface approach is gaining popularity among the providers of e-government  
services. Its importance from the users’ point of view has become the main concern 
for e-government services.  
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Abstract. The paper concerns the evaluation of Nao WikiTalk, an application 
that enables a Nao robot to serve as a spoken open-domain knowledge access 
system. With Nao WikiTalk the robot can talk about any topic the user is inter-
ested in, using Wikipedia as its knowledge source. The robot suggests some  
topics to start with, and the user shifts to related topics by speaking their names 
after the robot mentions them. The user can also switch to a totally new topic by 
spelling the first few letters. As well as speaking, the robot uses gestures, nods 
and other multimodal signals to enable clear and rich interaction. The paper  
describes the setup of the user studies and reports on the evaluation of the  
application, based on various factors reported by the 12 users who participated. 
The study compared the users’ expectations of the robot interaction with their ac-
tual experience of the interaction. We found that the users were impressed by the 
lively appearance and natural gesturing of the robot, although in many respects 
they had higher expectations regarding the robot’s presentation capabilities. 
However, the results are positive enough to encourage research on these lines. 

Keywords: Evaluation, multimodal human-robot interaction, gesturing,  
Wikipedia. 

1 Introduction 

In human-robot interaction (HRI) not only speech, but also other modalities, such as 
gesture and nodding make the conversation more natural, effective, and user-friendly. 
However, the evaluation of such intelligent agents requires a comprehensive setup to 
define correlations between different modalities and their usage, and to investigate 
human interaction and its basis as an affordable model for HRI. Affordance is a con-
cept that was brought to HCI by [1] and refers to the properties that suggest to the 
user the appropriate ways to use the artifact. The concept’s use for spoken dialogue 
systems was suggested by [2]: when interactive systems afford natural interaction 
techniques their interfaces lend themselves to a natural use without users needing to 
reason how the interaction should take place to get the task completed. [2] also points 
out the rationality of system actions meaning that the system is not regarded as a  
simple reactive machine or a tool, but capable of acting appropriately in situations 
which are not directly predictable from the previous action.  
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Concerning the evaluation of spoken dialogue systems, [3] stated that during the 
past years automatic evaluation and user simulations gained ground in order to enable 
quick assessment of design ideas without resource-consuming corpus collection and 
user studies. They distinguished between evaluation approaches (empirical vs. theo-
retical), conditions (laboratory vs. real usage), and goals, and categorized evaluation 
types in the following: 

• Functional evaluation – Is the system functionally appropriate? 
• Performance evaluation – How well does it perform the task it is designed for? 
• Usability and quality evaluation – Are potential and real users satisfied with the 

performance, and how do the users perceive the system when using it? 
• Reusability evaluation – Is the system flexible and portable? 

In usability testing, questionnaires or subjective evaluations are used to learn from the 
users what a usable system is. To system designers, subjective evaluations may give 
more informative data of system functionality than objective performance measures, 
since they focus on the user’s first-hand experience. For instance, recommendations 
for speech-based telephone services concern three different types of questionnaires: 

• Those about the user’s background at the beginning of an experiment. 
• Those about the user’s interactions with the system. 
• Those about the user’s overall impression at the end of an experiment. 

The evaluation’s goal and metrics are important factors to define how the different 
topics are translated into precise questions or statements. In our study we used two 
types of questionnaires: one at the beginning of the session to collect the user’s expec-
tations and one at the end of the experiment to collect the user’s experience (cf. [10]). 

The paper is laid out as follows: Section 2 presents the Nao WikiTalk application 
with focus on the gestures that were designed to enhance the robot’s presentation and 
turn-management capabilities. Section 3 presents our user study and its setup, includ-
ing instructions, the questionnaires and our methodology. Section 4 reports the results 
of our evaluation and Section 5 concludes the paper with some future prospects. 

2 The Nao WikiTalk Application 

WikiTalk [11] is a spoken dialogue system for open-domain knowledge access using 
Wikipedia as a knowledge source. Prototypes of WikiTalk were first developed using 
Windows Speech Engine and the Pyrobot robotics simulator [4]. The Nao WikiTalk 
version was implemented at the 8th International Summer Workshop on Multimodal 
Interfaces in Metz, France in July 2012. The Aldebaran Nao humanoid robot was used 
as the robot interlocutor in multimodal conversations. The work focused on different 
research issues, among others, on designing gestures, gaze tracking, integration of 
body motion with the spoken conversation system and also combination of suitable 
body language with Nao’s own speech turns during the conversation. The main results 
of the joint work are reported in [5], while multimodal signaling is described in [6], 
and integration of gesturing and speech in [7]. 
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Fig. 1. Users interacting with the Nao robot 

The Nao robot by Aldebaran Robotics (http://www.aldebaran-robotics.com) is a 
fully programmable humanoid robot, which has many sensors and actuators, and is of 
a convenient size and attractive appearance, with sophisticated embedded software 
(see Figure 1). Nao supports face and object recognition, speech recognition, text-to-
speech, and whole body motion.  

2.1 Gestures 

Gesturing is a means of communication that can make HCI and HRI more natural, 
expressive, communicative, and user-friendly. A set of non-verbal gestures were de-
signed in order to enhance Nao’s presentation and turn-management capabilities [7]. 
These apply Kendon’s [8] notion of gesture families. The Open Hand Supine (“palm 
up”) and Open Hand Prone (“palm down”) families have their own semantic themes 
related to giving ideas as well as presenting, explaining, summarizing vs. stopping 
and halting, respectively [9]. For the presentation capabilities, a set of presentation 
gestures were identified to mark the topic, the end of a sentence or paragraph, plus 
beat gestures and head nods to attract attention to hyperlinks (new information), and 
head nodding as backchannels (see more in [7]). For the turn-management capabili-
ties, the following approach was applied: Nao speaks and observes the human partner; 
after each information chunk that Nao presents, the human is invited to signal contin-
uation (phrases like ‘continue’ or ‘stop’); Nao asks explicit feedback depending on 
user’s turn; the robot may also gesture, stop, etc. depending on previous interaction. 
This shows the rationality of the system, i.e. situation-dependent appropriate actions 
of the robot. 

3 User Study 

In this section we discuss the study’s setup (3.1) as well as the questionnaires  
about the expectations and experience of the participants (3.2), and our methodology 
(3.3). 
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3.1 Setup 

The user study took place at the 8th International Summer Workshop on Multimodal 
Interfaces (eNTERFACE 2012) in Metz. We ran user studies to test the application 
with 12 participants (5 female and 7 male). All participants were members of other 
projects organized by the summer school. They were in the age group 20-40 and came 
from various countries, including France, Germany, Switzerland, Greece, and India. 
The participants interacted with Nao in three phases/tests (5-10 minutes each phase). 

The evaluation follows the framework of [10]. The users first answer a question-
naire concerning their expectations about the application, and then, after their expe-
rience of using it, they answer the same questions concerning their actual experience. 
The questions are the same, but their linguistic formulation is adapted to suit the fu-
ture expectations and the past experiences accordingly. 

Before starting the first test, an experimenter explained to the participant the tasks 
to be done in all the tests, gave a consent form to sign, and also handed an instruction 
sheet which the participants could take with them in another room where they have 
the interaction with Nao. Their task was to interact with Nao in an open conversation 
asking for a topic from Wikipedia and to try out how well it can present interesting 
information. Our instructions regarding the topics were the following: 

• Nao can talk about almost any topic. 
• You can change to another (related) topic simply by saying the name of one of the 

things that Nao mentions. 
• You can interrupt Nao any time, by touching the front button on top of its head. 
• You can move around and try to catch Nao’s attention from different angles. 
• You can finish the interaction session by saying thank you. 

The robot suggests some topics to start with, and the user can shift to related topics by 
speaking their names after the robot mentions them. The user can also switch to a 
totally new topic by spelling the first few letters. The instruction sheet listed the main 
user commands to Nao (‘continue’, ‘repeat’, ‘enough’, etc.), as well as the spelling 
alphabet (A = Alpha [AL FAH], B = Bravo [BRAH VOH] etc.).  

The evaluation by each user was divided in three sessions, lasting about 5-10 mi-
nutes each. Each session involved one of three different system versions and accor-
dingly, the users had to evaluate three different interactions with Nao. Table 1 sum-
marises differences between the different system versions The first version did not 
include gesturing but only face tracking, while the two other versions differed in the 
number and variety of gestures and posture, to allow us to test the user reactions. 

Table 1. Non-verbal gesture capabilities of Nao [8]  

System version Exhibited non-verbal gestures 

System 1 Face tracking, always in the Speaking pose 

System 2 Head Nod Up, Head Nod Down, Open Hand 

Palm Up, Open Hand Palm Vertical, Listening and Standing pose 

System 3 
Head Nod Up, Open Hand Palm Up and Beat Gesture (Open Hand Palm Vertical) 
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3.2 Questionnaires 

Each participant filled in a questionnaire four times: first to give their expectations 
before starting their interaction with Nao, and then after each session to evaluate the 
system they had just interacted with. The questionnaire focused on the various aspects 
of the interaction and the robot’s presentation. It included the following categories:  

a) Interface: sound, hand and body movements, face tracking. 
b) Expressiveness: instinctive, lively, natural way of communication. 
c) Responsiveness: speed of reaction, appropriate responses, easy to follow. 
d) Usability: easy to interrupt, easy to know what do next. 
e) Overall: head tracking/movements, enjoyment in interaction. 

Each category included 5-7 statements, specific to the category. In this way, more 
detailed and accurate information from the user could be collected. The questionnaire 
was formulated as statements, and the user estimated how much they agreed with 
each statement on a 5-point Likert scale, from I strongly agree to I strongly disagree. 
An example of the Interface category can be seen in Table 2. 

Table 2. Part of expectations questionnaire 

I expect to understand quickly the purpose of the sounds emitted by Nao. 

I expect to notice if Nao's hand gestures are linked to exploring topics. 

I expect to find Nao's hand and body movement distracting. 

I expect to find Nao’s hand and body movements creating curiosity in me. 

I expect to find Nao’s face tracking speed appropriate. 

 

Experience was measured with an analogous questionnaire after each user test, 
with the same categories. A sample of the Interface category is in Table 3. 

Table 3. Part of evaluations questionnaire 

I understood quickly the purpose of the sounds emitted by Nao. 

I noticed Nao's hand gestures were linked to exploring topic. 

Nao's hand and body movement distracted me. 

Nao’s hand and body movements created curiosity in me. 

Nao’s face tracking speed was appropriate. 

There were also multiple choice questions, like What do you expect will be the 
most difficult part of interaction? At the end there were open-ended questions with 
free text answers for users to give comments on issues that had not been taken into 
account. 

3.3 Methodology  

There were in total 48 completed questionnaires: 12 about expectations and 36 (12 
users and 3 evaluation tests) about experience. For the expectations, we calculated the 
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Looking at individual statements, the highest scores were as follows. In Interface, 
the highest ranked statement in all three tests was I understood quickly the purpose of 
the sounds emitted by Nao (4.2, 4.3 and 4.2, respectively); this statement even  
exceeded the expectations in the second test slightly (4.2). In Expressiveness, the 
statements Nao appeared lively and Nao’s gesturing was natural scored high in Sys-
tem 2 (3.8 and 3.4, respectively), and also exceeded user expectations (2.7 for both). 
These are positive results concerning our original goal of making the interaction more 
expressive by using gesturing. In Responsiveness, users ranked Nao was slow to react 
high in each test (3.7; 3.2 and 3.2, respectively), and also It was easy to stop Nao 
speaking (3.0, 3.6 and 3.4, respectively). It is interesting that the statement Nao was 
able to change topic when I wanted scored high in System 2 (3.4) and quite high also 
in System 3 (3.2), but not so in System 1 (2.8); it is likely that expressive gesturing 
also added to the user’s positive experience of controlling the interaction. In Usabili-
ty, the statement I knew what to do when Nao stopped talking was ranked the highest 
in System 3 (3.8). 

4.3 Comparing Experience with Expectations 

Figure 5 presents an overview of the evaluation categories. We can deduce from the 
curves that user’s experience was similar to their expectations: Usability was ranked 
high and Expressiveness low. However, in Expressiveness, System 2 with full set of 
gestures was ranked much higher than the other two systems. In general, System 2 
was experienced as the best of the three system versions, and scored closer to the 
expectations.  

 

 

Fig. 5. Overall category and general overview 
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To test for a statistically significant difference between expectations and expe-
rience, we ran paired t-tests (alpha 0.05) on each evaluation category and the results 
are shown in Table 4. The boldfaced differences are significant on the level p < 0.05. 
We notice that with respect to System 1, the user’s expectations in all categories are 
significantly higher than their experience. With System 3, expectations are signifi-
cantly higher than the experiences for Expressiveness and Responsiveness. However, 
with System 2, experience was significantly lower only with Responsiveness, while in 
other categories the user’s experience did not differ significantly from their expecta-
tions. It is interesting that the differences in Expressivenss of system 1 and Respon-
siveness concerning the Systems 2 and 3 are significant also on the stricter level of 
0.01, marking these differences the most prominent ones among the system versions. 

Table 4. Paired t-tests between user expectations along the different evaluation dimensions  

Eval Interface Expressiveness  Responsiveness Usability 

 t(4) p t(5) p t(7) p t(4) p 

1 3.34 0.029 5.09 0.004 2.9  0.022 3.4  0.027 

2 1.21 0.290 0.77 0.475 4.5  0.003 2.3  0.079 

3 1.80 0.146 3.26 0.022 5.1  0.001 1.6  0.174 

 
We also compared the different evaluation versions with each other. In general,  

interactions with the different systems were not ranked very different from each other, 
but statistically significant differences could also be found. Interactions with System 2 
were significantly more expressive than those with System 3, supporting the claim 
that a full repertoire of multimodal signals makes the interaction more natural and 
expressive. Evaluations 2 and 3 were significantly more usable than evaluation 1 and 
evaluation 2 was significant even on a tighter level of 0.01. 

4.4 Free User Comments 

In the evaluation questionnaires, apart from the statements, there was also a text box 
to fill in any comments that participants may have that were not covered in any of the 
statements. There were 23 comments in total and they fall into three categories: 9 
comments were about speech or sound interaction; 3 were about interaction based on 
gestures and 3 were about the selection of topics; the remaining were without useful 
information (thanks, no comment, etc.). As far as speech interaction is concerned, it 
was commented that it was very laborious and should be faster and more accurate. 

Many comments were related to the topic selection. Some noteworthy comments 
are that it was difficult to identify the topics that Nao mentions and participants 
wished that they had a list of topics. Another participant said that it looked like a con-
strained topic. In fact, participants could select another topic, but this was obviously 
unclear to them. Some of them commented on the sound interaction, i.e. it would be 
better not to have to wait for a beep before accepting human input (turn-taking), to 
reduce delay in the interaction, and that they had to speak close to make the robot 
understand. Regarding gestures, they mentioned that the arm movements came in 
arbitrary places during the conversation and should be clearer when they occur.  



 Evaluation of WikiTalk – User Studies of Human-Robot Interaction 41 

 

5 Conclusion and Future Prospects 

In this paper we have described the evaluation of a robot application, Nao WikiTalk, 
and presented results comparing the user’s expectations and experiences with respect 
to three different versions of the robot behaviour. The results show that System 2 with 
most human-like and affordable presentation of information was most highly valued 
and exceeded the user expectations in two respects: lively appearance and natural 
gesturing. The current prototype version supports multimodal interaction technology 
and provides a platform for experimenting with different interaction possibilities. In 
the future we plan to enhance Nao WikiTalk further with respect to its communicative 
capabilities, using more expressive and accurately timed gestures, and we will also 
focus on issues related to topic management and coherence of interaction.  

Human-robot interaction is a fast growing and interesting research area, inviting 
deeper investigations into interaction between humans and intelligent agents. Exciting 
research topics include multiparty interaction where the robot is one of several inter-
active participants, and extending interactive situations into virtual environments. 
This research supports the development of services and applications that can improve 
daily life by providing more natural access to digital information. 
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Abstract. We investigate the performance of our audio-visual speech recogni-
tion system in both English and Greek under the influence of audio noise. We 
present the architecture of our recently built system that utilizes information 
from three streams including 3-D distance measurements. The feature extraction 
approach used is based on the discrete cosine transform and linear discriminant 
analysis. Data fusion is employed using state-synchronous hidden Markov  
models. Our experiments were conducted on our recently collected database un-
der a multi-speaker configuration and resulted in higher performance and robust-
ness in comparison to an audio-only recognizer. 

Keywords: Audio-visual automatic speech recognition, multi-sensory fusion, 
languages, linear discriminant analysis, depth information, Microsoft Kinect. 

1 Introduction 

Speech is the most natural form of communication for humans, and therefore automat-
ic speech recognition (ASR) is one of the most intuitive forms of human-computer 
interaction (HCI). To improve ASR accuracy and robustness to noise, incorporation of 
visual information in conjunction with audio has been shown to be beneficial [1, 2]. 
However, in most research studies, such information is obtained from traditional planar 
video, thus not utilizing 3D visual speech articulation information. To alleviate this 
shortcoming, only a handful of efforts have appeared employing multiple or stereo 
cameras to capture the speaker's face [3-5], with an increase though in hardware cost 
and software complexity. We have recently proposed an alternative to such approach, 
by aiming to capture 3D visual speech information from the depth sensor of the novel 
Kinect device that operates based on the structured light method [6]. That work how-
ever considered audio-visual speech recognition (AVASR) in English only [7]. 
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In this paper, we extend our previous work to consider AVASR in Greek, deviating 
from the traditional AVASR literature paradigm that considers one language only. 
Our system has been tested using two different languages, English and Greek, in a tri-
stream multimodal fusion approach to ASR, where audio, planar video and distance 
information are combined for a small-vocabulary recognition task in order to keep 
data collection at a manageable level. Our experiments demonstrate consistent bene-
fits when using the additional modalities to the performance and robustness for the 
ASR task across the two languages considered. 

The design and experimentation using our system is presented in the next sections 
as follows: Initially, the system architecture is presented in Section 2 with details 
about the visual feature extraction and fusion. The experimental setup and results are 
discussed in Section 3 and our conclusions are presented in Section 4. 

2 Description of the System Architecture 

The input streams used by our system are audio, planar video and the distance infor-
mation stream captured by the Kinect. The audio stream was captured using a Zoom 
H4 external voice recorder exhibiting good directionality and frequency response at 
16-bit, 44.1kHz, PCM format. The planar video (24-bit color, VGA resolution) and 
the distance information (11-bit, VGA resolution) were both captured using the Ki-
nect. The system architecture is shown in figure 1, and the various modules of the 
system are described in more detail in the following paragraphs. 

2.1 Visual Front-End 

The visual front-end is responsible for detecting and tracking the mouth region of 
interest (ROI) from each video frame. A nested setup using 2 Viola-Jones detectors 
[8] is used to detect the face and mouth of the speaker respectively. The nested  
implementation minimizes the number of false mouth detections by only searching for 
a mouth if the face of the speaker has already been detected. In addition, the coordi-
nates of the mouth bounding box are smoothed by a median filter in order to minimize 
abrupt movements due to false detections. The detected mouth ROI coordinates from 
the video stream are also used for extracting the mouth region from the distance  
information stream. Finally, the size of both ROIs is normalized to 64x64 pixels.  

2.2 Feature Extraction and Selection 

The next step is to extract meaningful features from all 3 streams. For the audio 
stream, the well known Mel frequency cepstral coefficients (MFCCs) are extracted 
using the “Hidden Markov Model Toolkit” (HTK) [9], reaching a dimensionality of 
39 (including first and second derivatives). For the video and distance streams, the 
coefficients of the 2-D discrete cosine transform (DCT) are extracted and interpolated 
to 100 Hz to match the rate of the audio features. Following is the feature selection 
step, which is comprised of 2 parts. Initially, the 45 highest energy coefficients of the 
upper left corner of each DCT image are selected as those with the highest informa-
tion content. Subsequently, linear discriminant analysis (LDA) is applied to the fea-
tures and those corresponding to the highest eigenvalues are selected as the most  
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tri-phones with 16 Gaussian mixtures per stream and state. HTK patched with HTS 
[10] were used for training and testing using the aforementioned models. 

3 Experimental Results and Discussion 

To support this work, we have captured our own database, the bilingual audio-visual 
corpus with depth information or BAVCD [11], that includes audio, planar video, and 
distance measurements using a voice recorder, the Kinect, and an HD camera. The 
corpus contains data from 15 speakers for the English part and 6 speakers for the 
Greek part, uttering connected digit strings. 

 

 
Fig. 2. Word accuracy results for English (top) and Greek (bottom) under various SNR levels 
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Our system was extensively tested in a multi-speaker setup under a variety of bab-
ble noise levels from the Noisex-92 database [12] in order to simulate a realistic smart 
home environment. Furthermore, training was conducted on clean speech, simulating 
the mismatch between the training and testing conditions. The results for each lan-
guage are shown in figure 2. The best performance was achieved in the lack of noise 
when all 3 streams were utilized by the system. Under these conditions, the word 
accuracy for the Greek part was 99.02% and for the English part 96.32%. The  
performance for lip-reading without using audio was consistent for both parts and 
exhibited a 9.2% relative improvement using LDA. The overall system performance, 
degraded as the audio noise levels grew higher, but always remained higher than the 
performance of the individual streams, leading to a significant improvement under 
very noisy conditions e.g. 45.63% instead of 11.55% word accuracy for our system in 
comparison to an audio-only recognizer for a signal to noise ratio (SNR) of -10dB in 
Greek. The system exhibited better performance for the Greek language due to the 
smaller number of Greek speakers in the database in conjunction with the multi-
speaker setup of the experiments.  

4 Conclusions 

In conclusion, we developed a novel speech recognition system that in addition to 
audio utilizes planar video and distance measurements captured by the Kinect and we 
tested its performance in both English and Greek. We have shown that our system 
exhibits high recognition rates in clean audio conditions but is also robust in noisy 
conditions, achieving significantly higher performance than an audio-only ASR sys-
tem. Finally, our system's performance is consistent in both languages, constituting a 
reliable solution for speech recognition. 
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Abstract. With the rapid development of the touch screen technology, some 
usability issues of smartphones have been reported [1]. To tackle those user ex-
perience issues, there has been research on the use of non-speech sounds on the 
mobile devices [e.g., 2, 3-7]. However, most of them have focused on a single 
specific task of the device. Given the varying functions of the smartphone, the 
present study designed plausibly integrated auditory cues for diverse functions 
and evaluated user acceptance levels from the ecological interface design  
perspective. Results showed that sophisticated auditory design could change  
users’ preference and acceptance of the interface and the extent depended on 
usage contexts. Overall, participants gave significantly higher scores on the 
functional satisfaction and the fun scales in the sonically-enhanced smartphones 
than in the no-sound condition. The balanced sound design may free users from 
auditory pollution and allow them to use their devices more pleasantly. 

Keywords: Auditory user interface, ecological user interface design,  
smartphones, user acceptance. 

1 Introduction 

Smartphones have become one of the most important necessities in our daily lives. 
However, with the rapid development of the touch screen technology, some usability 
issues of smartphones have been reported [1]. Because smartphones and other touch 
screen devices usually have overlapped control and visual display areas and lack  
tactile feedback, the appropriate use of sounds could not only provide solutions to 
usability issues, but also enhance user experience [7]. Research [8] has supported this 
notion by showing that auditory feedback is the most effective modality in physical 
user interface satisfaction, followed by tactile and motion feedback.  

Over the last two decades, there has been much research on the use of non-speech 
sounds to improve user interaction on the mobile devices [e.g., 2-7], but most of them 
have focused on a specific function or task of the device. It is not easy to find out 
literature that provides guidelines on how to lay out or integrate various auditory cues 
for complex functions depending on usage contexts. The present study attempts to 
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design and evaluate a more integrated auditory user interface set to better represent 
the use of smartphones with sounds in varied situations from the perspective of the 
ecological interface design [9]. 

1.1 Types of Non-speech Auditory Cues on Mobile Devices 

There are a number of types of non-speech auditory cues that have been applied to 
touch screen devices. Auditory icons [10] use representative part of sounds of objects, 
functions, and events which bear an analogic relationship with the object they 
represent. For example, Wilson and his colleagues employed auditory icons in their 
SWAN system [11], a system for wearable audio navigation for blind people. Earcons 
(“ear + icons”) [12], on the other hand, use a short musical motive as symbolic 
representations of actions or objects. Earcons have shown superior performance 
compared to other less systematic sounds or no sound in a PDA [5] or a mobile phone 
[3]. Some researchers have also provided empirical guidelines for better aesthetics in 
creation of earcons [3, 13]. Auditory scrollbars also use musical sounds to represent a 
location of a user in a display (i.e., contextual information) as an analogy of visual 
scrollbars, which could be found on a computer application or a smartphone [14]. 
That previous study focused on a continuous scrollbar (the thumb could be located 
anywhere along the bar, whereas Yalla and Walker [15] examined the possibility of 
the use of discrete auditory scrollbars (the thumb can only be located at discrete,  
designated points) in mobile device menus. Yalla and Walker demonstrated the poten-
tial benefits of the proportionally mapped auditory scrollbars for visually impaired 
participants as well as sighted people. Brewster [14] once implemented a sonically 
enhanced widget set including buttons, menus, scrollbars, alert boxes, windows, and 
drag and drop on the desktop computer, but it focused on the use of only earcons and 
auditory scrollbars. Fairly recently, musicons (“music + icons”) have been introduced 
to the HCI community [16]. Musicons are brief samples of well-known music used in 
the auditory interface design. Researchers provided some usage scenarios such as the 
use of musicons as a reminder at home and preliminary guidelines to create better 
musicons. However, a further validity test is needed for the relationship between mu-
sicons and their intended meanings in the interface, in addition to the discernability of 
musicons as original songs. As relatively new auditory cues that combines speech and 
non-speech sounds, spearcons [“speech earcons” 17] and spindex [6] were introduced 
into mobile devices to overcome the shortcomings of either purely non-speech sounds 
(auditory icons) or music-driven auditory cues (earcons, auditory scrollbars, and mu-
sicons). Spearcons use compressed speech which is produced by speeding up spoken 
phrases [17]. These unique sounds blend the benefits of speech and non-speech be-
cause of the acoustic relationship between the spearcons and the original speech 
phrases. The use of spearcons has enhanced navigational efficiency as well as subjec-
tive satisfaction on the various mobile devices [e.g., 4, 18]. A spindex [“speech 
index” 6] uses a short cue created based on the pronunciation of the first letter or pho-
neme of each spoken menu item. For instance, the spindex cue for “Super” would 
sound /es/ or even /s/. The set of spindex cues in an alphabetical auditory menu is 
analogous to the visual index tabs in a reference book (e.g., a large dictionary). The use 
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of spindex cues has shown promising results in a mobile phone addressbook [6], on a 
touch screen device with various gesture styles [7], or in a dual task context [19]. 

To summarize, auditory display researchers have tried to use diverse non-speech 
auditory cues in mobile devices and have yielded successful outcomes as shown 
above. However, given the growing and varying functions and structures on the 
smartphone interface, more integrated research on the application of the sounds is 
needed for implementing sophisticated, but balanced auditory user interfaces. 

1.2 Ecological User Interface Design 

An ecological interface design (EID) approach focuses more on environments rather 
than on a specific task in complex and complicated systems [9]. This interface design 
framework aims to lessen mental workload and thus, enable users to more easily ac-
quire advanced mental models about the system, by focusing on its entire architecture 
[20]. To this end, in the EID framework, various methods [e.g., abstraction hierarchy 
21] have been used to determine what types of information should be displayed on the 
system interface and how the information should be arranged on different abstract 
levels. Given that environmental factors (e.g., noise, mask, interference) and an  
overall usage flow (e.g., harmony with one another) are as important in auditory  
displays as (or even more important than) in visual displays, the ecological interface 
design approach to auditory displays has been proposed and supported [e.g., 22, 23]. 
However, there has been rare empirical research on this topic. 

From these backgrounds, the present study investigated users’ acceptance of the 
plausibly integrated various auditory cues for specified purposes on a single touch 
screen smartphone. After identifying functions which auditory cues could be applied 
to through a preliminary function analysis of the target device, professional sound 
designers created several alternative sounds for each function. For all the task scena-
rios, we measured user acceptance levels and finally measured overall user experience 
of the presence of the sound. Based on this attempt, we expect that we could come up 
with a blueprint of the optimal layout of the auditory cues on the smartphone. 

2 Method 

2.1 Participants 

Forty six (under) graduate students participated in this study (mean age = 23.4; female 
27, male 19). All reported normal or corrected-to-normal vision and hearing, signed 
informed consent forms, and provided demographic details about age and gender. 

2.2 Apparatus and Stimuli 

Stimuli were presented using an LG LH 2300, smartphone with a 3 inch resistive 
wide full touch screen panel. The internal sound chip was used for sound rendering. 
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Participants listened to auditory stimuli using Sennheiser HD 202 headphones 
plugged into the phone’s audio jack, and adjusted for fit and comfort. 

Based on literature reviews on the guidelines of the sound applications to the  
electronic devices [24-26] and our function analysis of the target smartphone, we 
categorized generic functional groups to which sounds can be applied to facilitate user 
interaction as follows: (1) touch feedback, (2) sound widgets (3) hierarchical menu 
navigation, and (4) list menu navigation. A professional user interface designer, a 
sound designer, and an academic researcher iteratively discussed together and created 
all of the sound designs for this experiment. (1) Touch feedback: We focused on two 
types of touch tasks. The one was a flip, which is a pervasive gesture on the  
smartphone nowadays. The flip tones included a single tone, which provided a single 
feedback sound about users’ flip action and revolving tones, which provided feedback 
sounds whenever each item passes by a specific zone until the rolling stops. These 
designs were made up of mechanical sounds (just like the wheeling sound on the  
Apple iPod), instead of an instrumental sound. The other touch feedback task was the 
dialing tone on the phone. The dialing tones included a single tone (the original sound 
of that smartphone), double tones (applying different sounds to “touch” and “release” 
actions each), and a voice (speaking out the touched number in addition to a single 
tone).  (2) Sound widgets: For sound widgets, six different functions were included: 
an auditory scrollbar [e.g., 14, 15], auditory progress bar [e.g., 27] and auditory 
progress circulation, auditory check box, auditory toggle, and auditory pop-up. 
Auditory scrollbars and progress bars were studied before, but we extended the 
previous design and added alternatives. For the remaining functions, we devised new 
alternative ones. Two different auditory scrollbars were created. The one was the 
effect sound, which lasted by proportional length based on the distance that the 
scrollbar moved. Another was the location mapping sound, which was composed of 
four different notes. The first two notes presented the possible entire range of the 
scrollbar (e.g., if it goes down, top and bottom notes). The last two notes presented 
the current location of the scrollbar out of the range. (e.g., if it goes down and is in the 
middle of it, middle and bottom notes) The polarity of the sounds was changed 
depending on the moving direction of the scrollbar. The auditory progress bars 
involved three different designs. The first was the step sound, which got gradually 
faster as approaching the end. The second was the spatial sound, which was composed 
of one pitch, moving from left to right. The third was the pitch change, in which 
incremental tones with higher pitch were added as time goes by. For the auditory 
progress circulation, we created a single sound design, which was composed of a 
psychologically circulating sound called a ‘Shepard tone’. The auditory check box 
sounds consisted of two alternatives. One was the single tone, which was heard 
whenever a user checks on a checkbox. Another was the selected number tone, in 
which the user could hear a total number of currently checked boxes whenever the 
user adds or subtracts a check mark (e.g., if a user checks the second checkbox, then 
he or she will hear two tones. If the user minuses a checkbox from the three marked 
checkboxes, he or she will also hear two tones because the currently marked boxes 
will be two). Two auditory toggle sounds were composed. In the first design, a single 
sound was generated whenever a user touches the toggle button. In the second design, 
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if the toggle button had three different modes, it generated three different (but 
structurally similar) sounds (e.g., C-E-G, C-G-E, G-C-E). Four different pop-up 
sounds were devised. The first one was just a single tone that notified that ‘there is a 
pop-up window’. The second was the continuous effect sound, which generated the 
sound intermittently until the user touches an OK button. The third was the simple 
repeated sound, in which a single tone was continuously repeated. The last one was 
the continuous melody, in which a melodious instrumental sound held out. (3) For the 
hierarchical menu navigation, sounds were tested in the two different functions, the 
menu depth and the menu content. The ambient menu depth cues were composed of 
the hierarchical background sound and unique background sound. The former 
included the same sound in the same depth, regardless of the functional category (e.g., 
if the menu structure has three different levels, only three distinct sounds are used in 
each depth). In contrast, the latter included a unique sound for each functional group, 
reflecting each depth. In both designs, the deeper level included incrementally more 
complex sounds (e.g., suppose the 1st depth includes a hi-hat sound. Then, the 2nd 
depth includes hi-hat and bass drum sounds. The 3rd depth includes hi-hat, bass drum, 
and snare drum sounds, which would provide navigation crumbs). The menu content 
auditory icons in each depth contained three different versions of sounds. The first 
one was a simple default sound. The second was the serial auditory icons that 
generated a couple of representative sounds of the functions in that category in a 
serial manner (e.g., generating a game sound and a camera shutter sound one by one 
when selecting the multimedia menu). The last one was the parallel auditory icons 
that generated a couple of representative sounds of the functions in that category in a 
parallel manner (e.g., generating a game sound and a camera shutter sound 
simultaneously). The serial auditory icons could clearly present functions, but they are 
relatively longer. In contrast, the parallel auditory icons could provide a quick 
auditory scan, but might be confusing. (4) List menu navigation: for the list menu 
navigation, two types of sounds were used. The first one was the single tone, which 
was the same as the single tone of the flip tone. Another sound condition used basic 
spindex cues. For instance, the spindex cue for “Michigan” would be a sound based 
on the spoken sound “M”. 

2.3 Design and Procedure 

A within-subjects design was used in this experiment. Thus, one participant expe-
rienced all the sounds and compared them. Our experiment was designed in this way 
to focus more on the intra-participant’s perception about overall integrated effects of 
various auditory cues on a single device, considering harmonization in between dif-
ferent tasks. After the consent form procedure, participants were seated in front of the 
desk on which they can play around with the smartphone. For each task, participants 
were instructed about the usage situation and how to control the smartphone and then, 
they conducted the task. The order of appearance of each task was counterbalanced 
across all participants. For every task, each condition was randomly presented to the 
participants. After completing each task, participants filled out the subjective  
 



54 M. Jeon and J.-H. Lee 

questionnaire on the ‘functional satisfaction’, the ‘fun’, and the ‘preference’ using a 
seven-point Likert-type scale. Finally, participants provided comments on the study. 

3 Results and Discussion  

For all of the data analysis, we used repeated measures analysis of variance 
(ANOVA) first. Then, for the pairwise comparisons, paired-samples t-tests were used 
with a conservative alpha level (.01) instead of .05, across all the comparisons. 

3.1 Touch Feedback 

- Flipping tone: Participants showed higher functional satisfaction (M = 4.93) and fun 
(M = 4.74) scores in the revolving sound condition than in the no sound (M = 4.02; M 
= 2.67) or the single tone (M = 4.02; M = 3.26) conditions (ps < .01). Participants 
tended to prefer the revolving sound condition (M = 4.35) to the single tone condition 
(M = 3.61), but this difference did not lead to a traditionally significant level (p = .08). 
Based on the results, auditory user interface designers could consider employing re-
volving-type sounds to the flip function on smartphones. 
- Dialing tone: For the functional satisfaction scale, the single tone (M = 4.78) and the 
voice (M = 5.04) conditions showed significantly higher scores (ps < .01) than the no-
sound (M = 3.89) or the double tone (M = 4.22) conditions. Nevertheless, the voice 
(M = 2.80) condition was significantly less preferred than the single tone (M = 4.43) 
condition (p < .01), which means that even though the use of voice might functionally 
help users, they would choose a simple, brief single tone feedback for dialing, given 
that the dialing is a frequently used function. According to the results, the voice tone 
could be included in the setting option.  

 

   
(a)                                (b) 

Fig. 1. Rating results about touch feedback (flipping (a) and dialing (b)) 

3.2 Sound Widgets 

- Auditory scrollbar: Participants showed significantly higher scores on the func-
tional satisfaction, the fun, and the preference scales in the location mapping sound 
condition than in the no sound or the effect sound conditions (ps < .01). Note that in 
the preference rating scale, the effect sound condition was significantly lower than 
the no sound condition (p < .01). The use of inappropriate sounds may make users 
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annoying. 

  
(a)                                   (b) 

     
(c)                                   (d) 

            
(e)                                   (f) 

Fig. 2. Rating results about sound widgets (scrollbar (a) and progress bar (b), progress circula-
tion (c), checkbox (d), toggle (e), and pop-up (f)) 

- Auditory progress bar and circulation: All the sound conditions showed significantly 
higher fun scores than the no sound condition (ps < .01), but showed lower preference 
scores. The pitch change condition showed significantly higher preference scores than 
the step sound or the spatial sound conditions (ps < .01), but it was still significantly 
lower than the no sound (M = 4.93) condition (p < .01). The results of the auditory 
progress circulations confirm this pattern. Whereas participants had fun in the circula-
tion sound condition (p < .01) compared to the no sound condition, they preferred the 
no sound condition (p < .01) over the circulation sound. Previous research on auditory 
progress bars has shown that subjective workload can be lessened depending on the 
characteristics of the sounds [27]. However, in their experiment, there was no  
no-sound condition. Therefore, we may not over-generalize the results of auditory 
progress bars and circulations, but further research with more alternatives is needed.  
- Auditory checkbox: Participants showed significantly higher functional satisfaction, 
fun, and preference in the single tone (M = 5.24; 4.59; 5.15) condition than in the  
no sound (M = 4.0; 2.54; 3.61) condition (ps < .01). For the fun scale, the selected 
number tone (M = 5.0) condition was also significantly higher than the no sound  
(M = 2.54) condition (p < .01). Moreover, given that all of the scores of the selected 
number tone condition were numerically higher than the no sound condition, sound 
designers could consider having this option in the setting menu even though they 
might want to have a single tone as a default.  
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- Auditory toggle: As to the auditory checkbox, participants favored the sound condi-
tions over the no sound condition (ps < .01). The different sound condition showed 
the highest score (M = 5.13) on the fun scale, but the same sound condition showed 
the highest score on the functional satisfaction (M = 5.0) and the preference (M = 
4.98) scales. There was no significant difference between the two sound conditions. 
- Auditory pop-up: Participants preferred the simple notification pop-up sound to 
other conditions including the no sound condition (ps < .01). For the fun scale, the 
continuous melody condition was not significantly higher than the simple sound  
condition, but it showed numerically the highest score, which is promising for the 
next implementation. Improvements in terms of length, amplitude, or variations are 
expected to enhance functional satisfaction and preference of the continuous melody 
pop-up sound. 

3.3 Hierarchical Menu Navigation 

- Ambient menu depth cue: Participants showed significantly higher scores on the 
functional satisfaction and the fun scales in the unique menu depth background sound 
(M = 4.46; 4.70) condition than the hierarchically same depth background sound (M = 
4.0; 3.76) condition (ps <. 01). The unique sound score (M = 3.80) was also 
numerically higher than the hierarchically same sound (M = 3.50). Overall, using a 
specific sound theme for each menu category could make more functionally helpful 
and fun user interfaces on smartphones. 
- Menu content auditory icon: Participants showed significantly higher scores on the 
functional satisfaction and the fun scales in three different sound conditions than the 
no sound condition (ps < .01). For all of the measures, participants gave numerically 
higher scores to the serial auditory icon than the parallel auditory icon, which means 
that complexity matters. Even though the serial auditory icon should be intrinsically 
longer than the parallel auditory icon, participants favored hearing one at a time over 
hearing different sounds simultaneously. 
 

  
(a)                                (b) 

Fig. 3. Rating results about hierarchical menu navigation (ambient menu depth cue (a) and 
Menu content auditory icon (b)) 

3.4 List Menu Navigation 

Participants showed significantly higher scores on the functional satisfaction and the 
fun scale in the spindex list-search condition than the no sound or the single tone  
conditions (ps < .01). However, the preference was not different. The subjective  
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preference could be improved using alternative designs of the spindex (e.g., the  
attenuated version or decreased version) [6]. 
 

 

Fig. 4. Rating results about list menu navigation  

4 Overall User Experience and Conclusion 

For the overall user experience of the device, participants showed significantly higher 
functional satisfaction and fun scores in our sonically-enhanced smartphones than the 
no-sound condition (ps < .01). However, there was no preference difference. Based on 
overall results, sound designers could decide which sounds should be used as a 
default or as an option. Seven participants mentioned that the use of sound is going to 
be useful for the blind, the elderly, or children. More than half participants (26) stated 
that a variety of sounds are useful and functional, but simultaneously they mentioned 
that sounds should be turned off as an option. Thirteen participants said, “sounds are 
fun”, but eight participants used a silent mode as a default on their phone. An 
appropriate application of sounds does not guarantee that users, who used to turn off 
their sound mode, would turn on. However, the balanced sound design might free 
users from auditory pollution and allow users to use smartphones more pleasantly. 
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Abstract. We present a study focused on observation of methods of dictation 
and error correction between humans in a noisy environment. The purpose of 
this study is to gain insight to natural communication patterns which can then 
be applied to human – machine interaction. We asked 10 subjects to conduct the 
standard Lane Change Test (LCT) while dictating messages to a human 
counterpart who had to note down the message texts. Both parties were located 
in separate rooms and communicated over Skype. Both were exposed to 
varying types and levels of noise, which made their communication difficult 
and forced the subjects to deal with misunderstandings. Dictation of both short 
and longer messages was tested. We observed how the subjects behaved and we 
analyzed their communication patterns. We identified and described more then 
20 elementary observations related to communication techniques such as 
synchronization and grounding of parties, error checking and error correction. 
We also report frequencies of use for each communication pattern and provide 
basic characteristics of driving distraction during the test. 

1 Introduction 

Various communication, navigation and entertainment systems are becoming a part of 
our everyday in-car experience. Managing them without compromising safety 
becomes an issue. Appropriate choice of user interface techniques tailored for in-car 
use can be a critical factor in minimizing driving distraction. 

Although many in-car devices nowadays primarily use various forms of not yet 
standardized controls (rotary knobs, joysticks or touch screens), speech UIs seem to 
be very promising. Correct design of speech interfaces for cars is however a relatively 
complex task. It requires proper judgment of various aspects including limited short 
term memory of the user under cognitive load, finding the right way how to benefit 
from other modalities, allowing fast recovery after UI interaction had to be interrupted 
by handling road situation and many other aspects. As part of designing a dictation 
and error correction UI for a car (see e.g. ECOR [2]), one thing which comes to mind 
is whether we could benefit from systematically observing the ways how humans do 
the same task themselves. We summarize the knowledge gained during this study in 
this paper. Although the study does not bring any quite unexpected observations we 
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found collected experience very beneficial to our main, man-machine interface design 
task. It helped us gain a good insight into how human dialog is organized and what 
are the basic tasks and methods used. 

Obviously, we do not imply here that communication patterns between the two 
humans are the same as in human to machine conversation. If the user is aware that 
the machine is “on the other end” s/he adapts the conversation to the limits of the 
machine. The purpose of this study is to learn natural communication patterns of the 
humans for the task of dictation in a car. Deeper understanding of it should help us in 
future UI design. 

2 Related Work 

Significant attention was devoted in the past to judging the impact of in-car activities 
[1]. The Lane change Test (LCT) [3] and subjective tests using questionnaires such as 
NASA TLX and DALI [6] are examples of popular methods used to assess the impact 
of various in-car tasks that are secondary to the primary task of driving. 

Although electronics systems are more and more abundant in cars, which rightfully 
causes worries about their impact on driving, communication between the driver and 
passengers is frequent and hardly can be regulated [5].   

Several approaches to designing speech-based UIs for in-car usage were described 
including menu-based and search-based UIs [8]. 

Various patterns of text entry correction were elaborated in desktop speech-based 
solutions [4]. This paper discusses similar strategies for the car environment. 

3 Experimental Setup 

We decided to collect communication patterns for a constrained scenario where the 
driver dictates pieces of text over a hands-free phone. The driver’s counterpart, the 
note-taker, simulates a person sitting on the passenger’s seat who communicates with 
the driver. Non-verbal communication was not considered and is out of the scope of 
this paper. 

Tests were conducted in laboratory environment. The drivers were using a low-
fidelity driving simulator to mimic driving on a highway. The primary task performed 
was the standard LCT. Driving statistics were recorded and they are reported in 
Section 6.1. Each driver communicated over Skype with a note-taker located in a 
different room. The participants did not have any visual contact. The note-taker typed 
the received text to a computer text editor.  

3.1 Distraction by Noise 

To introduce communication errors, we exposed both the driver and the note-taker to 
a pre-recorded noise audio which was mixed with Skype audio in real-time and the 
mixed result was playing in headphones for both parties. 
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One can expect (confirmed by tests) that behavior of the user depends on noise 
level and also on its character. During pilot experiments we used noise of a starting 
car followed by more quiet periods of running engine. This recording was played in a 
loop. We observed fast adaptation of the subjects to the character of the noise as they 
quickly learned to wait for the quiet periods. Although this is a valid usage pattern, 
real-life types of noise are frequently not of this kind and cannot be always predicted. 
Therefore the noise used in the experiments presented here was modified to contain a 
high variety of sounds. A fragment of the utilized noise track is depicted by Fig. 1.  

 

Fig. 1. Noise pattern and alignment of noise tracks for both note-taker and driver 

Another lesson learned from the pilot study was about the way how to introduce 
the noise. Originally we only introduced noise only at the note-taker’s side but this 
did not represent sufficiently the whole variety of natural scenarios. The final tests 
where conducted with noise added on both sides. Although the same audio was 
played both to the driver and note-taker, the audio streams were not mutually 
synchronized so one did not know the noise condition of the other. 

Skype communication was also recorded without noise to simplify transcription 
work needed to analyze the data. 

3.2 Dictated Messages 

The other important aspect is the correct selection of messages to be dictated. We 
wanted to have both short and long messages covered in the portfolio of the dictated 
text due to a suspicion that behavior of the users could differ depending on the 
message length. One problem was to ensure natural behavior as in normal conditions 
when the driver dictates messages to a passenger. The method we used was the 
following. The users were advised to dictate short messages about a selected topic. 
However the exact formulation was left up to the driver. Regarding the long 
messages, the drivers were asked to select a topic from their past experience (for 
example some weekend story) and write the text down prior to the test. The writing 
exercise ensured that the dictating person does not change the story during the 
dictation due to some communication problems. 
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4 Testing Plan 

Testing procedure consisted of the following steps: 

• Explanation of the test procedure. 
• Pre-test questionnaire. 
• Learning to use the driving simulator (not recorded). 
• First undistracted ride: 3km of LCT driving with no secondary task. 
• Dictation of short messages. 2 LCT tests, 3km driving, secondary task is the 

dictation of semantically prescribed short messages. This part is repeated twice 
with a different set of messages. 

• Dictation of a long message. LCT test, 3km driving, secondary task is the dictation 
of a previously written long text. 

• Second undistracted ride. LCT test, 3km driving, no secondary task. 

4.1 The Roles 

Each test was conducted under supervision but with minimal intervention of the 
supervisor with the two participants.   

Participants had previous driving experience. To make the most of participants we 
swapped them so each acted both as the driver and note-taker. 

• Driver (D) – drives while performing LCT and dictates message to the note-taker. 
• Note-taker (N) – receives the dictated text and records it by typing into a text 

editor. 

5 Evaluation of Results 

The test was conducted on 10 individuals. The participants were males – mean age 
25.1 (SD 3.8), and they were university students of computer science. The study was 
conducted in Czech. All participants were native Czech and had Czech cultural 
background. Before the experiment, each of the participants was instructed verbally 
on how to proceed with the experiment. The experiment results were anonymized.  

By careful analyses of the recorded activities we have identified the following 
dictation patterns, error correction methods and communication strategies. We state 
them grouped based on their character. The CHARACTER.NUMBER codes (e.g. 
C.1, S.1) presented in the next section are references to Fig. 2 (frequency of 
strategies) and the numbers in parentheses are actual frequencies of each strategy. 

5.1 Confirmation Strategies 

C.1 Simple acknowledgement (258). When the note-taker is confident, s/he confirms 
usually only by short confirmation words or sounds (example: “OK”, “Yes”, “Got it”, 
“Hmm”). 
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C.2 Acknowledgement by repeating (123). Note-taker confirms what has been 
understood by repeating the utterance which both confirms that message has been 
received and provides means to verify the content. 

C.3 Request for confirmation (32). A strategy used both by driver and note-taker. The 
speaker checks if the message has been received (example: “Did you hear me?”).  

C.4 Request for confirmation without expected reply (1). It happens that the dictating 
person asks without real waiting for confirmation (example: “OK?” …<following 
dictated text>). 

5.2 Synchronization and Communication Channel Handling 

S.1 Speeding up or slowing down (30). If the note-taker is not fast enough or dictation 
is too slow s/he requests slowing down or speeding up by a command (example: 
“slowly, please!”, or using a confirmation (“I have only got: Buy oranges…”). 

S.2 Refinement of the question when no response received (2). If the note-taker does 
not answer promptly, the driver tends to refine their utterances (example: D: 
“Barbara” N: long pause D: “Barbara, it’s the English name”). 

5.3 Error Prevention 

E.1 Ambiguous confirmation (1). Some of the confirmations can be misunderstood 
and therefore the dictating person adds extra explanation or spelling (example: 
“Skoda – I mean the car”). 

E.2 Active search for quiet intervals (9). The note-taker indicates, on his initiative, the 
presence of quiet intervals to the driver by short phrases (example:  “OK”, “go on”, 
“now”) which helps to pass the message during favorable noise conditions. 

5.4 Error Correction Strategies 

R.1 Correction specified by interrogative pronoun (29). The note-taker asks for a 
specific part which was not understood using an interrogative pronoun question 
(example: D: “Then you take the mashed potatoes” N: “Take what?”). 

R.2 Explanation notes (3). If the note-taker does not understand repeatedly, the driver 
starts to describe in other words or using explanations (example: “Villon, the French 
poet”). 
Note: We did not see the opposite usage where the note-taker would ask “Do you 
mean the French poet Villon?” although it is obviously possible.  

R.3 Correction specified by context (19). The note-taker asks based on understanding 
the context (example: D: “We meet at 5 at the church.” N: “am or pm?” D: 
“afternoon, today afternoon.”). 
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R.4 Correction specified by order (6). The note-taker asks for a specific part of 
dictation using item order (example: D: “Buy oranges, apples and butter.” N: “What 
was the second one?”). 

R.5 Correction by repeating a preceding text segment (36). User repeats the whole 
phrase up to the moment where s/he needs re-dictation (example: N: “Drive 
towards..?” D: “toward the castle”). 

R.6 Correction by repeating a shorter form (1). This is similar to the above repeating 
of a preceding text segment, but in this case the dictating party only provides a shorter 
form of the corrected or missing segment, and it is up to the note-taker to finalize the 
text. Example: D: “Put it to microwave and warm it.” N: (only understood up to 
“microwave”) “microwave?” D: “warm it”. N: (expands to “and warm it”). 

R.7 Spelling (3). Initially, the drivers tended to repeat a problematic phrase two or 
three times and if this was not understood, they started to spell that phrase. This 
strategy was used both by the driver and note-taker. 

5.5 General Observations 

G.1 Shortening dictated segments (2). The participants tended to utter shorter phrases 
in the noisy environment that what would be natural under silence. 

G.2 Not speaking over high noise (N/A). Participants did not like to speak over high 
noise. Instead they waited or repeated the same segment (example: D: “Please, we 
will go, we will go, damn some motorcycle is starting here.”). 

G.3 Multiple repeats result in complex acknowledgements (4). When multiple repeats 
are needed, participants tend to fall to more complex acknowledgement schemas (e.g. 
the above-mentioned acknowledgements by repeating). 

G.4 Careful repeating (15).When repeating a phrase, the driver’s pronunciation is 
more careful, s/he tends to over-articulate. 
Note: This is often an issue for man-machine systems as it poses a challenge for ASR 
models. 

G.5 Noise adaptation (N/A). Users adapt to the noise level. What is totally 
unacceptable at the beginning becomes relatively fine after a period of time.  
Note: This is observable even in the evolution of driving distraction statistics as 
reported in Section 6.1. 

G.6 Resignation (4). After some period of repeating, the drivers sometimes resigned 
and agreed to an approximate version or even to a wrong meaning and proceeded 
further in dictation. 
Note: We did not see the opposite pattern where the note-taker would resign although 
it is obviously possible.  

G.7 Well known topics are easier to handle in noisy conditions (N/A). This holds also 
for local names, if they are unknown to the user, spelling has to be requested. 
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6 Discussion 

The observations listed above appeared in our experiments with varying frequencies 
reported below in Fig. 2. 
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Fig. 2. Frequency of observations in recorded experimental data; see Section 5 for details 

6.1 Impact of Dictation on Driver’s Attention 

Fig. 3 summarizes distraction caused by the secondary task. Average mean deviation 
(MDEV) values with standard errors are depicted separately for each task. We 
adapted the ideal LCT track using the “Undistracted track 2”. The MDEV values for 
distracted driving were then compared against the “Undistracted track 1” and the 
difference was analyzed for significance. Participant 1 was excluded from the overall 
evaluation as an obvious outlier.  

Tasks Overall Mean MDEV

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Undistracted
track 1

Short
messages 1

Short
messages 2

Long
message

Undistracted
track 2

M
D

E
V

 [m
]

 

Fig. 3. Average overall mean deviation using data from all participants, except for participant 1 
(outlier). Standard error of measurement is displayed. 

Fig. 3 shows that driving while dictating under noise was more demanding from 
the driver’s point of view than undistracted driving (both undistracted tracks). The 
conventional two-tailed paired T-test for sample means confirmed statistical 
significance of the difference between mean values of MDEV for “Short messages 1” 
and “Undistracted track 1” (p = 0.019) and between “Long message” and 
“Undistracted track  “ (p = 0.013).  
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There is a visible difference between the tasks “Short message 1” and “Short 
message 2” which is caused by a learning effect (see Fig. 3). The difference between 
“Undistracted track 1” and “Undistracted track 2” is not only due to learning effect as 
“Undistracted track 2” was used for adaptation of the ideal track. 

7 Conclusion 

We presented here the results of collecting and analyzing human behavior when 
dictating both shorter and longer segments of text. Our study was conducted on 10 
users, each of which drove 2 undistracted and 3 distracted LCT trips while dictating 
under noise. In the resulting transcribed data, we collected and described 22 
elementary communication patterns and quantified their observed frequencies. The 
purpose of our work was to gain better understanding of natural usage patterns used 
by humans in order to utilize them for development of more natural human-computer 
dictation UIs and dialog systems in general.  

As further steps in analyzing human to human communication patterns, we foresee 
several activities worth pursuing. Firstly the reported tests did not cover some types of 
distraction including echo or communication channel deterioration with dropping 
some words. Another interesting area is to proceed by analyzing behavior of the users 
with visual contact. 
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Abstract. The authors propose a system that allows presenters to con-
trol presentations in a natural way by their body gestures and vocal
commands. Thus a presentation no longer follows strictly a rigid se-
quential structure but can be delivered in various flexible and content
adapted scenarios. Our proposed system fuses three interaction modules:
gesture recognition with Kinect 3D skeletal data, key concepts detection
by context analysis from natural speech, and small-scaled hand gesture
recognition with haptic data from smart phone sensors. Each module
can process in realtime with the accuracy of 95.0%, 91.2%, and 90.1%
respectively. The system uses events generated from the three modules
to trigger pre-defined scenarios in a presentation to enhance the exciting
experience for audiences.

Keywords: Smart environment, presentation system, natural
interaction, gesture recognition, speech recognition.

1 Introduction

User interfaces aim to provide users with the most convenient ways to use com-
puting systems. To enhance the usability of a system, various approaches have
been studied and proposed to mimic natural inter-personal communications: Ze-
roTouch [11] enhances regular systems with multifinger interaction; a multi-user
interaction system [10] allows users to control both desktop and wall-sized envi-
ronment using depth-sensing techniques like Kinects or Wii remote controllers;
a gaze-based interaction system [3] predicts users’ behavior based on their look-
ing. With a multimodal approach, Human Computer Interaction (HCI) provides
users with not only ergonomic interfaces but also exciting user experiences.

Presentation is a popular activity in daily life such as in lectures, group dis-
cussions, or marketing campaigns. However, presenters usually stay away from
computers (near the screen or walk around) during their talks, which may in-
terrupt presentations when they go back to their computers for manipulation.
Although different kinds of remote controls can be used, it would be more conve-
nient for presenters to deliver their presentations simply by their body motions,
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gestures, and speech. This motivates our development of a smart environment
that can understand human’s behaviors and provide the most inspired and com-
fortable presentation with high naturalness and flexibility.

Our proposed system fuses three kinds of interaction: users action recognition
with Kinect 3D skeletal data, key concepts identification from presenters’ nat-
ural speech, and hand gesture recognition with smart phones’ haptic data. The
three kinds of information are captured simultaneously, analyzed in realtime and
integrated to trigger certain pre-defined events in a presentation.

The gesture recognition module with 3D skeletal data is based on logistic re-
gression and Dynamic Time Warping and can recognize users’ actions with the
accuracy of 95.0%. The speech recognition module uses hidden Markov model to
recognize speech context automatically with the accuracy of 91.2%. The third
module is proposed to overcome difficult situations when sophisticated small
hand gestures (with boundary of movement of about 10 to 20 cm) are performed
but cannot be recognized with 3D data from a Kinect. The authors use Dynamic
Time Warping to process haptic data captured from smart phones’ accelerome-
ters to recognize accurately 90.1% of performed gesture.

The content of the paper is as follows. In Section 2, the authors briefly re-
view the development of different methods for interaction with computers. Our
proposed system and experimental results are presented in Section 3 and 4 re-
spectively. Conclusions and future work are discussed in Section 5.

2 Related Work

To provide users with ergonomic experience, HCI technologies advance toward
intelligent adaptive interfaces with not only unimodal but also multimodal ap-
proaches [9]. Each modality is a communication channel that connects the input
and the output in an HCI design [6]. In the paper, our proposed system com-
bines three modalities: action recognition using depth data and haptic data, and
context recognition based on natural speech data.

There are two main approaches for the action recognition, vision-based or
haptic-based, with different difficulties. The vision-based approach depends on
the environmental lighting condition while the haptic-based approach requires
expensive configuration [9]. The release of Microsoft Kinects with depth sensing
technology provides a new trend to solve the difficulties of traditional camera
computer vision [16].

For haptic data, it is possible to captured with accelerometer sensors. There
are several studies about accelerometer-sensor-built systems for different pur-
poses: Wii controller in presentation system [5], accelerometers in fall detec-
tion [15], and culture investigating system [13]. In this paper, dynamic time
warping (DTW) is used for gesture recognition (in template matching phase)
due to its simplicity, accuracy, and processing speed [12].

Speech recognition systems transform human’s spoken speech into digital sig-
nal and transcribe the content based on learned data [1]. Since the first appli-
cation built by Homer Dudley (1930), speech recognition has been developed
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and used in different applications: automatically call processing systems, query-
based information systems, etc [7, 14]. With the capability to recognize hidden
sequences of events, hidden Markov model (HMM) is a typical method in speech
recognition [8]. Thus we follow this approach to recognize key concepts in a
presentation in realtime from a presenter’s natural speech.

3 Proposed System

Our proposed system shown in Figure 1 includes three main phases. In the first
phase, the system captures a presenter’ gesture data from a Kinect and smart
phone sensors, and speech data from a microphone, then dispatchs them to
appropriate processors in the second phase (c.f. Section 3.1, 3.2, and 3.3). In the
last phase, the output gestures and events from the second phase are integrated
to trigger corresponding pre-defined scenarios of visualization.

Fig. 1. Overview of the system for the smart presentation environment

3.1 Skeletal Data Based Action Recognition

Figure 2 illustrates 7 typical types of actions that a presenter usually performs
during a talk. Although in the current system we focus only on these classes of
actions, new categories can be added into the system using the same method to
meet users’ needs.

Fig. 2. Proposed action types for action recognition model
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Fig. 3. The presentation action recognition using Kinect skeletal data

The action recognition process consists of 2 main phases (c.f. Figure 3): skele-
tal data with 20 joints are passed to the preprocessing phase, then to the main
recognition phase.

Preprocessing Phase. The authors use Holt’s double exponential smoothing
method to correct the noise by the inference process of Kinect sensors [2]. The
joint data is then normalized to be independent from the presenter’s current
position and orientation. The spine joint is selected as the origin of the users
coordinate, the x-axis parallels to the shoulder, the y-axis points upward, and
the z-axis is computed by the cross product of y- and x-axis.

Recognition Phase. As shown in Figure 4, during a presentation, the move-
ments of a presenter’s hands can be one of the two states: idle (slightly move
with respect to the presenter) or active (when he or she is performing an action).
By detecting the presenter’s state, the recognition task can be narrowed down to
only sequences of active frames. The detection is performed by logistic regression
based on the stability measurement calculated by the standard deviation of the
presenter’s wrists and elbows in a frame sequence.

However, not all the detected active frames belong to meaningful actions but
usually initiate special postures. For instance, a swiping down gesture (Figure 2)
is usually started by first moving a hand up (frames 1-2) then moving it down
(frames 5-7). The learning model used to classify each posture is the logistic
regression and one-vs-all technique [4]. The model is trained and tested with
different degrees of the feature space to choose the combination that give best
prediction.

Fig. 4. The sequence of idleness
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To recognize patterns of hand movements, features used for classification not
only characterize joints’ positions but also retain their temporal motion charac-
teristics. The former can be solved by utilizing the information enhanced from
the posture recognition subphase; for the latter, the authors construct reference
sets consisting of collections of action sequences as a standard to which a given
sequence is compared. The similarity between a given sequence and each refer-
ence set is used in the feature for recognition. The comparison process between
two sequences is done by the Dynamic Time Warping algorithm [12].

3.2 Automatic Speech Recognition

The system records a speaker’s commands as spoken speeches then recognizes
key terms in the recorded speeches based on the hidden Markov model (HMM).
The process has three main stages: data preprocessing, training, and recognition
(c.f. Figure 5).

Data Preprocessing Stage. The stage prepares the audio files together with
the dictionary and grammar. As Vietnamese language is monosyllabic [14], the
phone of a word is kept as the word itself. Although in this paper, the training
data cover only Vietnamese digits from zero to nine and solar system’s planets,
the method can be used with other topics and languages. To increase system
performance, users can specify their own set of topics and language.

Training Stage. The training process includes several iterations in which the
latter HMMi+1 is computed from the former HMMi. However, a model computed
solely on training data are weak to match real life’s odds. To increase system’s
performance, the authors add Gaussian mixtures at every three iterations during
the training process. The training process is halted when system performance,
which is recomputed after having a new model, does not significantly increase.

Recognition Stage. The new speech signals are transformed into MFCCs be-
fore being matched with the training models. The model with highest recog-
nition accuracy is selected. The recognized words, however, might not be the
desired ones. Wrong recognition appears because of unlearned words or noisy
environment.

Fig. 5. Overview of the automatic speech recognition module
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The authors use a filter to remove noisy words. After the system recognizes the
training data, the authors can obtain the distribution of accuracy probabilities
and the regular lasting duration of each key term. The filter is a matrix with
each row having two thresholds (each is the subtraction of respective mean and
standard deviation) of a term’s accuracy and lasting duration. The recognized
term is removed if either its accuracy or duration is less than the corresponding
threshold.

3.3 Mobile Accelerometer Gesture Recognition

The gesture recognition with data captured from mobile devices’ accelerometers
is used to detect delicate gestures that are not appropriate to be recognized with
3D data from a Kinect, e.g. small or occluded hand movements. Accelerometer
data is quantized and matched with a template library by dynamic time warping
(DTW). Then a gesture can be recognized with the minimum distance (c.f.
Figure6).

Data Preprocessing. A sequence of data captured from a mobile
device’s accelerometer as a 3D-vector is classified into five classes: moving left-
ward, rightward, upward, downward, and forward. Because the number of data
points collected from a mobile device’s accelerometer varies among samples,
linear interpolation is used to sample data at a the sampling rate of 32Hz. Ori-
entation values (tilt, yawn, and roll angles) obtained by a compass sensor are
used to normalized the 3D vectors in term of world’s coordinates.

Template Matching. Because DTW can match two series with temporal dy-
namics [12], it is used in our system to fix nonidentical time interval of gestures
without normalizing the data points. DTW is used to calculate the distance be-
tween the quantized data and each template in the template library. A sequence
is classified into the class of a template with the minimum DTW distance if the
distance is less than a certain threshold.

Template 
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data 
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Template 1 Template n 
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Fig. 6. Overview of the mobile accelerometer gesture recognition module
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4 Experiences and Results

4.1 Skeletal Data Based Action Recognition

The data for the action recognition process are collected from 35 clips of 7 action
types (c.f. Figure 2). All clips have the same length of 500 frames and the same
frame rate of 20fps. To overcome the issue of underfitting and overfitting, the
logistic regression models are trained with different degrees (chosen from 1 to 5)
and tested with both the training and cross validation sets.
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Fig. 7. Recognition accuracy for each action type with different model degrees

As shown in Figure 8, the average accuracy of each action is about 85− 95%.
Although there are some actions, such as swiping up and swiping down, with
high accuracy (about 95%), the accuracy of the grabbing and throwing actions
are quite low (about 85%). The deficiency of the action’s accuracy could be
explained as a grabbing or a throwing action (as shown in Figure 2) requires a
user to do more rotation to one side in which hand movements are occluded by
the user’s body and thus can confuse the Kinect skeletal tracking system.

4.2 Automatic Speech Recognition

The training data contains 970 samples of two topics: solar system’s planets (550
samples) and digits from zero to nine (420 samples). Data is recorded in wave-
form audio format (WAV) with monochannel and sampling rate of 11,025Hz.
Figure 8 shows the system’s recognition accuracy over different number of Gaus-
sian mixtures and data portions. The experiment suggests that more training
samples can give better recognition accuracy as they can cover more real life
scenarios. Besides, with a certain data portion, increasing the number of Gaus-
sian mixtures improves the accuracy. The highest accuracy in our experiment
is 91.2% and corresponds to the case of 30 mixtures, the highest number of
mixtures in experiments.
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Fig. 8. Recognition accuracy corresponding to different number of Gaussian mixtures
(horizontal axis) over four scenarios, each with the ratio between training and testing
data respectively be 70:30, 80:20, 90:10, and 100:100.

4.3 Mobile Accelerometer Gesture Recognition

Figure 9 illustrates system’s accuracy using DTW. The data with 200 samples
(with the sampling rate of 32Hz) are divided into training and testing sets with
the ratio of 1:1. The testing samples are modified so that they are 15 degrees
tilted, compared to the training samples. The experiment, however, shows that
tilting does not affect much on the system’s accuracy as the average accuracy by
DTW can be 90.1%. Besides, data with orientation have higher accuracy than
the other case. Therefore, the suitable settings are those with data orientation
using DTW method.
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Fig. 9. System’s accuracy using DTW matching method with normal and orientation
data
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Fig. 10. An experimental scenario of the system: (a) speech recognition, (b) gesture
recognition and visualization, (c) putting model into slide, and (d) using mobile ac-
celerometer

4.4 An Experimental Scenario

Figure 10 shows the scenarios originated from a demonstrative presentation.
The demonstration window consists of two screens, the small upper left shows
the presenter in real life captured by a camera while the rest is what being
currently displayed to the audience on the presentation screen. The annotations
are interted into the four frames to illustrate triggered events.

Figure 10a indicates the recognition of the term “mat troi” (“the sun” in En-
glish) from presenter’s speech, which starts the astronomy lecture. When the
lecturer puts his right hand as if he were holding a 3D model of the solar sys-
tem, the Kinect recognizes the pose and the system displays an augmented 3D
model of the solar system above his right hand (Figure 10b). In Figure 10c,
the action of moving a hand upward to the presentation screen is recognized as
putting the augmented model into the screen and thus opens a full-screen video
clip about the solar system. To start the clip, the presenter draws a triangle
with a smart phone (Figure 10d), which triggers the “play” event via the phone’s
accelerometer.

5 Conclusion and Future Work

This paper introduces a smart interaction system that can react to presenters
common and natural behaviors, using their body gestures and spoken speeches.
The system has three main modules: gesture recognition using Kinect’s 3D skele-
tal structure, speech recognition using normal microphones, and hand gesture
recognition using mobile devices’ accelerometer.

By experiment, our system can run with high accuracy in real time: 95.0%,
91.2%, and 90.1% for the three modules respectively. Besides, each module can
run independently and can be trained with user’s personal data to match de-
manded reactions, i.e. one can make the presentation of mathematics, physics,
or chemistry with different gesture and command set.

For future works, the authors propose to upgrade the system into an inter-
active framework that allows users to use under several scenarios: meetings,
seminars, education, etc. It allows users to integrate different devices (clients)
with the framework (server) and provides them with several kinds of interaction
and high comfort.
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Abstract. In this work, we propose to combine two modalities, handwriting and 
speech, to build a mathematical expression recognition system. Based on two 
sub-systems which process each modality, we explore various fusion methods 
to resolve ambiguities which naturally occur independently. The results that are 
reported on the HAMEX bimodal database show an improvement with respect 
to a mono-modal based system. 

Keywords: Multimodality, graphical languages, data fusion, handwriting, 
speech. 

1 Introduction and Motivation 

Speech and handwriting are very common interaction modalities between humans. 
With the advances of new devices and of robust recognition algorithms it is possible 
to extend the usage of such input modalities to Human Computer Interaction (HCI) 
[1, 2]. In this work, from one hand, we are considering online handwriting produced 
by interfaces like touch-screens, interactive whiteboards or electronic pens. On the 
other hand, we suppose also available a speech signal which records the correspond-
ing information as uttered by a speaker. In this regard, the same information is  
supposed to be available but with the intrinsic capabilities and limitations of each of 
these two modalities. To take advantage of these two information sources, we have 
experimented a case where naturally each of them conveys differently the processed 
information knowledge. The case studies proposed in this work concern the problem 
of Mathematical Expression (ME) recognition. Of course, some existing tools allow 
entering MEs in a document. Some are very powerful, as the LaTex language, but 
they require a high level of expertise. More interactive tools are also available such as 
the Mathtype equation editor, but, they still suffer from a cumbersome sequence of 
selections which often delays the ME production. From these observations, it is clear 
that a more direct way of inputting MEs would be very beneficial. However, this 
problem is more difficult than text recognition for several reasons. First of all, the 
mathematical language is composed of a large set of symbols. To cover correctly 
various domains of sciences, several hundreds of symbols are required. This will  
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introduce more confusion between symbols. Second and even more important point, 
the mathematical language is not a one dimensional (1D) language. Indeed, it is not a 
left-right sequence of symbols, but a two-dimensional layout where the spatial  
relations play an important role in the meaning of the expression. The extraction of 
the layout will be even more difficult from the audio signal, since a spoken language 
is not specifically adapted to put in plain words spatial relationships. 

As Fig.1 shows, speech and handwriting based systems do not have the same 
drawbacks. Errors committed by each of the two systems may be corrected by the use 
of the other. So, better performance can be expected by proposing a speech-
handwriting system for ME recognition (MER). 

The paper is organized in four sections, as follows. In section 2, we describe the  
global system, by highlighting its main modules. In section 3, we focus on the fusion 
part. Section 4 is devoted to the experiments: first we check the complementarity of 
both modalities on isolated mathematical symbols, and then to complete ME. In the 
last section, we conclude the paper. 

 

Fig. 1. Some drawbacks that mono-modality based systems encounter, due to the (a) fuzziness 
nature of the relationships; (b) role of the symbol according to the context; (c) ambiguity of the 
speech description. 

 

Fig. 2. The collaborative architecture for bimodal mathematical expression recognition 
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2 Global Overview of the Proposed Method 

We propose in this work a combined system composed of two specialized ones: an 
online handwritten ME system and a speech recognition one. The system in charge of 
handwritten MER receives as input a set of elementary strokes, and gives a formatted 
ME as an output. Concerning the system in charge of the audio signal processing, it 
takes as input the audio signal and provides as a result an automatic transcription 
which is a textual description of the ME as uttered by the speaker. The information 
coming from both modalities are merged through the fusion module. This module 
uses the textual description issued from the speech module and extracts two kinds of 
information that will be supplied to the handwriting module. The combination process 
is done using classical data fusion techniques [3] as in Fig. 2. These three modules 
(handwriting, speech and fusion) will be briefly presented in the remaining of this 
section. The next section reports a deeper presentation of the main module in this 
work: the fusion module. 

2.1 The Handwriting Recognition Module 

The handwriting module has to make the complete interpretation of the handwritten 
signal and propose the final interpreted version of the ME. This is mainly done at two 
levels: symbol identification (segmentation and recognition) and relationships  
discovering (through which the identified symbols are spatially arranged). Thus, re-
cognizing a handwritten ME includes three sequential but interdependent steps [5, 6]: 
segmentation, symbol recognition and spatial relations interpretation. The aim of the 
segmentation process is to form the symbol hypotheses “hs” from the set of strokes. 
Each “hs” has to be labeled; this is the role of the recognition stage, where a list of the 
most probable symbols with confidence scores is assigned to “hs”. The structural 
analysis of the global layout including the identified symbol hypotheses is the third 
step. Finally, the results of these three steps are used to deduce the final ME layout 
thanks to a bi-dimensional grammatical parsing. Optimizing separately each step has 
a major drawback since the failure of one step can lead to the failure of the next one. 
To alleviate this problem, the simultaneous optimization of the segmentation and 
recognition steps is reported in various works as in [6, 7]. The handwritten MER sub-
system used in the architecture of Fig. 2 is largely based on Awal and al.’s system [6]. 

2.2 The Speech Recognition Module 

Using speech for mathematical expression recognition is usually done by means of 
two successive processes [7, 8]. The first one is a classical automatic speech recogni-
tion (ASR) system which provides a textual description of the ME according to the 
speech describing the ME. The second one is a syntactical-grammatical one. It  
analyzes the text given by the ASR (1D) to deduce the corresponding ME written in a 
mathematical language (2D). Thus, even if there are no automatic transcription errors, 
the relative (un)-clarity of the description might result in ambiguous interpretations. 
Furthermore, even if both ASR system and speaker are hundred percent accurate, the 
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bidimensional aspect of the ME is hard to retrieve (ref. Fig.1). In the rare existing 
systems [8, 9], the parsing (1D to 2D) is most of the time assisted by either introduc-
ing some dictation rules or using an additional source of information (such as using a 
mouse to point the position where to place the different elements). This makes the 
editing process less natural and far from what is expected from this kind of systems. 

In our framework, the speech module role is limited to the task of automatic speech 
transcription providing the textual description. This textual description is then used 
within the fusion. This ASR task is carried out by a system based on the one devel-
oped at the LIUM [10], which is based on the CMU-Sphinx transcription system [11]. 

2.3 The Fusion Module 

The fusion module ensures the connection between the specialized systems (handwrit-
ing and speech modules) in order to benefit from the existing complementarity be-
tween both modalities. This module is the main contribution of the current work and it 
is inspired from the data fusion field. Let us first present in the following section this 
concept and after discuss its use for our purpose: automatic MER. 

3 The Fusion Module Description 

The idea of multimodal human-machine interaction comes from the observation of the 
human beings’ interaction. Usually, people simultaneously use many communication 
modes to converse. This makes the conversation less ambiguous. The main goal of 
this work is to mimic this procedure to be able to set up a multimodal system dedicat-
ed to mathematical expressions recognition. Generally, data fusion methods are  
divided in three main categories [3, 4]: early fusion which happens at features levels; 
late fusion which concerns the intermediate decisions fusion and the last one is the 
hybrid fusion which is a mix of the two. Within each approach, three kinds of me-
thods can be used. Rules based approaches represent the first category and include 
methods using simple operators such as max, (weighted) mean or product. The second 
category is based on classification techniques and the last one is based on estimation. 

In order to accomplish its task (combination of the information coming from both 
modalities for MER), the fusion module uses the textual description given by the ASR 
system to assist the handwriting module at two levels: symbol and relation. This why 
this module can be broken down into three distinct parts: the keyword extraction 
unit, the fusion unit at symbol level and finally the fusion unit at relational level. 
Since the signals coming from both modalities are heterogeneous and with the objec-
tive of using suitable recognition techniques for each modality, we chose to use a late 
fusion strategy. We give in the following the complete description of each unit. 

3.1 Keyword Extraction Unit 

The purpose of this unit is to analyze the text describing the ME provided by the ASR 
system. As a result, two word categories are identified. The first one is composed of 
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words which are useful for the MER process. They spot either symbols (such as: 'x', 
'two', 'parentheses'), either relations ('subscript', 'over') or both ('integral', 'square 
root'). The second category of words includes all the other words. These words are 
only used to make sense from the language point of view. Here, we consider the 
words from the first category as keywords. A dictionary is built in such a way that 
each symbol and each relation is associated to one or more keywords. For example if 
the word 'squared' exists in the transcription, the ME under process could contain the 
symbol '2' and the relation 'superscript'. This dictionary is used within the fusion units 
to identify the included symbols/relations in the current ME according to speech. 

3.2 Fusion Unit at Symbol Level 

Besides of considering the late fusion strategy, in this work, we explored some rule 
based methods to perform the fusion at symbol level. Let us define some notations 
that we will use to describe the fusion methods we explored. Let us denote by C = 
{c1… cN}, the set of the N possible symbol classes we consider. If an hypothesis ‘x’ 
has to be classified with respect to the modality ‘i’ (i∈{s,h}, where ‘s’ represents 
speech and ‘h’ is for handwriting), let us define the score of this symbol class ‘cj’ 
assigned to this hypothesis as: di,j(x). The decision score after fusion is denoted as 
dj(x). Now, we focus on the methods used to obtain the scores after fusion. 

1. Weighted summation: in this case, the fusion score dj(x) is given by equation 1. , , ,,  (1)

where the wi,j are some weights that can be defined in several ways. These weights 
can be the same for both modalities (simple mean) if we trust in the same way both 
modalities: wh,j=ws,j=0.5, . They can depend on the global performances 
(meanWGR), using the global recognition rates Rh and Rs with respect to each mod-
ality: wh,j= Rh /( Rh + Rs); ws,j= Rs /( Rh + Rs), . They can also be related to the local 
performances (meanWCR) using the class recognition rates Rh,j and Rs,j with respect 
to each modality: wh,j= Rh j /( Rh j + Rs j); ws,j= Rs j /( Rh j + Rs j ), . 

2. Belief functions based fusion (Belief F): the belief functions theory aim’s is to 
determine the belief concerning different propositions from some available informa-
tion [12, 13]. It is based on two ideas: obtaining degrees of belief for one question 
from subjective probabilities, and the combination of such degrees of belief when 
they are based on independent items of evidence. Let Ω be a finite set, called frame of 
discernment of the experience. The concept of belief function is the representation of 
the uncertainty. It is defined as a function m from 2Ω to [0; 1] with  ∑ 1∈Ω  . 
This quantity  gives the belief that is exactly allowed to the proposition A.  
Various combination operators are defined in literature. In this work, we focus on the 
most used and optimal one [13]. It is the Dempster's combination rule. For two belief 
functions m1 and m2, we obtain  using the conjunctive binary operator: ∈ , (2)
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In our experiment, the belief functions are deduced from the recognition scores of 
symbols assigned by the specialized systems. These scores are normalized to be in the 
range [0, 1]. For example, let us consider Hhyp and Shyp respectively a handwriting and 
speech hypotheses to combine. The recognition processes in both modalities give 
recognition lists (symbol label and score s). The associated masses (beliefs) can be: 
 

 
 

The score dj(x) for a hypothesis ‘x’ to be the class ‘j’ is then equals to (x) obtained 
from equation 2 in which m1 represent handwriting masses and m2 speech masses. 
 
3. Fusion classification based: a support vector machine classifier (SVM) with a 
Gaussian kernel is used to perform this task. We use the scores from each of the up-
stream systems as input features of an SVM classifier. Thus, this classifier knows the 
two score lists provided by each independent specialized classifier (2xN features) and 
computes a new score to every classes (N outputs). 

3.3 Fusion Unit at Relational Level 

At relational level, the fusion is done during the spatial analysis phase. The parser in 
charge of this task, in the handwriting modality, explores all the possible relations for 
each group of elementary symbol hypotheses proposed by the symbol recognition 
module. For example if we consider the case of two symbols, the relations explored 
including only these two symbols can be: left/right, superscript, subscript, above, 
under and inside. For each explored relation a cost is associated [6]. The relation 
which will be considered in the ME is the one having the smallest cost and satisfying 
the considered grammar. The fusion at this level is done by exploring the extracted 
keyword list. If an explored relation exists in this keywords list, its cost is decreased, 
otherwise it is increased. This is expressed in equation 3, whith RC(Ri) and RCnew(Ri) 
are respectively the relational costs before and after fusion for the relation Ri and αe 
(αe<1) and αp (αp>1) are respectively parameters to enhance relations present in both 
modalities and penalize those missing in the speech modality:           (3)

4 Results and Discussions 

In this section we present two kinds of results. The first one is to validate the hypothe-
sis of the existing complementarity between speech and handwriting modalities.  
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We propose a first experiment considering only the recognition of isolated symbols. 
In this case, in both modalities, the symbols are already segmented and no relations 
between symbols exist. Thus, this experiment is a very simplified scenario which does 
not completely match with the real-life application. Then a more complete experiment 
is presented including all the steps of the MER process. 

4.1 Database Description 

The data used to perform the experiment is from the HAMEX [14] database. This  
database includes a set of approximately 4350 ME, each of them available in the spoken 
and the handwritten modalities. The vocabulary covered by HAMEX contains 74 ma-
thematical symbols, including all the Latin alphabet letters, the ten digits, six letters 
from the Greek alphabet and various mathematical symbols (integral, summation…). 

4.2 Case of Isolated Mathematical Symbol (Gain at Symbol Recognition 
Level) 

The on-line handwriting recognition is performed by the symbol recognizer used in 
the global MER system of Fig.2. It is globally based on a Time Delay Neural Network 
(TDNN) classifier [6]. The corresponding output is a list of Nbest classes with their 
scores which are normalized in the range [0, 1]. The isolated spoken words recogni-
tion is performed using a system based on MFCC coefficients and template matching 
using a DTW algorithm [15]. Here again, a list of most probable symbols with scores 
in the range [0, 1] is given. 
 

 

Fig. 3. Recognition rates before and after fusion at symbol recognition level 

As we can see on Fig.3, the bimodal based recognition outperforms the mono-
modality based systems regardless of the used fusion method. The classification based 
approach appears to be the best fusion method (recognition rate of 98.04% against the 
highest recognition rate in the mono modality mode, 81.55%). This classifier takes 
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clearly advantage of the strengths and weaknesses of each individual classifier be-
cause of its training stage, while other combination methods are simpler, they rely on 
more heuristic functions. 

4.3 Case of Complete Mathematical Expression 

In the case of a complete ME, the architecture in Fig.2 is used. The fusion process, 
here, is more complicated (cf. section 3.3). The handwriting recognition task is ac-
complished with the online handwritten MER system we participated with for 
CROHME20121 competition [16]. A set of 500 ME from the HAMEX train part is 
used to tune the fusion parameters (cf. equations 1, 2 and 3). The results reported here 
concern a set of 519 ME of the HAMEX test part selected in such a way to satisfy to 
the CROHME grammar (task 2). Finally, the models of the ASR system are trained 
on the whole speech data of the HAMEX train part. Concerning the fusion process 
itself, the selection of the speech segment to combine with the handwriting group of 
strokes is done according to the labels intersection in the top N (N is set experimental-
ly to 3). Thus a handwriting segmentation hypothesis is combined with a speech seg-
mentation hypothesis only if a common label in the 3best recognition lists from both 
modalities exists. Since at the moment of running this first experiment the alignment 
at the ground truth level of the handwriting and speech streams is still not available, 
the classification based fusion is not explored. We report on Fig.4, the recognition 
rates at the expression level for the different fusion methods explored. 
 

 

Fig. 4. Recognition rates at expression level before and after fusion 

Similarly to the case of isolated symbols recognition, the fusion process improves 
the performances compared to a purely mono-modality based system. The recognition 
rates at expression level show that whatever the fusion strategy used, the performance 
is better. The best fusion configuration is the one based on the belief function theory. 
The exploration of the various mean weighted methods showed that a good weighting 
of the scores coming from both modalities is important, since it allows dealing with 

                                                           
1 http://www.isical.ac.in/~crohme/ 
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the problem of score normalization in both modalities. This support the hypothesis 
that using a classification based approach can fix the score normalization problem. 

Deeper analysis comparing the best fusion and the handwriting systems, reported 
in table 1, show the fusion gain at lower levels (segmentation and recognition). 

Table 1. Performances comparison of handwriting and belief functions fusion based systems 

Evaluation level in [%] 
Stroke clas-

sification rate 
Symbol clas-
sification rate 

expressions recognition rate with 

exact match 
1 error at 

most 
2 errors at 

most 
handwriting system 80.05 82.93 34.10 46.44 49.52 
fusion based system 83.40 85.40 38.34 50.10 53.37 

 
The improvement brought by the fusion process concerns both low (strokes and 

symbols) and high (complete expression) levels. Another important remark is that 
when allowing only one error (symbol or relation), we gain around 30% of ME (from 
38.34% to 50.10%); this suggests that there is still scope for additional contribution of 
the fusion process, especially by exploring classification fusion methods. We give in 
Fig.5 a real example of results, where the handwriting system fails to provide the right 
solution when the fusion one, thanks to this bimodal processing, succeeds on this task. 

 
 
 

 

Fig. 5. Real example of a contribution of the bimodal processing(misrecognized in handwriting 
and recognized in fusion); (a) ME ground-truth, (b) its handwritten version, (c) the recognized 
result without fusion, (d) the automatic transcription of its spoken description 

In this example, the first two strokes (going from the left, in Fig.5-b) should belong 
to the same symbol. However during the handwritten recognition, combining both of 
these strokes into the same symbol hypothesis leads to its misclassification. Indeed, 
the classifier suggests that this segmentation is not valid and assign a high score for 
rejection label 0.84 and answers, in a second rank, that it can be an ‘x’ with a score of 
0.15. When fusing, this segmentation hypothesis is combined with the audio segment 
containing also an 'x' label as a recognition hypothesis. Unfortunately, apart from the 
belief functions fusion method, all the other methods do not allow to recover the right 
label. This is mainly due to the fact that in the audio segment also, there is a conflict 
between the classes ’s’ (0.48) and 'x' (0.45). The belief functions method, by model-
ing a part of ignorance (equation 2), makes the 'x' label score high enough to rank it as 
a first hypothesis and to include it during the structural analysis process. 

5 Conclusion and Future Work 

After a first experiment on isolated symbols recognition to prove the existing  
complementarity between speech and handwriting, we proposed a new architecture 
for complete MER based on bimodal processing. The obtained results are quiet satis-
fying since the performances are improved compared to a mono-modal system.  

« s squared equals x » 
2

jc = x2
x = x

(a) (b) (c) (d) 
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In a future work, we plan to improve the choice of the couple (speech hypothesis 
segment, handwriting hypothesis group) to be fused, by exploiting the temporal  
information in both modalities. The final goal is to reach the best possible synchroni-
zation between the two streams. Another interesting point to explore is the use of 
word lattice from the ASR system, which can provide more information for a consi-
dered speech segment. Beside of that, the context of the symbol or the relation is still 
not used. We believe that this can improve also the accuracy of the global system. 
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'Realness' in Chatbots: Establishing Quantifiable Criteria 

Kellie Morrissey and Jurek Kirakowski 

School of Applied Psychology, University College Cork, Ireland 
{k.morrissey,jzk}@ucc.ie 

Abstract. The aim of this research is to generate measurable evaluation criteria 
acceptable to chatbot users. Results of two studies are summarised. In the first, 
fourteen participants were asked to do a critical incident analysis of their tran-
scriptions with an ELIZA-type chatbot. Results were content analysed, and 
yielded seven overall themes. In the second, these themes were made into 
statements of an attitude-like nature, and 20 participants chatted with five win-
ning entrants in the 2011 Chatterbox Challenge and five which failed to place. 
Latent variable analysis reduced the themes to four, resulting in four subscales 
with strong reliability which discriminated well between the two categories  
of chatbots. Content analysis of freeform comments led to a proposal of four 
dimensions along which people judge the naturalness of a conversation with 
chatbots. 

Keywords: Chatbot, user-agent, intelligent assistant, naturalness, convincing, 
usability, evaluation, quantitative, questionnaire, Turing, Chatterbox. 

1 Evaluating for Naturalness 

Conversational agents, or chatbots, are systems that are capable of performing actions 
on behalf of computer users; in essence, reducing the cognitive workload on users 
engaging with computer systems. There are two key strategies used. The first is the 
use of a set of well-learnt communicative conventions: natural language and the ac-
cepted conventional structure of a conversation so that the user does not need to learn 
artificial conventions (such as SQL, other query languages, or highly constrained 
programming methods.) The second is enabling the user and the computer to refer to 
broad shared classes of knowledge of which either the computer, the user, or both 
hold the specific details so that the solution to a problem can be arrived at by negotiat-
ing through the knowledge space in a way that neither side need concern themselves 
with details which are difficult or impossible for that side to represent. 

Implementation of these two strategies: naturalness of interaction and sharing 
knowledge space are the two essential features of all conversational agents. Different 
agents vary in the success of their implementations of each. But the important point is 
that as far as the user is concerned, the interface is one: an intelligent conversation 
heeds conventional structure as well as being about a shared referent. 

Chatbots are over fifty years old. Turing [19] in his famous thought experiment set 
up what is considered to be the touchstone of evaluation, despite some researchers’ 
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claims (e.g., [10],[11]) that Turing’s test offers neither an operational definition of 
intelligence in computers nor necessary and sufficient conditions for the demonstra-
tion of such intelligence. Weizenbaum in 1966 [20] wrote his ELIZA in the  
MAD-SLIP programming language and demonstrated how one could simulate human 
conversation through simple pattern-matching of user input to the data stored in its 
script. Weizenbaum's complaint that ELIZA was often not seen as the trick it really 
was and his vision that a more successful ELIZA would build a model of the person 
with whom it converses during the conversation is perhaps a symptom of the  
representation-dominated theories of the mind current at the time, embodied most 
starkly in Fodor's landmark book The Language of Thought [9]. 

There is a potentially wide range of applications for chatbots today. These types of 
agents have a part to play in domains involving the negotiation of information retriev-
al and organization. As the amount of knowledge held in data stores expands, and as 
the technical level of skill required by the average user diminishes to make this know-
ledge available to an increasingly diverse user population, intelligent agents become 
increasingly important to the universal acceptance of technology. Chatbots are found 
in stores and help sites as embedded online assistants, in chatrooms as spam agents, 
and in video games as non-playing characters. Notable applications of recent chatbot-
like technology in the press are IBM's Jeopardy-winning computer Watson [5] and 
Apple's embedded “personal assistant”, Siri [1]. 

So what makes for a convincing, satisfying, perhaps a natural interface for a user 
agent? 

It is perhaps to answer this question that challenges such as the Loebner Prize still 
run Turing-like tests each year in an attempt to spur on the creation of a chatbot that 
can converse in a naturalistic fashion. The Loebner Prize was started by Dr Hugh 
Loebner in 1991 and has been held every year since then, with multiple entrants each 
year. While the prize money of $100,000 which has been set aside for the winning 
chatbot undoubtedly inspires many programmers to create and improve their chatbots, 
the Loebner Prize has been criticised for a lack of realism. Shieber [18], in attendance 
at the first Loebner Prize, contends that the Loebner Prize is not a true representation 
of Turing’s test: the conditions of the challenge are modified extensively in order to 
allow the chatbot what is considered to be a fighting chance – the topic of the human-
computer conversation itself is restricted to a singular domain and is thus not a free 
test. The binary “yes/no” decision of the original Turing test, Shieber observed, is also 
replaced by a ranking format, in which the judges rank in order of their “humanness” 
but not specifying an absolute “human” threshold. Is there really a point in running a 
test in which such large concessions need to be made? 

Cohen, in a paper entitled “If not the Turing test, then what?” [7], describes a num-
ber of differential intelligence tests for bots. Cohen suggests such trials be drawn from 
the sort of tasks that third graders in a North American elementary school ought to be 
able to complete. When considering the sort of tasks that Cohen suggests, it is  
interesting to note that the majority of these tasks require a significant ability to  
understand, manipulate and produce concepts behind language. While this kind of 
ability is considered important to demonstrate intelligence in humans since the days 
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of Binet's pioneering demonstrations [3] it is doubtful whether this is even relevant to 
the evaluation of naturalness in chatbots. 

However, Cohen’s criteria for a good challenge are fully in accord with the aims 
of the research presented here. They are threefold: 

1. such a challenge must produce feedback that is more developed than the  
non-gradated “yes/no” of the Turing test, 

2. it must have a sense of monotonicity, allowing for repeated reproductions of the 
challenge to verify the results of previous challenges, and 

3. it must “capture the hearts and minds of the research community” - while the 
Loebner Prize and the Turing test have certainly engendered a large amount of  
discussion, very few working in the area of intelligent systems would seriously put 
Cohen's specific tasks forward as a measure of the results of chatbot development. 

Shawar and Atwell [17] propose “glass box” and “black box” methodologies in order 
to assess a chatbot. These methodologies represent two sides of appraisal: glass box 
methodologies assess a given conversation technically for grammar, syntax, sentence 
structure and appropriateness of answers; while “black box” methodologies broadly 
attempt to measure user satisfaction. In testing these methodologies using a  
goal-based task and an Afrikaans-literate chatbot, Shawar and Atwell found that such 
a separation was ill-suited to the task at hand and proposed that the Loebner Prize 
criterion of naturalness is in the end perhaps preferable. Their final suggestion is that 
chatbot success should be functionally defined: “the best evaluation is based on 
whether it achieves that service or task.” In general, we would agree with such a  
task-based criterion. But chatbots are no longer predominantly used for work-based 
tasks in the sense of the ISO 9241 part 11 definition of usability [13]. So what to do 
then, when the chatbot may be designed for nothing more than to be a partner in an 
amusing natural-seeming human conversation? 

Semeraro et al. [16] used a top-down approach to evaluate their agent-based  
interface, constructing a questionnaire which assesses the chatbot’s ability to learn 
and to aid the user, its comprehension skills, ease of navigation, effectiveness,  
impression and command. Hung, Elvir, Gonzalez and DeMara [12] note that this is a 
subjective approach: a criticism which bolsters the need for a statistically reliable 
evaluatory instrument. They also note that it is more of a general indicator of perfor-
mance, rather than an appraisal which would lead to generalisable findings for  
chatbots. Rzepka, Ge & Araki [15] use a similar 1-10 rating system assessing natural-
ness and technical ability to continue a conversation in assessing the performance of 
older-style ELIZA chatbots and newer commonsense retrieval bots, which was then 
expressed as a “naturalness” degree and a “will of continuing conversation” degree. 
The issue with these methodologies, however, is that the scales and questionnaires 
used to test the chatbots are not themselves verified as sufficient by ordinary users 
and lack reliability and validity as measuring instruments. 

The research question addressed in this paper is part on an ongoing research  
programme to generate measurable criteria for the naturalness of chatbot dialogue that 
are acceptable to people who are more interested in the results of chatbot development 
than the technical issues of the development itself. Although at this stage we feel we 
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can make a modest contribution to our knowledge on the subject we still have a way 
to go, as we will explain in the conclusion to this paper. There are two studies which 
we wish to present. 

2 Study 1: In the Words of the Users 

This study used a chatbot that was modelled on the ELIZA scheme but which expli-
citly made use of situational semantics [2]. Information, according to this view, exists 
in situations - which are usually local and most probably incomplete. Users, who in 
this case are considered to be the environment within which the chatbot finds itself, 
could be considered to have a large amount of information that is part of the situation 
and which therefore does not need to be represented in the software databases. Con-
versations can be created according to topics, in which there may be a number of 
types, and the contents of conversations are ELIZA-type input-output transformations, 
which are considered as tokens linking to the types in the conversation topic. The 
program worked on a simple subsumption architecture [4], in that there are three lay-
ers, each of which could hold the floor at any one moment and which communicate 
with the other layers by very simple excitatory signals. 

• Layer 1: Conversational maintenance on a given topic where tokens are connected 
to types and types are connected to other types; 

• Layer 2: A switching agent to find a new topic and connect to it; 
• Layer 3: General purpose social control: phatic conversational tokens. 

The program very explicitly did not store previously unused keywords to pop back if 
it got stuck, the way ELIZA did: instead firstly social control sought to bring the con-
versation back to track, and then after a while the switching agent came in to nego-
tiate a new topic with the user. Many tokens were created by the developers of each 
type, and tokens were selected by the program on a pseudo-random basis from each 
type when required. A randomly-generated time interval preceded each response  
by the chatbot. The chatbot was given the name of “Sam” with no particular acronym 
in mind. 

In the experiment fourteen participants were asked to interact with the chatbot as 
described above for three minutes and then to participate in the elicitation of critical 
incidents with a transcript of their session. Participants were all tested individually in 
a HCI lab with one experimenter present. No participant was under the illusion that 
they were communicating with anything other than a chatbot after a few exchanges, 
although no explicit cues were given by the experimenters. Respondents were  
tested in the vicinity of a half-silvered mirror behind which a dialogue partner might 
have sat. 

The Critical Incident Technique [8] requests the respondent to identify particular 
moments in an experience that the respondent, in hindsight, considers to have been 
critical during the experience. At the end of the interaction, therefore, the participants 
were presented with a printed transcript of the dialogue and asked to highlight in-
stances of the conversation that seemed particularly unnatural (up to three examples) 
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and then were asked to explain why this was so. The same was done for up to three 
examples of the dialogue that did seem convincing. By the time the respondents had 
marked the transcript up and been interviewed, it was very clear to each respondent 
what they had participated in. 

The data produced by the critical incident technique were analysed by content. 
Three raters participated overall. No particular brand of qualitative analysis was  
considered to be specifically appropriate, although Grounded Theory [6] might come 
closest. The first rater went through the user responses and identified each response as 
belonging to one specific theme to do with having a conversation. No themes were 
created a priori, they emerged as a best fit from the data. The data coding was cross-
checked independently by a second rater. Inter-rater reliability of approx. 0.53 was 
obtained in the first pass, which is low (but not usually assessed in Grounded Theory 
approaches anyway.) Items on which there was disagreement were discussed and 
placed in mutually agreeable categories with the moderation of a third independent 
rater. The researchers were reasonably sure in the end that the categories that emerged 
represented reproducible aspects of the data set. 

In general, the kinds of comments reflected the strengths and weaknesses of the 
three-layer architecture of the chatbot as implemented, and also showed that respon-
dents in general thought that both communicative conventions and the shared  
knowledge space were of concern when considering the naturalness of the conversation. 

A reassuring symmetry emerges in the themes identified by users. For instance, be-
ing convincing or not: maintaining a theme is convincing, while failure to do so is 
unconvincing; colloquial or conversational English is convincing while formal or 
unusual language is the opposite. Reacting appropriately to a cue is human while 
failing to a react to one isn’t. Delivering an unexpected phrase at an inappropriate 
time does not impress, but damage control statements can rectify the situation. This 
research was reported by Kirakowski, O'Donnell and Yiu in 2009 [14] who give a full 
account of each of the seven themes extracted. They are, in summary: 

1. Maintenance of themes 
2. Responding to a specific question 
3. Responding to social cues 
4. Using appropriate linguistic register 
5. Greetings and personality 
6. Giving conversational cues 
7. Inappropriate utterances and damage control. 

However, there is no indication as to the perceived relative severity of failures by the 
chatbot. In other words, it is difficult to tell if users found the chatbot’s inability to 
maintain a conversational theme to be a more serious problem than the delivery of 
inappropriate utterances during the dialogue, or even if there is a degree of individual 
difference involved in which characteristics of the chatbot’s linguistic register are 
pertinent to its seeming to be natural. 
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3 Study 2: Towards Quantification 

This study developed the first draft of a questionnaire. Questionnaire statements (or 
items) were created following the structure of the seven themes in Kirakowski, 
O'Donnell & Yiu's paper ([14], henceforth called the KO'DY structure.) For each 
theme, at least 4 statements were initially generated that attempted to capture the  
substance of the theme. Two preliminary validation steps were carried out. 

Firstly, face validity of the items was assessed in a meeting of a research group  
attended by 12 experienced researchers and postgraduate students in the field of  
cyberpsychology, many of whom also had psychometric expertise. Secondly, the pool 
of items was then reassessed according to the HCI literature by following articles 
published relevant to the keywords in the items, in order to increase construct validity. 
The final inventory consisted of 23 items, with 2-4 statements attempting to measure 
each KO'DY theme. Items were randomised so as to avoid order effects. 

The answering format was a five point frequency scale with the anchors “always”, 
“often”, “sometimes”, “seldom” and “never” - the rationale for this five point scale 
was that it matched the statement format of the items. An open-ended question at the 
end of each evaluation form asked the participant “what do you think this chatbot is 
best at?” 

Participants were chosen from the undergraduate population of University College 
Cork, Ireland, and were 11 male and 9 female between the ages of 19 and 30 with a 
mean age of 23. They were all fully briefed as to the nature of the experiment. 

Chatbots were chosen on the basis of their placing in The Chatterbox Challenge; an 
annual chatbot competition along the lines of the Loebner Prize. Five winning en-
trants were chosen from the 2011 competition to act as the “good” chatbots and five 
entrants which failed to place in the 2011 competition acted as the “poor” chatbots. 
As multiple independent judges assess these bots in the Chatterbox Challenge, test-
retest reliability should be good, as should, one hopes, be the case for objectivity. 
Each participant had to evaluate all ten chatbots. The chatbots were presented in a 
Latin Square design to minimise order and sequence effects. 

The apparatus used was a Dell computer running Windows 7 and Google Chrome 
connected by fast ISDN to the Internet. A basic HTML interface was created for the 
purposes of the study, briefly listing instructions for the participant and containing 
internet links to the ten chatbots the participant was to encounter. Clicking on each 
link in turn opened a new tab which then loaded the page in which the chatbot was 
embedded. Participants chatted with each chatbot for five minutes on a topic of their 
choice. After five minutes they filled out an evaluation questionnaire for the chatbot 
and went on to the next. 

Although it would have been straightforward to compute an overall score for each 
chatbot by summing the 23 items, computing reliabilities, and carrying out an analysis 
of variance, we were tempted to go slightly further and to attempt to find out how  
the matrix of 10 x 20 x 27 data items factorised, expecting to find a factor structure 
similar to the KO'DY structure. We are aware that because each respondent is each 
responsible for 10 questionnaires within the dataset there may be an amount of spu-
rious intercorrelation between the chatbot scores which is impossible to estimate - but 
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which might make the matrix more difficult to solve because of multicollinearity. We 
thus present these results with some reservations. 

We put the data through a Principal Components Analysis (PCA, using the SPSS 
18 package): PCA highlights the existence of linear components in the data set and 
assesses the percentage variance that these components contribute to the overall va-
riance. This serves to narrow the scope of the statistical analysis. The contribution of 
eigenvalues, scree plot and item interpretation allows for an initial data reduction at 
this stage of statistical analysis. A varimax rotation was then utilised. This transfor-
mation of factor loadings allowed for a clarified interpretation of the results. 

The initial correlation matrix contained many coefficients of .4 and above. The 
Kaiser-Meyer-Olkin measure indicated the sampling adequacy for the analysis, KMO 
= .92, and Bartlett’s Test of Sphericity achieved statistical significance, 2303.853, p < 
.001, verifying that correlations between items were sufficiently large to justify PCA. 
The best solution which made sense was with four factors, this explained 59.86% of 
the variance (we tested from two up to eight factors but the scree plot of eigenvalues 
showed a definite bend after four and the semantics of the rotated factors supported 
this.) Varimax rotation on the four factors showed a clear, simple structure. We fur-
ther conducted a Cronbach's alpha coefficient for reliability and found all four scales 
achieved 0.70 or higher, thus satisfying the lower level of reliability criteria for scales 
suitable for research purposes. 

The factors are as follows: 

1. Factor one, broadly labelled Conscientiousness is the largest factor, comprising of 
ten items which measure how the chatbot seems to keep track of the conversation 
at hand and how appropriate its responses were. Conscientiousness had a high 
Cronbach's Alpha of 0.915. 

2. The second factor was labelled Manners, consisted of 6 items and assessed the 
ability of chatbots to display polite behaviour and conversational habits. Greetings, 
apologies, social niceties and introductions were constructs measured in the items 
within this factor. The Cronbach's alpha coefficient for the factor was .763. 

3. The third factor was labelled Thoroughness and consisted of 4 items, measuring 
the formal grammatical and syntactical abilities of the chatbot. The Cronbach's al-
pha coefficient for the factor was .726. This factor had a large effect size (Cohen’s 
d= 1.2) when we came to analyse differences between chatbots (see below), which 
suggests that the figure for alpha is depressed simply because there are only 4 
items in the factor and that this is an important factor. 

4. The fourth and final factor was Originality, consisting of three items which meas-
ured the chatbot’s ability to produce what seemed to be original material and also 
its ability to take the initiative in conversations. The Cronbach's alpha coefficient 
for the factor was .735 and it is most probably also affected by the small item size. 

Given that these four extracted factors seem to have good reliabilities, we then  
conducted a 2 x (5) x 4 way analysis of variance to establish whether the overall ques-
tionnaire was able to distinguish between good and poor chatbots, and whether there 
were any differences in the profiles of the average good and average poor chatbot. 
There was a significant main effect of quality of chatbot, meaning that overall the 
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questionnaire does discriminate well (p < 0.01). There was also an interaction be-
tween quality and scales (p < 0.01) in which Thoroughness gave rise to the biggest 
difference: in other words, Thoroughness is the biggest discriminator between good 
and poor chatbots. Manners gave rise to the smallest difference, although it was still 
statistically significant (p < 0.01) as were the differences on all the factors. 

The open-ended questions “what do you think this chatbot is best at?” were coded 
for content analysis; again, tending towards a Grounded Theoretic approach [6]. 
Codes adhered closely to the data and attempted to explain, conceptually, what was 
occurring in each line of the participants' answer. In all, four salient themes were 
present in the data. 

Asking and Answering: The transactional nature of the conversation taking place 
between user and chatbot is highlighted here. 

Originality: Users often point out the originality (or lack thereof) of some chatbot 
responses. 

Personality: Participants refer often to the chatbot as having a “personality”: the 
issue of manners and politeness in chatbot discourse is one which arises time and 
again. 

Relationship with User: An interesting theme which may point towards somewhat of 
a sense of intersubjectivity between chatbot and user – however illusory that intersub-
jectivity may be! 

4 Combining the Results and the Next Step 

A picture of what non-technical users are expecting from a chatbot is beginning to 
emerge, although the final step is to revise the current 23 items by adding items sug-
gested from the content analysis of the second study to balance up the scales, revising 
those items from the first study which loaded less well on the four original factors, 
and then conducting an exploratory followed by a separate sample confirmatory 
study. If all goes well, we should, by the end of the confirmatory study phase be able 
to offer a relatively short instrument with high reliability, validity, and a reference 
database against which we can score the percentile of naturalness at which a chatbot 
performs. At present we are not able to do this, and we reserve not to publish the  
current item bank and its loadings on the grounds that it is work in progress. 

However, as a summary, we can see four broad dimensions on which the user 
might judge the naturalness of a chatbot. These may to some extent be inter-correlated 
so that a chatbot which does well on one will also do well on one or more of the  
others. 

A Chatbot should be Conscientious. It should be able to keep track of the conversa-
tion, attend to the flow of the conversation, maintain themes, pick up appropriate 
cues, and ask and answer pertinent questions. 
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A Chatbot should Display Originality. It should have some interesting information 
about the conversational theme (specialized in addition to common topics), and it 
should be able to take the initiative in conversations at times, perhaps by suggestions 
to change to related themes. 

A Chatbot should Display Manners. It should show that it has good conversational 
habits, can do damage control if a conversation seems to be losing its way, and should 
maintain an appropriate (perhaps friendly) personality and develop a relationship with 
the user. 

A Chatbot should be Thorough. It should use appropriate grammar and spelling 
consistently, and consistently adopt an appropriate linguistic register with the user. 

 
As to how such a perfect chatbot should be coded, we are quite agnostic on this 

point and proponents of the three major approaches to design (Strong Physical Sym-
bols System, Connectionist, or Situational Semantics) will have their own solutions. 
We favour the Situational Semantics/ Subsumption architecture of Sam and note that 
the amount to which each of the dimensions is incorporated in each layer will vary 
with respect to what that layer does; but that overall, the machine should incorporate 
all four dimensions. This, after all, is what our users tell us they expect. 
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Abstract. This study explores the empirical basis for multimodal conversation 
control acts. Applying conversation analysis as an exploratory approach, we  
attempt to illuminate the control functions of paralinguistic behaviors in manag-
ing multiparty conversation. We contrast our multiparty analysis with an earlier 
dyadic analysis and, to the extent permitted by our small samples of the corpus, 
contrast (a) conversations where the conversants did or did not have an artifact, 
and (b) conversations in English among Americans with conversations in  
Spanish among Mexicans. Our analysis suggests that speakers tend not to use 
gaze shifts to cue nodding for grounding and that the presence of an artifact  
reduced listeners’ gaze at the speaker. These observations remained relatively 
consistent across the two languages. 

Keywords: Dialog, proxemics, gaze, turn-taking, multicultural, multiparty. 

1 Introduction 

Most studies of multimodal grounding and turn-taking have been based on analysis of 
dyadic conversation (e.g., [1, 2]). Others have tackled grounding and turn-taking in 
multiparty conversation, but this was typically either not multimodal (e.g., [3]) or was 
approached from a theoretical rather than an empirical perspective (e.g., [4]). In the 
present study, we apply a conversation-analytic approach to begin understanding the 
mechanisms of grounding and turn-taking in multimodal multiparty conversation. In 
this study, our principal objective was to explore the empirical basis for multimodal 
conversation control acts in multiparty conversation, such as those discussed in ([4]). 
We were interested in questions such as: 

• Do grounding behaviors such as nodding get cued in ways similar to those  
observed (e.g., by [1] and [5]) in dyadic conversation? 

• How do the mechanisms of turn-transitions function? 
• Does the presence of an artifact lead to changes in grounding behaviors? 
• How, if at all, do these behaviors differ across cultures? 

We contrasted our multiparty analysis with an earlier dyadic analysis [5] and, to the 
extent permitted by our small samples of the corpus, contrasted (a) conversations 
where the conversants had an artifact (a plush toy that they were tasked with naming) 
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and or did not have an artifact, and (b) conversations in English among Americans 
with conversations in Spanish among Mexicans. 

2 Background 

Research on multimodal multiparty conversation is conducted from multiple perspec-
tives, including observing interaction, describing the conversational functions necessary 
for effective interaction by conversational agents, and implementing these behaviors in 
agents. The observational perspective, through a discourse-analytic approach, can 
provide a systematic account of grounding and paralinguistic behaviors in conversation. 
For example, gaze patterns in multiparty conversation have been analyzed statistically, 
providing a detailed account of the frequency of different gaze patterns associated with 
turn-taking [6]. This has led to a probablistic model of interaction that has been been 
validated empirically, but the model’s realism might be considered validated at a 
descriptive level rather than at a causal level. Such a probabilistic model could lead to 
relatively reliable functioning of, for example, an automatic gaze-dependent video editor 
for recordings of conversations [7]. Observational studies of multiparty conversation 
have also described the role of gesture, beyond gaze, in the process of interaction. For 
example, conversants’ gestures, both head and hand, appear to be a function of the 
conversant’s conversational role and the dialog state; conversants clearly coordinate 
their utterances and gestures, and this may relate to task structure [8]. However 
valuable, models produced by discourse-analytic studies do not necessarily provide a 
deep explanation of how the gaze and turn-taking functions actually work. Going 
beyond surface simulation—even if highly plausible and effective—requires 
understanding the specific functional mechansisms for, and the context-specific 
purposes associated with, conversants’ use of paralinguistic behaviors. 

While the mechanisms of human-human multiparty conversation management may 
remain only partially understood, the need for them is clear. The kinds of 
conversational roles and the broad functions of conversational management needed for 
effective interaction by embodied conversational agents have been comprehensively 
catalogued [4]. The functions of interaction management include turn management, 
channel management, thread/conversation management, initiative management,  and 
attention management. Models of some paralinguistic behaviors have been validated 
through implementation in conversational agents. For example, a multiparty gaze 
model based on the findings of Argyle and Cook [9] was validated through simulation 
in an embodied conversational agent [10]. 

Whether modeled based on observation or validated through simulation, some 
aspects of paralinguistic behaviors and dialog management in multiparty conversation 
have conversational functions that are relatively clear. Other aspects remain 
confirmed but unexplained from the standpoint of conversational function. For 
example, conversants in multiparty interaction use a great deal of overlap of 
utterances [11], but the functional reasons for the overlap are not yet clear. Indeed, a 
multiparty conversation may actually involve multiple simultaneous conversations, 
and the conversants must accordingly manage multiple simultaneous conversational 
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floors [12]. The most plausible account of this management involves different types 
of conversational moves of splitting the conversation (“schisiming”) or bringing 
separated threads back together (“affiliating”). These moves can be categorized as 
schism-inducing turns, schisming by aside, affiliating by turn-taking, or affiliating by 
coordinated action [12]. 

Finally, we note that discourse-analytic comparison of multiparty and dyadic  
conversation has indicated that differences as a function of the number of conversants 
vary across cultures [13]. Thus while the use of gaze to coordinate turn-transition 
differs between speakers of American English and of Mexican Spanish, for Ameri-
cans this process is a function of group size: gaze plays a relatively smaller role in 
Mexican multiparty conversation than it does in American [13]. To explore the 
specific functional mechansisms for conversants’ use of paralinguistic behaviors in 
multiparty conversation, in this study we oriented our study around four principle 
issues: whether grounding behaviors such as nodding get cued in ways similar to 
those observed in dyadic conversation, how the mechanisms of turn-transitions  
actually function, whether the presence of an artifact leads to changes in grounding 
behaviors, and how, if at all, these behaviors differ between speakers of American 
English and of Mexican Spanish. 

3 Methodology 

To address these questions, we conducted conversation analyses of four 20-second 
excerpts of conversations from the UTEP-ICT Cross-Cultural Multiparty Multimodal 
Dialog Corpus [14]. The corpus comprises approximately 20 hours of audiovisual 
multiparty interactions among dyads and quads of native speakers of Arabic, Ameri-
can English and Mexican Spanish. The subjects were recruited from local churches, 
restaurants, on campus, and through networks of known members of each cultural 
group in the El Paso area, which borders Mexico and has, in part because of the  
university, many representatives of other nations and cultures. In the present research, 
we focused on interaction in quads of Spanish and English speakers. And because we 
were particularly interested in grounding and turn-taking, we based our analysis on 
conversations that had multiple turns over a short period of time. 

Tasks 1, 4, and 5 were mainly narrative tasks, where the participants can take turns 
relating stories or reacting to the narratives of others. Tasks 2 and 3 were constructive 
tasks, in which the participants must pool their knowledge and work together to reach 
a group consensus. Tasks 3 and 4 were designed to have a toy provide a possible gaze 
focus other than the subjects themselves, so that gaze patterns with a copresent  
referent could be contrasted with gaze patterns without this referent. Task 5 was 
meant to elicit subjective experiences of intercultural interaction. For each of the four 
excerpts that formed the basis of the study reported here, we transcribed the speech 
and annotated the gaze, nods and upper-body gestures of the four conversants in the 
conversation. Timings were noted with the Elan Linguistic Annotator [15]. From the 
observed behaviors we then attempted to produce a plausible explanation of how 
these actions served the conversants in grounding (or not) each other’s contributions 
to the conversation and in taking conversational turns.  
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Table 1. Excerpt of transcript of American English conversation, without artifact 

Time 
Start 

Time 
End 

A 
Verbal 

A Non-
verbal 

B Verbal B Non-
verbal 

C Verbal C Non-
verbal 

D Verbal D Nonverbal 

Initial   arms 
behind 
back, 
looking at 
B 

 arms 
crossed, 
looking 
away 

 hands in 
back 
pockets, 
looking at 
B 

 R arm 
crossed, L 
hand on 
chin, looking 
at B 

00:00 04:10   when 
you're 
driving 
and you 
see 
people 
talking on 
the 
phone 
and 
driving 

gestures 
phone 
with left 
hand and 
crosses 
arms 
again 

    

00:00 02:00  succes-
sion of 
small 
nods 

      

04:15 05:10     but 
they're 
driving 
like 
stupid 

   

04:25 09:60  looks at C       

05:50 07:50    looks at C they're 
driving 
very slow 
and like 

looks at A   

06:00 10:80        looks at C 

08:00 10:75     they 
won't 
change 
lanes 
right 

looks 
away, 
mimics 
changing 
lane 

  

08:15 08:40    glances at 
A, looks 
back at C 

    

09:40 11:90   -- go off 
or 
some-
thing or… 

     

4.2 American Artifact Conversation  

In the conversation among speakers of American English with a task that involved the 
plush-toy artifact (see Table 2), conversants tended to gaze more at the artifact than at 
each other. At the start of this excerpt, part-way into the conversation, the conversants 
are all looking at the artifact. And when Conversants B and C shift their gaze away 
from the artifact, at 04:15 and 06:50 respectively, they look primarily at non-speakers. 
None of the conversants nods. At 02:10 the turn transition between B and C has a 
brief overlap, and the transition is not coordinated with a gaze shift. Rather, the gaze 
shift lags the turn change. Relative to the non-artifact conversation, the conversants 
use far fewer gestures, perhaps because the conversants’ common focus on the artifact 
takes their attention away from their conversational partners’ possible gestural  
displays. 
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Table 2. Excerpt of transcript of American English conversation, with artifact 

Time Start Time End A Verbal 
A Nonver-

bal B Verbal 
B Nonver-

bal C Verbal 
C Nonver-

bal D Verbal 
D Non-
verbal 

Initial 
 

  looking at 
toy on 
floor; arms 
crossed 

  looking at 
toy on 
floor; arms 
crossed 

  looking at 
toy on 
floor; arms 
crossed 

  looking at 
toy (on 
the floor); 
right arm 
crossed; 
left arm 
on chin 

00:00 00:24 
        [laugh]       

00:24 02:17 
    the ano-

nymous 
beast 

          

02:10 05:30 

            it has to be 
named or 
else how'll 
people tell 
other 
people 
what to buy 

  

04:15 06:20 
      looks at A, 

then C 
        

06:50 08:40 
          looks at A     

4.3 Mexican Artifact Conversation  

We now turn from the excerpts of the American conversations to the excerpts of the 
Mexican conversations. In their conversation that included the plush-toy artifact (see 
Table 3), Mexican participants generally nodded when the speaker gaze was focused 
on the artifact. While nodding was below the overall frequency compared to conver-
sations when no artifact was involved, when listeners did nod it was after a verbal 
consensus and agreement and rarely otherwise. For example, in the artifact task after 
speaker B proposes a toy name to the listeners at 16:50, A immediately takes the turn 
within a half a second and verbally agrees three times in succession with 1.5-2.0 
second intervals. Meanwhile, C produces a succession of small nods between each 
verbal statement, even though the four conversants have their gaze focused on the 
artifact. This seems similar to the nodding behavior of Conversant A in the American 
non-artifact conversation. But these behaviors appear at odds with the explanation in 
[5], which suggested that if the speaker is not looking at you, it does not do much for 
you to nod because the speaker may not (cf. peripherally) see your action. It is impor-
tant to note, though, that there were no artifacts involved in that study. One possible 
explanation for nodding, even when no one is looking, can be the need to express 
agreement while not wanting to take the floor to express it. The task asked for a group 
consensus on the naming of the artifact, which required all participants to agree on a 
name. Silence may be a weak agreement that is reinforced by non-verbal behavior to 
help achieve the task. 

We also note turn-taking differences for Mexican conversants in conversations 
with and without an artifact. When an artifact was involved, all the conversants 
looked at the plush toy through the majority of the conversation, looking away and at 
other participants only once (each) in the 20-second transcript. This occurred during 
seconds 15-17, when (B) suggested a toy name, but none retained the gaze more than 
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a second. While not producing non-verbal behaviors, participants instead signaled 
turn taking by repeating a previous statement in as-a-matter-of-fact intonation or by 
adding to the collective description of the artifact with simple sentences (“es azul / it’s 
blue”, “tiene colmillos / it has fangs”, “tiene cuernos / it has horns”). In general, repe-
tition seems to act as an acknowledgment and an invitation for someone else to take 
the floor, as the repeater rarely adds anything else to the conversation. Indeed, this 
seems like the “display” method of grounding described by Clark and Schaefer as the 
strongest form of acceptance of a contribution to discourse [16]. 

Table 3. Excerpt of transcript of Mexican Spanish conversation with artifact 

Time Start Time End A Verbal A Nonver-
bal 

B Verbal B Nonver-
bal 

C Verbal C Nonver-
bal 

D Verbal D Nonver-
bal 

15:00 16:50   (looking at 
toy) small 
step 
backwards 

blue 
punk no, 
algo asi? 

(looking at 
toy) 
touches 
toy's hair 

  (looking at 
toy) quick 
glance at B 

   (holding 
toy, 
looking at 
toy) 

16:50 17:00 blue 
punk, si 

quick 
glance at B 

      looks at toy     

17:00 17:50     blue 
punk 

quick 
glance at A 

        

17:50 18:00     es azul           

18:00 19:00     y luego 
trae el 
pelo aca 

          

19:00 19:50 si blue 
punk 

  y luego      nods     

19:50 20:00     son los 
punk 

          

20:00 20:50     blue 
punk 

    nods     

21:00 22:00 si blue 
punk 

              

22:00 23:00           nods ey, blue 
punk 

  

23:00 24:00 blue 
punk 

              

4.4 Mexican Non-artifact Conversation 

In the Mexican non-artifact section of the corpus (see Table 4), conversants were 
relatively more inclined to gesture. This reinforces the effects of gaze, in which if you 
are being observed motivates the speaker to enhance his/her conversation with  
gestures. These gestures can be separated in two different types. The first type is ana-
logous to the ones found in the artifact conversations, which are used for agreement or 
acknowledgement. One of the main differences is that without an artifact, the gesture 
tends to be done in conjunction to the verbal statement. This can be observed from 
02:00 – 08:00 on (B), (C) and (D) in different statements, usually briefly following or 
in conjunction with “si” or “a mi tambien” (yes / me too). The second gesture type is 
exclusive to the non-artifact participants. In this case, conversants use gestures to 
enact the verbal part. In this particular conversation the conversants are critiquing the 
movie Titanic. Hand gestures conversants use include imitating the sinking ship (A) at 
07:30, a necklace (D) at 12:00, and people drowning (B) at 15:00. 
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Overall, gestures appear to be significantly more frequent when there is no artifact. 
Without the artifact, conversants appeared to prefer overlapping for turn taking. How-
ever, conversants rarely used overlap to change topic but rather to elaborate on the 
current topic. During the first thirteen seconds of the conversation, verbal agreement 
was used to change turns, although no one kept the floor for long, and the ideas  
proposed after taking the floor were left unresolved. For example, at 12:00 conversant 
D takes the turn for the first time within seven seconds with a contribution but  
expresses only an unfinished sentence “… y luego se quitan el collar y …” (and then 
they take the necklace off and…).  

Table 4. Excerpt of transcript of Mexican Spanish conversation without artifact 

Time Start Time End A Verbal 
A Non-
verbal B Verbal 

B Non-
verbal 

C 
Verbal 

C Non-
verbal 

D 
Verbal 

D Non-
verbal 

06:50 08:00 
      looks at D         

07:30 08:10 

si y luego 
como el 
barco 

hand 
gestures 
indicating 
the sinking 
ship 

      locks 
hands at 
waist to 
her front 

  looks away 
from group 

08:00 11:50 
      looks at A         

08:20 08:80 
como osea               

08:30 14:00 
              looks at A 

09:00 09:30 
Si               

09:00 12:50 
  looks at B             

10:00 11:00 
como va 
cambiando 
y todo eso 

              

10:80 11:20 
    si nods         

12:00 13:00 

            y luego 
que se 
quitan el 
collar 
y… 

moves in 
her place 
and 
gestures a 
necklace 
with both 
hands 

12:50 14:00 
  looks at D             

5 Conclusion 

Based on our observation of the four conversational excerpts discussed in Section 4, 
we now return to the four questions that motivated our study. 

Do grounding behaviors such as nodding get cued in ways similar to those in dya-
dic conversation? The evidence in the multiparty conversations we studied suggests 
that multiparty conversants nod less frequently and even these fewer nods are not 
being cued by the speaker’s gaze shift. 

How do the mechanisms of turn-transitions function? The evidence, which  
includes greater overlap at turn boundaries, suggests that conversants in multiparty 
conversation do not rely as much on gaze as a turn cue as do conversants in dyadic 
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conversation. Rather, multiparty conversants repeatedly overlapped at turn bounda-
ries, especially where one party grabbed the floor—possibly because the conversant 
could not engage the speaker’s gaze. 

Does the presence of an artifact lead to changes in grounding behaviors? The evi-
dence suggests that the presence of an artifact draws the conversants’ gaze, thus re-
ducing the amount of time that listeners gaze at the speaker. This may contribute to 
the phenomenon of speakers tending not to use gaze shifts to cue nodding as a groun-
ding behavior. In one case (Mexican, artifact), the conversants seemed to substitute 
display for continued attention as a grounding behavior. 

How, if at all, do these behaviors differ across cultures? While we found some dif-
ferences between the behaviors of speakers of American English and of Mexican 
Spanish, these differences likely reflect natural variation in conversation rather than 
clear cultural differences. Rather, comparison of the conversations across cultures 
revealed similarities, particularly with respect to differences in gaze patterns across 
the artifact/non-artifact condition and with respect to the lack of cueing of nods. 
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Abstract. A social agent such as a receptionist or an escort robot en-
counters challenges when communicating with people in open areas. The
agent must know not to react to distracting acoustic and visual events
and it needs to appropriately handle situations that include multiple hu-
mans, being able to to focus on active interlocutors and appropriately
shift attention based on the context. We describe a multiparty interac-
tion agent that helps multiple users arrange a common activity. From
the user study we conducted, we found that the agent can discrimi-
nate between active and inactive interlocutors well by using the skeletal
and azimuth information. Participants found the addressee much clearer
when an animated talking head was used.

1 Introduction

When more than two people engage in a human-human conversation, they seam-
lessly communicate and sense who is speaking, who desires to speak, and who
is simply listening. This phenomenon is referred to as conversation management
in a multiparty scenario. Both verbal and non-verbal cues enable efficient con-
versation management. In a typical multiparty conversation, participants share
a common floor of speech and take turns one at a time to address the floor or
a particular addressee. Humans not only show efficient floor management skills
but also conform to norms such as politeness and social-role in such situations.
On the other hand, imagine a situation with one of the participants being an
artificial agent (robot). Here, the problem of floor/conversation management es-
calates. [1] presented issues that arise in such a situation. They discussed the
issues related to a) Participant roles b) Interaction management and c) Ground-
ing and Obligations. Based on these issues, we address three research questions
1) How does an agent determine the roles of different participants? 2) When is
appropriate for the agent to take/release the floor? 3) How does an agent com-
municate (and ground) its understanding of floor and conversation dynamics?

The dynamics of a multiparty conversation are distinct from a two-way con-
versation (or dialog). [2] proposed special conversation acts called hearer and
speech acts. They argue that the traditional definition of a speech act only ex-
plains the act of a speaker addressing (assert, promise or apologize) an addressee.
Here the assumption is that all addressees are hearers. But, in a multiparty con-
versation all hearers i.e., all listening participants are not necessarily addressees.
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From a computational perspective, we can define conversation as an act that
encompasses multiple dialogs with shared or distinct goals with interlocutors
who share the floor by taking turns. In a conversation, an agent either jointly
informs or requests while addressing all the participants. Whereas in a dialog, an
agent only communicates with a particular addressee while all other participants
assume the hearer role.

Detecting active participants in a conversation is challenging because one can
join or leave the conversation anytime. An agent should keep track of who might
engage in a conversation and who has disengaged from a conversation. In addi-
tion, it should maintain topic congruity with the active participants on the floor.
Therefore, it should decide whether to include or exclude a non-participant in
the middle of an active conversation. [3] found that rule-based addressee detec-
tion methods are comparable to that of supervised statistical methods such as
bayesian networks on a mulitmodal meeting corpus. Gaze patterns, speech, and
gesture [4] [5] were found to have predictive power to build addressee detection
models. Combining different multimodal inputs compensate for the drawbacks
of individual modalities. In our work, we use skeleton and auditory information
generated by a Microsoft Kinect[6] to tackle the attention detection problem.

Once the conversation is active, the agent needs to constantly monitor who
has the floor and who might get the floor. If the agent makes a request for
the floor, it needs to know and monitor how many participants may take the
floor before it get its turn. [7] have proposed a heuristic turn-taking policy in a
multiparty scenario in a social setting. Such a policy sets up a default behavior
for the system and is helpful until the system acquires sufficient data to learn a
decision model through interactions.

Since conversation dynamics are complex, an agent should effectively convey
its understanding of the dynamics to everyone else in the conversation. In a dia-
log, an agent only needs to communicate whether or not it understood the user’s
utterance. In a multiparty conversation, it should also communicate its own un-
derstanding of the floor ownership. This helps the participants to take their turn
and open up the floor in a timely fashion. An animated talking head or a face
has been a norm for embodied agents [8]. Both robotic heads and projection
on 2D flat panels have been used as a solution to non-verbal communication,
although [9] argue that in multiparty scenario, projections on 2D panels are in-
sufficient to convey which user is being addressed. Instead, they propose a 3D
animated back-projected avatar with a mechanical tilt-able neck. In this work,
we use animated line-drawings as a 2D talking head. We conducted user studies
to investigate its efficacy in turn-taking and state transparency.

In this work, we describe a new framework for multiparty conversation man-
agement for an agent in a social settings. This framework tries to address the
three fundamental challenges described above. The agent detects the active par-
ticipants with the help of skeletal and audio sensory information and engages
them in conversation. Then, it uses this sensory information and the current
conversation state to actively monitor which participant has the floor. With
the help of verbal and non-verbal cues (gaze), it conveys its belief of floor
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ownership and utterance understanding. In addition to addressing these chal-
lenges, we also made this framework extend to existing dialog applications for
multiparty applications.

This paper is organized as following: In Section 2, we discuss the architec-
ture of the conversation framework. In Section 3, we present empirical results
evaluating a system built on this framework. Finally, in section 4 we present
concluding remarks and future directions of this work.

2 System Architecture

2.1 Ravenclaw/Olympus Framework

The agent (“SocBot”) is implemented using the Olympus/Ravenclaw dialog
framework, augmented with multi-modal capabilities (see gray blocks in Fig.
1). A Kinect device is used to acquire speech and human skeleton data. Skele-
ton information and sound source azimuth information are used to manage the
agents attention strategy and as part of the voice activity detection (VAD) pro-
cess. Speech is decoded by the Automatic Speech Recognizer (ASR) and then
processed by a semantic parser. It is further processed by an Input Confidence
Estimator (ICE) that combines language, skeleton and azimuth information to
determine a given inputs intentionality. Depending on the user input and the
current context, the Dialog Management (DM) component decides the next ac-
tion; this may involve communicating with the Domain Reasoner (DR). Finally
a natural language response is generated by the NLG and systems response is
synthesized via text-to-speech engine (TTS). Interaction manager (IM) coordi-
nates between system’s listening and speaking states to allow barge-ins from the
user.

2.2 Customized Ravenclaw/Olympus Framework

We adapted the Olympus/Ravenclaw framework[10] to handle multiparty inter-
action. For each user, a set of essential components (ICE and DM, as shown in
gray blocks on the right side in Fig.1) are spawned and interconnected. Three
new components are implemented to naturally handle multiparty conversation
(see black blocks in Fig.1). Awareness Server tracks the users in front of the agent
and associates each speech input with its corresponding user by using both the
skeleton and azimuth information. Conversation Manager (CM) decides when
to speak, what to speak, when to listen and whom to listen to. Talking head
extracts the addressee stream from CM and NLG. Through its behavior, it dis-
plays the current system state (e.g., understood, confused) and the current focus
of the agent.

2.3 Conversation Manager

Conversation Manager can access information of all on-going dialogs. CM gates
the message flows from speech signal to each dialog manager and natural lan-
guage requests from dialog managers to synthesizer. To control when to speak
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Fig. 1. Multimodal, Multiparty Ravenclaw-Olympus

and what to speak, it also mediates between Dialog Manager (DM) and IM in
the output direction. Therefore, CM knows which DM wants to take the floor
at any given time. Once the output requests are sent from both Dialog Man-
agers to CM, CM interprets the semantics of the requests and decides which one
(user A’s, user B’s, or a combined one) to forward to IM according to the dialog
state. To control when to listen and whom to listen to, CM mediates between
Interaction Manager (IM) and Input Confidence Estimator (ICE) in the input
direction. Only when CM receives parse(s) from expected user(s), it will send
the input to the expected ICE(s) which will then pass the message on to the
DM(s) accordingly.

For example, in a dialog state where user hobbies are required, both Dialog
Managers send NLG requests with different parameters (DM-A: requests A’s
hobby. DM-B: requests B’s hobby.) to CM. CM first realizes that the two requests
are of the same dialog state. Then it finds whether the parameter (user name)
is different for these two requests. If so, it generates a plural version of the
request (request A and B’s hobbies). In the input phase, since CM knows that
two answers from two users are expected, it will not send the parses of the input
to the rest of the system until two utterances from these two users are provided.
Note that a timeout can be triggered if CM does not receive two inputs within
a period of time.

In human-human multiparty conversation, we use verbal and non-verbal cues
to express our focus. For example, if one is expecting a response from person
A, one would either say “A, what about you?” or look at person A. instead
of someone else. Similarly, these types of cues are provided by CM as well.
In the earlier output example, CM interprets the NLG requests and attaches
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the addressee (user name(s)) to the system prompt. In our system, CM also
propagates the addressee information to the talking head, which looks at the
expected user(s) accordingly. Details of the talking head are described below.

2.4 Awareness Component

To hold a multiparty conversation, two issues need to be addressed: 1) when to
engage and disengage 2) who is the active speaker right now. In our system, the
number of skeletons in front of the agent is tracked and updated all the time.
When no humans are about, the agent is idle. The agent wakes up upon seeing
skeleton(s) in the environment. Based on the number of skeletons available, it
decides whether to start a single party dialog or a multiparty conversation. After
establishing a conversation with the users, each speech input is associated with
the appropriate user. If a skeleton appears or leaves the environment during the
conversation, CM is notified to trigger certain conversation-level actions such as
acknowledging a newcomer or suspending the dialog channel with the user that
left.

To fulfill the capabilities described above, we use the information from the
Kinect sensor’s microphone array and the visual sensors on-board. This set-up
allows multiple users to engage in hands-free fluid interaction with the agent,
without wearing close-talking microphones.

As a fundamental requirement to have conversation with multiple people,
the system needs to perceive three different types of events. Firstly, it needs
to capture audio from mobile sound-sources a few feet away. For this purpose,
the far-field microphone array in the Kinect acts as the audio sensor. Before
streaming the audio packets to the VAD and the recognizer, we enable on-board
noise suppression and echo cancellation to obtain a clean signal. The audio gain
level is dynamically adjusted to suit the environmental changes and volume-levels
of independent users.

Secondly, the system needs to be aware of user-engagement events. It needs
to detect when a user joins the floor, leaves the floor, and should avoid react-
ing to nonparticipants. We use the skeleton tracking capability of the Kinect
to scan the environment for skeletons every 30 frames a second. This allows
us to detect skeletal events and assign a unique person-id to each skeleton by
tracking/monitoring the skeleton in the environment. To avoid premature firing
of events in cases of passerby skeletons entering the environment or the sensor
dropping skeletons momentarily, the Awareness component waits for a few hun-
dred milliseconds to observe the environment before making the decision to fire
a particular event.

Thirdly, the system needs to be able to discern whom a particular speech
input came from. For this purpose, we use the microphone array to track the
audio beam, monitoring for changes in the angle of the sound source. When
voice is detected at the audio-signal level, we look for a matching skeleton for
the current sound-azimuth. When the difference between the orientation of the
closest skeleton and the azimuth is within a 15-degree angle, we tag the decoded
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result for that particular utterance with the user-id of the matched skeleton. The
tagged input is sent to the CM for appropriate action.

Since the system knows the exact association between the skeletons and the
Dialog Managers, it knows which direction to look at for a particular user’s input.
This knowledge of the user orientation is used by the graphical user interface
(talking head) to direct the prompt towards the target user(s). For example,
when DM-A wants an input, the agent looks towards user A’s direction, prompt
user A, and later expects an utterance from user A.

2.5 Talking Head

As an important non-verbal cue to explicitly indicate the current focus of the
agent, we implemented an animated talking head that gazes at whoever it is
expecting a response from. Addressee information is sent from CM and the
orientation of each user is provided by awareness component. The talking head
would also move its lips when the agent is speaking. The following scenarios are
considered.

– When addressing the floor and none of the users has replied, its eyes scan
the two users.

– When addressing the floor and one of the users has already replied, it looks
at the user who has not replied yet.

– When addressing one user, it looks at that user.

– Upon receiving an input not from either of the users, it looks confused.

3 Social Behavior of Multiparty Conversation

The goal of the agent is to engage multiple users in a conversation. To be natural
and social, we designed the agent to handle the following situations which are
likely to occur in a daily situations.

3.1 Multiparty Conversation Scenario

When talking to two persons, the agent needs to make it clear whom it is ad-
dressing and from whom it is expecting a respond. In some dialog states, the
agent is addressing the floor by verbally using a plural form of prompt (e.g.,
“What are your names?”) and visually moving its eyes towards both users back
and forth. Upon receiving a speech input from one of the users, it gazes at the
one other user. In some states, the agent will completely focus on one particular
user. Again, the agent will keep eye contact with that specific user during those
states. That user’s name will appear in the prompts as well if available. One
example of this conversation is shown in Fig. 3.3.
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3.2 Single User Conversation with Intervention

This scenario describes the situation that one user is talking to the agent while
someone else shows an intention to converse with the agent as well. In this case,
the agent will shift its focus to the new comer and acknowledge that user. After
that, the agent comes back to the first user without losing the context. Once the
dialog with the first user is finished, a new interaction can be established if the
new comer is still willing to converse.

3.3 Multiparty Scenario with Disengagement

When two users are having a conversation with the agent, if any of them leaves,
the conversation should still move on. Awareness component knows exactly
which user has left. CM suspends the dialog channel of that user. The agent
will focus on the remaining user thereafter. In our future work, we want the
agent to reopen the suspended dialog if that particular user comes back in a
short period of time. How to help that user recall the earlier conversation con-
text is an interesting research question.

Multiparty Conversation Scenario

Two users walk to the system

System detects the users

S: Are you guys together?

U1: YES

S: What are your names?

U1: DOE

U2: SMITH

System misses U2’s utterance

turns towards U2

S: What is your name?

U2: SMITH

S: Hey DOE and SMITH, what activity do

you want to schedule?

U1: HIKING

U2: CHESS

System initiates a subdialog with U1

S: Do you want to try “chess” this time?

U1: SURE

S: Thanks for agreeing.

system addresses jointly

S: Your activity has been scheduled.

Single-User Scenario with Intervention

System in the middle of a dialog

U: DOE

S: What is the activity do you want to sched-

ule?

Someone else tries to participate in dialog

System detects them and acknowledges

their presence

S: Please give me a minute. I will attend you

soon.

resumes dialog with DOE

Multiparty with Disengagement

System in the middle of an interaction

U1: DOE

U2 leaves before conversation ends

System suspends channel with U2

S: Hey DOE, what is the activity do you

want to schedule?

U1: HIKING

S: Your activity has been scheduled.

Fig. 2. Example Conversations
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4 Experiment

A user study is conducted to answer the following questions:

– How well is the agent distinguishing multiple users’ input via skeleton and
azimuth features?

– Whether the expected user(s) responded to any given question or not?
– Subjectively, is it clear to the users who is the addressee of the agent in any

given dialog state?

The user study included 12 multiparty conversations. Each conversation was
carried out by two subjects and the agent. Initially, the two subjects stood
outside the view of the agent (Red positions in Fig.3 and Fig.4). Then they
walked up to the green positions and faced the agent. Two green positions are
one meter in front of the Kinect sensor and the talking head, with 0.8 meter
between them . Out of the 12 conversations, 6 were with a talking head. In
total, 6 subjects are involved. Each subject participated in 4 conversations — 2
with talking head and 2 without.

The goal of each conversation is to let the agent arrange a common activity
for the two subjects. The agent would ask their names first and the two subjects
were expected to say their names one by one. Then the agent would ask what
activity they wanted to pursue. Again the subjects would tell their activities one
after another. The order of response did not matter. After knowing names and
activities, the agent would convince one of the subjects to try out the activity
of the other subject. A final confirmation would be spoken by the agent.

The subjects don’t know in advance who is/are expected to speak in any dialog
state. They have to interpret the addressee of current dialog state on their own
by language cues (e.g., the agent may say “Hey A, what do you want to schedule
for tonight?”), talking head cues (e.g., the talking head will look at the current
addressee) and conversation context. The two subjects decide whether to take
the floor or not. After each conversation, they filled out a survey form.

Fig. 3. Real view of the setup Fig. 4. Schematic view of the setup
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4.1 Experiment Results

We found that out of the 140 user utterances, the agent is able to associate 81%
of the speech inputs with the correct user. We observed that skeleton angles
for both users are very stable. However the azimuth angle was not stable. As
a result, sometimes the azimuth cannot be aligned with the correct skeleton,
which leads to the errors that the agent either mistook user A’s speech as user
B’s (8% of the total utterances) or none of theirs (11%).

To investigate whether the expected user(s) responded in any given dialog
state, we accumulated the number of user utterances which were spoken by
the wrong user and were discarded by the system. We found that when there
was no talking head, 22% of the user input utterances are wasted. When there
was talking head, only 8% were from the wrong user. However, the difference
is not statistically significant (p = 0.24). Further investigation and experiments
are required to verify whether significant difference can be observed when more
subjects are involved.

Q1. How would you rate your conversation with the

agent?

Q2. Do you think the agent was helpful during the

conversation?

Q3. Was it obvious to you what the agent was think-

ing?

Q4. Is it clear to you whether the agent is expecting a

response from both of you?

Q5. Is it clear to you when the agent is talking to both

of you?

Q6. Is it clear to you whether the agent is expecting a

response from your partner?

Q7. Is it clear to you when the agent is talking to your

partner?

Q8. Is it clear to you whether the agent is expecting a

response from you?

Q9. Is it clear to you when the agent is talking to you?

Q10. Is it clear to you whom the agent is addressing?
1.5 2 2.5 3 3.5 4 4.5 5

Q10

Q9

Q8

Q7

Q6

Q5

Q4

Q3

Q2

Q1

No Face
Face

Fig. 5. Subjective results

From the survey results (higher the better), we find out that the overall ratings
of the conversation are 2.75 for the agent without a talking head and 3.83 for
the talking head one (p < 0.01).

The result of the subjective evaluation shows that the addressee is significantly
clearer (p < 0.05 for each question) when talking head is used. Fig.5 describes
the subjective questions and the average score, variance of each question.

5 Conclusion

In this study, we designed and implemented a multiparty spoken dialog system
which can simultaneously engage and converse with multiple interlocutors. The
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addressee of the agent in any given state is indicated via language cues and talk-
ing head facial expression cues. From the results of the user study, we found that
the agent is able to discriminate multiple users by using skeleton and azimuth
information provided by a Kinect. Subjectively, participants found the talking
head agent indicates its focus significantly more clearly than the agent without
talking head. These results confirm the intuition that multiple conversational
cues support more robust and natural interactions.
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Abstract. Have you ever found yourself in front of a computer and
asking it aloud: “Why?” We have constructed a cognitively motivated
episodic memory system that enables a virtual guide to respond to this
question. The guide, a virtual agent based on a belief–desire–intention
(BDI) architecture, is employed in a Virtual Reality (VR) scenario where
he accompanies a human visitor on a tour through a city. In this paper
we explain how the agents memorizes events and episodes according to
an event-indexing model and how the interaction is enhanced by using
these memories. We argue that due to the cognitively motivated nature
of the event-indexing model every interaction situation can be described,
memorized, recalled and explained by the agent.

Keywords: Episodic Memory, Event Indexing, Virtual Guide.

1 Introduction

Memories are not just the autobiographical log of yourself, they are the signif-
icant foundation that enables humans to plan next actions and let us build an
expectation of what might happen in the future. Especially in interaction with
other human beings we rely on past episodes with other persons, we adapt to
situations based on what we experience and store in episodic memory.

Our work is centered around the virtual humanoid agent Max, cf. [5,1]. Max
has already lots of skills and is based on a belief–desire–intention (BDI) cognitive
architecture. He has proven a helpful interaction partner, e.g. in assisting in
construction tasks or “working” as a museum guide, where he is present on a
large screen, conducts small talk with visitors and explains sights [7]. But up to
now Max has no memory of his own actions and his experiences.

Therefore we have designed a cognitively motivated episodic memory system
for Max. We have also conceived a virtual guide scenario, where Max can uti-
lize his new skill in interaction. The episodic memory system is employed when
the agent is guiding a visitor through a virtual environment. The main function
is memorizing the agent’s actions and interactions with the human visitor. Im-
proved guiding recommendations are generated from similar previous episodes.

This paper is an extended version of [8]. It gives details on the guide scenario
and explains how the interactions with an artificial agent are influenced by an
episodic memory.

M. Kurosu (Ed.): Human-Computer Interaction, Part IV, HCII 2013, LNCS 8007, pp. 117–125, 2013.
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2 Related Work

The concept of episodic memory was first coined by psychologist Endel Tulving
in 1972 [11]. Tulving suggested that there are two distinct types of declara-
tive long-term memory: Episodic and semantic memory. While the latter is fac-
tual knowledge about the world, episodic memory deals with temporally dated
episodes or events and temporal-spatial relations among these events. Every
“item in episodic memory” (Tulving) is a more or less faithful record of a per-
son’s experience of an occurrence, and may include the perceptible properties of
that moment.

The subject of episodic memory has also attracted interest in computer sci-
ence, there have been different implementations of computational models of
episodic memory. Johnson [4] built an artificial fighter pilot that makes use
of episodic memory to explain itself during debriefing. Ho [3] built an autobi-
ographic memory system for an agent to locate resources encountered before
and used it in further work to enhance virtual characters, so that they were
able to talk about personal past experiences. Tecuci and Porter [10] created a
generic memory module for events, where a generic episode has three dimen-
sions: context, contents, and outcome, but only used it for planning. Nuxoll and
Laird [6] extended a cognitive architecture (Soar) with episodic memory. They
showed that an autonomous agent (a virtual tank) performs better if it can use
episodic memory for reasoning. Brom et al. [2] proposed a “full episodic mem-
ory” for a non-player character of a computer role-playing game that allows the
reconstruction of the character’s personal story.

The foundations for our episodic memory system are the Event-Indexing
Model by Zwaan and colleagues [15] and the Event Segmentation Theory by
Zacks and Tversky’s [14]. The Event-Indexing Model describes how readers of
short stories construct a model of the situation in the text along five indices:
Time, Space, Causality, Intentionality, and Protagonists. These dimen-
sions store answers to the questions of what happened when, where, why and
how, and who was involved. We incorporate these five dimensions to describe
and index the experiences of the virtual agent. Complementary to this the Event
Segmentation Theory defines an event as “a segment of time at a given loca-
tion that is conceived by an observer to have a beginning and an end” [14]. In
further work Zacks et al. [13] found evidence that when human perception does
not match the internal prediction, an event boundary is perceived. The Event
Segmentation Theory also states that events are organized in partonomic hier-
archies, which means they may span very long and very short periods of time,
and a long event can embrace several short ones.

3 Events and Episodes

In common language event is a broad concept. To narrow it down we define every
observable occurrence as an event, in contrast to common language, where espe-
cially extraordinary occurrences are called event. Second, we follow the definition
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Ep
. 1 E4E1 E5E2 E3

Ep
. 2 E7 E8 E9 E10 E11

Ep
. 3 ...E15 E16 E17 E18

Event

Emotion

Causality

Intention

Protagonist

Space

Time

Fig. 1. How episodes and events are conceptualized (as introduced in [8]): Events are
grouped into episodes. From the outside of episodes only events with a strong emotional
impact are visible, e.g. event E2. The enlarged event E11 shows the six indices. Episode
Ep. 3 is the current episode to which new events can be added.

of Zacks and Tversky [14], that an event is a segment of time with a beginning
and an end. Third, we are only considering events of equal level, that means
we do not consider events that contain other events. In our approach events are
not organized in partonomic event hierarchies, but in episodes. Fourth, we in-
dex events along five dimensions (Time, Space, Protagonists, Intentionality and
Causality), according to Zwaan’s event-indexing model. Fifth, we added emo-
tion as sixth dimension, since we may use it as a cue for importance of events.
Figure 1 illustrates how episodes group events together and how events are
conceptualized.

3.1 Event Indices

We now give a short overview of how the individual indices are conceptualized,
for a detailed explanation and the event and episode metrics we created refer
to [9].

Time records the time of the event’s begin and end. It also stores the duration
of the event which is used for comparison.

Space holds the location of the event in virtual world coordinates. But similar
to humans, who normally do not tend to memorize places in GPS coordinates,
these are mapped to a named place in the world which is used for comparison.

Protagonists stores named representations of the individuals present during
an event. This can be the agent (‘I’) himself and any known and named visitors.

Intention represents the intention the agent has during the current event.
Since the agent is based on a BDI cognitive architecture the agent’s next actions
are based on its intention.

Causality is what has lead to the event and contains the answer to the
question why. This can be either a named percept of the agent (e.g. a request
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stated by the visitor to show a certain building), or a named action the agent
performed (e.g. completely leading the way to a certain building).

Emotion contains the current emotional state of the agent and may also
contain the emotional impulse the agent receives. Events with a high emotional
value are considered more significant and are more likely to be remembered.

3.2 Event Boundaries

The segmentation and memorization of events is an “unconscious” mechanism,
we follow the idea stated by Zacks et al. [13] that event segmentation is a spon-
taneous outcome. In particular, whenever Max perceives an input, a change in
the environment, or a change of his internal state, the memory system compares
this to the current event and if the change is significant enough, a new event
is memorized. Max’s perception incorporate dialogue input and other actions of
the visitor of the virtual world, e.g. navigation to a location and focusing on a
specific virtual item. He also knows where he and the user are, he has knowledge
of his intention, his emotional state and the actions he is performing.

4 Guide Scenario

Our scenario comprises a virtual tour guide accompanying and guiding a
non-local person through a large and complex virtual environment. A visitor en-
counters Max in a CAVE-like virtual reality, Virtual Tübingen, a virtual city re-
alistically modeled after the historic center of Tübingen in Germany (see Fig. 2).

The virtual model of Tübingen is large and complex, it covers an area of
500x150 m2, it has 15 streets which are mostly curved and varying in width, and
about 200 houses with different, photorealistic textures. Originally the model was
developed at the Max Planck Institute for Biological Cybernetics as a naturalis-
tic, controllable environment for investigating human spatial cognition [12]. We
extended it by tagging places so that Max has knowledge of about 25 sights and
50 additional landmarks, which he uses as navigation points for his orientation.

In this scenario an episode is a single tour of a visitor accompanied by Max
through the city. The visitor is supposed to explore the city and to look at
sights of his interest. He can steer on his own using a Wii Remote controller
or can ask Max to take control and guide him. After greeting the visitor, Max
introduces himself and offers directly to give a guided tour or to just accompany
the visitor in exploration of the town (an example dialogue is presented later on).
New events are stored automatically in the memory and indexed along the six
dimensions as Max and the visitor interact and move through the city together.
So far, speech recognition is not provided for the visitor, he has to choose from
a set of natural language sentences. Note that Max’ memory is not empty at the
start. It already holds some episodes, which Max could have experienced before,
but in this case are pre-programmed to equip Max with some initial memories
as a starting point to guide.
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Fig. 2. The scenario comprises the virtual agent Max standing together with the visitor
on a floating hover disk in a CAVE-like virtual reality environment. Besides wander-
ing through the city of Virtual Tübingen and looking at sights from “normal ground
perspective” the city can also be examined from a bird’s eye view.

5 Episodic Memory in Interaction

For our scenario we identified four general interaction cases that make use of the
episodic memory system.

An Accompanied Exploration. If the visitor chooses to explore the city on his
own, Max just accompanies him (or her) and watches the visitor’s actions. At
any point during the exploration Max can be asked about sights encountered.
Max uses his memories to suggest where to go next. These recommendations are
based on what sights have been visited so far in comparison to prior episodes.
Figure 3 shows an on-going episode and two related completed episodes. Al-
though Episode 2 has a slightly different path than the on-going episode it still
may be a better reference where to go next than Episode 1 based on the content
of the intentionality and causality indices.

A Guided Tour. If the visitor chooses to be guided, Max has the goal to give
a tour and takes over the steering control. He remembers a “master” episode
where he has given a tour before. If Max is not interrupted he will visit the same
places and give the same information. On request by the visitor he may change
the tour at a any point. He will then try to adapt to the visitor’s wishes with
the help of different tours he has given before and with the knowledge he has.
Consider Episode 1 as the master for the on-going episode (see Fig. 3). If Max is
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interrupted at stop 2 and asked for a specific sight he might remember Episode 2
where the sight would be encountered next. That episode would become the
master episode and at the end Max memorizes the new episode which is a mixture
of Episode 1 and Episode 2.

A Self-Explanation. If the visitor asks Max why he has recommended a certain
sight or why Max has executed a specific action, Max is able to explain himself.
He does this by remembering the addressed event’s causality and telling it to
the visitor.

A Summary. If the visitor asks for a summary Max can recall all seen sights so
far from his memory and tell them in the order of visits to the visitor.

2
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2

1

3
4

2

1
1

Episode 1

Episode 2

On-going
Episode

Fig. 3. Shown are two completed and one on-going episode visualized on the map of
Virtual Tübingen

5.1 Excerpts From a Tour with Max Through Virtual Tübingen

We give some examples (translated to English) of how a visitor and Max interact
during a tour in our through Virtual Tübingen. First Max greets a visitor and
explains the navigation:

(MEM: Episode start)
MAX: Now, Felix, welcome to virtual Tübingen. This model resembles
the nice old town of Tübingen. Right now, we are located at the mar-
ketplace.
(MEM: BEL Greeted)
(GOAL: Explain navigation in VR)
(INTENT: Find out if navigation in VR needs to be explained)
MAX: Do you know how to move about the place?



Enhancing Human Computer Interaction 123

(Search MEM if CURRENT VISITOR was guided before: if YES remind
CURRENT VISITOR of previous event, if NO explain navigation with
Hover Disk)
VISITOR: No I don’t. → (MEM: INTENT: Explain navigation)
MAX: Now, we are standing on the Hover disk together. By this we
can move about the place. You can control the Hover disk by using the
Wii-Mote yourself. Alternatively, I can control the Hover disk for you.
(MEM: BEL Navigation explained)
[etc.]

Then during the tour Max uses his memory to tell an interesting story:

MAX: This is the Holzmarkt.
(GOAL: Explain nearby sights)
(REMEMBER: Similar episode which has a strong emotional impact)
(INTENT: Tell interesting facts about Holzmarkt)
MAX: Over there you can see the old book store of Johann Friedrich
Cotta, the most important German publisher of his time. He liked his
small place right next to the market, and important authors like Goethe,
Schiller, and Hölderlin to name only a few visited him in his shop regu-
larly. But many foreign visitors could hardly believe that so many famous
authors were coming to this place, since the market was in a really bad
shape, e.g. the stairs of the Stiftskirche were ruins. Also the name Holz-
markt comes from the simple items that were sold here during that time,
mostly fire wood and copper items.
VISITOR: Well, that is an interesting story.→ (MEM: Positive feedback)
MAX: I can also tell you about the Stiftskirche while we are here. Do
you want to hear about it?

Finally Max uses memory at the end of the tour to summarize which places have
been visited so far and answers a question why a specific sight was visited:

VISITOR: Can you summarize what we have done so far?
(MEM: INTENT: Summarize tour on visitor request)
MAX: Ok, here we go: After I explained how you can move through
Virtual Reality, we started out at the market place of Tübingen. I showed
you the city hall and told you about the Neptunbrunnen. Afterwards we
had a look at the astronomical clock and listened to the Glockenspiel of
the city hall’s clock. From there you went through the Holzgasse to the
Holzmarkt and I showed you the Cotta house and the Stiftskirche. After
it I lifted us up into the air and I gave you an overview of the whole
town. Then we landed in front of the Jazzkeller and now we are looking
at the Krumme Brücke.
(MEM: Summarized tour)
VISITOR: Why have we been at the Jazzkeller?
(REMEMBER: Event containing location Jazzkeller)
MAX: Because you asked me about it when we were up in the air.
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VISITOR: Thank you for the great tour. Unfortunatly I have to leave
now, but I’l be back. See you.
MAX: Ok. If you like we can continue from here on then. Farewell!
(MEM: BEL Bid farewell)
(MEM: Episode end)

6 Discussion

We have introduced a cognitively motivated episodic memory system which is
integrated in a BDI-based agent architecture and employed in a virtual tour
guide. Our scenario explains how the interaction between the virtual guide and
a human visitor benefits from the use of the episodic memory. The guide can give
recommendations without needing a large database of previous interactions, as
he gets more knowledgeable through interaction with visitors by memorizing a
new episode every time giving a tour. An added benefit of enhancing interaction
lies in possibility to have the guide explain himself to the visitor, which makes
the guide more comprehensible and authentic. Evaluating our approach will be
subject of future work.

While it is not novel to build a system which makes use of episodic memory, the
strength of our approach lies in the six event indices and their independence of
a particular domain. Since these indices have been identified to describe general
situations, events other than from the tour guide scenario could be memorized.
Further, the fact that the described memory system is integrated within a BDI
agent architecture is not essential for its application. The general requirements
for a system to use our episodic memory system for enhancing human computer
interaction are knowledge of the context and an agent system’s capability to
recognize own actions and plans.
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2. Brom, C., Pešková, K., Lukavský, J.: What does your actor remember? Towards
characters with a full episodic memory. In: Cavazza, M., Donikian, S. (eds.) ICVS
2007. LNCS, vol. 4871, pp. 89–101. Springer, Heidelberg (2007)



Enhancing Human Computer Interaction 125

3. Ho, W.C., Dautenhahn, K.: Towards a narrative mind: The creation of coherent life
stories for believable virtual agents. In: Prendinger, H., Lester, J.C., Ishizuka, M.
(eds.) IVA 2008. LNCS (LNAI), vol. 5208, pp. 59–72. Springer, Heidelberg (2008)

4. Johnson, W.L.: Agents that learn to explain themselves. In: Hayes-Roth, B., Korf,
R.E. (eds.) Proceedings of the 12th National Conference on Artificial Intelligence
(AAAI-1994), vol. 2, pp. 1257–1263. AAAI Press, Menlo Park (1994)

5. Leßmann, N., Kopp, S., Wachsmuth, I.: Situated interaction with a virtual human
– perception, action, and cognition. In: Rickheit, G., Wachsmuth, I. (eds.) Situated
Communication, Trends in Linguistics, vol. 166, pp. 287–323. Mouton de Gruyter,
Berlin, Germany (2006)

6. Nuxoll, A.M., Laird, J.E.: Extending cognitive architecture with episodic memory.
In: Holte, R.C., Howe, A. (eds.) Proceedings of the Twenty-SecondAAAIConference
on Artificial Intelligence, pp. 1560–1565. AAAI Press, Menlo Park (2007)

7. Pfeiffer, T., Liguda, C., Wachsmuth, I., Stein, S.: Living with a virtual agent: Seven
years with an embodied conversational agent at the Heinz Nixdorf MuseumsFo-
rum. In: Barbieri, S., Scott, K., Ciolfi, L. (eds.) Proceedings of the International
Conference Re-Thinking Technology in Museums 2011 – Emerging Experiences,
pp. 121–131. thinkk creative & the University of Limerick, Limerick (2011)

8. Rabe, F.,Wachsmuth, I.: Cognitively motivated episodic memory for a virtual guide.
In: Filipe, J., Fred, A. (eds.) ICAART 2012 – Proceedings of the 4th International
Conference on Agents and Artificial Intelligence. vol. 1, pp. 524–527. SciTePress,
Vilamoura (2012)

9. Rabe, F., Wachsmuth, I.: An event metric and an episode metric for a virtual guide.
In: Filipe, J., Fred, A. (eds.) ICAART 2013 – Proceedings of the 5th International
Conference on Agents and Artifical Intelligence, vol. 2, pp. 543–546. SciTePress,
Barcelona (2013)

10. Tecuci, D.G., Porter, B.W.: A generic memory module for events. In: Wilson,
D.C., Sutcliffe, G.C.J. (eds.) Proceedings to the 20th Florida Artificial Intelligence
Research Society Conference (FLAIRS-2007), pp. 152–157. AAAI Press, Menlo
Park (2007)

11. Tulving, E.: Episodic and semantic memory. In: Tulving, E., Donaldson, W. (eds.)
Organization of Memory, pp. 381–403. Academic Press, New York (1972)

12. van Veen, H.J.A.H.C., Distler, H.K., Braun, S.J., Bülthoff, H.H.: Navigating
through a virtual city: Using virtual reality technology to study human action
and perception. Future Generation Computer Systems 14(3–4), 231–242 (1998)

13. Zacks, J.M., Speer, N.K., Swallow, K.M., Braver, T.S., Reynolds, J.R.: Event
perception: A mind–brain perspective. Psychological Bulletin 133(2), 273–293
(2007)

14. Zacks, J.M., Tversky, B.: Event structure in perception and conception.
Psychological Bulletin 127(1), 3–21 (2001)

15. Zwaan, R.A., Langston, M.C., Graesser, A.C.: The construction of situation models
in narrative comprehension: An event-indexing model. Psychological Science 6(5),
292–297 (1995)



System of Generating Japanese Sound Symbolic

Expressions Using Genetic Algorithm
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Abstract. Japanese has a large number of sound symbolic words, ono-
matopoeia, which associates between sounds and sensory experiences.
According to previous studies, a quantification of relationship between
phonemes and images enables to predict the images evoked by ono-
matopoeia and to estimate meanings of onomatopoeia. In this study, we
applied the quantification method and developed a system for generat-
ing Japanese onomatopoeias using genetic algorithm (GA). Our method
uses 90 SD scales for expressing various impressions and genes for genetic
algorithm which denote each phonological symbol in Japanese. Through
genetic algorithm, the system generates and proposes onomatopoeias ap-
propriate for impressions inputted by users. From the evaluation of our
system, impressions of onomatopoeias generated by our method were
similar to inputted impressions to generate onomatopoeias.

1 Introduction

Against a classical notion in linguistics that speech sounds and meanings of words
are independent, the existence of synesthetic associations between sounds and
sensory experiences (sound symbolism) has been demonstrated over the decades,
e.g., Jespersen (1922); Köhler (1929); Ramachandran & Hubbard (2001); Sapir
(1929). For example, mal/mil and buba/kiki for round and sharp shapes in Sapir
(1929) Ramachandran & Hubbard (2001), respectively.

Japanese is known to have a large number of sound symbolic words, namely
onomatopoeia. Onomatopoeia is an expression which imitates the sounds asso-
ciated with objects or actions they refer to. For example, using “Bang !”(“ba-n”
in Japanese), you can describe a loud sound which occurs when someone shot a
gun. Onomatopoeia is also used to express more abstract concepts such as emo-
tional conditions and the ways things are done. For example, “wa-ku wa-ku” for
happy feeling and “scrub scrub”(“go-shi go-shi” in Japanese) describes the way
in which you brush your teeth.

Previous studies such as Hamano (1998) point out a systematic sound sym-
bolic relationship between Japanese phonemes and meanings (e.g., the vowel /i/
is associated with the sharp image). Fujisawa et al. (2006) quantified the rela-
tionship between phonemes and images and they constructed a model to predict
the images evoked by onomatopoeias. Based on the model proposed by Fuji-
sawa et al. (2006), Shimizu & Sakamoto (2011) developed a system to estimates
the images of input onomatopoeias by users as shown in Figure 1. To estimate
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Fig. 1. A system for evaluating images of onomatopoeias

meanings of inputted onomatopoeias, the method uses the sound symbolic rela-
tionship between phonemes and meanings obtained through a psychological ex-
periment. Meaning of each phoneme is calculated by making use of a Hayashi’s
mathematical quantification theory class I. The evaluation of the method showed
that impressions estimated by the system were similar to those evaluated by
humans.

In contrast to the system of Shimizu & Sakamoto (2011), the present study
proposes a method which generates Japanese onomatopoeias corresponding to
impressions inputted by users. In Japan, onomatopoeias are used frequently in
comics and advertisements. Effective onomatopoeias in those fields are directly
associated with sensuous experiences of readers or consumers, but it is very
difficult to create such expressions. Thus, the technology which generates effec-
tive novel onomatopoeias corresponding to the impression specified by users is
expected to be a technology which supports creators.

2 Method

2.1 Setting

Our system uses 90 SD scales as those expressing our impressions. These scales
consist of scales which express various impressions: scales expressing impressions
of haptic senses (“warm / cool”, etc.), scales expressing impressions of visual
senses (“blight / dark”, etc.), scales expressing impressions of subjective senses
(“clean / dirty”, etc.), and so on. These scales are shown in Table 1.

Users of the system can decide the kinds of SD scales to be used to create
onomatopoeias among 90 SD scales. The system uses the genetic algorithm to
create onomatopoeias corresponding to inputted impressions.

In our method, created onomatopoeias are composed of 2 - 4 morae because
Japanese has a lot of 2 - 4 morae onomatopoeias. We assume 7 components as
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Table 1. Scales used in this study. These are used to generate onomatopoeias appro-
priate for impressions inputted by users.

warm / cool smooth / rough squeezing / not-squeezing
bright / dark slippery / sticky intolerable / tolerable
florid / plain sharp / dull oppressive / not-oppressive
soft / hard thick / thin twitching / not-twitching

lumpish / airy firm / fragile numbing / not-numbing
natural / artificial regular / irregular itching / not-itching
simple / complex comfortable / uncomfortable aching / not-aching
elegant / vulgar easy / uneasy stretching / not-stretching
static / dynamic impressive / unimpressive labored / not-labored

Western-style / Japanese-style good / bad pulled / not-pulled
modern / old-fashioned intense / calm severe / not-severe
masculine / feminine repulsive / non-repulsive stinging / not-stinging

sharp / mild luxury / cheap painful / not-painful
cheerful / gloomy hot / cold repulsive / not-repulsive

young / old pressured / unpressured fast / slow
pleasant / unpleasant feeling-foreign-object / not-feeling certain / uncertain

happy / sad big / small respondent / not-respondent
stable / unstable heavy / light indulgent / not-indulgent

individual / typical momentary / continuous comprehensible / incomprehensible
positive / negative continual / continuous visible / invisible

strong / weak long / short not-tired / tired
familiar / unfamiliar wide / narrow advanced / obsolete

like / dislike deep / shallow 2-dimensional / 3-dimensional
fashionable / unfashionable delicious / tasteless direct / indirect

clean / dirty sweet / not-sweet intelligent / unintelligent
glossy / non-glossy good-smell / bad-smell strong (taste) / weak (taste)

wet / dry reliable / unreliable hot (taste) / not-hot (taste)
bumpy / flat good-touch / bad-touch bitter / not-bitter

elastic / non-elastic good-quality / bad-quality sour / not-sour
stretchable / unstretchable gentle / strict salty / not-salty

Table 2. Genes assumed in this study to form onomatopoeias

gene phonological symbols

first consonants E, k, s, t, n, h, m, y, r, w, g, z, d, b, p,
ky, sy, ty, ny, hy, my, ry, gy, zy, dy, by, py

first consonants a, i, u, e, o, N
special phonological symbols (middle) E, N, Q, R
second consonants E, k, s, t, n, h, m, y, r, w, g, z, d, b, p,

ky, sy, ty, ny, hy, my, ry, gy, zy, dy, by, py
second vowels E, a, i, u, e, o
special phonological symbols (tail) E, N, Q, R, RI
repeating flag F, T

those forming onomatopoeias and treat these components as genes for genetic
algorithm. Each gene has plural phonological symbols as seen in Table 2. In the
table, N, Q, R, RI, E, F, T respectively denote “the sound of the kana ‘n’ ”,
“double consonant”, “lengthening of the previous phonological symbol”, “the
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sound of the kana ‘ri’ ”, “this gene is not used”, “output onomatopoeia is used
directly”, “output onomatopoeia is repeated twice”. Therefore, in our method,
onomatopoeias are generated by combining phonological symbols assigned to
these genes. The meanings of the seven genes are as follows (see Table 2.): (1) the
first consonants (27 types of phonological symbols), (2) the first vowels (6 types
of phonological symbols), (3) special phonological symbols which are inserted
into middle of onomatopoeias (4 types of phonological symbols), (4) the second
consonants (27 types of phonological symbols), (5) the second vowels (6 types of
phonological symbols), (6) special phonological symbols of tails of onomatopoeias
(5 types of phonological symbols) and (7) the repeating flag (whether the output
onomatopoeia is used directly or repeated twice) (2 types of symbols).

Using these phonological elements, our system can generate Japanese kawaii
expressions such as “pyokon-pyokon (py-o-E-k-o-N-py-o-E-k-o-N)”when the first
consonant is “py”, the first vowel is “o”, the special symbol (middle) is “E”, the
second consonant is “k”, the second vowel is “o”, the special symbol (tail) is “N”,
and the repeating flag is T. “Pyokon-pyokon” is used to express a movement of
something small or pretty.

2.2 Generating Onomatopoeias

The brief procedure of our method which generates onomatopoeias is as follows:
(STEP 1) The system selects phonological symbols as genes at random. Then
some onomatopoeias are generated by combining genes. (STEP 2) The ono-
matopoeias are evaluated by the quantification method developed in Shimizu &
Sakamoto (2011). (STEP 3) The result of evaluation of generated onomatopoeias
is compared to inputted impressions. Then some onomatopoeias similar to in-
putted impressions are selected. (STEP 4) Some onomatopoeias are generated
by using genes (phonological symbols) of the selected onomatopoeias. (STEP 5)
Some new onomatopoeias are generated based on mutation by fixed probability.
(STEP 6) The procedure above (from STEP 2 to STEP 5) is repeated until ono-
matopoeias very similar to inputted impressions are generated or the procedure
above is repeated until the fixed number of times.

The following is the detailed of the procedure. In Step1, initial individuals
(onomatopoeias) are generated. The present system starts with 200 individuals.
Namely, 200 individuals are generated in the first step. Each individual is gener-
ated by selecting one symbol for each gene in Table 2 at random and combining
them.

In Step2, we used the calculation method which is a modified version of that
in Shimizu & Sakamoto (2011). Impressions of generated individuals are cal-
culated based on our quantification method. In this method, the impression of
an onomatopoeia is composed by 90 SD scales mentioned at the front of this
section. The system uses a database for category scores of phonological symbols,
which stands for the sound symbolic relationship between phonemes and mean-
ings. We got this relationship from a psychological experiment and quantified the
relationship into category scores by the Hayashi’s mathematical quantification
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theory class I. The database for category scores of phonological symbols shown
in Table 2 (see Figure 3).

Therefore, each SD scale of the impression of an onomatopoeia x is calculated
individually by Equation (1).

SDi(x) = c1i(x) + v1i(x) + c2i(x) + v2i(x) +mi(x) + ti(x) + ri(x) + Ci (1)

Where, in Equation (1), SDi(x) denotes the i-th SD value for x. c1i(x) denotes
the i-th category score for the consonant of the first mora of x. v1i(x) denotes
the i-th category score for the vowel of the first mora of x. c2i(x) denotes the
average value of the i-th category scores for the consonants of the second and
later mora of x. v2i(x) denotes the average value of the i-th category scores for
the vowels of the second and later mora of x. mi(x) denotes the average value of
the i-th category scores for the special phonological symbols which are inserted
into middle of x. ti(x) denotes the i-th category score for the special phonological
symbol of the last mora of x. ri(x) denotes the i-th category score for whether x
is an iteration structure. Finally, Ci denotes the value of the i-th constant term.

Table 3. The database for category scores of phonological symbols based on the
Hayashi’s mathematical quantification theory class I. This database is consist of 90
category scores for each SD scale. In this table,“ c1”, “v1”, “spsm”, “c2”, “v2”, “spst”,
“repeat”, “const” respectively denote the first consonants, the first vowels: special
phonological symbols which are inserted into middle of onomatopoeias, the second
consonants, the second vowels, special phonological symbols of tails of onomatopoeias,
the repeating flag, and the constant term.

SD c1 v1 spsm c2 v2 spst repeat const

k · · · a · · · N · · · k · · · a · · · N · · · F T

1st 0.23 · · · -0.02 · · · -0.86 · · · -0.51 · · · 0.10 · · · -0.21 · · · 0.32 -0.12 4.04
2nd -0.29 · · · -0.16 · · · -0.28 · · · -0.45 · · · -0.07 · · · 0.16 · · · -0.00 0.00 4.08

...
i-th · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

...
89 th -0.05 · · · 0.03 · · · 0.07 · · · 0.15 · · · -0.08 · · · -0.18 · · · 0.16 -0.06 4.87
90 th 0.03 · · · 0.07 · · · 0.09 · · · 0.18 · · · -0.05 · · · -0.10 · · · 0.09 -0.04 4.83

In Step3, generated individuals are evaluated based on how much they are
similar to the impression inputted by users. In our method, we treat an im-
pression based on SD scales as a vector of SD values and use cosine similarity
between two vectors as the degree of similarity between them. That is, the sim-
ilarity between the impression of a generated individual (onomatopoeia) x and
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that inputted by users is calculated by Equation (2).

s(v(x), g) =
v(x) · g
|v(x)| |g| (2)

Where, in Equation (2), v(x) denotes the impression of x, g denotes the inputted
impression, and s(v(x), g) denotes the similarity between v(x) and g.

In Step4, new generational individuals are generated based on the result of
evaluation in Step 3. New individuals are generated based on selecting two old
generational individuals and crossovering genes of these individuals. At first, two
old individuals are selected according to the probability based on the similarity
calculated in Step 3. Individuals having high similarity are selected easily. Next,
genes of these individuals are split at random part and these split genes are
crossovered so that new two individuals are generated. In our method, we use
the one point crossover. This procedure is executed until the number of new
generated individuals become the same as the number (that is, 200 in our system)
of old individuals.

In Step5, the genes of new generated individuals are mutated based on fixed
probability. That is, all of phonological symbols consisting of generated individ-
uals are changed to different symbols which is not the present symbols based on
fixed probability. In our method, because of shortness of a gene, this probability
is very high (20%) so that the same individual might not be generated as much
as possible.

In Step6, the procedure described above (from Step 1 to Step 5) is repeated
until the similarity of an onomatopoeia which is the most similar to inputted
impressions exceeds the threshold or the procedure is repeated until the fixed
number of times. In our method, the threshold is 0.95 and the maximum number
of repetition is 100000.

2.3 The Example of Execution

An example of output of our system is shown in Figure 2. The figure shows
an example of output appropriate for the impressions. The upper figure is an
example of SD values inputted by users and the lower one is an example of
output appropriate for the impressions.

3 Evaluation

In the evaluation of our system, participants were asked to compare impressions
inputted by SD scales with onomatopoeias generated by our system. We used
various impressions for evaluation.

3.1 Participants

Participants are 15 Japanese males and females, aged 20-28 (the mean age is
22.9). They participated in this evaluation as volunteers.
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Fig. 2. The example of execution

3.2 Materials

We set 4 types of impressions to generate onomatopoeias for evaluation. The
impressions are “cute”, “scary”, “romantic” and “lonely”. Participants decided
the kinds of SD scales and inputted SD value so as to express the impression.

3.3 Procedure

It is difficult to evaluate our system because actual impressions evoked by ono-
matopoeias are subjective. So, we evaluate our system based on four items
which participants evaluate how much generated onomatopoeias are consistent
with inputted impressions. The items are as follows: (1) how much generated
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onomatopoeias are coincident with inputted impressions, (2) how much novel
generated onomatopoeias are, (3) howmuch interesting generated onomatopoeias
are, and (4) how much generated onomatopoeias are easy to be understood.

Participants were asked to evaluate generated onomatopoeias based on 7-point
semantic differential scales for these items. That is, (1) +3 to -3, (2) +3 to -3,
(3) +3 to -3, and (4) +3 to -3.

3.4 Result

From the evaluation, the average values of the evaluated items answered by
participants are shown in Table 4.

Table 4. The average values of the evaluation answered by participants.

“cute”

item average value

Coincidence 1.53
Novelty 2.20
Interest 1.80

Understanding 1.20

“scary”

item average value

Coincidence 1.60
Novelty 2.13
Interest 1.93

Understanding 1.00

“romantic”

item average value

Coincidence -0.07
Novelty 2.27
Interest 2.13

Understanding 0.67

“lonely”

item average value

Coincidence 1.00
Novelty 2.20
Interest 2.07

Understanding 0.87

Considering these results, as a result of this evaluation, it is showed that
impressions of onomatopoeias generated by our method were similar to inputted
impressions to generate onomatopoeias. This result suggests that our proposal
method is effective as a technology which supports creating novel onomatopoeias.

4 Conclusion

In this study, we developed a method which generates Japanese onomatopoeias
corresponding to impressions inputted by users. This method is based on the
genetic algorithm that phonological symbols treat as genes. As a result of the
evaluation, it was showed that our method generated onomatopoeias which are
similar to impressions inputted by users.

The present method generates only fixed-length onomatopoeias. Therefore, as
a future work, we are planning to modify the method to control the length of
generated onomatopoeias arbitrarily.
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Abstract. Existing speech enabled Geographical Information Systems (GIS) 
needs to have capabilities to handle uncertainties that are inherent in natural 
language communication. The system must have an appropriate knowledge 
base to hold such capabilities so that it can effectively handle various uncertain-
ty problems in speech communication. The goal of this study is to collect know-
ledge about how humans use collaborative dialogues to solve various  
uncertainty problems while using GIS. This paper describes a knowledge elici-
tation study that we designed and conducted toward this goal. The knowledge 
collected can be used to develop the knowledge base of a speech enabled GIS 
or other speech based information systems.  

Keywords: GIS, Knowledge elicitation study, Uncertainties, Human-GIS 
Communication, Collaborative dialogue strategies. 

1 Introduction 

Geographic Information Systems (GIS) are computer based mapping systems [1]. 
Since its early stage in the 1960s, they have been applied in various fields that use 
spatial data. Natural interfaces, e. g. speech and gesture enabled interfaces, have been 
proposed for GIS[2-6] over the years in order to further reduce the amount of training 
effort required from the GIS user. Some experimental GIS with natural interfaces 
have been developed. Early systems could accept only simple speech sentences which 
consisted of a few key words (such as CUBISON [7] and “Put-that-There” [8]) and/or 
simulated gestures (such as “Put-that-There” [8]). Along with advances in speech and 
gesture recognition in the computer technology field, some experimental natural inter-
face-based GIS have been developed to accept more complicated speech input and/or 
pen-based gesture, such as QuickSet [9-11] and Sketch and Talk [12]. The most  
recent natural interface-based GIS can even recognize free-hand gesture, such as 
Dave_G [13]. 

Speech is used in most of the natural interfaces developed for GIS, and it is well 
known that natural language is not as precise as computer commands. The user’s 
speech requests can contain various uncertainties. They can be incomplete, ambiguous, 
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vague, and inconsistent [14-17]. Most of the existing speech enabled GIS do not handle 
such uncertainties well. They usually give a best guess only to the uncertain part in the 
user’s speech request. 

Human can usually successfully communicate with each other through collaborative 
dialogues, although their speech conversation also often contains various uncertainties. 
The success in human-human collaborative dialogues leads us to propose collaborative 
dialogues for speech enabled GIS to handle various uncertainty problems. The goal of 
this study is to collect human knowledge about how human communicators (human 
expert GIS operators in particular) handle various uncertainty problems in speech 
communication through collaborative dialogues. 

To collect human knowledge, we need to apply some knowledge elicitation  
methods [18]. The observations and interviews are two of commonly used knowledge 
elicitation techniques [18-22]. They are direct methods of watching experts and inte-
racting with them. In this study, we took these two techniques to collect human  
communicators’ knowledge involved in handling various uncertainty problems while 
using GIS.  

The first author’s previous work also used these techniques on knowledge  
elicitation study for handling various uncertainty problems [23, 24]. However, the 
participant tasks designed in that study [23, 24] mainly focused on handling  
the vagueness problem. Each of these tasks involved speech communication of a va-
gue spatial concept, near. The variety of uncertainty problems and their correspond-
ing collaborative dialogue strategies that were discovered from that study were li-
mited. The tasks designed for the participants to work on during the observation pe-
riod in this study focused on various problems, instead of specifically on the vague-
ness problem.  

2 Research Design 

The research questions in the study include: (1) What kinds of uncertainty problems 
can occur in speech communication of spatial information requests while using GIS? 
(2) What collaborative dialogue strategies do human GIS operators take to handle 
these uncertainty problems? (3) How does a human GIS operator reason and make a 
decision during the process of communicating with the user, in particular, when the 
communication involves uncertainties?  

2.1 Design of Participant Observation  

The first technique used to collect human knowledge in this study is the participant 
observation. We planned to invite pairs of GIS experts and non-expert GIS users to 
work together on a set of tasks (see Table 1). We would observe their collaborative 
dialogues to reduce uncertainties in the communication, which would answer the 
research question 1 and 2. 
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Table 1. Eight User Tasks in Participant Observation 

Task 
No. 

Task Content Common Contextual Information 

1 Get a Florida map (At first, you want to see a 
map of Florida with basic information at first, 
such as state boundary, county boundary, ci-
ties, major roads etc.) 
 

Traveling to Florida for Vacation: 
Imagine that you are planning to 
have a 2 months of vacation over 
Florida and not familiar with Florida. 
You have several requests. 

2 Get a map of flooded area in Florida (imaging 
that you want to know the areas that usually 
flood during the summer) 
 

 
3 

Get an Ohio map (Imagine that you want to 
know where is the Ohio county in Kentucky). 
 

Living in Kentucky: Imagine that 
you are living in Northern Kentucky 
Area (here, in this study, it means the 
Kenton County and Campbell coun-
ty). You have several requests. 

4 Get a map of Northern Kentucky Area (im-
agine that you want to get a map showing basic 
information, such as county boundary, cities, 
roads etc). 
 

5 Get a map of rivers in Northern Kentucky Area 
(suppose that you are interested in only major 
rivers, not all streams). 
 

6 Get a map showing 50-ft buffer zones around 
all rivers in Northern Kentucky Area. (Suppose 
that you are interested in buffer zones around 
major rivers). 
 

7 Get a map showing all daycares in Northern 
Kentucky area near your home (Imagine that 
you have a child and need to select a daycare 
near your home (and work location if you 
work. If you work, suppose that your home and 
work location are close and can be considered 
as one destination.) 
 

8 Get a map showing all KY cities near your 
“home city” Lexington (imagine you are look-
ing for jobs around home city) 

There are two sets of tasks (Table 1) for each pair of user participants to complete 
during the participant observation. The first set of tasks was situated in the context of 
planning for traveling to Florida for a two-month vacation. Task 1 was intended to 
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have them communicate missing information in the user request or on the map result 
because they may have different understandings on what should be displayed on the 
map. Task 2 involves communication of a general concept, the “flooded area”, which 
can refer to flooded area at different levels. We expect that this task would drive the 
participants to use collaborative dialogues to handle the generality problem.  

The second set of tasks was set in the context of living in Kentucky. Task 3 was 
designed for the ambiguity problem because the word “Ohio” in the northern  
Kentucky area may mean two different things, the state, Ohio, and the county in Ken-
tucky, Ohio. Task 4 had the same purpose as Task 1. Task 5 and Task 6 were also 
designed for the generality problem because the term “rivers” can refer to major rivers 
or all streams. Task 7 and Task 8 were both designed for the vagueness problem and 
involved communication of a vague spatial concept, near.. The vagueness problem is 
more complicated than the other types of uncertainty problems because it involves 
both context-dependency and fuzziness problems. However, the first author of this 
paper had conducted a knowledge elicitation study that specifically focused on the 
vagueness problem before [25]. Therefore, we did not design so many tasks to cover 
the various situations that the vagueness problem can occur.  

2.2 Design of Follow-Up Interview  

We planned to interview the participants after the observation. Each pair of partici-
pants would have some common questions related to the uncertainties observed in the 
participant observation. The common questions focused on the uncertainty problems 
that were observed during the participant observation in this study or previous studies 
[23, 24]. If a type of uncertainty problems happened in the participant observation,  
we would summarize how it is handled in the observation, and then ask the participant 
what other strategies can be applied. If it does not happen, we would explain the  
problem definition at first, and then ask the participant what strategies he/she would 
take if it happened. This part of interview was designed to collect more data for the 
research question 1 and 2. It would also be helpful to answer part of the question 3, 
such as how to identify each type of uncertainty problems.  

The GIS operator participants would have additional questions, which were  
focused on their reasoning process underlying their collaborative communication with 
users during the observation. We would ask them to use one of the examples that 
happened in the observation process to explain how they made the decision of taking 
one of collaborative strategies available in their mind to handle the uncertainty prob-
lems. This part of interview was designed to collect data for the research question 3. 

3 Data Collection 

The data collection for the knowledge elicitation study was conducted at the first  
author’s office at Northern Kentucky University in summer 2011. The laptop at her 
office was installed with GIS software, ArcGIS Map 9.3, and some software for 
screen video recording and audio recording for the study. Four pairs of GIS operator 
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and user participants participated in the study. All of the GIS operators were the first 
author’s students in her past GIS classes at Northern Kentucky University. They were 
either college students or had already had full time GIS jobs. The user participants 
were students at Northern Kentucky University from different majors. Seven of them 
were native English speakers. One of them was a foreign student and spoke in English 
fluently.  

Same as the first author’s previous knowledge elicitation studies [23-25], the  
data collection process consisted of three sessions: introduction session, participant 
observation session, and interview session. This section details the process.  

3.1 Introduction Session  

The consent forms were distributed and collected at first after the participants came to 
the experiment location. They were also asked to fill out a brief questionnaire about 
their background, including their gender, age, education major, GIS software use 
experiences etc.  

Next, we gave a brief introduction of the study to each participant. We explained 
basic GIS concepts and the eight tasks (Table 1) to the user participant. The eight 
tasks would be completed by using some GIS functions. So, we demonstrated these 
functions to the GIS operator participant at first, and then asked the operator partici-
pant to practice using these GIS functions.  

3.2 Observation Session  

Each pair of participants started to collaborate on each of the eight tasks after they 
finished the introduction work. The entire collaboration process was recorded via two 
video cameras and screen recording software (Figure 1) while the investigators  
observed their collaboration.  

 
 
 
 
 
 

 
 
 
 

 

Fig. 1. Data Collection Setting for Participant Observation 

Screen record-
ing software 

Video camera

Video camera
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The user participant initiated conversation with the operator participant for each 
task. The operator participant usually generated a map response for the user partici-
pant for each task. They usually need to use a few rounds of collaborative dialogues 
to complete each task. 

3.3 Interview Session  

The interview took place right after each pair of participants completed their  
tasks. The interview process was also recorded via multiple devices simultaneously 
(Figure 2). The investigators took written notes while interviewing the participant. 
Digital audio recording software on the computer and a digital video camera were 
also used to make sure that the interview process was recorded.  

 

 

Fig. 2. Data Collection Setting for Interview 

We conducted the interview by following the designed interview questions. The 
user participant was interviewed before the operator participant. This is because  
the questions for the user participant were less than those for the operator participant.  

4 Findings 

Due to the qualitative nature of the collected data, an interpretative reading method 
was applied to read and interpret all video, audio and written data. This yielded three 
major findings that correspond to the three research questions. 

4.1 Uncertainty Problems  

Several uncertainty problems were found in the speech communication while using 
GIS, including unclearness, forgetting details, incompleteness, vagueness,  ambiguity, 
and generality. The first four types of uncertainty problems have already been discov-
ered and explained in the first author’s previous studies [23-25]. Therefore, we focus 
on explaining the last two types, that is, the ambiguity problem and the generality 
problem. Explanation to these two types of problems and some dialogue examples 
that were discovered from the participant observation are given in Table 2. 

                                                                                                                  
 

                                                                                                             
                                                                                                                    

Written notes  

Video camera  
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Table 2. Uncertainty Problems and Dialogue Examples 

Type 
No. 

Uncertainty Problem Dialogue Example 
(O: GIS operator; U: User) 

1 Ambiguity: Some terms in the 
user’s speech request have two 
different meanings. 
 

U: …Well can I get an Ohio map? 
O: An Ohio map? 
U: Mhmm, check and see the Ohio county that's 
in Kentucky. 
O: The Ohio county? The county in the state of 
Ohio? 
U: Umm no, the Ohio county that's in Kentucky. 
 

2 Generality: A term in the user’s 
request corresponds to different 
GIS datasets that provide differ-
ent levels of details.  

U: Since we're on Campbell county, can I see a 
map of the rivers around there? 
O: Okay. 
U: Well alright. And those are just the major 
rivers, right? 
O: Yes. 
U: No streams?  

4.2 Collaborative Dialogue Strategies  

The GIS operator usually has multiple collaborative strategies to handle each type of 
the uncertainty problems. Collaborative dialogue strategies for the ambiguity problem 
and the generality problem are given in Table 3.  

Table 3. Collaborative Dialogue Strategies 

Type No. Uncertainty 
Problem 

Collaborative dialogue strategies 
 

1 Ambiguity 1. The GIS operator makes an assumption on the ambiguous part; 
2. The GIS operator directly asks the user for clarification; 
3. The user directly provides more context information to narrow 
down the options for the ambiguous part without being asked by 
the GIS operator 
 

2 Generality 1. The GIS operator directly provides more detailed information 
at first and asks for clarification later; 
2. The user assumes some context information, see the map re-
sults from the operator at first, and then clarifies the level of 
detailed information later if needed. 

 
The results about collaborative dialogue strategies discovered in this study and 

previous studies [23-25] show that there are two common strategies for these various 
uncertainty problems. One common strategy, referred to as Strategy 1, is to show a 
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map result to the user based on the operator’s assumption about the uncertainty in the 
user’s request and then to wait for the user’s correction if needed. The other common 
strategy, referred to as Strategy 2, is to ask the user to clarify the uncertain part in  
the user’s request and then generate a map response based on the user’s response to 
the user. 

4.3 Reasoning Process  

The GIS operator’s reasoning process usually includes a few major steps:1) Under-
standing the user request and interpreting it as the common goal of collaboration  
between the operator and the user; 2) Locating an appropriate GIS command for the 
user request; 3) Instantiating all parameters of the selected GIS command from  
the user request; 4) Executing the selected GIS command; 5) Returning responses to 
the user.  

At step 3, uncertainty can arise if one of the parameters of a GIS command cannot 
be directly instantiated from the user’s request. In this situation the operator must 
identify the uncertainty problem and make a decision about which collaborative di-
alogue strategy should be used to handle it. If the operator uses Strategy 1 and a pa-
rameter is instantiated based on the operator’s assumption, the operator will need to 
wait for the user’s correction feedback at Step 5. If the operator uses Strategy 2 and 
the uncertainty problem is asked to be clarified by the user, the operator returns a 
response to the user at Step 5 without uncertainties. 

5 Conclusion 

This paper describes the knowledge elicitation study that we conducted to help a 
speech enabled GIS to handle various uncertainty problems in human-GIS communi-
cation. The study results discovered two uncertainty problem types, ambiguity  
and generality, and their collaborative dialogue strategies, which are not shown in 
previous studies [23-25]. The paper also describes the preliminary findings about the 
operator’s reasoning processing, in particular, about how to make a decision about 
what to do when the user’s request contains some uncertainty. 

These findings will be helpful for us to further improve our design of existing 
speech enabled GIS, in particular, design of the knowledge base and reasoning  
algorithms that are needed for the system to handle various uncertainties inherent in 
speech communication. These findings can also be extended for other speech based 
information systems.  
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Abstract. In the last few years the number of intelligent systems has been 
growing rapidly and classical interaction devices like mouse and keyboard are 
replaced in some use cases. Novel, goal-based interaction systems, e.g. based 
on gesture and speech allow a natural control of various devices. However,  
these are prone to misinterpretation of the user’s intention. In this work we  
present a method for supporting goal-based interaction using multimodal inte-
raction systems. Combining speech and gesture we are able to compensate the 
insecurities of both interaction methods, thus improving intention recognition. 
Using a p`rototypical system we have proven the usability of such a system in a 
qualitative evaluation. 

Keywords: Multimodal Interaction, Speech Recognition, Goal-based  
Interaction, Gesture Recognition. 

1 Introduction 

Smart environments are often comprised of a plethora of networked and user controll-
able devices. Those are typically controlled by various remote controls or combined 
systems providing simplified graphical user interfaces. Pointing at devices for mani-
pulation is a natural form of interaction that is often performed unconsciously when 
using traditional remotes. It is possible to realize this pointing manipulation by using 
a virtual representation of the physical environment in combination with gesture re-
cognizing sensors [1]. The straightforward approach of finding devices is using an 
intersection between pointing ray and bounding volumes of devices in the virtual 
realm [2]. However, if the controllable devices are small or occluded selection might 
become difficult or even impossible. In this case means have to be provided to allow 
selecting the devices. Various options are available, such as conflict resolution strate-
gies, e.g. via menu selection [3], the usage of visual indicators for aiding selection [4], 
or - as it is used in this work - using contextual information to infer the intention of 
the user of interacting with a specific device. This work will present the following 
contributions: 
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• We propose a generic method to modify bounding volumes based on contextual 
information gathered by the environment or the interaction process 

• We propose different methods of bounding volume morphing, such as static scal-
ing, occlusion-based morphing and viewpoint-based space-filling methods [5]. 

• We test our method in a multimodal interaction scenario using a combination of 
speech and gesture 

We use the contextual information generated by the smart environment to modify the 
selection process on a generic level by modifying the bounding volumes associated 
with the different devices, instead of modeling the uncertainty within the pointing 
process itself. By this generic approach we gain two distinct advantages, the contex-
tual information allows to reduce the information required by other systems in multi-
modal interaction scenarios and the modification within the virtual representation 
allows other applications to directly use the modified bounding volumes. A particular-
ly interesting application area for this method is multimodal interaction. Concerning 
gestural interaction a good candidate for an additional modality is speech. This allows 
interacting with devices by pointing at them and speaking out various commands. The 
intention as identified by Natural Language Processing applied to speech and the 
approximate can be considered context. E.g. if the user wants to make something 
“louder” this is unlikely to apply to lighting - if the user is pointing to the front he 
typically does not want to interact with devices behind him. Therefore if the devices 
are properly mapped to speech control it is possible to reduce the number of potential 
systems to interact with and use this information in the bounding volume modifica-
tion. The overall process in this application scenario is following five steps;  
processing speech for interaction commands, modifying list of potential devices based 
on supported commands, modifying bounding volumes of candidate devices perform 
ray cast based on pointing direction and identify device and executing command on  
device. 

2 Related Work 

In the last few years novel interaction paradigms have seen a strong interest in the 
public eye. Particularly gesture interaction has seen considerable success; particularly 
in mobile applications with touch screens and gaming applications, with the Nintendo 
Wii and Microsoft Kinect.  

There have been various research efforts to use gestural interaction in smart envi-
ronments. Wilson et al have created the XWand, shown in Figure 1- left, a gesture 
interaction device based on accelerometers and infrared tracking of the device posi-
tion [2]. The integrated sensors allow determining pointing direction and starting 
point, thus providing the ability to select modeled devices in a smart environment. 
The system also allows using speech commands to manipulate the selected devices. 
XWand models devices as Gaussian probability distribution, allowing for simple de-
cision which device should be selected, however the method does not take into ac-
count ambiguous or occluded appliances. In our work we build upon a bounding  
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1. Remove all commands which are not part of the capability of any device 
2. Remove all devices which are not capable of any of the remaining commands 
3. Take the most recent command and increase the bounding volumes of all devices 

capable of it 
4. Recalculate the intersection point of the pointing gesture and the environment.  

The device the user is pointing on now is considered as being the users intended 
choice. Afterwards the final device-command pair will be forwarded and executed. In 
this procedure the third step defines that only the last command is a valid one in case 
of still existing uncertainty. This is due to the time frames around a detected pointing 
gesture. One or more commands arriving within on frame are expected to be correc-
tions of the previous command. Changing step three to a sequential processing of all 
speech commands can be alternatively used. According to that corrections by the user 
would be realized by undoing previous commands instead of skipping the allegedly 
wrong commands. 

6 Evaluation 

We have performed a usability study in which the subjects had to perform simple 
tasks by using speech commands and pointing at the device to be controlled. The test 
was performed by nine users, aged between 21 and 29. Most had previous experience 
with gesture recognition systems, while most had little experience with speech recog-
nition. The users had to perform a set of 11 different task controlling different devices 
in the environment, e.g. turning off lighting in the living room area. The devices were 
intentionally positioned to test cases that are relevant for context-based bounding 
volume adaptation, i.e. using small devices far away from the users and devices stand-
ing beside each other. The results were compared to a time-based selection, where 
interaction was enabled by holding a selection gesture for a certain amount of time. In 
this initial study we were mostly interested in getting an idea about the feasibility of 
our system and get on how users like the idea of using this multimodal interaction to 
control their smart environments. All subjects were able to perform all of the tasks 
with a noticeable learning effect from the first to the last tasks, reducing the number 
of wrong attempts and increasing the interaction time. 

In a following interview the test persons considered the combination of speech and 
gesture to be preferable to gesture or speech alone. The subjects considered the inte-
raction to be intuitive and easy to master and particularly liked how pointing can sim-
plify the complexity of speech commands. However only one candidate could im-
agine using such a system right now to control devices and there were concerns about 
the performance of speech recognition, which can be attributed to the fact that the 
training had to be performed unspecified.  
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7 Conclusion and Future Work 

We have presented a method that combines speech and gesture recognition to simpli-
fy interaction in smart environments. Using a virtual presentation of the environments 
we are able to control the gesture recognition using bounding volume modification. A 
test system based on the Microsoft Kinect and CMU Sphinx speech recognition was 
set up and tested with nine different subjects. The system compared favorably to time-
based selection methods and all users were able to complete the defined set of tasks. 
Combining speech and gesture to control smart environments offers a huge potential. 
We can use the combined information to simplify interaction of the different modes. 
Using bounding volumes to realize this multimodal combination allows a direct inte-
gration in virtual representations of the smart environment and the possibility for 
modeling other aspects such as uncertainty or give an importance measure for the 
different devices, e.g. by changing the scaling factors based on confidence and a user-
assigned weight. The initial results make us confident that the combination of speech 
and gesture to select and control devices is an approach that should be followed  
further. 

We intend to upgrade our prototype system to a more capable speech recognition 
that does not require the user to hold a microphone, e.g. by using on-line speech rec-
ognition and microphone arrays. The gesture recognition performed favorably but can 
be improved using different feedback methods and a more precise skeleton tracker. In 
terms of bounding volumes we want to compare the results of different modification 
methods both quantitative in terms of how they fill the space and acquire a qualitative 
result on how they influence user experience. Another idea is to provide a measure 
how well-suited a given environment is for this kind of interaction based on size, 
capabilities and position of the included devices. 
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Abstract. In the last years, gesture recognition has gained increased attention in 
Human-Computer Interaction community. However, gesture segmentation, 
which is one of the most challenging tasks in gesture recognition applications, 
is still an open issue. Gesture segmentation has two main objectives: first, de-
tecting when a gesture begins and ends; second, recognizing whether a gesture 
is meant to be meaningful for the machine or is a non-command gesture (such 
as gesticulation). This paper proposes a novel test protocol for the evaluation of 
different techniques separating command gestures from non-command gestures. 
Finally, we show how we adapted adopted our test protocol to design a touch-
less, always available interaction system, in which the user communicates di-
rectly with the computer through a wearable and “intimate” interface based on 
electromyographic signals. 

Keywords: Gesture segmentation, gesture interaction, test protocol,  
muscle-computer interface, system evaluation and interaction. 

1 Introduction 

For human beings, the gesture is a natural mean for effectively interacting with  
objects, tools and for communicating with other people. In 1980, the system devel-
oped by R. A. Bolt, known as “Put that there” [1] makes his entrance in the Human-
Computer Interaction (HCI) field as the first system combining vocal and gesture 
interaction. After about thirty years, Microsoft launches Kinect going beyond existing 
devices such as Nintendo Wii or PlayStation Move, since it offers hands-free interac-
tion. The success of this type of devices, also in research contexts, highlights the  
interest of exploiting gestures looking for novel interfaces and more natural ways of 
interaction with computers.  

Previous works have explored input techniques based on a variety of input modali-
ties: computer vision, special gloves, muscular activity, etc.  However, independently 
from the approach used, the gesture segmentation remains an important problem to be 
addressed. 

Within “gesture segmentation” we include two main aspects: detecting when a ges-
ture is performed (beginning and ending) and therefore separate it from the previous 
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and the subsequent gestures; recognizing whether the subject is performing a com-
mand or a non-command gesture, and consequently changing the machine behavior. 
The typical example is the normal gesticulation that can be erroneously interpreted by 
the system as a valid command.  

While detecting the beginning and the conclusion of a gesture is a problem often 
handled in literature, discriminating command and non-command gestures is an  
aspect rarely discussed. The problem is often avoided restraining the interaction to 
precise moments (synchronous systems) or using a limited set of unnatural gestures. 
Aiming at a more natural and always-available interaction experience, what is cur-
rently missing is a method that can aid evaluating different segmentation approaches, 
taking into account also the gesticulation. 

In this paper we propose a novel test protocol focused on the evaluation of gesture 
segmentation approaches. In particular, the proposed method allows the differentia-
tion between command and non-command gestures.  

Finally, we show a first evaluation of our protocol in a test on the field. In par-
ticular, we adopted our test protocol during the design of an electromyography 
(EMG) based gesture interaction/segmentation approach. The main goal of the 
interaction system was to provide to the user an always-available human-computer 
interface based on subtle and motionless gestures. Triceps contractions were 
adopted to segment the gestures (i.e., performed gestures are recognized by  
the system as command-gestures only if they are performed during a contraction of 
the triceps).  

This paper is structured as follow: the next chapter illustrates the works related to 
the domain of gesture segmentation and offers a survey of the different approaches 
used in recent studies; in section 3, we will show in detail the developed test protocol 
and how it has been adapted to the design of an EMG based interaction and segmenta-
tion system; finally, we will discuss the results and the possible test protocol  
improvements. 

2 Background and Related Work 

In literature, the segmentation problem has rarely been addressed independently, but 
rather within the gesture recognition context. Command gestures were often distin-
guished from gesticulation, setting aside very particular gestures for the interaction 
choosing command gesture too much wide and tiring and so too restrictive for an 
interaction claimed as “natural”. 

When the gesticulation was considered in the context of interaction, this was often 
done aiming to deduct subject’s characteristics [2] or as a complement in voice-based 
interaction systems [3]. Alan Wexelblat [4] analyzed the gesticulation in order to 
deduct the most natural gestures and thus designing an interactive system to commu-
nicate naturally with virtual environments; the gestures were intended as command 
when used along with vocal orders. 
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The problem of separating continuous gestures has been addressed in particular 
contexts such as dance [5], theatre [6] and recognition of American Sign Language 
[7]. Kahol et al. [5] proposed a model called “Hierarchical Activity Segmentation to 
Represent the Human Anatomy” and they used low-level parameters to characterize 
motion in the various segments of the human body. Kelly et al. [8] presented  
a framework for continuous multimodal sign language recognition: they proposed a 
solution taking into account the epenthesis (i.e. the movement of the hand between the 
end point of the previous gesture and the start point of the next gesture). 

However, these works did not considered the case in which the subject can move, 
interact with objects, and gesticulate, etc. between a gesture and the subsequent  
one. 

Studies on always-available interfaces explored the problem of interacting with 
computer asynchronously during daily activities. Saponas et al. [9], in their EMG 
based interaction system, indicated the command gestures to the machine by clench-
ing a fist: only when the fist was closed, the gestures performed with the other hand 
should be taken into account by the recognition system. However, in the following 
analysis they did not consider the influence of the segmentation system on the global 
system performance. Referring to similar experiences, Costanza et al. [10] tested their 
system in a particular scenario, providing a reasonably realistic environment (the 
subjects were walking through a predetermined path) maintaining enough experimen-
tal control to measure performance. 

Actually, each work focusing on gesture recognition needs to develop its own  
approach to segment gestures. What currently lacks is an approach to evaluate the 
performances of the method used for the segmentation independently from the recog-
nition and that could take into account non-command gestures. 

In this paper we propose a test protocol that can be adopted to measure the  
performances of gesture segmentation approaches with regards to the gesticulation. 

3 Test Protocol 

In the first part of this section we will present an overview on the test protocol  
structure; subsequently, we will detail each step using as example our gesture recogni-
tion/segmentation approach for a real recognition/segmentation study presented  
in [11].  

3.1 Protocol Overview 

The test protocol (see Figure 1) is divided into four phases composed of eight  
different steps, concluded with one additional stage for the usability evaluation. 
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non-command gestures. We choose the triceps contraction aiming at an almost-
invisible, not tiring segmentation approach. These kinds of gestures have been de-
fined “motionless gestures” [10]. 

Setup Phase  
Sensors Placement. In our scenario, the system had to detect three gestures: the wrist 
flexion, the wrist extension, the triceps contraction. Therefore, the muscles directly 
involved in these movements were selected: for the wrist flexion the muscle designat-
ed was the palmaris longus and for the wrist extension the extensor carpi ulnaris. For 
the triceps contraction we monitored the triceps brachii activity. The skin was cleaned 
with alcohol according to SENIAM-recommendations [13], in order to assure a good 
skin-electrode contact. We did not shave or scratch the skin in order to evaluate a 
more interesting scenario for the HCI.  

Training. A training phase was used in order to adapt the parameters of the used clas-
sifiers (Linear Discriminant Analysis) to each participant. We asked the subjects to 
perform the gestures as naturally as possible. A visual input indicated to the subject 
when to execute a specific gesture. A left arrow was used to indicate a left movement 
of the wrist, a right arrow for a right movement. The triceps contraction was asso-
ciated with an up arrow. The training session lasted about one minute for each sub-
ject. 

Pre-Test Phase 
Natural Interaction. During the Natural Interaction step, the subjects were required to 
execute a series of tasks commonly done in the everyday life in order to quantify the 
false positives rate during these activities. The subjects were asked to:  

• “Manipulate” five objects. 
─ Displace the objects from a desk to another. 
─ Putting the objects on the floor and then lifting them on the desk. 

• Write and draw on a blackboard. 

During the manipulation activities, the participants had to handle five different ob-
jects, with different weights. Also the grip changed but no indication on how to mani-
pulate them was provided. The objects used were: 

• Phone. The cell phone weighed about 150 grams. Given that it is a small object, 
many pretensions are possible. 

• Bottle. The bottle was filled since the weight of 1 kg was reached. The material 
of the bottle was glass. 

• Book. A thick book of 2 kg was used. 
• A filled computer bag. It weighed 3 kg. 
• A chair of about 7 kg. 

The chair was chosen as border case to test the limits of our segmentation approach. 
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During the writing task, the subjects were asked to write a specific sentence on a 
blackboard using a chalk. The phrase was: “It’s a rather rude gesture, but at least it’s 
clear what you mean” (Katharine Hepburn).  

The Natural Interaction phase ended drawing standard geometrical figures. 

Familiarization. During this phase, the subjects received instructions about the func-
tioning of the system and how to manage the Application Scenario in the following 
phases. In particular we explained how to use the triceps contraction to segment the 
other gestures. 

The participants tested the system until they felt confident with the interaction. In 
our experiment this phase lasted in average 5 minutes. 

Test Segmentation Enabled (SE) Phase  
Application Scenario. In order to involve the user in the task and attempt to produce 
“natural” gesticulation, we asked each subject to interact with a slideshow presenta-
tion. In each slide there were the indication of the current slide and the indication to 
the slide they should reach.  

To complete one tour, a total of 16 gestures, 8 left and 8 right were needed. In or-
der to complete the Application Scenario two tours were required for a total of 32 
gestures. 

Each tour, during two slides, the subjects were asked to describe the pictures 
shown to them, evaluating if the images are good looking or not and arguing their 
reasons. This step was added to discern if the system detects false positives when the 
subject is gesticulating in a presentation context.    

The participants were free to choose the duration of the interval between two inte-
ractions. 

The Application Scenario was alternated with a Natural Interaction step. 

Test Segmentation Disabled (SD) Phase 
The whole first test phase was repeated a second time with the segmentation disabled 
(i.e., the input from the triceps were ignored) allowing to evaluate the impact of the 
segmentation system on usability, cognitive load and overall performances.  

System Usability Scale 
The SUS [12] was used in order to evaluate the system usability in terms of perceived 
complexity and difficulties, consistency and other aspects. The SUS consists of ten 
statements for which each participant specified the level of agreement on a 5 points 
scale.   

Additional open questions were added to cover aspects missing in the SUS survey, 
such as muscular fatigue, and user opinion about strengths and weaknesses of the 
segmentation and interaction.  
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required by the task. Different and maybe more stimulating scenarios, such as pre-
sented in [4], in which subjects were asked to describe in detail specific movies 
scenes, could improve the protocol. 

From our experience, we learned that, in order to obtain significant results from the 
Natural Interaction phase, the choice of the features (e.g. weights and handgrip) and 
the consequent limit case (the chair) are of crucial importance. 

In conclusion, in this paper we presented a novel test protocol for gesture recogni-
tion and segmentation methods. In particular our approach allows to easily separate 
command gesture from non-command gesture, such as gesticulation, providing an 
important tool to design new interaction systems. We showed a concrete example 
involving subtle gestures, for the interaction, and a motionless gesture, for the seg-
mentation, demonstrating how the test protocol can be adopted to design a touchless 
interaction system.  

Finally, in order to gain more relevance, our test protocol needs to be employed in 
similar researches comparing the results to estimate the need to include other over-
looked gesture segmentation aspects. 
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Abstract. In this paper, we describe an opportunistic model for human-
environment interaction. Such model is conceived to adapt the expressivity of a 
small lexicon of gestures through the use of generic functional gestures lower-
ing the cognitive load on the user and reducing the system complexity. An  
interactive entity is modeled as a finite-state machine. A functional gesture is 
defined as the semantic meaning of an event that triggers a state transition and 
not as the movement to be performed. An interaction scenario has been de-
signed in order to evaluate the features of the proposed model and to investigate 
how its application can enhance a post-WIMP human-environment interaction.  

Keywords: natural interaction, functional gestures, pervasive computing,  
human-computer interaction. 

1 Introduction 

This paper presents a model for the design of an opportunistic system for natural  
human-environment interaction. Natural interaction approaches aim to facilitate the 
control of technological devices through the use of the communication modalities 
typical of the human-human interaction [1]. Gestures, speech, gaze are few examples 
of typical modalities. Although natural paradigms have been conceived to improve 
learnability, several gesture-based applications 1) lack of expressivity (small lexicon) 
or 2) have a significant cognitive load for the user caused by the big number of  
gestures. 

In this paper, we address these issues proposing an opportunistic context-aware 
model conceived to augment the expressivity of a small lexicon of gestures. The small 
size of the lexicon reduces the impact on the user cognitive load, whereas the oppor-
tunistic approach augments the vocabulary expressivity, with the results of an  
increased expressivity and a reduced cognitive load. A reduced number of gestures 
lowers the complexity of the system improving also the accuracy rate when using 
machine learning techniques. In fact, a classifier trained on a small number of ges-
tures generally outperforms in terms of recognition accuracy the same system trained 
on a larger number of gestures [2]. Section 2 presents the works related to this project 
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in the field of gesture recognition and gesture vocabulary design. Section 3 defines 
the main concepts of the presented model. Section 4 details our model. Section 5  
validates the proposed model discussing an interaction scenario. Finally, Section 6 
discusses the achieved results. 

2 Related Work 

Several studies have investigated the definition and design of a gesture vocabulary for 
the natural interaction with objects, the environment and invisible computers (post-
WIMP era). The definition of specific and generic gesture taxonomies is an important 
preliminary step designing the features of the interaction between the human and the 
machine. Researchers in HCI have proposed conceptual frameworks mixing gestures 
physical expression and semantics in the taxonomy (such as [3], [4] and [5]). For 
instance, in [3] Quek et al. define manipulative and semaphoric gestures. The first 
class involves “a tight relationship between the actual movements […] with the entity 
being manipulated”; the second “any gesturing system that employs a stylized dictio-
nary of static or dynamic hand or arm gestures”. These classes emphasize the relation 
of the gesture with the entity of the interaction and the signification of the  
gestures for the user.  

Most of the studies on gesture interaction define an ad-hoc or rule-based gesture 
vocabulary to be used in the interaction (such for example in [6], [7] and [8]). Stern et 
al. [9] propose the definition of a gesture vocabulary based on psycho-physiological 
and technical factors for one-way (a human that commands a machine) communica-
tion. Differently from the approach we propose in this paper, the authors limit their 
study to the assumption one gesture – one command. Several studies take into account 
co-verbal gestures [3] [10], in order to study the relation between the gestures and 
speech or to extract multimodal information. In contrast, we focus on the single  
gestural modality leaving multimodal aspects to further studies. Researchers in the 
cognitive science domain are studying how object shapes can evocate functional and 
volumetric gestural knowledge [11]. In their work, Bub et al. define functional ges-
tures as “gestures associated with the conventional uses of objects”. Starting from this 
definition, we extend it toward generic entities that can be real or virtual, associating 
the function evocation to the semantic meaning. 

The gesture vocabulary design can be done following different approaches. Akers 
et al. [12] propose an observation-based design to reveal the optimal gestures for a 
given task. However, designing a gestures vocabulary implies taking into account 
many aspects. In fact, Prekopcsák et al. [13] identify four main design principles for 
everyday hand gesture interfaces in ubiquity, unobtrusiveness, adaptively and simplic-
ity. Our approach takes into account these four aspects with a special attention to the 
adaptation parameter. Also Nielsen et al. [14] propose an interesting approach for 
developing gestural interfaces focusing on parameters as intuitiveness and ergonom-
ics. The authors define some directives to follow in order to adhere to the most  
important principles in usability and ergonomics. They state that two are the possible 
approaches for the investigation of suitable gestures for HCI interfaces: bottom-up 
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and top-down. In particular, the bottom-up approach consists of taking the functions 
and finding the matching gestures. Our model affects this part of their procedure in-
troducing the concept of functional gesture defined in the next section. Our procedure 
enhancement aims at providing a smaller gestures vocabulary in order to go beyond 
the learnability obtainable with standard approaches improving the recognition  
accuracy at the same time. 

3 Definitions 

3.1 Interactive Entities 

Through gestures, users can interact with devices and tools that can be real or virtual. 
In this paper, we generically call these devices interactive entities.Our model classi-
fies the interactive entities according to the following 2-elements taxonomy: two-state 
entities and complex entities.  Two-state entities are simple entities that are characte-
rized from having just the states ON and OFF. Lamps could typically belong to this 
category. Complex entities can be modeled by a finite-state machine representation 
with more than 2 states, in which each transition defines an action. It is convenient to 
distinguish the two-state entity class for the wide availability of devices that can fit 
this class and can be described with the same model.  

On the other hand, the state machine representation of a complex entity is strictly 
linked to the functions of the device. Although automatic state-machine generation, 
configuration and deployment are not the focus of this paper research, solutions based 
on an ontological description of the interactive entities (such as presented in [15]) can 
help this process: ontologies can abstract heterogeneous devices as homogeneous 
resources. 

3.2 Interaction Expressivity versus Cognitive Load 

Combinations of multiple gestures to provide complex and rich commands to a  
system are a challenging mean of interaction. The effort required to learn or repro-
duce such language requires the users to make a remarkable effort. In common  
approaches, with the exclusion of sign language alphabets, it is rare to find gestural 
sentences composed of a concatenation of multiple gestures. And, consequently, the 
most diffused approach is to associate one gesture to one command. If such solution 
works well in systems and applications with reduced needs of expressivity, it can fall 
short to control complex interfaces (complex not complicate interfaces [16]).  

On the other hand augmenting the vocabulary size is not always a viable solution. 
Previous studies assessed that a big number of commands can have a sensible impact 
on the user cognitive load and the associated information can be difficult to process. 
According to Miller’s seminal work, seven “plus or minus two” appears to be the 
upper limit in the number of information that can still be processed with a not exces-
sive load on the cognitive processing capacity of our brain [17]. Based on these re-
sults, we empirically limited the number of gestures for our interaction scenario to 8. 
These gestures are: select, turn on/off, next, previous, undo, increase, decrease and 
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exit (their functions and particularities are detailed in section 3.4 and Table 1). We 
can observe that there are not specifications or limitations on how to perform a  
gesture.  

3.3 Functional Gestures 

As mentioned before, we focus on gesture classification based on the function of a 
gesture and not the physical movements or posture. From this perspective, a gesture, 
or more in general a command, does not imply constraints about its physical realiza-
tion, improving flexibility and user adaptation. From a more general, multimodal, 
point of view, a command can be provided using different communication channels. 
According to our classification, if a command function remains the same, the  
command belong to the same functional command class. 

But what is a function? Representing an entity as a finite-state machine, a function 
is the semantic meaning of an event or condition that triggers a transition. An action 
is a specific transition. Examples of functions are select, next element, undo, etc. A 
functional gesture is linked to the concept of function instead of action (in conformity 
with the conscious gestures of semantic type descripted in [14]). The functional  
gestures are strictly connected to the functions of the entity that we are interacting 
with. For instance, the next element function has not meaning for a two-state entity.  

The aim and the advantage of this approach is the abstraction between the physics 
of the gestures and its interpretation. A system configured to respond to functional 
gestures does not force the users to specific movements and can implement a one to 
many or many to one relation (i.e., one gesture for multiple actions). 

In this research, we limit our lexicon to 8 functional gestures: select, turn on/off, 
next, previous, undo, increase, decrease and exit. Table 1 presents the 8 functional 
gestures integrated in our taxonomy; we emphasize in italic some of the main assump-
tions that should be taken into account designing an interface according to our model.  

Table 1. Functional gestures: function-action association 

Function Action 
Select Select the highlighted element (for a specific entity in a certain state) 

Turn on/off 
Two actions: switch the highlighted entity condition: OFF ->ON or  
ON->OFF 

Next Highlight the next element in a sorted list 
Previous Highlight the previous element in a sorted list 
Undo Undo the last command 
Increase Increase the main property of the highlighted entity 
Decrease Decrease the main property of the highlighted entity 
Exit Exit from the current state 

 
Highlighting implies a form of feedback to the user. It can be visual, acoustic, or 

multimodal. 
Sorting implies the concept of order between the different elements. 
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Increase and decrease should be applied to a main property of an element. The  
degree of relevance of the property can change with the state of the entity. For exam-
ple, interacting with a media center in the play movie state, the increase and decrease 
function can be associated to the loudness of the volume, whereas in the pictures 
browser slide-show they can be associated with the zoom level on the images.  

Finally, the exit command implies to have a state-machine representation aware of 
the application interface (this can imply the need to memorize the historic of the  
interaction). 

4 Model and Design Directives 

The proposed model aims to enhance the interaction between the human and the  
environment finding a good balance between cognitive load and vocabulary expres-
siveness, in the context of gesture-based interaction. In smart environments the  
gesture interaction can be very varied. In order to address these challenging issues and 
focus on our research, we fixed some design directives.  

4.1 Design Directives 

We identified a number of rules and constraints that the gesture lexicon and the envi-
ronmental interfaces of a smart home should respect in order to be modeled with the 
proposed approach.  

Interaction lexicon should:  

1. Have a moderate number of gestures to reduce the cognitive load for the user that 
have to recall the interaction to perform. E.g., seven more or less two is the range 
of numbers suggested by Miller in [17] and that we adopted in our scenario. 

2. Define a set of semantic meanings, and not the cinematic and dynamic of the  
gesture itself that the designer can freely choose. Such meanings should be generic. 
Based on the research of Neßelrath et al. [18], in our scenario we propose 8 func-
tions that we associated to the selected semantic meanings.  

3. Be designed following the Nielsen et al. procedure [14] in order to adhere specific 
ergonomics and usability principles.  

Environmental feedback interfaces should: 

4. Be designed to be compatible with the generic meaning of the gesture vocabulary 
and increase the intuitiveness of the interaction. Section 4.4 discusses typical issues 
that should be taken into account designing the feedback for the user. 

Functional gestures must be dynamically associated to precise actions on the entities 
present in the environment exploiting contextual information. In particular, we use 
two kinds of contextual information: the system state and the environmental data. The 
environmental data contain generic information such as lighting conditions, noise 
levels, user position and activity. 
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Table 2. Functional gestures designed for a media center finite-state machine 

Media center 
State 

Gesture 

Off Menu Executing a 
video  

playlist 

Photo  
Browsing 

Turning off 

Select - Select field - - - 

Turn on/off Turn On 
Turning Off 

menu 
Turning 

Off menu 
Turning Off 

menu 
Turn off 

Next - 
Next ele-

ment 
Next video Next pic. - 

Previous - 
Previous 
element 

Previous 
video 

Previous 
Pic. 

- 

Undo - Undo Undo Undo Undo 
Increase - Volume Up Volume Up Zoom in - 

Decrease - 
Volume 
Down 

Volume 
Down 

Zoom out - 

Exit - - Go to Menu Go to Menu - 

 
In this example, 8 functional gestures are needed in the interaction. A standard  

approach with a relation one-to-one between the gestures and the actions needs 15 
gestures (select, turn on, turn off, next element, previous element, next picture, pre-
vious pictures, next video, previous video, volume up, volume down, zoom in, zoom 
out, go to menu, undo). 

Table 3 compares our approach with classical methodologies. Each entity is cha-
racterized by a finite state machine and a set of actions. The radio features 6 actions: 
turn on, turn off, next channel, previous channel, volume up, volume down. The fan 
and the lamp are modeled as 2-state entities.  

Table 3. Number of gestures needed per device per approach. The functional approach is our 
contribution. 

Interactive entities 
Simple  

approach 
Entity-aware Functional 

Media center 15 15 8 
Radio 6 6 5 
Lamp 2 2 1 
Fan 2 2 2 

Total number of gestures 25 15 8 

 
In the first approach, we called “simple approach”, each device requires specific 

gestures and there is a mapping one-to-one between gestures and actions. The user 
should learn 25 gestures in order to fully interact with all the entities: 15 for the media 
center, 6 for the radio, 2 for the lamp and 2 for the fan. The “entity-aware” approach 
exploits the context information to recognize the target of the interaction but it is un-
aware of the entity state. This allows introducing 6 functions that model all the actions 
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for the radio, lamp and fan entities, and a subset of the media center actions. There-
fore, the media center requires other 9 supplementary gestures to model the remaining 
actions, for a total of 15 gestures. 

Finally, the third column presents our contribution: a state-aware system design 
that we called “functional” approach. In this case, the same functional gestures have 
different meanings according to the device state. With such approach, we can main-
tain the interaction expressivity limiting the number of gestures. In fact, the media 
center can be represented as finite-state machine (Fig. 1) and this allows defining 8 
functional gestures that are enough to richly interact with all the entities in the envi-
ronment as previously explained (Table 2). Such advantages are achievable only 
thanks to the abstraction work done at design time defining a specific state machine 
for each device. As mentioned before, ontology based approaches can help reducing 
this limitation.  

6 Conclusion 

The presented paper shows a natural interaction, context-aware approach that max-
imizes the lexicon expressivity of a limited set of gestures based on functions reduc-
ing the cognitive load on the user. In addition, a small number of gestures lowers  
the complexity of the system improving the accuracy rate of a classifier. The intro-
duced 8-gesture vocabulary represents a generalized instance of our model and can  
be adapted to several different contexts for human-environment interaction in the 
post-WIMP era.  

We can observe that in a domestic environment, interactive devices are typically 
simple entities that are easy to model and categorize. On the other hand, a bigger ef-
fort is required to model complex entities and the feedback to the user. For this reason 
we provide some design directives that in conjunction with the work of Nielsen et al. 
[14] constitutes a complete guideline for natural gestural interfaces design.  
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Abstract. In recent years, more and more researchers try to make Microsoft 
Kinect and Augmented Reality (AR) into real lives. In this paper, we try to util-
ize both Kinect and AR to build a dynamic fitting room. We can automatically 
measure the clothes size of a user in popular brands or different country stan-
dards. A user can utilize gesture to select cloths for fitting. Our proposed system 
will project the video dynamically of dressing selected clothes in accordance 
with the captured video from Kinect. This system can be utilized in clothing 
store, e-commerce of clothes shopping, and at your home when you are confus-
ing choosing a clothes to wear. This can greatly reduce the time you fitting 
clothes. 

Keywords: Dynamic Fitting Room, Kinect, Augmented Reality. 

1 Introduction 

In recent years, Augmented Reality (AR) [1-6] is becoming an important and  
interesting technology for combine real live pictures and computed visualization im-
ages together. This can make user to interact between virtual and real worlds. In the 
beginning, AR is common used in entertainment, sport games, industry and even 
medical operation. And then it appears in the life enhancement applications, for  
example, it can be used in digital maps to demonstrate the navigation route into the 
real roads. It is interesting and really helpful to people.  

Xbox360 is the second generation of Microsoft video game system and it was  
released on 22th November, 2005. Xbox360 gradually achieved market share from 
competitors with its successful hardware design and software supported. Especially 
the new controller/sensor Kinect was released on 4th November, 2010. The word Ki-
nect is invented from the two words kinetics and connection. It utilized the VGA 
camera to capture the visible video from users and infrared camera to capture the 
distance between Kinect and users. After computation, Kinect can track the motion of 
two users and recognize 20 joints per user. Fig. 1 is the illustration of the 20 joints 
captured and calculated by Microsoft Kinect. Kinect[7-11] is recently utilized in 
many research areas. 
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How to make things convenient is an important issue to modern life. Therefore a 
lot of information technologies are invented to help modern people to achieve this 
goal. For example, Internet can speed up the transformation of information; mobile 
phone can communicate with others easier.  

 

Fig. 1. Illustrated of 20 joints captured by Microsoft Kinect 

Cisco blog posted ‘The future of consuming’ [12] on 25th July, 2011. It demon-
strated a concept of video for a future fitting room. And Jade Jagger for Indiska  
Fashions uses the AR technology with marker to try on static clothes. This is the  
enlightenment idea to proposed this system.  

In this paper, we design a dynamic fitting room which utilized the technologies of 
AR and Kinect. Users can use this system to try on clothes which is created in the 
digital wardrobe. And check the result of try immediately; even you move your body. 
You can change any clothes to dress yourself with AR technology to select the right 
style of for the coming party instead of putting on and taking off clothes. You will not 
sweat out and waste a lot precious time on fitting. 

2 Dynamic Fitting Room 

Our proposed dynamic fitting room is created for using on many scenarios. It can be 
placed in user’s house. And the existing clothes in the digital wardrobe are bought 
before. The user can try on any selected clothes in the digital wardrobe before taking 
the clothes out from the wardrobe in the real life. The dynamic fitting room can also 
be placed in a clothing store. When a customer enters the store, he/she can easily try 
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on different digital clothes sale in the store. It will save a lot of time on trying clothes 
on. The dynamic fitting room is also useful for e-commerce clothing stores, customers 
can see the real-time images that desired clothes trying on his/her own body. It will be 
more real than just watching the picture on models. 

2.1 System Architecture 

As demonstrated on Fig. 2, there two main sub-systems with Kinect in our proposed 
dynamic fitting room. One is called Wardrobe Screen, which displays the digital war-
drobe and a user can select clothes in this screen. The other sub-system is called Dy-
namic Fitting Room, which will display the AR results with selected clothes. 

These two sub-systems are run in different computer, and they communicate via 
network connection to exchange the needed information. For flexible, we store the 
digital clothes in a clothes database. The clothes database can be one’s private war-
drobe, and it can also be an e-commerce clothing store, even it can be your friend’s 
wardrobe if your friend shares it. 

 

Fig. 2. System architecture of our proposed dynamic fitting room 

Fig. 3 is the scenario that using our proposed dynamic fitting room. The user is 
standing between two large LCDs. The front side is placed the Dynamic Fitting Room 
sub-system, and the left side is the Wardrobe Screen sub-system. The user can first 
choose the clothes in the Wardrobe Screen sub-system in the left side and then check 
the AR results in the front Dynamic Fitting Room sub-system. When the user move 
his/her body, the AR result will display the real-time image on the screen. 
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After choosing the clothes, the AR result is displayed in the front LCD. The user 
can move body to check the image with the selected clothes. In the same time, the 
Wardrobe Screen sub-system is temporally no function, because when you check the 
front LCD and move body may trigger some undesired function on the Wardrobe 
Screen sub-system. The user can raise two hands higher than head, and the Dynamic 
Fitting Room will be paused and the Wardrobe Screen sub-system will function again. 

2.3 Fitting Clothes 

We use Microsoft XNA Framework as our develop platform. The 3d model with  
skeleton of the digital clothes was designed in the Autodesk 3ds max. The concept of 
fitting clothes is receiving the joints and motion from Kinect. And then use the motion 
to trigger skeleton in the digital clothes. Fig. 5 displays the concept. 

 

Fig. 5. Kinect joints trigger skeleton joints of 3Ds Max 

 

Fig. 6. The axis systems of Kinect SDK and 3Ds Max 
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Fig. 6 displays the axis systems of Kinect SDK and 3Ds Max. In the Kinect SDK, 
the axis information of each joint is represented as (x,y), and Kinect will also return a 
depth information of each joint. The depth information represents the distance be-
tween the joint and the Kinect inferred camera. It is not the real z-axis data. For ex-
ample, if the user is standing straightly, the z-axis information of each joint must be 
the same. However, the depth information of the Hip Center and Head is different. 
The depth information needs proper conversion into z-axis information. 

2.4 Size Issues 

There are two main size issues in our proposed dynamic fitting room. What size you 
need is an important problem when you enter a clothing store. You can use your expe-
rience and try on some clothes and the possible size for the clothing store can be fig-
ure out. But it is not convenient. If you stand on our dynamic fitting room, the system 
will tell you or the seller what size you are. It will be a better solution than before. To 
solve this problem, we utilized the two Kinects in the front and left sides. The system 
will evaluate the user’s body height according to head/foot joints and the depth infor-
mation using the front Kinect. And then calculate the possible waist length according 
to the oval perimeter using the width around the Hip Center joint from the front and 
left side Kinects. And last we calculate the area size of body according to the Kinect 
depth information from both Kinects. And then we use a rule-based method to deter-
mine the user’s size. Table 1-4 is the example rules for evaluate the user’s size. It can 
be adjusted for different clothing stores. 

Table 1. Rule for body area(Pixel2) from front Kinect depth information 

Lower 
bound 

0 22000 30000 34000 36000 40000 42000 

Upper 
bound 

22000 30000 34000 36000 40000 42000 ∞ 

Possible 
Size 

NULL XS~M S~L M~XL L~3XL XL~3XL XL~4XL 

Table 2. Rule for body area(Pixel2) from left Kinect depth information 

Lower 
bound 

0 12000 14000 18000 20000 23500 25000 

Upper 
bound 

12000 14000 18000 20000 23500 25000 ∞ 

Possible 
Size 

NULL XS~S S~M S~L M~XL L~3XL XL~4XL 
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Table

Lower 
bound 

0 140 

Upper 
bound 

140 160 

Possible 
Size 

NULL XS~M 

Table 

Lower 
bound 

0 20 

Upper 
bound 

20 30 

Possible 
Size 

NULL XS~M
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e 3. Rule for calculated body height(cm) 

160 170 175 180 190 195 

170 175 180 190 195 ∞ 

S~L M~XL M~2XL L~3XL XL~4XL 2XL~4X

4. Rule for calculated body waist(inches) 

30 34 38 42 44 

34 38 42 44 ∞ 

M M~L L~XL XL~2XL XL~3XL 2XL~4X

what the size looks like to try on. Even we know the s
different size according to difference style of clothes. 
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D models for different Size. 

d Results 
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Number Claim Siz

01 XL 

02 M 

03 XL/2XL

04 3XL 

05 M 

06 M/L 

07 S/M 

08 M/L 

09 L 

10 L 

11 M 

12 S/M 

13 M 

 

Fig.

Table 5. Evaluate the size of user 

ze Result Number Claim Size Result 

L 14 M/L L 

M 15 M M 

L 2XL 16 L L 

3XL 17 2XL 3XL 

M 18 M/L L 

L 19 M M 

M 20 M/L M 

M 21 XL 2XL 

XL 22 M L 

XL 23 S/M M 

M 24 S/M M 

M 25 L XL 

M 

 

. 8. Size suggestion for different brands 
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4 Conclusions 

In this paper, we proposed a dynamic fitting room system utilized the Microsoft Ki-
nect and Augmented Reality technologies. The system can show the real-time images 
that try on different digital clothes, and it also can evaluate user’s clothes size. Ac-
cording to the experiment result, the evaluation of clothes size is quite closed to user’s 
claim. This system can be utilized in clothing store, e-commerce of clothes shopping, 
and at your home when you are confusing choosing a clothes to wear. This can great-
ly reduce the time you fitting clothes. 
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Abstract. According to the literature, normal ageing is associated with a 
decline in sensory, perceptual, motor and cognitive abilities. When designing 
applications for elderly people, it is crucial to take into consideration the decline 
in functions. For this purpose, gesture-based applications that allow for direct 
manipulations can be useful, as they provide natural and intuitive interactions. 
This paper examines gesture-based applications for the elderly and studies that 
have investigated these applications, and it identifies opportunities and 
challenges in designing such applications.  

Keywords: Gesture, elderly, direct manipulation, accessibility. 

1 Introduction 

Many industrialised countries are experiencing a huge demographic change, where 
the proportion of the elderly population is increasing to unprecedented levels, and this 
population will continue to grow significantly in the future. It is widely accepted that 
more research is needed to address this issue. With information technologies 
becoming commonplace in society, the opportunity and necessity for elderly people to 
access these technologies in their everyday activities have been increasing. Human-
computer interaction must be designed and implemented so that age-related 
challenges in functional ability, such as perceptual, cognitive and motor functions, are 
taken into account. 

In the last decade, much attention has been devoted to understanding and 
accommodating the needs of the elderly with respect to interaction with computers 
through a keyboard and mouse. Recent years have seen the increasing popularity of 
gesture-based applications, where users use the movements of the hands, figures, 
head, face and other parts of the body to interact with virtual objects. Furthermore, 
studies have been carried out to investigate how older users use gesture inputs in their 
interactions with information technologies. Compared with mouse and keyboard 
inputs, gesture interfaces have the advantage of simplicity; they require less learning 
time. For older users, who may operate a mouse or keyboard with limited speed and 
accuracy, the gesture interfaces can be attractive and make applications more 
accessible. In this paper, we survey and characterise existing research on gesture-
based applications for the elderly and identify the challenges and discuss the research 
opportunities that those challenges offer. 
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2 Gesture Interfaces 

The input methods used for human-computer interaction are important because the 
usability of an input method affects the overall effectiveness of an interactive system. 
A gesture is non-verbal communication made with the hand, finger, head, face or 
other part of the body. Gestures, independently or in combination with verbal 
communication, are used commonly to communicate messages. With gestures, 
humans can directly interact with machines without the extra layer of mechanical 
devices, such as a mouse or keyboard. This type of interaction is considered more 
natural and intuitive because humans learn to use gestures from childhood.  

Earlier work in gesture interfaces focused on the use of gestures for editing 
purposes[1]. These interfaces usually involved the user writing directly on the surface 
of a display with a stylus. The further development of gesture interfaces includes 
using gloves with sensors to identify hand and finger movements [2], using special 
suits with sensors to track full body movements [3], finger gestures on a single touch 
screen and multi-touch tabletops (e.g. Microsoft Surface, Apple touchpad), using an 
accelerometer to track movements (e.g. Wii remote, [4, 5]) as well as face recognition 
and motion tracking with no sensors on the body or controller in the hands (e.g. Sony 
EyeToy, Microsoft Kinect, Flutter and GestureTek).  

Summarising the different types of gesture interfaces and technical approaches, 
Karam and Schraefel [6] proposed a taxonomy of gestures in human-computer 
interaction. They categorised the gestures in terms of four key elements: gesture 
styles, the application domains to which they are applied, input technologies and 
output technologies used for implementation. Bhuiyan and Picking [7] reviewed the 
history of gesture controlled user interfaces including types of gestures, their users, 
applications, technology and the issues addressed over the past 30 years, and they 
identified trends in technology, application and usability. In their paper, Bhuiyan and 
Picking [7] also provided a research background for gesture interfaces for elderly or 
disabled people. 

3 Characteristics of Elderly People 

Age is a surrogate variable that only loosely predicts the amount of disablement of 
any particular older person [8]. There are many older people who can and do use 
applications designed for younger users, but it is clear that learning and using full-
featured applications designed for younger people is very difficult for many older 
people. The literature has shown that normal ageing is associated with a decline in 
sensory, perceptual, motor and cognitive abilities. The older users that this paper 
focuses on are those who suffer from these negative effects of ageing and experience 
declines in different abilities. 

Physical Characteristics. The effects of ageing on motor abilities generally include 
slower response times, coordination reduction and a loss of flexibility [9]. A decline 
in motor abilities, especially fine motor skills, is a problem for many older people 
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when using mobile phones or laptop computers with integrated mice. Using a 
computer mouse can be difficult for older users because it requires good hand-eye 
coordination [10]. Some older users find the double-click very difficult, if not 
impossible. Reduced motor skills also cause more errors during fine movements, 
especially when other cognitive functions are required at the same time [11]. Elderly 
people often confuse the right-click with the left-click while they are at the same time 
trying to attend to the computer screen. 

Visual perception worsens with ageing. The size of the visual field decreases, 
which leads to a loss of, for example, peripheral vision, colour vision, contrast 
detection and dark adaptation [12]. In addition, hearing ability declines to 75% for 
people between 75 and 79 years of age [12, 13]. Elderly people also become more 
easily distracted by details or noises. They have difficulty maintaining attention on 
more than one aspect at once [14]. Ageing also causes the short-term memory to 
retain fewer items, the working memory to be less efficient and the perspective 
memory, that is, the ability to remember, to be reduced when complex tasks are 
involved [15]. The combination of reduced vision, hearing, memory and mobility 
contributes to a loss of confidence, which may cause isolation and depression and 
lead to difficulty in learning, and sometimes hinder the use of new technologies. 

Emotion Aspects and Social Engagement. It is often claimed that elderly people are 
reluctant to make use of state-of-the-art technology, even if they have enough 
cognitive and physical abilities to do so. Technologies tend to make them 
uncomfortable. They do not seem to trust their own capabilities and are often afraid of 
making mistakes that they think may cause damage to the system. This computer 
anxiety can be reduced after one is taught computer-based skills [16] and when the 
applications have a higher learnability and a higher recognisability.  

Elderly people often experience social isolation. Studies have shown that  
social disconnectedness (e.g. small social network, infrequent participation in social 
activities) and perceived isolation (e.g. loneliness, perceived lack of social support) 
have distinct associations with physical and mental health among older adults [17]. 
Hence, social activities and engagement are found to be important for the well-being 
of elderly people.  

4 Research on Gesture-Based Applications for the Elderly 

Gesture interfaces may make applications more attractive and friendly to older users 
because they are natural and intuitive, they require minimal learning time and they 
lead to a high degree of user satisfaction. The touch screen has been suggested as a 
suitable input device for elderly users because it is easy to learn and operate [18, 19]. 
There is a large body of work on single finger touch screen applications for older 
users, but relatively little work has been done on the use of multi-touch, hand, face 
and body gestures for interacting with applications. In this section, we categories 
existing research on gesture interface applications for elderly people based on their 
purposes, including training and rehabilitation, entertainment and social activities, and 
independent living. 
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Training and Rehabilitation. Gesture-based applications can be used for the training 
and rehabilitation of specific body parts. In such applications, gesture interfaces are 
usually combined with simulation or virtual reality [20]. The user’s gestures are 
translated into the movements of an avatar in the virtual world. For example, when an 
older user moves his/her arms, he/she can see in the virtual world the avatar doing the 
same movements in real-time. Such interfaces are especially useful for elderly users 
who need to rehabilitate specific body parts. They can guide the users through 
clinician-prescribed interactive rehabilitation exercises, games and activities that can 
target these body parts.  

A number of multi-touch tabletop applications targeting elderly users have been 
developed for training purposes. In the HERMES (‘Cognitive care and guidance for 
active aging’) project, several cognitive training games were implemented on multi-
touch tables [21]. Apted et al. [22] and Al Mahmud et al. [23] proposed a list of 
design guidelines for tabletop-based applications for the elderly. Following these 
guidelines, Annett et al. [24] developed a suite of five motor-based rehabilitation 
activities for older users. For an overview of multi-touch tabletop applications for 
training and rehabilitation for the elderly, see [25]. 

Entertainment and Social Activities. Due to the decline in abilities that comes with 
ageing, elderly people tend to live an isolated existence. Therefore, the social isolation 
of the elderly is becoming a pressing problem. To improve their quality of life, it is 
essential that elderly people have an active social and physical life, which is often 
called ‘active ageing’[26]. An increasing number of multi-touch tabletop applications 
promote entertainment and social interactions among elderly people. Hollinworth and 
Hwang [27] designed an e-mail application on a multi-touch table for elderly users, 
allowing the user to use finger gestures to manipulate objects on the table. 
‘Familiarity’ as a design principle was adopted in the design of the interface, where 
tools were provided in the form of familiar visual objects and manipulated by finger 
gestures, just like their real-world counterparts, rather than with buttons, icons and 
menus. The formative evaluation showed that three of the four participants were able 
to carry out some of the basic e-mail tasks with no prior training and little or no help. 
Sharetouch [28] is another multi-touch tabletop application designed to enable social 
interaction among the elderly living in a community. For an overview of multi-touch 
tabletop applications for social interactions among the elderly, see [25].  

Several Nintendo Wii games, especially sport games such as Bowling, have also 
been used in residential homes [29-31] to promote social and physical activities 
amongst elderly people. Some research has shown the positive effects of Wii games 
on elderly people’s physical health [32] and mental well-being [32, 33]. Voida and 
Greenberg [30] reported the results of their qualitative study on Wii games serving as 
a meeting place for diverse people. Their study participants were the residents of a 
retirement community, who played the Wii Bowling game. An interesting finding 
from this study was that a more experience elderly player advised the other players to 
bowl with the Wii remote held upside down, so that they would only see the one 
relevant button. The Wii remote has many buttons which are not needed to play this 
game, but they interrupt the normal sequence by opening up menus when accidentally 
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pressed. This was unexpected for the older players, and when these menus would pop 
up, they were afraid that they had destroyed the game. To prevent the elderly players 
from accidently pressing the irrelevant buttons, Neufeldt [29] covered these buttons in 
his study.  

Neufeldt [29] conducted his study with members of a fitness programme in a 
retirement home. Six participants played four rounds of Wii Bowling with each round 
associated with a regular fitness session that occurred once a month. Observation was 
the main data collection method. In addition to the irrelevant button on the Wii 
remote, this study found that the game required a high level of attention from the 
elderly players, because the button must be released at the right moment, and this 
requires good hand-eye coordination. The explanations and help from the researchers, 
the hints from other elderly players and the sounds of the game caused considerable 
stress for the participants, which resulted in less fun and more reluctance to play. The 
researcher, however, observed development in the capabilities of the elderly 
participants from round to round, which indicated that Wii games could help improve 
coordination capabilities and encourage the elderly to move their arms.  

Harley et al. [31] conducted a longitudinal study of older people’s use of the Wii in 
Shelter Housing over a period of one year. Data were collected using observations, 
interviews and video recording. Through interaction analysis, the study highlighted 
how older people actively constructed the sense of a meeting place by gaining control 
over the space and engaging in the social processes. Harley et al. [31] concluded their 
paper by presenting five design implications and guidelines for encouraging 
appropriation and empowerment among older people through game play in communal 
housing settings. 

Jung et al. [32] conducted a six-week comparative study to examine the impact of 
playing Wii games on the psychological and physical well-being of the elderly in a 
long-term care facility. The experiment group included 45 residents who played Wii 
games; the control group played traditional board games. The results showed that 
playing Wii games had a positive impact on the overall well-being of the elderly 
compared to the control group. 

Gerling et al. [34] conducted two studies using Microsoft Kinect. The first study 
focused on the suitability of the gesture set for institutionalised older people. The 
gesture set included four static body gestures and four dynamic body gestures. 
Seventeen elderly people from 60 to 90 years of age participated in the study. The 
second study focused on testing a game using body gestures. Twelve elderly people 
from 60 to 91 years of age participated in the study. Both qualitative data 
(questionnaire and observation) and quantitative data (performance metrics) were 
collected. Gerling et al. [34] concluded the paper by presenting seven guidelines for 
full-body interactions in games for elderly people. 

Independent Living. It is commonly recognised that elderly people can benefit from 
the use of information and communication technologies in their homes to allow for 
longer independent living. However, in order to enable the independent living of 
elderly people, many challenges need to be addressed [35]. Various assistive 
technologies and services have been developed to support independent living in 
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different aspects of life, including safety, health and wellness and social 
connectedness [36]. However, few systems have taken advantage of gesture 
technology. As a part of IBM’s accessibilityWorks project, a gesture interface called 
TouchFree Switch [37] was developed for older users, allowing the user to interact 
with the Mozilla web browser by the tip of the head, a shrug of the shoulder, a finger 
movement or any other body movement. Furthermore, the TouchFree Switch 
interface allows users to choose their own gestures and associate them with tasks. Jia 
et al. [38] developed a hands-free intelligent wheelchair control with head gestures for 
the elderly and people with disabilities. The recognised head gestures are used to 
generate motion control commands to the motion controller in the wheelchair so that 
it can control the motion of the wheelchair according to the user’s intentions. The 
preliminary results showed that the gesture interface was very useful for the users 
who have restricted limb movements. 

The Gesture Pendant [39] is a wearable device allowing older users to control 
home automation systems via hand gestures. Thus, home devices to control, for 
example, entertainment equipment and room lighting can be controlled by hand 
movements. Eight standard hand gestures (‘horizontal pointed finger up’, ‘horizontal 
pointed finger down’, ‘vertical pointed finger left’, ‘vertical pointed finger right’, 
‘horizontal flat hand down’, ‘horizontal flat hand up’, ‘open palm hand up’ and ‘open 
palm hand down’) were defined as control gestures. In addition, the system allowed 
the users to self-define gestures for the tasks, for example, ‘fire on’, ‘fire off’, ‘door 
open’, ‘door close’, ‘window up’, and ‘window down’. 

Open Gesture [40] allows older people to use hand gestures to perform a diverse 
range of tasks at home via a television interface. After running the application (which 
could be initiated by selecting a pre-configured television channel), the user could see 
his/her image on the television screen, which was filmed through a connected 
webcam. The user could point at different objects using hand gestures to perform 
various tasks, such as making a telephone call, playing ‘brain training’ games, 
controlling the computer or home environment and social networking.  

5 Challenges and Opportunities 

Gesture interfaces provide realistic and affordable opportunities and offer some 
potential for improving the independence and quality of life of elderly people. 
However, there remain significant challenges to overcome. 

Technological Challenges. Due to the anxiety that elderly users experience when 
interacting with technologies, gesture-based applications must provide reliable and 
easily performable gestures. Gesture recognition is a challenging task and essential 
for gesture interfaces. Techniques such as hidden Markov models (HMMs), particle 
filtering and condensation, finite-state machine (FSM) and artificial neural networks 
(ANNs) have been adopted for recognising hand and arm gestures [41, 42]. Moreover,  
 



192 W. Chen 

new and improved tools and techniques must be at the centre of research in order to 
increase the reliability and accuracy of gesture recognition systems. Many gesture-
based applications have been developed for user groups besides the elderly and have 
proved useful to these user groups. For example, Stomp [43] is an application 
designed to support social and physical interactions for people with intellectual 
disability. The mini-games in this application can be easily adapted for elderly people 
in communities or residential homes. A gesture-based application should be able to 
lower the resistance of the users and offer a clear benefit, whether physical, medical 
or emotional, in order for elderly users to accept it. This must be achieved on several 
levels. On the design level, the application must be adapted to older users’ physical 
and perceptual characteristics. The interface should offer a certain degree of 
familiarity to overcome reservations. On the function level, the benefit of using the 
application must be appreciable in order to provide a motivation for its use. A balance 
must be established between intuitive use and practical learning.  

Methodological Challenges. The results from earlier studies have shown that there is 
a wide gap between the young designers’ personal experience and the experiences of 
the older users. In order to design and implement useful and accessible applications 
for elderly people, it is important to increase the awareness of the characteristics of 
elderly people among the designers and developers of the applications. Thus, a user-
centred approach should be adopted in the design and development process. 
Designers cannot only follow guidelines; they must also involve older users from the 
early stage of the development process. Due to the gap in experience, those designing 
for older users will remain dependent on testing with a range of older users in order to 
verify the assumptions made in their designs. However, older people provide far 
greater challenges to user-centred design than more traditional user groups [44]. 
Newell [44] proposed different methodologies for involving older adults in the design 
process, including the use of theatre. The studies on elderly people with gesture-based 
applications have focused mainly on attitudes and subjective evaluation. Owing to the 
inherent limitation of subjective measurements, it is important to use objective 
measures, such as performance data. Although previous research has suggested that 
gesture interfaces may be especially easy for older users to use, as they allow for 
direct manipulation, until now, few researchers have systematically investigated the 
usability of gesture-based applications for older users. Hence, systematic studies are 
necessary to understand how elderly people use these applications and to establish 
design recommendations for such applications. 

In order to confirm whether gesture interfaces are acceptable for actual use, long-
term investigation following the adoption of the technology is important. 
Longitudinal studies should focus on the usability of gesture interfaces, the 
acceptance of gesture interfaces by elderly users including attributes and motivations 
as well as their performance and improvement in sensory, perceptual, motor and 
cognitive abilities. 
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6 Conclusion 

Information and communication technologies (ICT) have been proposed as useful for 
offsetting the negative effects of physical, cognitive and social ageing. However, the 
uptake of ICT by elder people is rather low. Innovative interaction technologies, such 
as gesture technology, have great potential for improving the accessibility of 
interactive systems to elderly users. Despite the limited research, the evidence 
suggests that gesture technology is an applicable and practical technology for this user 
group. However, we still need to understand how to take advantage of this technology 
to provide the best possible support for elderly people. Future projects could pursue 
enquiry in many directions in order to fully explore the potential of gesture 
technology. 
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Abstract. When people collaborate with multiple large screens, gesture 
interactions will be used widely. However, in conventional methods of gesture 
interaction, when there are multiple users, simultaneous interaction is difficult. 
In this study we have proposed a method using a wearable mobile device which 
enables multi-user and hand gestures only interactions. In our system, the user 
wears a camera-equipped mobile device like a pendant, and interacts with a 
large screen. 

Keywords: Gesture, Gestural Interface, Large Screen, Mobile, Wearable 
Device, Multi-User. 

1 Introduction 

In the past years, large screen has been used more and more in various locations and 
situations, and their use will likely increase in the future. Many researchers have been 
performing research about large screen interaction methods. One of the most used 
interaction methods is Gesture Interaction, which is a method where the user can use 
body or hand gestures to interact with large screen. There are many types of gesture 
interaction systems, and each of them has good and weak points in multi-user 
interactions. In this research, we consider the hand gesture methods, and propose a 
hybrid interaction system that can work in a more stable manner in multi-user 
interactions (Fig. 1). 

 

Fig. 1. System image 
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1.1 Gesture Interface  

Two kinds of gesture interfaces exist: wearable and non-wearable. In wearable 
interfaces, gestures are recognized by a sensor which is installed on the user’s hand or 
body. In non-wearable interfaces, gestures are recognized by a camera which is 
attached to the large screen. The advantages and disadvantages of these two types are 
quite opposite. The advantage of non-wearable interfaces is that users do not need to 
wear any devices or markers, and this makes the system more mobile and easy to use. 
On the other hand, in a multi-user interaction, non-wearable interfaces are not so 
suitable. For example, problems such as calculation cost of gesture recognition or 
difficulty of identifying different users may occur. However, wearable interfaces also 
have disadvantages, like users needing to wear or hold in hand devices or markers. 
They are more suitable to multi-user interactions. This is because using a gesture 
recognizing device for each user makes it easier to identify the user, and the number 
of users will not affect the system calculation cost.  

1.2 Proposal System 

Our proposed system is a hybrid system, which applied both wearable and non-
wearable advantages. We approached by wearing camera-equipped mobile device like 
a pendant as a gesture recognition device. In our system, user makes hand gestures in 
front of device which worn like a pendant, and make gesture interactions while seeing 
cursors of gestures on the large screen (Fig. 2). Since user does not need to wear 
device in hand, user can use both two hands freely, and can move freely even during 
the interaction. Also, user can concentrate to the interactions without thinking about 
device. Because each user has own device, user number will not affect to the system 
calculation cost. 

Fig. 2. MOBAJES system 



198 E. Davaasuren and J. Tanaka 

2 Related Work 

In Gesture Pendant [1], researchers proposed new approach to detect hand gestures, 
but they did not consider multi-user. One important difference is that our system 
provides GUI feedback by using large screen during gesture interaction, while 
enabling more rich interactions to the user.  

There are also many non-wearable gesture interaction systems such as [2], [3], [4], 
[5] and [6]; however, they still present multi-user interaction issues. In these systems, 
the whole recognition process is calculated in one place, and that makes the system 
unstable in case of multi-user interactions. We applied wearable approach to address 
these issues. 

Systems about gesture interactions for public large screens ([7], [8], [9] and [10]) 
have also been developed. However, in these systems, the user needs to hold a mobile 
device in hand when interacting with large screen, which poses a burden to the user. 
In our system, user wears mobile device like a pendant, and thus does not burden the 
user. 

The most related work to our system is Sixth Sense [11]. In the Sixth Sense 
system, user can display information on the other objects such as walls, by using a 
wearable projector, and make gestural interactions using markers of hand. In our 
system, the user can obtain more clear and rich information through the large screen, 
and can interact with bare hand gestures without markers. 

3 MOBAJES Interactions 

We developed a prototype system as a simple image manipulation system. In our 
prototype, user can manipulate the image files on the large screen using hand 
gestures, by wearing a mobile device like a pendant (Fig. 2). During the interaction, 
the user can see a cursor (Fig. 3 b) on the large screen as a feedback of gesture  
(Fig. 3 a). This will help users to understand each other’s intention during multi-user 
interaction. 

 

 

Fig. 3. Gesture feedback (a: user gesture, b: cursor on the large screen) 

a
b 
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In this system, user can use 4 kinds of gesture such as “grab”, “release”, “point” 
and “L-letter” (Fig. 4). Those of the same shaped cursors will appear on the large 
screen. 

Fig. 4. Gesture types (Round markers represent the targeting point of each gestures) 

Using these gestures, we implemented several basic interactions for our 
prototype, such as drag & drop, zoom & rotate and file share.  

Fig. 5. Interactions (a: Drag & drop, b: Zoom & Rotate, c: File share, d: Multi-user interaction) 

Drag & Drop. After user hovers over the target image file (using the cursor), he/she 
can drag the file with the “Grab” gesture, and can drop it with the “Release” gesture 
(Fig. 5-a). 
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Zoom & Rotate. User can zoom and rotate the file by using two hands (Fig. 5-b). To 
perform it, user needs to hover over the target image with tow hand’s “Point” gesture, 
and while keeping that position, user needs to change the gesture to “L-letter”. After 
that, user can zoom and rotate the file by changing the distance and the direction of 
two hands.  

File Share. User can select the file on the screen using one-handed “Point” and “L-
letter” gestures to copy it to his/her mobile device. To perform it, user need to hover 
over the target image file on the screen with “Point” gesture, and change the gesture 
to “L-letter”. In reverse, user can display thumbnails of the image files of his/her 
mobile device on the large screen (Fig. 5-c), by changing gesture from “Release” to 
“L-letter”. After displaying the thumbnails on the screen, user can copy and put the 
original file to large screen from mobile device by same gesture. 

Multi-User Interaction. All these interactions can be performed in multi-user 
interactions as well (Fig. 5-d). Users can interact separately and collaboratively with 
each other, while knowing each other’s intention. 

4 Implementation 

We have implemented our system using a camera-equipped Android mobile device, a 
large screen and Wi-Fi environment (Fig. 6). 

 

Fig. 6. System structure 

4.1 Communications 

Mobile devices and large screen will connect to one server application on the 
network, and communicate with each other using socket connection. The gesture 
information needs to be transferred in real time, so it is transferred by UDP protocol, 



 MOBAJES: Multi-user Gesture Interaction System with Wearable Mobile Device 201 

between the mobile device and the large screen. Other information such as commands 
and files are transferred using the TCP protocol. 

4.2 Gesture Recognition 

The whole gesture recognition process is calculated by the mobile device. We used 
OpenCV1 library and skin-color based method for recognizing gesture information. In 
order to recognize a hand gesture, we first detect skin-color areas (Fig. 7-b) from 
camera capture (Fig. 7-a). Using noise removal method, we can obtain clearer  
skin-color regions (Fig. 7-c). 

Fig. 7. Detecting skin color region (a: camera capture image, b: skin-color region with noise, c: 
clear skin-color region) 

After that, we extract the contours of each skin-color regions (Fig. 8-a), and filter 
them by the area to obtain hand region contour (Fig. 8-b). Next, we extract the convex 
hull of hand region to detect finger-like parts. As can be noticed in the figure, finger 
tips belong both to the contour and the convex hull of the hand region (red parts in  
Fig. 8-c). We can use this fact to decrease the calculation cost and make recognition 
faster. 

Fig. 8. Detection of hand region (a: contours of skin-color regions, b: contour of hand region, c: 
contour and convex hull of hand region) 

                                                           
1 http://opencv.org 
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Next, we detect finger-like parts by using the angle of every tree points on the 
contour (Fig. 9-a). If the angle ∠Ө is less than 30 degrees, it indicates the point Pi is 
the potential point of fingertip. Finally, we calculate the center of potential fingertip 
points as a real fingertip point (Fig. 9-b). 

 

Fig. 9. Detection of fingertip (a: the angle between specific 3 points, b: found fingertip) 

4.3 Noise Removal 

To remove noise in gesture recognition process, we used the fact that the distance 
between user’s hand and camera is almost constant (Fig. 10). If the distance is almost 
constant, we can assume the area size of hand region must be constant. By filtering 
the area size of all found regions, noises such as small size regions will be removed. 

Fig. 10. Distance between user’s hand and camera 

We also used the natural fact that the hand region cannot be long and narrow 
shaped. To filter and remove long and narrow regions, we used the distance between 
the center point and the point closest to the center of each region. If the distance is 
less than specific threshold it means this shape is long and narrow and has to be 
removed. 

After filtering the regions found by these limitations, we can obtain more clear 
hand regions for the further process. 
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5 Preliminary Evaluation 

We performed a preliminary experiment to evaluate our system in multi-user 
interactions. In order to evaluate our system we asked two users to complete the given 
task in case of both single-user and multi-user interactions. After the experiment, we 
asked them about the difference between single-user and multi-user interactions. We 
also measured the amount of time needed to complete the task. 

The task consisted of simply dragging and dropping a given picture to specified 
positions. To compare fairly, we used only one hand gesture for this task.  

Our result shows that the performance of single-user interaction is almost same in 
both systems. And users said there is no difference between single-user interaction 
and multi-user interaction. Furthermore, in a multi-user interaction, knowing other 
user’s intention by the cursor, it was easy to collaborate and avoid the collision.  

In our next work, we will perform user study to know the error rates in each 
interactions. And to prove usefulness of our system, we will compare our system with 
a non-wearable gesture interface for large screen.  

6 Summary and Future Work 

In this study we proposed MOBAJES, a system which can intuitively interact with a 
large screen using a mobile device, and we implemented a prototype system. By 
wearing camera-equipped mobile device like a pendant, and performing hand gestures 
in front of the camera, the user can interact with large screen by gesture interaction. 
Since each user has own gesture recognition device, the gesture recognition cost does 
not affect the whole system cost, and user identification becomes very easy. 

But, since we use skin-color detection method to recognize hand gestures, 
recognition accuracy easily affected by lighting of environment. We believe we need a 
more robust recognition algorithm suited to dynamic lighting change. In our future 
work, we will improve the recognition accuracy by implementing a more dynamic 
algorithm. We also intend to try a different device such as a depth sensor. Furthermore, 
we found that the gestures we use in our system can be tiring in case of a task taking a 
longer time. To address this problem, we need to consider easier gestures which users 
can perform easily and naturally without stress.  
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Abstract. We developed a pupil-corneal reflection method-based gaze detec-
tion system, which allows head movements and achieves easy gaze calibration. 
The proposed gaze detection theory determines gaze points on a PC screen from 
the vector from the corneal reflection to pupil center, 3D pupil position, two 
cameras position, etc. In a gaze calibration procedure, after a user is asked to 
gaze one specific calibration target at a center of a PC screen, the nonlinear cha-
racteristic of the eyes has been automatically corrected while the user is  
using this gaze system. The experimental results show that the proposed  
calibration method improved the precision of gaze detection during browsing 
web pages. In addition, the average gaze error in the visual angle is less than 0.6 
degree for the nine head positions. 

Keywords: Gaze detection, Gaze calibration, Head movement, Pupil. 

1 Introduction 

For human interface and human behavior monitoring, precise eye-gaze detection with 
easy calibration procedure is desired. Current commercial gaze detection systems 
need the gaze more than five points on a PC screen for high precision. However, 
when the gaze detection system is used for the general public or infants, it is difficult 
that a user is asked to gaze some points. In previous studies, the calibration methods 
to gaze a few or no gaze points have been proposed [1][2]. However, their methods 
include some problems such as a range of user's head movement and easiness for field 
surveys. Thus, in our previous study, we have developed a gaze detection system 
based on the pupil-corneal reflection method, which allows large head movements 
and achieves easy gaze calibration [3]. 

In this system, an optical system for detecting the pupil and corneal reflection  
images consist of a camera and a two concentric near-infrared LED ring light source 
attached to the camera. The inner and outer LED rings generate bright and dark pupil 
images, respectively. The pupils are detected from the difference image created by 
subtracting the bright and dark pupil images. Fig. 1 shows the gaze detection theory in 
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3D space. The 3D coordinates of the pupils are determined by the stereo matching 
method using two optical systems. The vector from the corneal reflection center to the 
pupil center in the camera image is replaced by its actual size vector r. The angle 
between the line of sight and the line passing through the pupil center and the camera 
(light source) is denoted as . The relationship is assumed as | | where  is 
a constant. The theory allowed head movement of the user and facilitates the gaze 
calibration procedure. In the automatic calibration method, calibration procedure is 
accomplished while the user looks around on the PC screen without fixating on any 
specific calibration target. In the one-point calibration method, the user is asked to 
fixate on one calibration target at the center of the PC screen in order to correct the 
innate difference, ∆Q, between the optical and visual axes of the eyeball. In the two-
point calibration method, in order to correct the nonlinear relationship between  
and | |, which occurs where  is large, the user is asked to fixate on another target 
presented at the top of the PC screen as well as the center target. The experimental 
results show that the three proposed calibration methods improve the precision of 
gaze detection step by step. In addition, the average gaze error in the visual angle is 
less than 1 degree for the seven head positions of the user. 

However, afterwards, we found a simpler calibration method. In the method,  
nonlinear relationship between  and  is automatically corrected during the user 
look around the PC screen area after the one-calibration method is completed. In the 
present paper, we propose the new calibration and gaze detection methods. The  
method simultaneously deals with the two problems of the difference, ∆Q, between 
the optical and visual axes and the nonlinear relationship between  and | |. In  
addition, the proposed gaze detection theory became more simple and flexible than 
our previous theory. 

 

Fig. 1. Gaze detection theory in 3D space 
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2 Gaze Detection System 

2.1 Pupil Detection Principle and Method 

In our previous study [3], a light source consisting of near-infrared LEDs that are 
arranged in two concentric rings (inner and outer rings) was proposed in order to  
create the bright and dark pupil images, respectively. Since the inner ring is located 
near the aperture of the camera, the inner ring generates a bright pupil image. Since 
the outer ring is far from the aperture, the outer ring generates a dark pupil image. In 
addition, in order to miniaturize the light source, we used the LEDs having two dif-
ferent wavelengths. The structure of the light source is described in the next section. 

2.2 System Configuration 

Fig. 2 (a) shows an overview of the developed gaze detection system. This system has 
two optical systems (Fig. 2 (b)), each of which consists of a digital video camera  
having near-infrared sensitivity, a 16-mm lens, an infrared filter (IR80), and a light 
source. Light sources consisting of near-infrared LEDs of two different wavelengths 
that are arranged in two concentric rings (inner: 850 nm, outer: 940nm) are attached 
to each camera. The pupil becomes brighter in the 850nm ring than the 940nm ring 
because the transmissivity of the eyeball medium is different. The distance between 
the LEDs and the aperture of the camera also varies the pupil brightness. The  
combined effects of the distance and the difference in transmissivity were applied to 
the light source. An internal synchronization at the hardware level is possible if the 
cameras are connected to buses of the IEEE-1394 PCI board. The internal synchroni-
zation was used to drive two cameras with a slight synchronization difference (670μs) 
because of avoiding mutual light interference of the optical systems. 

 

Fig. 2. Overview of the gaze detection system and the optical system 
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An 8-bit gray scale image of a user's face was input into a personal computer (PC) 
via the board. The captured image sizes were 640 x 480 pixels. The image was 
processed using the PC to detect the centers of the pupils and the corneal reflections, 
which were used to determine the gaze points. 

2.3 Image Processing for Detection of the Centers of Pupil and the Corneal 
Reflection Image 

The pupil is detected from the difference image generated from the bright and dark 
pupil images (Fig. 3 (a)-(c)). The image is processed in the following order: binariza-
tion, removal of isolated pixels, noise reduction using mathematical morphology op-
erations, and labeling. The largest and second largest labeled regions were detected as 
the two pupils. When a pupil was detected in prior frames, the pupil  
position in the current frame was estimated using a linear Kalman filter, and a small 
window (70 x 70 pixels) was then applied around the estimated pupil position. On  
the other hand, when the pupil was not detected in the prior frames (e.g., effect of 
blinks and eyelashes), the pupils were again searched for in the entire image of the 
user's face. 

The image within the small window is transformed into an image with twice the 
resolution (140 x 140 pixels) (Fig. 3 (d)). This image from the bright and dark pupil 
images is processed by binarization and labeling, and an intense and tiny label closest 
to a center of the double-resolution image is determined as the corneal reflection. The 
pupil region was again determined by binarizing the difference image, which was 
obtained after shifting this double-resolution dark pupil image so that the corneal 
reflection in this dark pupil image may coincide with that in the double-resolution 
bright pupil image [4]. This process helped to decrease the positional deviation  
between the bright and dark pupil images while the user's head is moving. Ellipse 
fitting for the contour of the pupil was then performed. The center of the ellipse was 
determined as the center of the pupil. The center of gravity considering the values of 
the pixels in the corneal reflection region in the bright pupil image was determined as 
the center of the corneal reflection. 

 

Fig. 3. Detection of pupils and corneal reflection 
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2.4 Gaze Detection Theory and Calibration Method 

In the Fig. 4,  and  indicate the pinholes of two stereo-calibrated cameras. We 
assume that the light source attached to each camera is located at the same position as 
the corresponding camera. The 3D pupil position  is obtained by the stereo-
matching method. The optical axis of an eyeball passes through the pupil  and gaze 
point  on the screen plane of the PC display. Now we define the virtual gaze planes 
(  and  ) of the cameras for one eyeball. These planes are vertical to the line pass-
ing through  and  or  , and they pass through  and . The X-axis (  or 

) of planes  and   is determined as the line intersection between the corres-
ponding plane and the horizontal plane in the world coordinate system (x y z). 

 and   rotate according to the displacements of the pupil in the world coordinate 
system. 

 

Fig. 4. Gaze detection theory using visual gaze sphere 

 

Fig. 5. Angular vectors transformed into 2D coordinate system 

Next, we define the virtual gaze sphere  whose center is . The optical axis PQ 
has intersection points with sphere ,  and . The intersection points are denoted 
as , and , respectively. Angular vectors  and  on sphere  can be defined 
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as projections of vectors  and  to sphere . In addition, horizontal axes  
and  of planes  and  are projected to sphere . Here, orientations  and  of vectors  and  are also projected to sphere . According to 
these projections, angular vectors  and  on sphere  are transformed into the 2D 
vectors on a flat plane as shown in Fig. 4. Here, vector is expressed as follows: 

  (1) 

Since you can see both relationships | |  and | |  referring to 
Fig. 1, the following equation is obtained. 

  (2) 

Here, we assume that the angular vector  is a function of  as  

 . (3) 

As mentioned before,  is an angular vector having size  and orientation φ, and  
is monotonically increasing function. In one-point calibration, we assume a linear 
function as follows: 

  (4) 

where  is a constant. In general, there is a difference between the optical axis and 
visual axis. In order to compensate it, measured vector  is compensated by offset 
vector .  

  (5) 

Accordingly, the following equations are obtained for cameras 1 and 2 from equations 
(4) and (5). 

  (6) 

  (7) 

Here,  and  are the pupil-corneal reflection vectors measured from cameras 1 
and 2, respectively.  and  are the compensated vectors. From equation (1), (2), 
(6) and (7),  is given by the following equation. 

 | |  (8) 

Using this value of ,  is determined from equations (6) and (7). Here,   is 
common for both cameras. Determining the values of  and  means gaze calibra-
tion in the one-point calibration method. In the one-point calibration procedure, the 
calibrations parameters are determined when a subject fixates on a visual target  
presented at the center of the PC screen. In the gaze detection procedure, first, the 
pupil-corneal reflection vectors  and  are obtained from the images of the two  
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cameras. By using equations (6) and (7),  and  are calculated. Next, the corres-
ponding visual axes are determined from ,  and pupil position . Finally, the 
gaze points on the screen are estimated as the intersection points between the screen 
plane and the visual axis. 

In order to compensate the nonlinear relationship between  and | |, the following 
equation were used. 

 | | (9) 

where | | . Therefore,  is denoted and calculated by the fol-
lowing equation. 

 | | | | | | (10) 

where  is obtained from the one-point calibration procedure.  and  are con-
stants. These calibration parameters are obtained while a subject is looking around the 
PC screen at will. In order to determine  and , the relationship between  and | | is plotted. The formula of the relationship is obtained by curve fitting. In this 
nonlinear calibration,  is used for both calibration and gaze detection, as seen in 
equation (10). 

3 Experiments 

3.1 Comparison of the Precision of Gaze Detection among the Three 
Calibration Methods: one-calibration, two-calibration and nonlinear 
calibration 

Ten university students without eyeglasses served as the subjects of this experiment. 
The distance between the subject's face and the PC screen was approximately 80 cm. 
In the calibration procedure, the subject fixated on two calibration targets on center 
and top of the PC screen. The subject was asked to first look at the center calibration 
target for approximately two seconds, and to then look at the top calibration target. 
The obtained data for the top target was used only for the two-point calibration  
method [3] but not used for one-point calibration method. For nonlinear calibration, 
moreover, the subject was asked to gaze the 25 (five by five) calibration targets  
arranged on whole the PC screen in order to gaze whole the screen for the subject. 
The coordinates of the 25 targets were not used for calibration. After the calibration 
procedure, the subject fixated one by one on the 25 targets for approximately one 
second in order to compare the precision of gaze detection among the three calibration 
methods. 

Fig. 6 shows the samples of the relationships between  and | |, which are ob-
tained from the experiment. In our system, the line of sight is obtained from the right 
and left eyes, respectively. Fig. 7 compares the average precision of the right and left 
gaze detection among the three calibration methods for each subject. The averages 
and SDs for one-calibration method were a gaze error in visual angle of 0.71 0.41 
degrees, whereas those of two-point calibration or nonlinear calibration were 
0.68 0.44 degrees and 0.59 0.30 degrees, respectively. 
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Fig. 6. Relationships between  and | | 

 

Fig. 7. Comparison of error of the gaze detection of both eyes among the three calibration me-
thods 

3.2 Gaze Calibration during Web Browsing 

In experiment, for one-point calibration, the circle target was used. First the target 
was large. Suddenly, it shrank. This target attracted the attention of the subject, and 
made it easy to fixate on the target accurately. After the one-point calibration proce-
dure, the subject was asked to look around the PC screen. During this nonlinear  
calibration, Google Maps was freely browsed on internet using a PC mouse. After this 
procedure, the error of gaze points when the subject fixated on the 25 targets was 
evaluated. 

Fig. 8 shows the comparison in the detected gaze point distributions between the 
one-point and nonlinear calibration methods. You can see that there is a tendency that 
the nonlinear calibration method shows the errors smaller than the one-point calibra-
tion method, especially on the top of the screen. Fig. 9 (a) and (b) show the mean gaze 
errors distinguishing right and left eyes when each of two subjects fixated on the 25 
targets. When the subjects fixated on ten targets presented on the upper part of the 
screen, it showed clearly difference in gaze error. We conducted another experiment 
for ten subjects, in which a subject was asked to the 25 targets to investigate the effect 
of the compensation in the nonlinear calibration method. The results resembled those 
of the above-mentioned experiment. 
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Fig. 8. Detected gaze point distributions between one-point and nonlinear calibration. Circles 
and dots indicate the target positions and the gaze points, respectively. 

 

Fig. 9. Comparison in average gaze error between one-point and nonlinear calibration 

3.3 Evaluation of Precision by Difference of Head Positions 

The subjects were three university students. In the calibration procedure, the subjects 
were asked to fixate on the same calibration targets as in experiment 2 at approx-
imately 80 cm from the PC screen. After the calibration procedure, the subjects fix-
ated on the same 25 targets as in experiment 2 for the following nine head positions:  
approximately 70, 75, 80, 85, and 90 cm from the PC screen, and 5 cm to the left, 5 
cm to the right, 5 cm to the top and 5 cm to the bottom at 80 cm. The subjects' heads 
were positioned using a chinrest stand. The calibration values that were obtained at 
the head position of 80 cm were commonly used for gaze detection at all head  
positions. 

Fig. 10 shows the gaze errors when a subject changed the head position approx-
imately 70, 75, 80, 85, and 90 cm from the PC screen, 5 cm to the left and 5 cm to the 
right at 80 cm, and 5 cm to the top and 5 cm to the bottom at 80 cm. The nonlinear 
calibration procedure was conducted at 80 cm. Except for both 5 cm to the top and 5 
cm to the bottom, the average gaze error was 0.58 0.33 degrees in the new system 
while 0.92 0.40 [deg] in the previous system. The new system is improved by 35% 
in average compared to the previous system. The average gaze error of all head posi-
tions was 0.59 0.33 degrees in the new system. The new system uses the digital 
camera (640 by 480 pixel, 60 frame/sec, non-interlaced scanning) while the previous 
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used the NTSC analogue camera (640 by 240 field/sec, interlaced scanning). Accor-
dingly, the difference of the cameras may have influenced the precision of gaze  
detection. However, this result implies that the new calibration method does not  
reduce the precision of gaze detection. 

 

Fig. 10. Comparison in gaze error between our previous and new systems when subject  
displaced the head position 

4 Conclusion 

In conclusion, a subject must fixate on one specific target accurately even in the new 
calibration methods. However, the method improved the nonlinear relationship  
between  and | | without fixating on any specific position. Looking around in the 
PC screen is not burden for the subject. Also the new calibration method is very  
simple. Accordingly, the method is very useful in the experiment, in which the subject 
is an infant, who is difficult to fixate on a number of points on the screen accurately. 
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Abstract. We have designed and implemented a vision-based system capable of 
interacting with user's natural arm and finger gestures. Using depth-based  
vision has reduced the effect of ambient disturbances such as noise and lighting 
condition. Various arm and finger gestures are designed and a system capable 
of detection and classification of gestures is developed and implemented.  
Finally the gesture recognition routine is linked to a simplified desktop for  
usability and human factor studies. Several factors such as precision, efficiency, 
ease-of-use, pleasure, fatigue, naturalness, and overall satisfaction are investi-
gated in detail. Through different simple and complex tasks, it is concluded that 
finger-based inputs are superior to arm-based ones in the long run. Furthermore, 
it is shown that arm gestures cause more fatigue and appear less natural than 
finger gestures. However, factors such as time, overall satisfaction, and easiness 
were not affected by selecting one over the other.  

Keywords: Usability study, human factors, arm/finger gestures, WIMP. 

1 Introduction 

The new wave of input systems in video game consoles (such as Nintendo Wii, Xbox 
Kinect, and PlayStation Move) is leading the new generation of Human-Computer 
Interaction (HCI) systems to focus on creating interfaces that are more intuitive and 
user-friendly. While the gaming industry is currently leading the way using the 
aforementioned consoles, it will not be long before users will be controlling advanced 
and simple Virtual Reality (VR) and computer systems using body gestures that feel 
intuitive. Having an HCI system designed intuitively, thus, can provide higher  
user satisfaction and better performance. Development of reliable gesture recognition 
algorithms, choosing appropriate gestures, and studying the usability of these gesture-
based methods are among topics that require the attention of researchers.  

In this paper, we describe the design and implementation of a system capable of  
interacting with natural gesture inputs through computer vision methods. The vision 
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sub-system is based on the Kinect depth-based camera. Recognition algorithms have 
been studied and implemented to form a robust system. The operating environment is 
a simulated computer desktop containing several objects such as windows and icons 
that simplifies the user interface and allows better control over test sessions. Gestures, 
both using full arm and only using fingers, have been carefully designed and assigned 
to replace mouse inputs for common desktop tasks. Successive to implementation, the 
system is tested with multiple users which provide the feedback needed to analyze  
the usability of such systems with respect to factors such as precision, efficiency, 
ease-of-use, fun-to-use, fatigue, naturalness, and overall satisfaction. 

The major contributions of this study are: a) choice of natural gestures, b) usability 
study for gesture-based input, and c) system design (UI and gesture recognition) and 
relatively novel use of existing API’s to implement gesture recognition method. This 
method conserves the developing time (no need for making samples and perform 
training and testing sessions) and running time for gesture recognition and user  
interaction compared to learning-based traditional method.  

2 Related Work 

Employing natural arm and finger gestures for VR applications can be studied in  
two different aspects: technical design and implementation, and usability. Through 
the following we review some relevant vision-based gesture systems in the two  
mentioned fields. 

Detecting hand gestures has been subject to extensive research. Hidden Markov 
models (HMM) are one of the popular classifiers for this purpose. Marcel et al. [1] 
employed input-output HMMs for tracking variations in the skin color of the human 
body. Similarly, Chen et al. [2] employed HMMs for detecting hand postures. The 
AdaBoost algorithm was revised and used by Liu et al. [3] to automatically recognize 
users’ hand from the video stream. Yu et al. [4], proposed a hand gesture feature  
extraction method using multi-layer perceptrons. Raheja et al. [5] used principal com-
ponent analysis (PCA) for hand pattern matching. Other techniques such as cascade 
classifiers often used for face tracking applications have also been utilized to  
recognize hands and various parts of the human body [6]. 

The second parameter in need for in depth study, as mentioned earlier, is the usa-
bility aspect of natural arm and finger gestures for practical and VR system inputs. In 
this regard, Cabral et al. [7] discussed numerous issues associated with the use of 
gestures as input modes. Their studies showed that both time and fatigue increases 
when gestures are used for simple pointing tasks. Villaroman et al. [8] show that Ki-
nect-assisted instruction can be utilized to accomplish certain learning results in HCI 
courses. Moreover, through their study, it is confirmed that OpenNI, a system that is 
also employed in this research, is a reliable and effective tool to be utilized along with 
Kinect. It was shown that when the two are used together, students are provided with 
a hands-on experience on gesture based natural user interaction systems and technol-
ogies. Through another study on using Kinect for VR interaction, Kang et al. [9] used 
distance information and joints’ location information and achieved higher recognition 
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rates. They also showed that their system was 27% faster than the mouse device. 
Bragdon et al. [10] developed a system that combines touch and air gesture hybrid 
interactions for small developer group meetings. Their proposed system proves appli-
cable with different devices such as multi-touch screens, mobile touch devices, and 
Kinect. The use and usability of hand gestures for tasks such as making telephone 
calls, operating the television, and executing mathematical calculations has been stu-
dies by Bhuiyan and Picking [11]. Their study suggests that such technologies can 
benefit the elderly and the disabled users by causing more independence while some 
challenges still remain to overcome. Applications of gestures as inputs for medical 
systems have also been explored. In a study conducted by Ebert et al. [12] rebuilding 
images from a CT data was tested and it was shown that image recreation time using 
gestures was longer than using mouse/keyboard. The system, however, maintained 
certain advantages such as reducing the potential for infection, for both patients and 
staff.  

The provided review on the relevant literature shows that the use of natural 
arm/hand/finger gestures for interaction with different systems has been growing. 
This trend is especially increasing as new generation game consoles such Kinect are 
becoming more available and convenient to purchase and develop by researchers. 
Free developing and computer vision tools such as OpenNI and OpenCV also aid and 
accelerate the process. 

3 Methodology 

In this section we describe the design and methodology used for developing our ges-
ture-based simulated desktop interaction system. The three different steps of the sys-
tem design are described through the following sections: user interface design, natural 
gesture selection, and gesture recognition module. 

3.1 User Interface Design 

The simulated desktop for the system was developed using the Allegro library. Alle-
gro is an open source library used for game and multimedia programming. Its  
cross-platform nature makes it easy to integrate with other modules of the system. 
The Post-WIMP (windows-icons-menus-pointers) [13] design is adapted for the desk-
top while neutral colors are utilized to reduce user error or bias. Novice users can 
learn WIMP user interfaces easily, as they are very good at abstracting workplaces 
due to their analogous paradigm to documents like paper sheets or folders. Having a 
rectangular region on a 2D flat screen makes them preferable to system developers 
while their generality also makes them a good fit in multitasking environments.  

3.2 Natural Gesture Selection 

We first studied several possible natural gestures suitable for a Post-WIMP user inter-
face [14] [15], and then defined the best matches of the predefined gestures to our 
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The “tapping” gesture has been defined based on the depth change of fingertip (zp) 
comparing to the depth of hand/palm’s centre (zh), and a proper threshold (D) as 
shown below: 

 Tapping happens when:  (1) 

The “pinching” gesture has been defined based on the distance between the point 
finger’s tip (xp, yp, zp) and thumb’s tip (xt, yt, zt) based on the following: 

 Pinching happens when:  (2) 

We have designed an Algorithm (similar to our previous work for arm gestures in 
[16]) to control our user interface objects utilizing the recognized finger/arm gestures 
(circle and push are replaced by pinch and tap). This algorithm also recognizes index 
finger and thumb, with a possibility of orderly detecting all five fingers.  

4 User Experiments 

In this study two different interactive variables namely arm and finger gestures are 
employed and compared. A set of usability parameters are analyzed for each input 
method when performing combined tasks with two difficulty levels (simple and com-
plex), on big-screen display. According to our previous study (gestures vs. mouse) 
[16], using gestures on big-screen was proved to be superior to using gestures on 
desktop-screen. Therefore, we have chosen solely big-screen display for this inter-
gestures study. The usability parameters consist of human factors such as ease of use, 
fatigue, naturalness, pleasantness, and overall satisfaction, as well as performance 
factors such as efficiency and effectiveness.  

4.1 Training Session  

In this session participants are asked to practice primitive tasks for a period of 30 
minutes in order to get acquainted with the system prior to participating in the main 
test. Furthermore, this phase plays a major role in validity of particular satisfaction 
criteria such as fatigue and naturalness. 

4.2 Test Session  

During the test session, the different variety of tasks using each input method on big-
screen is examined. As described earlier, the two variables, input method and task 
difficulty, combine to generate four states. Each state is examined independently for 
each participant. Figure 3 presents snapshots of some activities performed during the 
test sessions. 
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(a)                           (b)                            (c)                            (d)    

Fig. 3. User interface: (a) initial configuration, (b) object opened, (c) object resized, and (d) 
object moved 

4.3 Questionnaire and Observations 

Following the test sessions, participants are asked to provide their feedback through a 
questionnaire from which user satisfaction criteria are extracted. Ratings are scaled 
from 1 to 5 (1 for absolutely unsatisfied and 5 for extremely satisfied). Extra written 
feedback is also acquired for further information regarding both participants and sys-
tem. During the different states of the test sessions, time and error are observed and 
recorded for each user. 

5 Results and Discussions 

This study is conducted using 10 participants (5 males and 5 females) and in the age 
range of 26 to 36 (average of 30 years old).  

5.1 Hypotheses and Analyses 

For the different factors being studied, two-way repeated analysis of variances 
(ANOVA) is carried out for two independent variables:  

1. Difficulty (simple task vs. complex task)  
2. Input method (finger gestures vs. arm gestures)  

All experiments were carried out on the big-screen and at p < 0.05 significance level 
and for 10 participants.  

Notation: In our analyses, we calculate the mean and standard deviation for differ-
ent variables in the forms of Mvariable (e.g. Msimple is the mean for simple task) and 
SDvariable (e.g. SDfinger is the standard deviation for finger gestures). Moreover, 
F(df,MS) is the test statistic (F-ratio) in which df and MS are the degree of freedom 
and mean square respectively for the variables (within variables when more than one, 
and within subjects). The F-ratio is calculated using MSvariable(s)/MSerror(s) and P is the 
probability value. 

Table 4 presents our statistical analyses, hypotheses, and results for different 
factors. 
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Table 4. ANOVA analyses, hypotheses, and results for different factors 

 Hypotheses Variable 1 Variable 2 Variables 1 & 2 Results 

Time 
Using finger gestures is 

faster than using arm 
gestures as inputs. 

F(1,617.01) = 202.5
P = 0.00 

(Msimple = 13.35 
SDsimple = 2.30) 

vs. 
(Mcomplex = 21.21 
SDcomplex = 3.43) 

F(1,2.86) = 0.31 
P = 0.59 

F(1,0.13) = 0.05 
P = 0.82 

Rejected 

Easiness 
Using finger gestures is 
easier than using arm 

gestures as inputs. 

F(1,0) = 0 
P = 1 

F(1,0) = 0 
P = 1 

F(1,0.10) = 2.25 
P = 0.16 

Rejected 

Fatigue 

Using finger gestures 
causes less fatigue than 
using arm gestures as 

inputs. 

F(1,0) = 0 
P = 1 

F(1,4.90) = 12.25 
P = 0.00 

(Mfinger = 4.50 
SDfinger = 0.60) 

vs. 
(Marm = 3.80 
SDarm = 0.69) 

F(1,0) = 0 
P = 1 

Confirmed 

Naturalness 
Using finger gestures is 
more natural than using 
arm gestures as inputs. 

F(1,0.02) = 1.00 
P = 0.34 

F(1,11.02) = 441.0
P = 0.00 

(Mfinger = 5 
SDfinger = 0) 

vs. 
(Marm = 3.95 
SDarm = 0.22) 

F(1,0.02) = 1.00 
P = 0.34 

Confirmed 

Pleasantness 
Using finger gestures is 
more pleasant than using 
arm gestures as inputs. 

F(1,0.40) = 6.00 
P = 0.03 

(Msimple = 4.80 
SDsimple = 0.41) 

vs. 
(Mcomplex = 4.60 
SDcomplex = 0.50) 

F(1,0) = 0 
P = 1 

F(1,0.40) = 6.00 
P = 0.03 

(Mfinger-simple = 4.90 
SDfinger-simple = 0.31) 

vs. 
(Mfinger-complex = 4.50 
SDfinger-complex = 0.52) 

Rejected 

Overall  
Satisfaction 

Overall, using finger 
gestures as inputs is a 

more popular experience 
compared to arm gestures. 

F(1,0.40) = 3.27 
P = 0.10 

F(1,0.40) = 3.27 
P = 0.10 

F(1,0.10) = 2.25 
P = 0.16 

Rejected 

 
Figure 4 shows the times taken to complete simple and complex tasks using arm 

and finger gestures. Analysis of users’ feedback regarding the primitive tasks is 
shown in Fig. 5, where pinching to resize and pushing to close a window were the 
most difficult gestures, due to the relatively small control access area of the objects. 

  Fig. 4. Temporal statistical factors             Fig. 5. Satisfaction on primitive tasks 
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As the following figures show, the Tapping was the smoothest gesture with the 
least errors (average number of trials) in both simple and complex tasks, while the 
Circling had the highest error in the simple task. However, the most errors happened 
with the Pushing during the complex task on the action of closing a window. 

   Fig. 6. Gestures errors in complex task             Fig. 7. Gestures errors in simple task 

5.2 Discussion 

Before disclosing the defined gestures to the participants, we asked them to try  
grabbing an object (here an icon) naturally and based on their common sense. Interes-
tingly, 85% of participants in their first guess could correctly pick an object on screen 
by Pinching gesture. This anecdotal evidence of natural grabbing indicates that we 
have been successful in defining our finger gestures in a natural way. 

This study is a supplementary work to the authors’ previous research, comparing 
the arm gestures to mouse/keyboard [16], using the same user interface. The results in 
[16] are summarized as follows:  

The gesture inputs are significantly slower and more fatiguing than using a mouse. 
Moreover, using a mouse is significantly easier than using arm gestures whiles neither 
inputs hold a significant popularity over the other. For the naturalness and the plea-
sure factors, the arm gestures as inputs do not feel significantly more natural or more 
fun to use compared to mouse. However, it is revealed that using arm gestures on big-
screen is significantly more natural and more pleasant than using a mouse on both the 
desktop and the big-screen. Also it is shown that arm gestures used on big-screen is 
significantly more pleasant compared to when it is used on desktop. 

According to the provided statistical analyses in the present study, we summarize 
our hypotheses verification as follows:  

In general, the main result of this experiment is that fatigue is less for finger  
compared to arm gestures. To elaborate on, the naturalness and the fatigue factors ana-
lyses support our initial hypotheses, meaning the finger gestures significantly are more 
natural and cause less fatigue as inputs compared to the arm gestures. The initial hypo-
theses in terms of time, overall satisfactory, and easiness are rejected, implying that 
finger and arm maintain similar performances and popularities among participants, and 
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neither finger gestures nor arm gestures are significantly easier than the other. Moreo-
ver, for the pleasure factor, the initial hypothesis is rejected as well, meaning the finger 
gestures compared to the arm gestures are not significantly more pleasant to employ as 
inputs. However, it is revealed that finger gestures are significantly more pleasant for 
simple tasks rather than complex ones.  

Finally, through written feedback, most participants preferred “mostly finger” as 
their preferred combination of using arm and/or finger gestures, which is in positive 
correlation with the findings of this study. 

As shown in Fig. 8, using arm is easier in short term (simple tasks). However, it is 
easier to use finger in the long run (complex tasks). In addition, using finger in the 
short term is the most pleasant, and in the long term is the least pleasant. The overall 
satisfaction had its highest level on the simple task using finger gestures, and its low-
est level on the complex task using arm gestures. 

 

 

Fig. 8. Satisfaction comparison (s: simple, c: complex, f: finger, a: arm) 

6 Conclusion 

Using Kinect depth-based cameras along with OpenNI, NITE, and OpenCV, a gesture 
detection and recognition system has been developed and linked to a simulated desk-
top environment. Gesture studies were carried out and natural and intuitive gestures 
were chosen and utilized for performing various tasks in the environment. Two sets of 
gestures were designed, one using the arm and one using fingers. The performed tasks 
were designed with different difficulty levels for extraction of more information re-
garding the system at hand. 

A comprehensive usability study indicated that finger-based gestures appeared more 
natural and less tiring for participants. However, this variable showed no  
significant effect on time, easiness, and overall satisfaction. Finally, through written 
feedback, most participants indicated that they would prefer a combination of fingers 
and arm gestures with “mostly fingers” as their method of choice for such applications. 

The findings of this study, we believe, can be widely used for designing gesture-
based systems, especially for WIMP interfaces. In general, finger gestures would be 
preferred, especially for longer lasting application which can cause more fatigue. For 
more rare functionalities, however, arm gestures would also be a valid choice. 
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Abstract. Optical measurement devices for eye movements are generally  
expensive and it is often necessary to restrict user head movements when vari-
ous eye-gaze input interfaces are used. Previously, we proposed a novel  
eye-gesture input interface that utilized electrooculography amplified via an AC 
coupling that does not require a head mounted display[1]. Instead, combinations 
of eye-gaze displacement direction were used as the selection criteria. When 
used, this interface showed a success rate approximately 97.2%, but it was ne-
cessary for the user to declare his or her intention to perform an eye gesture by 
blinking or pressing an enter key. In this paper, we propose a novel eye-glance 
input interface that can consistently recognize glance behavior without a prior 
declaration, and provide a decision algorithm that we believe is suitable for  
eye-glance input interfaces such as small smartphone screens. In experiments 
using our improved eye-glance input interface, we achieved a detection rate of 
approximately 93% and a direction determination success rate of approximately 
79.3%. A smartphone screen design for use with the eye-glance input interface 
is also proposed. 

Keywords: Eye gesture, eye-glance, AC-EOG, smartphone, Screen design. 

1 Introduction 

Human computer interactions (HCI) are an important field in computer science. Many 
computer interfaces are being developed for people with disabilities[2-3]. One such 
computer interface type utilizes eye-gaze behavior. An eye-gaze interface can be fast-
er than a computer mouse for inputting user selections and is convenient in situations 
where it is essential that a user keeps his or her hands free in order to perform other 
tasks [4-5]. Previously, eye-gaze interfaces with direct input methods that rely on  
detecting the user’s gaze point have been most frequently studied[1-5]. However,  
optical measurement devices for eye movements are generally expensive, and it is 
often necessary to restrict the user’s head movements when using various eye-gaze 
input interfaces to prevent the introduction of diagonal eye movements.  

Based on the amplification method used, there are currently two types of electroo-
culographs (EOGs) in use: DC coupled (DC-EOG) and AC coupled (AC-EOG). In 
DC-EOG, voltage must be applied manually to the amplifier in order to adjust the 
baseline to zero in response to changes in the resting potential. In contrast, AC-EOG 
does not require such adjustments. 
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In our earlier studies [6-9], we discussed an eye-gaze input interface that combined 
a head mounted display (HMD) with an AC-EOG. That interface was relatively  
inexpensive and enabled users to escape head movement restrictions. It was also 
noteworthy because it permitted the introduction and use of diagonal eye movements, 
thus introducing 12 possible eye-gaze movement choices. However, it was considered 
suboptimal because it required the use of a costly HMD that was time consuming to 
put on and troublesome for the users. In addition, that particular gaze input method 
required the user to spend uncomfortable amounts of time watching the target. 

Separately, another eye-gaze interface that can be used to control a cursor by  
detecting the user’s gaze direction has been investigated[10-12]. However, the num-
ber of movement directions that can be identified by this interface is between 4 and 8 
without target. Furthermore, taking into consideration the original function of an eye, 
it is reasonable to assume that allowing users to look directly at the target when  
detecting eye-gaze movements would allow for more natural eye movements. 

In the study described in Reference 8, a display based on measuring diagonal eye 
movements was proposed. In that interface, to determine the eye’s position during 
diagonal motion, information about vertical eye movements is combined with the 
horizontal AC-EOG signals. This design permitted 12 possible choices, the mean 
accuracies of which were 89.2%.  

This interface determines the choices made from the vertical eye movement direc-
tion and amount of eye movement in the horizontal direction. Thus, to obtain a pre-
cise measurement of the amount of eye movement in the horizontal direction, the 
relative position of the input screen and the eyeball must be known, which made it 
necessary to secure the HMD to the user’s head.  

2 Eye Gesture Input Interface 

In Reference 1, we reviewed previous input methods with an aim towards reducing 
system costs and restrictions placed on the user. The result was a novel eye-gesture 
input interface that did not require a HMD. Instead, direction combinations for eye-
gaze displacement were used as the selection method. We found that eye-gaze dis-
placements could be determined precisely using a derivative EOG signal amplified 
via AC coupling. A desktop display design created for use with the eye-gesture input 
interface is shown in Fig. 1. In that study, it was assumed that eye-gesture movements 
followed oblique patterns (upper left, lower left, upper right, lower right), and that 
each pattern consisted of a combination of two movements.  

 

Fig. 1. Experimental screen design for eye-gesture input interface 
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The AC-EOG signals obtained from the amplifiers were fed into an apparatus of 
our own design connected to a PC[1]. The amplifiers have a gain of 10,000, a high 
pass analog filter with a 0.1 Hz cut-off frequency, and a low pass analog filter with a 
10.0 Hz cut-off frequency. The amplified AC-EOG signals were sampled at a rate of 
100 Hz using a 12-bit resolution. Before conducting the experiments, the following 
assumptions and preconditions were set:  

• The average value of 2-ch and 3-ch was used to create a fourth channel  
(4-ch) on the computer 

• 1-ch corresponds to the horizontal AC-EOG 
• 4-ch corresponds to the vertical AC-EOG 
• Positive and negative values for 1-ch correspond to eye movements to the 

left and right 
• Positive and negative values for 4-ch correspond to upward and downward 

eye movements 

3.3 Experimental Procedure 

Each test subject performed a total of 10 eye-glance attempts during which he glanced 
at each of the four corners. A standard value for a 6º movement was used to calibrate 
the interface prior to the experiments. Each attempt was performed using the  
following steps: 

1. The subject picks up and uses a smartphone normally (Free time). 
2. The eye-glance maneuver begins when the subject focuses his gaze on the 

center of the screen and then presses a timer. 
3. The subject then performs a round-trip series of eye movements in an oblique 

direction from and to the center screen, viewing each corner in series. 
4. The eye-glance maneuver finishes when subject return his gaze to the center 

of the screen a final time and presses the timer again. 
5. The subject then operates the smartphone normally (Free time). 

3.4 Displacement Calculation 

The derivative AC-EOG signal, an example of which is shown in Fig. 5, was used to 
calculate the displacements of the eye movements. The value of the derivative AC-
EOG is directly proportional to the velocity of the eye movement. A saccade is de-
fined as a rapid eye movement, during which the eye’s velocity changes from zero to 
a large value and then returns to zero. Therefore, a 0-to-0 interval of the derivative 
AC-EOG (0-0 wave) such as that shown as h1 in Fig. 5, can be considered a saccade 
interval.  

In previous studies[9], the integral of a 0-0 wave is used as the proportional value 
to the displacement of a saccade. However, the maximum amplitude of a 0-0 wave is 
also thought to have a value that is proportional to the displacement of a saccade.  

In this study, the large maximum amplitude of a saccade can be detected from 
the maximum amplitude value of a 0-0 wave. In contrast, a state of prolonged fixa-
tion is considered an eye-gaze state. Whenever an eye-gaze state was detected, the  
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4.2 Eye-glance Detection 

Using the same method, we attempted to detect eye-glance behavior during experi-
ment times using the horizontal 0-0 wave and the pause time τ. A successful value 
was counted when an eye-glance was detected at least one once during the experiment 
time. The results of our experiment showed that the success rates for all test subjects 
were above 90% as determined by the horizontal 0-0 wave and the time τ, as shown in 
Table 3.  

Table 3. Detection rate of eye-glance by horizontal 0-0 wave and the pause time τ 

 

4.3 Direction Judgment 

Offline analyses were performed with the four subjects to compare the new integration 
method with the method of using three characteristics (as the same time horizontal 0-0 
wave and vertical 0-0 wave which the pause time is τ ± 0.3). The accuracy of a choice 
as defined as the success rate divided by the number of choices made. Table 4 shows 
the accuracies of the choices for all subjects along with the sum of all the displace-
ments. In the case of four possible choices using eye-glance behaviors, the mean  
accuracy of the choices was 79% when the three characteristics were used.  

Table 4. The accuracies (%) of choices for all subjects using three characteristics 

 

The direction judgment accuracies for all subjects, including the vertical detection 
rate, was reduced by 10% compared to measurements of the horizontal direction 
alone, as shown in Tables 3 and 4. Especially, with respect to the subject D, including 
the vertical detection rate caused a 35% reduction compared to judgments of the  
horizontal direction. 

5 Discussion 

5.1 Timing of Vertical 0-0 Wave 

It is possible that the timing of the vertical 0-0 wave included an error, as shown in 
Fig. 7. The gray zone shows that the timing of the horizontal 0-0 wave, and twice 
were different, but twice vertical 0-0 wave were the same direction in this example. 



 

 

One of the reasons was t
vertical direction when usi
there are individual differen
lar, this is why Subject D sh

Fig. 7. Directio

5.2 Character Input wi

In an attempt to create a pr
face; we designed a guide 
and a small screen, as show
input experiments using this

Fi

6 Conclusions 

In this paper, we proposed
inputs consistently without
the interface that utilizes a h

During experiments con
above 96% for non-glance 

Study of Eye-Glance Input Interface 

that this subject tended to move his neck as well as his e
ng the smartphone for long periods of time. Furthermo
nces in the neck movements of all test subjects. In parti
howed a 35% accuracy reduction. 

 

on error judgments for single eye glance behavior 

ith Using Eye-Glance 

ractical application for use with our eye glance input in
menu for character input that utilizes eye glance behav

wn in Fig. 7. For our future work, intend to conduct chara
s guide menu. 

 

ig. 8. Guide menu for character input 

d an eye-glance input interface that allows users to m
t prior declarations and discussed a decision algorithm 
horizontal 0-0 wave and the pause time τ.  

nducted on four test subjects, we achieved a detection r
behavior using the horizontal 0-0 wave and pause tim

233 

eyes 
ore, 
icu-

nter-
vior 
cter 

make 
for 

rate 
me τ. 



234 D. Gao et al. 

 

In contrast, for actual eye glance behavior, the average detection rate of the four  
subjects was above 90% as measured by the horizontal 0-0 wave and the pause time  
(τ ± 0.3).  

However, when the vertical detection rate was included, the accuracies of direction 
judgments for all subjects were 79%, and a 10% reduction occurred when the vertical 
0-0 wave was added. Our future tasks and goals include designing an input guide 
menu for a small screen that can be used with the eye-glance interface along with 
creating an application suitable for a smartphone or tablet. 
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Abstract. Recent mobile devices such as smart phones exhibit
performance as good as desktop PCs, and can be used more intuitively
than PCs by using fingers. On the other hand, the defect of such a
device is its small size. Its display is just big enough for single user,
but is too small for interaction of multi-users. In order to overcome the
defect, the research of projecting the display with a handheld projector
has expanded. Most of the researches, however, do not allow users to
manipulate the projected image in a direct manner. In this paper, we
propose operations of projected images through shadows. We can cre-
ate a shadow by shading the light of the projector with a finger. The
shadow can be easily scaled by adjusting the distance between the fin-
ger and the projector. Also, since the shadow makes good contrast with
the white light of the projector, it can be easily recognized through a
camera. Using these properties of the shadow, we have implemented a
series of operations required on the desktop, and file transfer as a basic
multi-users interaction. We show that the users can perform these oper-
ations intuitively with the shadow of two fingertips as if they handle a
tablet PC through multi-touches.

1 Introduction

Recently advanced handheld devices such as smart phones or PDAs can be also
used as projectors with some special attachments. The capabilities of handheld
projectors have also begun attracting attentions as one of wearable devices [1–3].
General usage of such a projector is to magnify the small display of a handheld
device. Apart from that usage, the researchers begin to investigate the possibility
of such handheld device as a multi-user interaction tool have expanded [4–6].
In the latter case, desktop images projected by two users’ handheld devices
can be used for not only sharing information but also transferring files through
making their icons included in the shared area where the two images overlap.
The handheld projectors with cameras make such a technique possible, where
each handheld device can recognize the two desktop images and their overlapped
area from the same position as the projector through the camera. Once the icon
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Fig. 1. The projected desktop image with the shadow of a finger

representing a file is recognized, the file can be transferred from one device to
the other device, triggered by making the icon move in the overlapped area.

In most cases, these operations are achieved by physically moving the pro-
jectors, and therefore thorough operations on the desktop have to be performed
at the side of the device. Considering intuitive operations, the direct interaction
with projected desktop is preferable rather than operations on the device. It
has, however, some problems for practical use. When a user wants to magnify
the image projected by his or her handheld projector in order to operate the
desktop on a large screen, the user has to look at it from a distance. Since the
distance between the projector and the screen is usually longer than human arm,
the user cannot touch the projected image directly. Therefore, the user has to
utilize a special device such as the laser pointer in order to point a certain object
on the screen. Unfortunately, such a special operation is contrary to the intuition
augmented by the projector.

In this paper, we propose a set of new desktop operations on projected desk-
tops including multi-user interactions without any special pointing device. Our
approach takes advantage of the shadows of fingers on images to operate the
desktop instead of real fingers or reflection of laser pointer as shown in Fig. 1.
The shadow can be easily created on the projected image by putting a finger be-
tween the projector and the screen [7]. Furthermore, the shadow created in this
manner can be resized by adjusting the distance of the finger from the projector
depending on minuteness of the operation.

Another advantage for using the shadow as an operation tool is that its color
and the brightness are relatively stable because the shadow is just a dark area,
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Fig. 2. The shadow of a finger inside a frame

and therefore, it can be easily recognized. Once the black area is recognized, the
location pointed by the finger can be also easily detected.

The structure of the balance of this paper is as follows. In the second section,
we describe how to recognize the shadows of fingers and fingertips, and then
present details of desktop operations using them. In the third section, we show a
problem for interactions through the shadow, and then, provide a solution for it.
We present the design of our system based on the solution. Finally, we conclude
remarks in the fourth section.

2 Recognition of a Shadow and Operation through It

In this section, we describe how to recognize the shadow of a fingertip, and show
how the shadow can be used to operate a desktop. After that, we extend the
operation to using two fingers.

2.1 One Finger Operation

The color and the brightness of a shadow are relatively stable because the shadow
is just a dark area, and therefore, it can be easily recognized. Once the black
area is recognized and its edge is extracted, the fingertip part of the edge has
to be detected. The steps of the detection of the fingertip are follows: 1) draws
tangential lines at even intervals, 2) finds neighbor lines such that the angle
between them is the smallest, and 3) extracts tangent points between the lines
and the finger edge. We determine the location around the tangent points as a
fingertip. Fig. 2 shows the smallest angle between tangent lines.

The problem in handling a shadow is that the shadow may be confused with
other black objects such as black icons or windows. In order to overcome this
problem, we introduce a finger recognition approach based on the frame of a
desktop. Notice here that the shadow of a finger has an intersection with the
frame. Most other objects on the desktop are inside the frame, and therefore,
there is a gap between them and the frame. We identify the black area without
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(a) Selection operation with
pickup

(b) Open operation with opening
fingertips

(c) An opened folder

Fig. 3. Opening a file

such a gap as a finger. As shown in Fig. 2, the shadow created by a finger has
an intersection with the frame shown by green border.

For the first step, we have implemented a series of desktop operations on
files by a finger: selection, open, drag, and drop. The selection and open are
distinguished by the time period in which the shadow of finger stays on the icon.
The required time periods are respectively one second and two seconds for the
selection and the open, respectively. The drag is made to be active by moving
the shadow immediately after the selection. The drop after the drag is performed
one second later after the movement of the shadow in the drag stops.

2.2 Two Finger Operation

The one finger operation works well, but since it has to distinguish each operation
based on the time in which the shadow stays on a icon, it takes too much time
for practical uses, e.g. it takes two seconds for the selection. If the combination
of some operations is required, it would take much more time.

In order to reduce the time taking for one finger operation, we introduces a
new operation pickup that uses two fingers such as a multi-touch on a tablet. In
the pickup, we put two fingers together with a small gap such as picking up some-
thing. Each operation can be immediately distinguished by pickup immediately
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(a) Recognition of
separate fingers

(b) Recognition of
connected fingers

(c) Recognition of
fingertips

(d) Recognition of
the convex hull in-
cluding fingers

Fig. 4. Recognitions of two fingers

followed by some additional operations. As shown in Fig. 3(a), making pickup
held on an icon for a second corresponds to the selection operation. Following
it, opening fingers corresponds to the open operation as shown in Fig. 3(b) and
(c), or moving fingers holding pickup corresponds to the drag operation.

In order to take advantage of the pickup operation, two fingertips have to
be recognized simultaneously. Fig. 2.2 shows the process of recognizing shadows
created by two fingers. In Fig. 2.2(a), the shadow looks like two sticks. On the
other hand, in Fig. 2.2(b), the shadow looks like a mountain with two tops. We
can easily deals with the shadow such as two sticks, because the same recognition
technique for one finger can be simultaneously applied to two fingers. On the
other hand, it is not easy to recognize the two-top mountain shadow such that
shown in Fig. 2.2(c). Red points Fig. 2.2(c) show recognized fingertips in the
case of applying one finger recognition technique to the recognized shadow. As
shown in the figure, they appear at other than fingertips. That is because the
concave angle created by two fingers satisfies the condition of a fingertip.

In order to handle such misrecognized cases, we introduce the technique that
identifies the shadow as a convex hull, and ignores recognized points inside the
convex hull. For example, the shadow of two fingers shown in Fig. 2.2(b) can be
regarded as the convex hull shown in Fig. 2.2(c).
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(a) The outline of our file
transfer operation

(b) The projected image of a desk-
top

Fig. 5. Interactions of our system

3 File Transfer

The main contribution of using mobile devices through handheld projectors is
that it allows several users to share information. Our desktop operation based
on shadow allows several users to interact on projected images. Fig. 3(a) shows
an example of transferring a file as the basic interaction. In order to transfer the
a file, the users overlap projected desktops, which is used as a shared folder, and
then the sender drags the icon of the file to the overlapped area i.e. the shared
folder. The file transfer manner, which is similar to the operations on tablet PCs,
is preferable because the operation is intuitive. It is, however, difficult to make
it work based on the shadow. The shadow of a fingertip is created by blocking
off the light projected by sender’s projector, and therefore, it disappears in the
overlapped area due to the light projected by the receiver.

We mitigate this disappearance problem of the shadow by suppressing the
strength of the receiver’s light. Fig. 3(b) shows a desktop image of our system.
Each desktop has a receive button inside it, which can be pushed by putting the
shadow of a fingertip on it. Once it is pushed, the background of the desktop
turns to black, which contributes to suppressing the strength of receiver’s light.

Fig. 3 shows the sequence of the operations for file transfer. As shown in Fig.
3(a), both desktops initially have white backgrounds. Once the receive button on
the receiver’s desktop is pushed, the background of the desktop turns to black as
shown in Fig. 3(b). After that, overlapping a part of the sender’s desktop on the
receiver’s desktop makes receiver’s folder allocated to the overlapped area, as
shown by Fig. 3(c). Finally, dragging the icon of the file on the sender’s desktop
to the overlapped area, the file is now transferred to receiver. Notice that the
shadow of the fingertip also appears on the overlapped area clearly through
turning the background, as shown in Fig. 3(d).
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(a) Two desktop images for inter-
action

(b) Turning the background to
black

(c) Creating overlapped area (d) File transfer through drag-
ging a file to overlapped area

Fig. 6. File transfer

As the last step of the file transfer, the background of the receiver’s desktop
has to be turned back to white. The background is, however,now black, and
the shadow cannot appear on the desktop of the receiver. This means that the
button for turning the background back to white cannot be handled by the
shadow. Therefore, instead of using shadow, We set the exclusive two kinds of
condition where the receive mode is canceled, as follows:

1. The desktops are separated after they are overlapped, or
2. Five seconds passes with keeping the desktops separated.

The first condition naturally realizes the automatic cancellation of the receive
mode in a sequence of file transfer operations, and the second condition guaran-
tees that the receive mode is always canceled based on time out.

4 Conclusions

We have implemented a system on which we can operate the desktop using
the shadow of fingertips. First, we implemented the operation by using one
finger, and then, extended it to the operation by using two fingers. In the one
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finger actions, corresponding operations have to be distinguished based on the
time period in which the shadow stays on the operated icon, but in the two
fingers actions, they can be distinguished based on some actions immediately
following picking-up action, which contributes to reducing the total of time cost
of operations.

Furthermore, we implemented the file transfer as an example of multi-user
interactions based on these actions of the shadows. We designed it as a sequence
of operations, in which two desktops are overlapped, and then the operated
icon is dragged to the overlapped area. Though it is intuitive, and is an natural
extensions of multi-user interaction on projected desktop, we observed that it
has the problem of disappearance of the shadow in the overlapped area. We
then provided a solution for the problem by introducing the technique turning
the background of a desktop to black.

The current system is designed for the interaction for two users. We are
extending it so that it works for more than two users .
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Abstract. Virtual manufacturing environments need complex and ac-
curate 3D human-computer interaction. One main problem of current
virtual environments (VEs) is the heavy overloads of the users on both
cognitive and motor operational aspects. This paper investigated multi-
modal intent delivery and intent inferring in virtual environments. Eye
gazing modality is added into virtual assembly system. Typical intents
expressed by dual hands and eye gazing modalities are designed. The
reliability and accuracy of eye gazing modality is examined through ex-
periments. The experiments showed that eye gazing and hand multi-
modal cooperation has a great potential to enhance the naturalness and
efficiency of human-computer interaction (HCI ).

Keywords: Eye tracking, multimodal input, virtual environment,
human-computer interaction, virtual assembly, intent.

1 Introduction

Multimodal interaction (MMI ) is an emerging HCI research area which has been
developping rapidly in recent years. It is well accommadate the idea of Human-
centered design [1]. MMI refers to a human-computer interaction paradiam that
users utilize a variety of modalities to communicate with computer. Although
some natural modalities such as visual input, natural language and gesture input,
have their inherent inaccuracy, and is difficult to always meet 100% success rate
of recognition, it is sure that they can make the cognitive load of human beings
be reduced greatly during interactive process [8]. Employment of visual input
modality in a critical VE system, e.g. the virtual assembly system, is a first time
try to use it to eliminate the ambiguity of user’s intents in single-channel input
scenarioes.

As a natural modality, eye gaze tracking has been developed for human-
computer interaction. A number of researchers have been working in this area
[7,8,9], and one typical researches is the Intelligent Gaze-Added Operating Sys-
tem (IGO) developed by Salvucci and Anderson [10,11]. They compared the
performances of the mouse and visual method to show that the visual method
has higher error rate than mouse, since the sight often jumps; but the visual
input is easier to learn and use, so it is more attractive for users.
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Virtual environments are a type of systems established on the base of mul-
timodal interaction. VE aim at providing user with an immersive and natural
interactive effect, which can hardly be achieved by traditional WIMP (Win-
dow, Icon,Menu and Pointing) based systems. But the VE ability of handling
with mixed and fuzzy input data from multiple modalities is still a big prob-
lem. Despite researches and developments on hardware have already made a
considerable progress and there have emerged a variety of interactive devices,
direct manipulation in VE today is still a serious technical bottle-neck [4,5]. This
point is particularly evident in critical manufacturing environments such as vir-
tual assembly. Building a virtual assembly system with eye tracking modality
has an especial merit [6], because eye interaction can free hands from liberous
operations.

(a) (b)

Fig. 1. Multimodal virtual assembly system Interaction3D. (a) System paradiagm, (b)
Virtual assembly scene.

For this reason we build an eye tracking augmented virtual assembly system
Interaction3D, as figure 1 shows, where virtual parts are composed with geo-
metric features. One 3D space mouse and a 2D mouse are two modalities to
manipulate virtual parts. Two cameras based eye tracking subsystem is another
modality to capture user’s current focus into the virtual scene. Those input de-
vices work together to constitute multiple inputs. The paper firstly describes
eye gaze modality which use PCCR technology to estimate user’s gaze point on
screen [3]. Then introduces how to analyze the gaze point to promote the utility
of eye gaze modality in virtual environments.

2 Multimodal Intent Understanding

Gaze tracking provides a potential to allow users naturally express their intents
in virtual assembly system. Several main intents are defined in advance in system
Interaction3D, then multimodal inputs are analyzed to infer users’ intents. One
of the challenges in gaze tracking is midas touch problem, that is, the randomness
of the movement of users’ sight [13]. Avoiding this problem is an important part
of this research.
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2.1 Eye Tracking Modality and Eye Gaze Estimation Algorithm

To accurately catch user’s gaze points and from which to understand user’s intent
is significant. 3D gaze estimation method considers the user’s head moving [19].
Relatively, 2D gaze estimation method use a calibrated sight mapping function
to estimate the direction of sight [20]. Obviously combining the 2D and 3D gaze
estimation methods will be an ideal way. As such we adopt a scheme to achieve
this effect, i.e. adapting the map function of 2D gaze estimation to the natural
movements of the head by means of head motion compensation.

PCCR (Pupil Center Corneal Reflection) based 2D eye estimation method
[3,21] combining a face color and organ model is used to extract the pupil-glint
(PG) vector. A sampling based HSI color space modeling method is adopted
here. A real-time liner prediction based eye tracking algorithm is used for extract-
ing pupil-glint vector [24]. Gaze mapping equation obtained from a calibrating
process transforms the current user’s PG vector to the gaze coordinates on view
space. The extracted PG vector v is denoted as (xv, yv), and the gaze on the
screen Sgaze is denoted as (xg, yg) , the mapping equation Sg = f(xv, yv) can
be expressed by the following nonlinear equation [2,23],where the parameters ai
and bi are realized by a 9-point calibrating process :

xg = a1 + a2xv + a3yv + a4xvyv + a5x
2
v + a6y

2
v (1)

yg = b1 + b2xv + b3yv + b4xvyv + b5x
2
v + b6y

2
v (2)

To eliminate the discrepancy of PG vector caused by head movement, an itera-
tive compensation algorithm is used.The main idea of head offset compensation
is the conversion function g(v2, O2, O1) which can convert arbitrary PG vector
to a calibrated position PG vector [14]. When we get the corrected PG vector,we
input it into the gaze mapping function (EQ1, EQ2 )to calculate a new screen
gaze point S . This is an iterative process and will converge in less than 5 loops.
At last we can obtain a gaze point on the screen [22].

2.2 User Intent Recognition from Multimodal Inputs

Eye gazing can reduce the number of hand modality state switches, so make the
interactive process be more smooth. In our virtual assembly environment, one of
the most significant intent is feature matching. The so called feature matching
refers to that VE selecting a feature on target part which has an assembly rela-
tionship with a feature on current part. Here we just use this intent to demonstate
the capability of multimodal inputs. The scenario of feature matching is like this:
user selects one part and assigns it as target part, then selects another part and
assigns it as current part, and move the two parts by dual hand respectively.
When the current part approaches the target part, a current feature (curFea)
on current part is determined and a feature (tarFea) on target part which can
match the curFea will be searched by algorithm. For some reasons, there may
be several potential candidates of tarFea that satisfy the requirements. Eye gaze
points a feature to cancel out ambiguity.
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Two kinds of eye movement states, fixations and saccades are recognized as
basic eye movements [16]. A sequence of original gazing points are clustered
by the gazing points clustering algorithm. The gazing points that meet both
temporal and spatial constraints are collected into a cluster; Secondly, The center
of cluster (COC ) points are evaluated. Thirdly, determining if the COC points
fall in a dwelling space threshold of the center of feature (COF ) points. And at
last, some smoothing filter process is done to remove the eye movement noises,
as such we extract eye movement behaviors depeicted by scan lines.

The collected original signals of viewpoints on screen can be represented as a
viewpoint sequence G:

G = {gi|i = 1, ..., n}, gi = (xgi, ygi, tgi) (3)

Gaze point gi can be denoted by a 2D coordinate (xgi, ygi) on the plane together
with the time tag tgi. But the users’ gaze focus cannot be expressed directly with
these original gazing points G due to the midas touch problem. COC points
is used to substitute the original gaze data. There are some online clustering
algorithm [17]. but the known algorithms e.g. successive k-means algorithm,
online hierarchical clustering algorithm and general clustering algorithms with
unknown number of clustering [18], cannot meet our real-time requirements.
Here we give a gaze clustering algorithm concerning both the temporal constraint
and spatial constraints. This can be simplicitly explained by the distance metric
formula bellow:

d(gi, gj) =
k1 ∗

√
(xgi − xgj)2 + (ygi − ygj)2 + k2 ∗ |tgi − tgj |

k1 + k2
(4)

Here k1 and k2 are weighting coefficients which adjust the importance of
spatio-temporal constraints. The viewpoints sequence in the scope of certain
spatio-temporal thresholds are chosen to be a viewpoint cluster Ci, and update
the current cluster center. The analysis of eye movement is conducted. If the
viewpoint contineously falls into a COF range, that is, the distance of a COC
and a COF is less than the space threshold, and the duration is more than time
threshold, then it can be determined as a visual dwelling, thus it can be thought
as focusing on a feature.

Feature matching intent is determined by scenario other than individual eye
modality. The eye gaze on interest targets does not always means feature match-
ing intent. Only in a specific perceptive scenario does the eye gaze indicate user
current intent in Interaction3D. As such, we mainly infer intent with the sce-
nario and eye modality data. Users manipulate virtual parts through dual hand
modalities to direct the scenario. Another important role of scenario is VE .
It is responsible for perceiving spatio-temporal relationships among the virtual
objects and gives a representation of specific perception. The virtual objects in
the virtual environment, the multimodal inputs and the perceptive representa-
tion together compose an interactive scenario. We suppose every modality has
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several states. The hand modality state set is { FreStatic, FreT rans, FreRot,
PntGst, SwitchTR, DisableCN , GrspStatic, GrspT rans, GrspRot}, etc. For
example, GrspT rans represents the state that user is grasping and translating
a part. The scenario for feature matching intent can be described as: the user
grasps and translates two parts with dual hands individually and makes the two
parts approach each other. VE perceives matched features and highlight the
features. User’s eye casts a gaze ray through a tarFea.

3 Experiments and Discussion

In order to demonstrate the feasibility of eye modality and also explore the
way to evaluate and analyze the accuracy of eye modality in Interaction3D, we
design an eye tracking experiment. The multimodal intent understanding was
evaluated in a user study in which computer students were tasked with various
feature matching exercises carried out using the system Interaction3D.

3.1 Participants

The experiment included 20 participants who are all graduate students in univer-
sity. They are all volunteers and all agree to be honest to report the experiment
results. Because the experiment involves a developing eye tracking system, the
participants spend several hours to adapt themselves to the eye gaze tracking
subsystem. Before the experiment, the participants were also introduced about
the virtual assembly system Interaction3D, although participants need not do
any real assembling operations.

3.2 Apparatus

The system hardwares primarily are personal computer , two cameras,and a 3D
space mouse. The CPU is Intel Core 2,3.0 GHz, with 2G memory. The screen is
19 inch LCD at a resolution of 1280*1024 pixels. The cameras are all Panasonic
HDC-SD60. Dual cameras are fixed on a bracket and located just below the
screen. The video card is Nvidia Geforce 450. The 3D mouse is 3Dconnexion
Spacemouse XT.

Software used in the experiment includes two prototype systems, eye tracking
system and virtual assembly system , and a small statistical program to ex-
periment itself. Interaction3D is developed on virtual environment development
platform Open Inventor 5.0, and the eye tracking system is on the platform
OpenCV. During the interactive process, participants eye movement are limited
in the range of 10◦ with an average viewing distance of 50cm. Participants use
3D space mouse to pick and move the parts to a place to garrantee there is a min-
imal distance 70 pixels between different geomeric features. Another software is
programmed specifically for the experiment which draws out the eye gaze points
with colors indicating timing, gives a statistical results about the clustering of
the gaze points, and calculate errors of the gaze points respect to the center of
feature.
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(a) (b)

Fig. 2. Experiment deployment. (a) input devices, (b) multimodal testing.

3.3 Procedure

Participants were seated in front of the computer display at a distance of
about 50cm, and were allowed to move heads within a space of approximately
200*200*300 mm (width*height*depth). In the stage of experiment preparation,
a process of nine-point calibration is done for every participant. Before the exper-
iment, participants were given a brief practice session to familiarize themselves
with the input devices and tasks, see figure 2. During the regular trails, the
participants firstly uses 3D space mouse to pick and move a part to the middle
of the screen and make it occuping about 1/3 view space, secondly to push an
icon on the interface to start eye tracking procedure and gaze at the features one
by one for 10 seconds totally. thirdly, the participant push an icon to stop the
eye tracking procedure. and the gaze data were collected in a log automatically.
Forthly, experiment designer takes a screenshot for each trial. Participants were
required to repeat the experiment three times with different part each time. At
last, the participants completed an experiment questionnaire to describe which
features were gazed at for the different three parts respectively.

3.4 Design

There were five typical parts and totally fifteen features were under consider-
ation. We had named every part and have listed the features of every part in
a questionnaire . The participant would just click the parts and number the
features to complete the questionnaire.

The gaze point and gaze timing on view plane are drawn with colored dots.
Then the gaze points are clustered with red circles, and COCs were evaluated
and represented with the grey dots, see figure 3.

Evaluation use three metrics, the success rate of feature selection, the error
between COC and COF , and the variance of clusters. When we have got COC,
we calculate the distance between the points COCs and COF s, where the latter
data comes from the quetionaires. When a distance between a COC and a COF
is less than a threshold d0, we say that the feature is successfully selected by the
participant.
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3.5 Results and Discussion

The experiment results are given in table 1. Three types of feature deployments
are seperately tested. The correspongding explicit demonstrations of the cases
are shown in figure 3. We can discover from the table that the feature selection
success rates are very high for all the three types. The average errors between
COCs and COF s were less than 10 mm. If the error threshold was 15mm, the
features that had reported by the participants would nearly all be successfully
selected. We can see from the data that the error for linear feature deployment
is a little bit less than these for the other two deployments. The average error
variances of the three types are all big values, and the values for array deployment
and radial deployment are bigger than that of the linear deployment.

(a) (b) (c)

Fig. 3. Experiment examples. (a) shaft features, (b) gear features, (c) casecap features.

The errors between COCs and COF s come from the eye tracking algorithms
used in the eye modality. It makes the user’s sight have certain uniform deviation
and it is less accurate in vertical direction. This measure can be considered
as system error that should be minimized. The variances of errors represent
the source gaze points distribution. The results illustate that the estimated eye
gaze points themselves can not be directly used in intent inferring, while COC
substitutes the source data makes eye modality more practical. This measure
can be considered as a human factor that can be reduced. We can discover from
the experiment result source data that the variances vary between the different
participants. This confirms the statement that human’s eyes are contineously
moving when they look at something [25].

Table 1. The experiment result

FeatureDeploy SelSuccessRate AveFocusError ErrorVariance

Linear 98.4% 7.26(mm) 79.21
Array 96.7% 9.86(mm) 93.36
Radial 97.1% 9.53(mm) 81.29
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The experiment design considered only the eye gaze feature selection in static
scene. This is because analysis of eye modality accuracy is very critical for mul-
timodal intent inferring. From the static scene gaze evaluation, we really discov-
ered the factors that make effects to the eye modality and have found the way
to promote the efficiency of eye modality. Because user direct manipulations in
virtual environments are very slow compared with eye tracking frame rate, the
gaze points cluster analysis in dynamic assembly operations has not much dif-
ference from that of static situation. The experiment results give us confidence
to using eye modality to infer user’s intents.

4 Conclusion

In this paper we presented a novel research on intent capturing in virtual assem-
bly environments. We built a prototype of multimodal virtual assembly system
and use eye gaze to help system infer feature matching intent. Although only
one intent is analyzed in this paper, the work are foundamental for future intent
driven virtual environment system construction. With respect to virtual assem-
bly, eye modality can be used to substantially reduce the cognitive overload
needed for designers by inferring their interactive intents. An experiment was
designed to validate the feasibility of eye modality and the potential of using
multimodal input to infer user’s intents in virtual environments. Results of the
experiments were favorable. The online eye gaze cluster algorithm can provide
an stable and accurate feature selection in virtual assembly scenario. This means
that it can well support VE system to choose a feature from a set of candidates
and as such infer the feature matching intent in the scenario.

The work introduced in this paper is still preliminary. We have just finished
a specific intent capturing with eye gaze modality. Next we will explore more
intents with eye gaze modality. In the following research we need to continue
to study how to make eye gaze modality more applicable to designers. We will
design an experiment which can validate the eye gaze modality in a dynamic
multimodal situation.
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Abstract. In this paper novel 2D-hand tracking algorithms used in a
system for hand gesture interaction are presented. New types of
head-mounted Augmented-Reality devices offer the possibility to visu-
alize digital content in the user’s field of view. To interact with these
head-mounted devices hand gestures are an intuitive modality. Gener-
ally, the recognition of hand gestures consists of two main steps: The
first one is hand tracking and the second step gesture recognition. This
paper concentrates on the first step: Hand tracking. Due to the wear-
ing comfort of the glasses-like systems these only use a single camera
to capture the field of view of the user. Therefore new algorithms for
hand tracking without depth data are presented and compared to state-
of-the-art algorithms by utilizing a thorough evaluation methodology for
comparing trajectories.

1 Introduction

The development of mobile glasses-like Augmented-Reality (AR) devices is
striding along. Different companies are working on these so called high-tech
glasses or cyberglasses. Besides the capability of offering optical see-through
AR the only head-mounted device (HMD) having eye tracking functionality is
the Interactive See-through HMD1. The HMD has further been extended with
a scene camera for capturing the user’s field of view and serves as core device
of the European project ARtSENSE2. The goal of ARtSENSE is to develop a
system enhancing the experience of a museum visit by providing the visitor with
digital content adapted to his personal interest [5]. Gaze is used to implicitly de-
tect the visual attention [17] that heavily contributes to the decision of what is
of interest to the visitor. Hand gesture recognition is used to detect intuitive and
easy to learn wiping- and pointing-gestures making explicit interaction with the

1 http://www.interactive-see-through-hmd.de/
2 Augmented RealiTy Supported adaptive and personalized Experience in a museum
based oN processing real-time Sensor Events, funded by the European Commission
under the 7th Framework Program, Grant Agreement Number 270318.
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system and visual AR content possible. Basis of a gesture recognition is the hand
tracking that we will focus on in this paper. Since depth sensors are too heavy
to be attached to an HMD, we concentrate our work on 2D-hand tracking with
a single RGB camera. The structure of this document is as follows: In Sec. 2 we
present related work. Afterwards, in Sec. 3 we detail our developed methods and
in Sec. 4 the used evaluation methodology. Before the conclusion and outlook in
Secs. 6 we give information on the real-time capability in Sec. 4.

2 Related Work

In mobile applications the following challenges are prevalent: Lighting conditions
may change constantly and – since the sensor is head-mounted – the background
is not static. Both make the process of hand localization more difficult as in sta-
tionary applications, where simple frame differencing yields high quality hand
segmentations [2] or trustable motion information [18]. That is why in mobile
applications researchers use gloves [21], markers [11], accelerometers [16] or ther-
mal cameras [1]. 3D-sensors are widely and successfully used for hand track-
ing [13]. The problem is that all these approaches are not appropriate for the
given scenario. Nothing shall be attached to the hands of a museum visitor and
the head-mounted device shall be lightweight in order to be as non-intrusive as
possible. Pisharady et al. [15] detect hand postures against complex backgrounds,
but their method is far away from being real-time capable. An application similar
to ours is that of Kölsch and Turk [9].

3 Hand Tracking

In this section the hand tracking algorithms evaluated in this paper are described.
Using only one visual camera we take into account two cues – as most recent
procedures do: Skin color and motion information [20]. A rough overview of our
system is depicted in Fig. 1. The input images are fed into a segmentation process
which deals with the localization of the hand using skin color detection and
motion information. Afterwards, the hand is tracked using different approaches
including particle filters or Flocks of Features [9]. As result the tracking has a
trajectory used e.g. for gesture recognition. In Sec. 3.1 we describe our approach
for skin color detection and in Sec. 3.2 for motion computation. Then we detail
our hand tracking methods in Sects. 3.3, 3.4 and 3.5.

3.1 Skin Color Detection

Skin color detection is well known especially by research topics like face detection
from the last decades. The first question is the one for the color space to be used,
the second one for the model representing the skin color distribution. For this
purpose parametric models like single Gaussian distributions, Gaussian mixture
models (GMM) or non-parametric histograms have been tested.
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Fig. 1. General overview of our hand tracking algorithms and the used cues

Regarding the color space it has been shown in our experiments as well as the
literature ([8], [14]) that 3D color spaces are the ones to choose compared to 2D
color spaces. We decided to use RGB since there exists no preference whether
RGB or HSV is more suitable.

Histograms do not make an assumption about the distribution of the color
to be tracked. Gaussian distributions only work well if the tracked color is
distributed normally. GMMs can adapt to not-normally distributed color dis-
tributions better, but the number of Gaussian distributions and the weighting
factors have to be estimated using an Expectation Maximization step. In com-
parison, it can be said, histograms can adapt better to special color distributions,
but their generalization capability is not as high as that of parametric models.

Independent of the type of model chosen for color representation, training
data is needed to fill a histogram or compute the parameters of a Gaussian
distribution. In some databases 1000 of images have been annotated according to
“what is skin” and “what is not skin”. Furthermore, GMMs have been generated
out of this data. Models trained like this show a high generalization capability
but tend to be not accurate enough in special situations [7]. We can confirm that
circumstance for our case.

A Bayesian classifier along with a threshold [14] is used to produce a binary
mask as seen in Fig. 1. For training of the models we use an image patch of a
skin-colored region, which can be determined in a calibration phase. The binary
mask is afterwards processed with morphological operations to reduce the noise
of the segmentation.

3.2 Robust Motion Information

With only one camera and an inhomogeneous background it is not possible to
perfectly segment the hands based on color information [1]. By using motion
information it is possible to distinguish between different objects in the scene.
Motion information is mostly produced by simple frame differencing in stationary
applications [18]. Since this does not work for mobile applications, Koelsch and
Turk[9] used KLT-features [10] to compute the optical flow for their Flocks of
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Features tracker. We estimate motion by computing the optical flow between two
images using the FlowLib [22] producing much more precise optical flow [3]. It
contains the movement of each pixel to its position in the next frame. The right
picture of Fig. 2 displays, how optical flow can be color-coded [3]. The direction
of a motion vector is determined by the hue and its length by the saturation.
As it can be seen in Fig. 2, the hand moves almost vertically upwards. At the
same time, that part of the arm, which is at the lower right margin of the image,
moves more to the right. One of the biggest problems concerning optical flow is
that algorithms computing accurate flow fields in realtime are rarely available.
In Secs. 3.4 and 3.5 is described how motion information is utilized for tracking.

Fig. 2. Left: Hand with overlayed motion vectors. Middle: Color-coded dense flow field.
Right: Color wheel for color-coding flow vectors [3].

3.3 Region-Based Hand Tracking

Region-based hand tracking is a simple algorithm relying on skin color detection
as described in Sec. 3.1. At first the biggest area of contiguous skin pixels is
determined. The center -tracking approach only determines the mass value of
this biggest skin-colored blob as visualized by the green dot in Fig. 3 on the left.
The problem with center -tracking can already be seen in that image: If the arm
is skin-colored, the hand position determined is distracted from the center of the
back of the hand, so tracking becomes inaccurate or fails. To solve this problem
we developed tip-tracking shown in Fig. 3 on the right. First, the pixel of the
skin-colored blob with the smallest y-coordinate is determined. This smallest y-
coordinate will be the y-coordinate of the final hand localization. Then, a special
hand height corresponding to the dimensions of the hand in the image is chosen
determining the height of the green bar shown in the image. The x-coordinate of
the hand localization is then computed as the mass value of all blob-pixels under
the green bar. This localization is done in each frame resulting in the trajectory
of the hand.

3.4 Hand Tracking Using a Particle Filter

A particle filter [6] is a stochastic tracking algorithm. Three things have to be
defined: the state, the motion model and the observation model. The simplest
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Fig. 3. Left: center -tracking. Right: tip-tracking.

state of a particle we tested contains one position and one velocity. Often only
the skin color probability of the pixel at the particle’s position is utilized as
observation model, but we found out that using the sum of skin-colored pix-
els in a local square neighborhood leads to a much higher tracking robustness
of the particle filter. This is called the window -observation model. As for the
center -tracking of the previous section, the hand again can be lost because this
observation model also computes high weights respectively quality for particles
being on the skin-colored arm. Therefore we developed the shape-observation
model, which is visualized in Fig. 4. The number of skin-colored pixels occluded
by the green inner half circle increases and occluded by the yellow outer half
circle decreases a particle’s weight. Accordingly, the particle on the left in Fig. 4
has a higher weight than the particle on the right. Using this shape-observation
model particles are prevented from staying on a skin-colored arm. The actual

Fig. 4. Left: shape-particle with high weight. Right: shape-particle with low weight.

velocity as part of the state is determined by the difference vector of the actual
and previous position. This motion model is below called std -motion model. To
further improve the motion of particles we make use of the displacement vectors
computed by the FlowLib (cf. Sec. 3.2). This is called the flow -motion model.

3.5 Adapted Flocks of Features Tracker

Flocks of Features tracking [9] is one of the state-of-the-art algorithms for hand
tracking. This algorithm uses a Viola-and-Jones like detector [19] for the first
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localization of the hand. Tracking goes on by using skin color and motion infor-
mation. Therefore features are placed on the initially found location of the hand
and are coupled in a flock by using specific conditions imposed on the feature
positions [9]. Motion information is estimated by using KLT-features [10] and
skin color probabilities are only considered at the corresponding feature
locations.

The Flocks of Features algorithm has been adapted as follows: First,
the weight computation of the features has been changed. Originally this
computation only considers the skin color probability at the feature’s position
(point -mode). Our version uses all skin color probabilities in a local square neigh-
borhood (window -mode) similar to the window -observation model of the parti-
cle filter described above. Second, instead of KLT-features we use optical flow
estimated by the FlowLib [22].

4 Evaluation of Hand Tracking

No common benchmark for hand tracker comparison exists. Because of that we
recorded several wiping gestures under different lighting conditions and
implemented an evaluation methodology based on the metrics for trajectory com-
parison found in Needham and Boyle [12]. In Sec. 4.1 the evaluation methodology
is described and in Sec. 4.2 the evaluation results are summarized.

4.1 Evaluation Methodology

Our evaluation methodology is based on the metrics for trajectory comparison
of Needham and Boyle [12]. Using these makes a thorough evaluation of tracking
results possible, since not only detection rates, like the hit rate, false alarm rate
or precision of the detection results can be compared. Statistical measures as
the median or mean of the deviations between two trajectories allow for precise
conclusions. The ground truth trajectories were labeled manually. When labeling
is repeated several times, the same person produces similar but slightly different
trajectories for the same sequence. Therefore we computed the average distance
of manually labeled ground truth trajectories of the same video. The result is an
average distance of around five pixels between such trajectories. If an algorithm
produces this result, the tracking can be considered as very accurate.

If two different tracking algorithms are compared, it has to be regarded that
some track the center of the back of the hand and some the most upper skin
pixel (cf. Sec. 3.3). The resulting trajectories are almost the same but shifted by
a constant displacement. Hence, one must compensate for this offset by shifting
one of the sequences according to this average displacement. After that, scores
like the average distance become meaningful. The same yields for the recogni-
tion of unreferenced gestures, where not the exact positions are required but the
relative trajectories. In this case, since a trajectory can also be seen as sequence
of velocities or displacement vectors, the absolute difference of corresponding ve-
locities of compared trajectories should be as small as possible. In the evaluation
presented below we consider these velocity deviations as quality metric.
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Our benchmark consist of four videos recorded at 25 fps and a resolution
of 752 × 480 pixels. The videos were recorded under dark and light lighting
conditions, in front of a complex background. Each contains sixteen wiping-
gestures performed by one person. The sequences were recorded for two persons
performing gestures with different speeds resulting in more than 5600 frames
in total with one hand visible in approximately 50% of the time. The tracking
methods were evaluated on these sequences of gestures, in which the hand is
entering the field of view of the camera, performing the gesture and leaving
the field of view for every gesture. This adds additional difficulty because this
entering and leaving must be detected correctly.

4.2 Evaluation Results

In this section we present a comparison of the algorithms described above. All of
these show good tracking results on single gestures, but some fail on sequences
of gestures. Our evaluation of the Flocks of Features variants revealed improved
tracking robustness when using window -mode and FlowLib-motion. Still, our
best Flocks of Features implementation sometimes fails in detecting the hand
leaving the image. As consequence the method starts tracking the background.
The adjustment of the Camshift algorithm for properly detecting hands leaving
the image is difficult, but Camshift handles this difficulty much better and pro-
duces only a few false positives. Camshift further has to be carefully adapted
to the hand size and image resolution, which is the same for the tip-tracking.
Additionally, both solely rely on skin color detection. This is their biggest disad-
vantage, because if skin color detection fails, they fail tracking. Below we present
the results on one of videos containing a sequence of gestures. The following
methods have been compared:

1. Region-based hand localization with tip-tracking (cf. Sec. 3.3)
2. Particle filtering with 500 and 5000 particles (cf. Sec. 3.4):

(a) std -motion and shape-observation model
(b) flow -motion and window -observation model

3. Camshift [4]
4. Flocks of Features tracking with window -observation mode and Flow-Lib-

motion (cf. Sec. 3.5)

In Fig. 5 we see the visualized velocity deviations. It can be seen that all methods
can handle this long video with good accuracy. The region-based method tip-
tracking works very good with a hit rate of above 95% and a false alarm rate of
below 2%. The Camshift algorithm produces also good accuracy but has slightly
worse hit rates of below 90%. The particle filter variants produce hit rates of
above 90% and false alarm rates below 2%. Generally, it has to be underlined
that the window -observation mode in combination with the std -motion model
fails tracking but in combination with the flow -motion tracking succeeds. The
shape-observation model even shows similar accuracy without using optical flow.
The particle filter variants with 5000 particles produce more accurate results
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Fig. 5. Comparison of best tracking methods on all gestures with dark lighting
conditions

than with 500 particles. The Flocks of Features variant shows the best accuracy
on this sequence of gestures but as already mentioned above fails tracking on
others videos containing sequences of gestures.

To conclude the evaluation, the developed algorithms have been extensively
tested and compared on real sequences using the described evaluation methodol-
ogy. The results on one sequence of gestures have been presented, which mainly
reflect the trackers’ overall performance. We could show that our novel observa-
tion models incorporated into the particle filter and our adaption of the Flocks
of Features tracker as well as the usage of motion information of much higher
quality, result in higher tracking accuracy and less tracking failure. However,
future tests on other videos with more challenging lighting conditions have to be
conducted, because changing lighting conditions directly affect the skin color
segmentation. Therefore adaptive skin color models have to be utilized and
implemented in all approaches.

5 Realtime Capability

Since the hand tracker is used in an interactive system, it must be realtime capa-
ble. Tip-tracking reaches 143 fps and Camshift 130 fps. In Sec. 3.2 we mentioned
already that robust optical flow unfortunately has a high computational load.
The FlowLib in its standard configuration is not realtime capable on the tested
image resolution even on modern graphics devices with more than 1000 cores.
The shape-variant of the particle filter using 500 particles runs with 95 fps. Using
5000 particles reduces the frame rate to 18 fps. The Flocks of Features variant
using KLT-features and window -observation mode runs with 55 fps.
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6 Conclusion and Outlook

To sum up, we have shown new 2D-hand tracking algorithms with increased
tracking accuracy and robustness against tracking failure compared to standard
approaches as Flocks of Features, Camshift or standard particle filtering. This
was demonstrated by realizing a benchmark and an evaluation methodology with
different metrics for a thorough trajectory comparison. In the future our focus
lies on adaptive skin color models to be able to handle varying lighting conditions
and the estimation and fusion of high quality motion information in realtime.
To this purpose the benchmark is going to be extended with additional videos
containing different people performing gestures in front of different backgrounds
under various lighting conditions.
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Abstract. Human interactions are predominantly conducted via verbal  
communication which allows presentation of sophisticated propositional  
content. However, much of the interpretation of the utterances and the speaker’s 
attitudes are conveyed using multimodal cues such as facial expressions, hand 
gestures, head movements and body posture. This paper reports some observa-
tions on multimodal communication and feedback giving activity in first  
encounter interactions, and discusses how head, hand, and body movements are 
used in conversational interactions as means of visual interaction management, 
i.e. unobtrusive ways to control the interaction and construct shared understand-
ing among the interlocutors. The observations and results contribute to the 
models for coordinating communication in human-human conversations as well 
as in interactions between humans and intelligent situated agents. 

Keywords: multimodal interaction, feedback, nodding, head movements. 

1 Introduction 

Natural communication does not only include verbal utterances but a wide variety of 
non-verbal means, ranging from physiological displays to paralinguistic vocalisations 
and head movement, hand gestures, and body posture. They all have important  
functions in the communication as whole, as they provide tacit cues of the interlocu-
tors’ emotional state and also allow the speaker to control the conversation and  
manage feedback and turn-taking. Physiological signals can effectively indicate the 
interlocutor’s emotional state, and usually they are unintentional (e.g. we blush for 
embarrassment, or our pupils dilate for surprise), while hand gesturing, body and head 
movements, gaze, and facial expressions appear as more controlled means of commu-
nication, although they also can indicate the speaker’s emotions and focus of attention 
in a spontaneous and automatic manner. The speakers need not be fully aware about 
their behaviour, e.g. tilting one’s head, beating one’s hand, or swaying one’s body can 
be typical behaviours for a speaker, but not necessarily something that the speaker 
intentionally aims to act like. [1] talks about the degrees of intentionality and  
awareness in bodily communication, and discusses the concepts of indicate, display, 
and signal to specify three different degrees of intentional behaviour. “Indicate”  
denotes the agent’s actions lacking conscious intentionality (automatic reactions like 
blushing), while the two others are associated with greater degrees of awareness  
and intentionality: "display" refers to the agent showing something intentionally, and 
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"signal" is a second-order display, implying that the communicator does not only 
display a meaning, but also their intention that the partner understands their intention 
to display the meaning. Because of its more spontaneous nature, non-verbal commu-
nication is often regarded as more truthful or authentic expression of the speakers’ 
meaning than their verbally expressed utterances. Although it is difficult to identify 
behavioural cues that would reliably indicate the speaker’s truthfulness (or deceit) in 
general, it is possible to detect non-verbal behaviour patterns that characterize indi-
vidual speakers as a whole and then to look for changes in their behaviour that can be 
used as an indication of their emotional, intentional, and attentional state. In fact, such 
indirect lie detection methods have been successfully used in recent deception studies 
and they have produced more accurate results than the attempts to identify specific 
behaviours that are thought to be related with lying. For instance, [8] report that their 
subjects could distinguish liars from truth-tellers more accurately, if they were asked 
to identify changes in the people’s behaviour rather than explicitly asked to look for 
liars. 

In everyday interactions the processing of multi-modal information is necessary for 
smooth communication, and much of this socially conditioned. For instance, recogni-
tion of social signals affects the interpretation of the partner’s message as a humorous 
or a sarcastic comment, and helps the construction of shared context and mutual  
understanding. The signals are also important to take into account when planning 
one’s own contribution and intending to coordinate the flow of conversation. Relevant 
signals in this respect include gesturing to catch the partner’s attention to a particular 
element of interest in the context, turning one’s head to the speaker to show one’s 
willingness to be engaged in the interaction, or looking away from the partner, to 
provide indirect cues of one’s non-understanding or lack of interest in the presented 
message. Such social signalling models are useful for various human-computer appli-
cations where the goal is to build more natural interactive systems. We can say that 
multimodality increases the system’s affordance, the concept brought to HCI by [21] 
and suggested by [9] to be used especially with respect to natural language interactive 
systems: the users need not spend extra time wondering how to operate the interface 
in order to get their task completed, as multimodal natural language techniques afford 
interaction and lend themselves to the intuitive use of the system. 

This paper studies the interlocutors’ multimodal activity, such as hand, head and 
body movement, from the point of view of feedback and construction of shared  
context. The paper is structured as follows. Section 2 discusses previous studies and 
sets the scene for multimodal feedback studies. Section 3 presents the corpus of First 
Encounters, including annotations and our methodology. Section 4 discusses our stud-
ies concerning conversational feedback, and reports the results. Section 5 concludes 
the paper and provides future prospects within intercultural dimensions of the work. 

2 Multimodal Feedback 

Explicit feedback is important to signal that the speaker’s message got through to the 
partner, but simultaneously it also displays the partner’s willingness to maintain good 
contact and rapport with the speaker. Earlier research has emphasised that multimodal 
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signals serve social functions by creating bonds and shared understanding but also 
convey information by reflecting the speakers’ attitudes, mood, and emotions [7]. 

Other important functions deal with their use to regulate the flow of information. 
For instance, [14] talks about meta-discursive function of hand gestures, and shows 
how different hand forms represent semantic themes which are motivated by different 
communicative needs on the utterance level, or by communication management. For 
example, pointing gestures can direct the partner’s attention to an important piece of 
information in the utterance, they can be used to halt the conversation, and they can 
also mark the next speaker. Although pointing is fairly a distinct gesture, it can also 
vary in its form: it can be made by an extended finger, an extended hand with open 
palm, or by a tool such as a pencil that the participant can manipulate in their hand. 

Also eye-gaze is an effective means to give and elicit feedback. Gaze indicates 
where the speaker’s focus of attention is directed, and so looking at the conversational 
partner or looking away from the partner can indicate the partner’s understanding of 
the presented information or willingness to continue interaction. Gaze is also impor-
tant in indicating if the speaker wishes to keep the turn although hesitant in their 
wording, or if the speaker wishes to offer the turn to the partner [10]. Mutual gaze is 
needed to agree on smooth turn-taking and grounding of information [e.g. 4, 16,19]. 

One of the most important feedback signals is head movement. Nodding is a com-
mon way to give acknowledgement and agree with what the speaker says, while side 
turns effectively signal the change in the participant’s focus of attention. [20] com-
pared head nods in three Nordic languages and noticed statistically significant differ-
ences in their frequency. [23] discuss nods in Finnish interactions and point out a 
difference in up-nods and down-nods, the former being mainly used if the speaker 
presents information that is somehow new to the listener while the latter is neutral 
acknowledgement of the presentation. 

As for the body posture, leaning forward often means interest while leaning  
backward signals withdrawing from the conversational situation, and they can thus be 
used to control and coordinate interaction [13]. Some body movements are also used 
to fill pauses in conversation: the speaker does not want to take the turn or is unable to 
take the turn. In multiparty interactions, spatial configurations of the participants can 
show the participants’ relation to each other and distinguish the primary and  
secondary recipients of the speaker [5].  

2.1 Cooperation and Shared Context 

The interlocutors cooperate with each other and construct a shared context by  
exchanging information [6, 9]. Communication can thus be seen as cooperative activ-
ity in which the interlocutors are engaged in. Cooperation can manifest itself on  
several levels, from tight task-based collaboration in order to achieve a particular 
goal, to behaviour patterns that occur simultaneously when the interlocutors interact. 
An important component of this process is to construct a shared context in which to 
achieve the shared goal. The construction of the shared context takes place via inter-
active evaluations of the partner’s contributions, whereby the agents give feedback to 
each other on the current state of communication: if they are willing to continue in the 
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interaction and what is the level of understanding and agreeing with the partner on the 
information content exchanged. In the widest sense, feedback refers to the agent's 
response to the partner's utterance in general, i.e. it is a conscious or unconscious 
reaction to the changes that take place in the agent's communicative environment. 
Feedback in this sense is used to refer to the agent's evaluation of the basic enable-
ments for interaction, so it is synonymous to the agent monitoring the interaction in 
general. Often feedback is understood in a narrower sense as a particular expression 
used to give feedback to the partner or to elicit feedback from the partner, on some 
communicatively relevant aspect of interaction. Multimodal feedback has been 
mainly regarded as displaying certain aspects of the speakers’ cognitive and emo-
tional state and thus they allow the interlocutors to monitor each other’s emotions and 
understanding in a natural way. 

As mentioned, the interlocutors provide feedback by head, hand, and body, besides 
explicit verbal feedback. Gestures, facial expressions, and eye-gazing are an unobtru-
sive means to construct shared context effectively, so that successful interaction can 
take place. In recent years, a number of studies concerning synchrony and cooperation 
has increased [12, 17, 18, 22]. Copying of each other’s movements, gestures and  
body postures often occurs in conversations, and this kind of behaviour where the 
participants align their behaviour with each other can be understood as signalling 
cooperation between the participants building a common ground. In psycholinguistic 
and social interaction studies such synchronous behaviour is usually called alignment 
[22] or mimicry or copying [e.g. 18].  

On the other hand, the function of multimodal signals can vary depending on the 
context. For example, forward leaning can be related to adjusting one’s position, but it 
can also be interpreted as the partner finding the situation uncomfortable and wanting 
to leave. Backward leaning can display a relaxed participant in a happy listener posi-
tion, or withdrawal from the conversation. Knowledge of the context is thus a key 
factor in understanding the function of multimodal signals in interactive situations. 
[14] argues that the meaning and function of gestures depend on the different relations 
they have to the surrounding context, i.e. their meaning is created in interaction of the 
linguistic and dialogue contexts in which they occur, see also [10]. 

2.2 Referential Schemas 

Speakers make frequent verbal and non-verbal references to situation and language 
context. Their interpretations of linguistic expressions, and of the whole interaction, 
are influenced by observations from the spatial and visual environment. We can  
assume that when processing linguistic expressions, human cognition operates on the 
basis of particular action representations which representations can be defined as gen-
eral schemas. The schemas can then be employed in different contexts with different 
multimodal means, and be formulated as scripts or frames or patterns.  

Much research is being conducted concerning how senso-motor activity constitutes 
linguistic representations. Discussion has concerned their origin being based on  
experience or an innate skill that directs the interpretation. [24]. We emphasise the 
interaction between linguistic expressions and experience: the meaningful units, either 
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verbal or non-verbal elements, are created in interaction of the agents with their  
environment and the other agents. Every action is characterized as goal-oriented, and 
the signals which have been successfully used in communication to achieve a particu-
lar goal are likely to be repeated in future situations too. Their repetitive success rein-
forces their usefulness Referential schemas are learned though acting, observation and 
imitation. They are useful in that they allow the agent to plan their actions and esti-
mate the outcome of their actions: based on their previous experience, the agent can 
select appropriate actions with the desired outcome, and anticipate the results of their 
actions.  

Concerning feedback, a question is related to the agents' understanding of the rela-
tion between language and the physical environment, the embodiment of linguistic 
knowledge via action and interaction. The relation between high-level communication 
and the processing of sensory information is under intensive research, but it is  
obvious that motoric activity accompanies speech, e.g. [14] discusses synchrony of 
gestures and speech, and how gesture peaks coincide with stress in spoken utterances. 

3 Data 

The video recordings were collected within the Finnish part of the Nordic project 
NOMCO [20]. The goal of the project is to study the relation and correlations be-
tween speech and multimodal signals in face-to-face communication situations in the 
Nordic countries (Danish, Finnish, and Swedish data; later on a similar project was 
also started on Estonian data), and to compare conversational strategies in culturally 
rather similar yet linguistically different (Finnish vs. Danish and Swedish) contexts. 
To provide a comparable basis for data analysis, special focus was put on the similar 
collection setup (non-verbal communication between interlocutors meeting for the 
first time), and also on the use of a uniform annotation scheme [2], which enables  
 

Mul  

Fig. 1. Two participants interacting with each other for the first time 

 

Fig. 2. The center camera view of the interactants 
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similar annotation categories and features to be used across the corpora. The Finnish 
data consists of a total of 16 interactions between 8 female and 8 male participants, 
average age about 23 years, each taking part in two separate conversations with dif-
ferent partners. The participants did not know each other in advance, and their task 
was to talk and to get to know each other. Each encounter was about 6-10 minutes 
long, and it started when one of the participants entered the video recording room 
where the other was waiting. Each participant was recorded by a separate video cam-
era, and a third camera was positioned so that it recorded both partners simultane-
ously. Figure 1 shows screenshots of two participants interacting with each other, and 
Figure 2 is the corresponding center camera view of them. 

The data was then annotated using the Anvil software [15] and the NOMCO anno-
tation scheme [2], with respect to head, hand, and body movements that were consid-
ered carrying communicative functions. Of all the 645 head movements, 576 (89 %) 
were related to feedback: 375 gave feedback and 201 elicited feedback. Of all the 402 
hand movements, 295 (73%) occurred simultaneously with feedback: 90 to give feed-
back and 205 to elicit feedback. Finally, of the 96 body movements, 68 (71%) were 
feedback related: 38 gave feedback and 30 elicited feedback. The other movements 
were related to turn management or other unspecified functions. Annotation features 
and their statistics are given in Table 1.  

Table 1. Frequency count of head, hand, and body annotation features 

Head movements Count Hand movements Count 
Backward 38 Handedness
Forward 77 Both hands 265 
Nod (up and down) 345 One hand 137 
Tilt 95 Hand movement repetition
TurnSide 76 Repeated 174 
Waggle 11 Single 220 
Other 3 Other 8 
Total (head) 645 Hand movement interpretation 
Body movement  Deixis 8 
Backwards 15 Emphasis 19 
Forward 37 Rhythm 185 
LeaningAwayFromPartner 41 Standup 2 
Other 3 Not classified 188 
Total (body) 96 Total (hand) 402 
 

Annotation was done by two annotators independently and checked by an expert 
annotator. Intercoder agreement between the two annotators on annotation categories 
is shown in Table 2. Kappa (κ) is calculated using Anvil’s coding agreement facility 
which automatically compares two annotation files frame by frame (frame = 0.4s) and 
calculates intercoder agreement with respect to the joint segmentation and categories, 
and the overall agreement. The annotators showed very good agreement on body an-
notation, good or fair agreement on face features, and almost perfect agreement on 
hand category agreement. The surprisingly low agreement on hand segmentation is 
obviously due to the annotators’ difference in deciding on the start and end points of 
complex hand gestures, and whether these are classified as one or many gestures. 
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5 Conclusion and Future Prospects 

This paper has focussed on the head, hand, and body movements and their use in  
conversational interactions as means of visual interaction management. It is clear that 
hand gestures, head movement and body posture are important multimodal means for 
interaction management and for providing feedback of the current state of the interac-
tion. We presented some observations of their co-occurrence and correlations in  
feedback giving and eliciting situations, and also provided interesting co-occurrence 
data of verbal and non-verbal feedback expressions.  

These observations will be used for further multimodal and multicultural studies.  
We will investigate visual interaction management as part of human-computer inter-
action, and focus on the role of multimodal signals in the control and coordination of 
interaction. Experiments will concern the participant's engagement in conversational 
interactions, and we will use various features, especially multimodal, besides verbal 
features, to measure their conversational activity. We will also build models of the 
multimodal strategies that the interlocutors have at their disposal to construct shared 
understanding and to advance their goals, to be applied to interactive applications. 

Since the NOMCO first encounter corpus is analogous to the other similar corpora 
collected at the other Nordic countries, it is possible to compare interaction strategies 
in different (cultural) contexts, especially in cultures and among languages which are 
closely related. Such comparison will allow us to deepen our understanding of the 
various multimodal signals and their impact and function in interactions as well as in 
intercultural communication. 
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Keyboard Clawing: Input Method by Clawing Key Tops
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Abstract. We present a directional and quantitative input method by clawing key
tops, Keyboard Clawing. The method allows a user to input a direction and quan-
tity at the same time without moving his/her hands much from the keyboard’s
home position. As a result, the user can seamlessly continue typing before and
after inputting the direction and quantity. We found that clawing direction is clas-
sified using clawing sounds with an accuracy of 68.2% and that our method can
be used to input rough quantity.

Keywords: keyboard, acoustic sensing, gesture, input method.

1 Introduction

Some researchers have proposed input methods using keyboards in order to provide
seamless inputs while typing. Block et al. presented a touch-display keyboard [1], which
recognizes user’s hands movements by touch sensors attached under each key top and
provides a graphical display on its surface. This allows a user to use the keyboard like
a touch-display. Tsukada et al. suggested a PointingKeyboard [2], which allows users
to perform pointing on the keyboard by recognizing the user’s hands position using an
IR sensor attached on the keyboard. However, these approaches need keyboards to be
modified significantly, thus they are expensive to realize.

Unlike these approaches, Keyboard Clawing, our input method, uses sounds caused
by clawing key tops to detect a user’s operation to allow four-directional input with
quantity. It recognizes the direction in which the user claws key tops and distance of
clawing by analyzing the sounds. This method has the following three advantages.

1. A user can input a direction and quantity at the same time using a keyboard.
2. A user can begin the input fast because the user can claw key tops without moving

his/her hands much from the home position.
3. The system is inexpensive to realize because it only needs one microphone to be

attached to a keyboard the a user is accustomed to using.

We begin with the previous work on input methods by extending keyboards’ input ca-
pability or using acoustic sensing. Next, we explain the design and implementation of
our Keyboard Clawing and its applications. Finally, we refer to a user study that shows
users’ performance of our method.

M. Kurosu (Ed.): Human-Computer Interaction, Part IV, HCII 2013, LNCS 8007, pp. 272–280, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Related Work

There are some input methods using keyboards other than mentioned above. Dietz et
al. proposed a practical pressure-sensitive keyboard [3] that could detect pressure in-
formation of key pressing. Fallot-Burghardt et al. presented an extended keyboard,
Touch&Type [4], which allows users to use the keyboard surface for touchpad-like
pointing. Rekimoto proposed the ThumbSense [5]. ThumbSense senses contact of user’s
finger to the touchpad. Under this condition, a user can click by pressing a normal key
(e.g., F) instead of click buttons. This allows a user to click without moving his/her
hands from the keyboard’s home position. Keyboard Clawing also extends keyboards’
input capability. In contrast to these previous approaches, our method uses clawing
sounds on the keyboard to detect users’ operations.

Many approaches using acoustic sensing to detect users’ operations have been pro-
posed [6–10] . Keyboard Clawing also uses acoustic sensing. Our method differs from
these approaches in terms of using clawing sounds on the keyboard to detect a user’s
operation.

Researchers have also classified the sounds to detect gestures on keyboards. Zhuang
et al. [11] and Berger et al. [12] distinguish pressed keys by analyzing typing sounds.
Kato et al. presented Surfboard [13], which allows a user to perform two-directional
input without quantity. Surfboard uses sounds produced by a user’s large hand move-
ments on the keyboard. Since Surfboard only needs a microphone, it is realized at low
cost. Keyboard Clawing also uses sounds on keyboards to detect gestures on them but
provides four-directional and quantitative input to users.

3 Keyboard Clawing

In this section we explain how to use Keyboard Clawing. A user puts his/her hands in a
keyboard’s home position and claws the key tops with his/her finger to up, down, right,
or left (Figure 1). If a user wants to input up or down, he/she claws the key tops in either
direction with his/her index finger. If a user wants to input right or left, he/she claws the
key tops in either direction with his/her thumb. Note that this design intends to reduce
the movement of the user’s hand from a keyboard’s home position.

(a) (b) (c) (d)

Fig. 1. How to claw key tops in Keyboard Clawing. If a user wants to input up or down, he/she
claws key tops to each direction by his/her index finger (a, b). If a user wants to input right or left,
he/she claws key tops to each direction by his/her thumb (c, d).
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The system uses the clawing sounds for detection of clawing direction and distance.
Specifically, the distance is the number of grooves between keys the user claws. A user
measures the clawing distance at a rough estimate to input quickly. For example, when
the user claws J to N, the system recognizes the input as “1-down”. When the user claws
M to B, the system recognizes the input as “2-left”.

4 Implementation

To recognize how a user claws key tops using the clawing sounds, we attach a piezo
microphone (Shadow SH-710, Figure 2) on a keyboard (Dell KB212-B, Japanese key-
board) to capture the sounds (sampling rate: 96 kHz, quantization bit rate: 16 bit) as
shown in Figure 3. The system first scales the captured sounds from -1.0 to 1.0 and then
reduces noise of the scaled sounds using MMSE-STSA [14]. When the system detects
a peak exceeding a threshold (0.3), it regards the sound as a clawing one and recognizes
the clawing direction and distance by analyzing the sounds. The system also monitors
the key release events in order to distinguish the clawing sounds from typing sounds. If
the system detects the sounds 500 ms after the key release events occur, it regards the
sounds as typing sounds. not clawing ones.

Fig. 2. Piezo microphone Fig. 3. Piezo microphone on a keyboard

4.1 Detecting the Direction

We use frequency distribution of the clawing sounds in order to detect the clawing
direction. The system obtains a frequency distribution of the 2000 samples (20.8 ms)
centered of the sounds’ first peak using the Fast Fourier Transform (FFT). The FFT
frame size is 2000. This results in 1000 feature values (band: 0 - 48 kHz). The clawing
sounds are classified using the feature value and a support vector machine (SVM) as a
discriminator.

4.2 Detecting the Distance

We use the number of peaks of the clawing sounds in order to detect the clawing dis-
tance because a peak occurs when the user claws key tops and the finger passes on a
groove between keys. We first extract 48000 samples (500 ms) and transform the sounds
by taking the absolute amplitude of each sample. Then, we compute the simple moving
average of each transformed sample for 50 periods (Figure 4d) to remove stray peaks
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and smooth the waveform. Next, the system scans the smoothed waveform and counts
the number of samples that exceed threshold (0.12) (Figure 4e). In scanning, the system
ignores peaks within 2000 samples (20.8 ms) from a sample exceeding the threshold be-
cause the peaks are considered to be caused by clawing the same groove of the previous
peak.

Fig. 4. (a) Example clawing sounds waveform. (b) First peak used for direction detection. (c)
Frequency distribution of the example sounds. (d) Smoothed waveform. (e) Threshold of distance.

5 Applications

We used Keyboard Clawing for shortcuts in word processing, in which direction and
quantity are frequently input.

Text selection and changing the font size: We use our Keyboard Clawing to select
text and change the font size. Table 1 shows an example of functions assigned to our
method. Figure 5 shows how one uses our method.

Scrolling: We also apply our Keyboard Clawing to scrolling. Table 2 shows an ex-
ample of functions assigned to our method. Figure 6 shows how one uses our method.
A user cannot only adjust input quantity but also change function by clawing distance
(e.g., 1-down: scroll a line. 2-down: scroll a page).

In these cases, a user can select text or change the font size or scroll without moving
his/her hands from the keyboard’s home position, unlike keyboard shortcuts or pointing
devices, so that he/she can seamlessly continue typing before and after the operation.

Table 1. Example of functions assigned to Keyboard Clawing

Direction\Distance 1 2 3

Up font size +5pt font size +10pt font size +15pt
Down font size -5pt font size -10pt font size -15pt
Left select a left character select a left word select to top of the line

Right select a right character select a right word select to end of the line
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Table 2. Example of scroll functions assigned to Keyboard Clawing

Direction\Distance 1 2 3

Up 1 line up 1 page up to top
Down 1 line down 1 page down to end

(a) (b)

Fig. 5. Text selection and changing font size
by Keyboard Clawing. (a)Select a left word.
(b)Scale-down 15pt.

(a) (b)

Fig. 6. Scrolling by Keyboard Clawing. (a) Up-
wards 1 line. (b) Downwards 1 page.

6 Evaluation

To examine the accuracy of detecting clawing direction and distance, we conducted
a user study in a quiet room. We recruited 12 volunteer participants (11 male and one
female) aged from 22 to 24 years. One participant made too many mistakes in the study,
thus we use data from the other 11 participants. Their nails were of ordinary length.

Before the study, participants were told how to use Keyboard Clawing and practiced
till they were accustomed to the method. Participants were able to ask an experimenter
about the method or the study during the practice. To prevent loss of concentration, they
could also take a rest between tasks freely.

In a trial, the participants were told both direction and quantity. The quantities were
1-4 in clawing to up or down, and 1-10 in clawing to left or right. Each participant
conducted trials five times in each direction and quantity and thus performed (4 × 2 +
10× 2)× 5× 11 = 1, 540 trials. We only showed visual feedback to inform participants
that the system had detected the sounds. Note that Keyboard Clawing is intend to allow
users to input quickly, thus we suppose that when one uses the method he/she measures
the clawing distance as a rough estimate. Hence, we told participants to follow the
indicated quantity roughly.
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7 Results and Discussion

7.1 Accuracy of the Distance

Table 3 shows the accuracy of the distance. The results show low accuracy (between
19.6% - 39.5%). There are two reasons for this. First, when the clawing finger touches
a key top, a peak occurs if the user touches it strongly but not if the user touches it
softly. Second, participants follow the indicated distance roughly.

To study the accuracy further, we adopt a tolerance. In clawing to up and down, the
accuracies were 98.2% and 90.5%, respectively, when the tolerance was two. Similarly
in clawing to left and right, the accuracies were 91.5% and 89.6%, respectively, when
the tolerance was three. Thus, the results are highly accurate for the tolerances of two
and three. Hence our method is applicable to inputting a rough quantity.

Table 3. Accuracy of the distance (%)

���������Direction
Tolerance

0 1 2 3 4

Up 39.5 83.6 98.2 100.0 100.0
Down 37.3 75.0 90.5 100.0 100.0
Left 24.4 58.5 80.2 91.5 96.9

Right 19.6 54.7 76.2 89.6 95.6

7.2 Accuracy of the Direction

To obtain the accuracy of the direction, we extracted the feature of the participants’
clawing sounds and then conducted a 35-fold cross-validation. To classify, we use a
SVM provided by the Weka Machine Learning toolkit [15]. The SVM type was C-
SVC, the kernel type was linear kernel, the cost value was 512.0, the gamma value was
0.000125, and we set “Normalize” true.

Table 4. Accuracy of direction of the
per-user test (%)
���������Input

Classified as
Up Down Left Right Accuracy

Up 60.5 14.1 15.9 9.5 60.5
Down 12.7 62.3 13.2 11.8 62.3
Left 4.9 2.7 72.6 19.8 72.6

Right 2.4 3.5 16.7 77.4 77.4

Average - - - - 68.2

Table 5. Accuracy of direction of the
cross-user test (%)
���������Input

Classified as
Up Down Left Right Accuracy

Up 41.8 22.7 23.2 12.3 41.8
Down 24.5 46.4 12.3 16.8 46.4
Left 10.0 7.5 56.9 25.6 56.9

Right 4.4 4.5 25.3 65.8 65.8

Average - - - - 56.4

In per-user test, we conducted the cross-validation to each participant’s feature value.
Table 4 shows detailed results of the per-user test. The average in all directions is 68.2%.
Table 5 shows a confusion matrix of cross-user test. In the cross-user test, we conducted
the cross-validation to all participants’ feature values. The average in all directions is
56.4%. This result shows we can classify the clawing directions by frequency distribu-
tion of the sounds with accuracy of about 70%. The result of cross-user test was 56.4%,
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11.8 points lower than that of the per-user test. This means that the clawing sounds dif-
fer among users. Hence, before using our method actually, users need calibration. We
also found that the accuracy of left or right clawing is higher than that of up or down
clawing. This is because left or right clawing is louder than up or down clawing, thus
the features of sounds appear clearly.

7.3 The Number of Key Pressing in Clawing

To study whether it is rational to monitor key release events in order to distinguish
the clawing sounds from typing sounds, we also examine the number of key pressings
(NKP) in clawing. Table 6 shows detailed NKP, and Figure 7 shows maps of pressed
keys in each directional clawing in the study. In these maps, the more times a key is
pressed in clawing, the darker the key is colored. The results show participants tended
to press keys when clawing large distances and in the latter part of clawing, thus the
system failed to distinguish clawing sounds from typing sounds. To solve this problem,
we will use the previous sounds. Even if key release events occur, the system will regard
the sound as a clawing one if the clawing sounds occurred just previously.

Table 6. Detailed NKP (%)
���������Direction

Distance
1 2 3 4 5 6 7 8 9 10 Average

Up 1.8 0.0 3.6 1.8 - - - - - - 1.8
Down 0.0 0.0 0.0 0.0 - - - - - - 0.0
Left 0.0 0.0 1.8 3.6 5.5 7.3 14.6 9.1 16.4 18.2 7.6

Right 3.6 1.8 1.8 0.0 1.8 3.6 1.8 9.1 10.9 7.3 4.2

Average 1.4 0.5 1.8 1.4 3.6 5.5 8.2 9.1 13.6 12.7 4.5

(a) (b)

(c) (d)

Fig. 7. Maps of pressed keys in each directional clawing. (a) Up. (b) Down. (c) Left. (d) Right.
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8 Conclusions and Future Work

We presented a directional and quantitative input method by clawing key tops, Key-
board Clawing. The system detects the sounds caused by clawing key tops without
user’s hands moving much from the keyboard’s home position. Keyboard Clawing en-
ables a user to continue typing seamlessly before and after clawing. We conducted a
user study and found the accuracy of the direction to be 68.2% for each participant,
thus the algorithm needed to be improved. Additionally, the accuracy of distance is
approximately 90% with a tolerance of two or three, thus our method is applicable to
inputting a rough quantity.

For future work, we want to improve the detecting direction algorithm. We have two
plans for new algorithms. In one, although we used only the first peak to detect the
direction, we will apply the SVM classifier to all peaks in a clawing sound and then
adopt a direction that detected the most as an input direction. In the other, we will adopt
time series analysis using Hidden Markov Models. After improving the algorithm, we
also want to compare our method with other input methods (e.g., keyboard shortcuts,
mouse pointing) in terms of input speed and error rate to confirm the effectiveness of
Keyboard Clawing.
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Abstract. We present a new natural user interaction technique using finger ges-
ture recognition and finger identification with Kinect depth data. We developed 
a gesture version drawing, multi-touch and mapping on 3d space interactions. 
We implemented three type interfaces using their interaction such as air-
drawing, image manipulation and video manipulation. In this paper, we explain 
finger gesture recognition method, finger identification method and natural user 
interactions in detail. We show the preliminary experiment for evaluating accu-
racy of finger identification and finger gesture recognition accuracy, evaluating 
user questionnaire for interaction satisfaction. Finally, we discuss the result of 
evaluation and our contributions 

Keywords: NUI, Human Computer Interaction, Finger Gesture Recognition, 
Finger Identification. 

1 Introduction 

The interaction using hand gestures is a popular field in Human Computer Interac-
tion(HCI) and consequently many related research papers have been proposed. Some 
of them propose media player manipulation interaction using hand motion gesture [3] 
and glove-based hand gesture interaction. Vision-based hand gesture recognition  
system was proposed as well [5], [8]. However, the research approaches that propose 
the mounting of additional device on the body [6] are usually troublesome and not  
natural. The vision-based hand gesture recognition is not practical for robust hand 
gesture recognition because of much influence by light and background clutter. Re-
cently, new horizons are open to the HCI field with the development of sensors and 
technology [2] such as Kinect, DepthSense and Leap motion. This development has 
made possible robust recognition, like finger gesture recognition in bad conditions 
such as dark light and rough background. This depth-based sensor and technology 
provide a robust recognition, but many research works using them do not provide 
proper natural interaction [1], [4]. They mostly provide simple hand gesture interac-
tions or hand motion interactions. They do not provide a natural interaction. On the 
other hand, Finger gesture recognition with finger identification can provide more 
practical experience and natural interaction than hand gesture and hand motion [2]. 
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In this paper, we propose a new natural user interaction technique using finger  
gestures with finger identification. It is called Finger Controller. We implemented 
three types of interface such as air-drawing, image manipulation and video manipula-
tion using designed natural user interactions. Figure1 shows the interfaces overview. 

 

Fig. 1. Air-Drawing(Left), Image Manipulation(Middle), Video Manipulation(Right) 

2 Related Work 

Many hand gesture recognition techniques are proposed to interact with objects for 
natural user interface(NUI). They are implemented using various devices and tech-
niques. Vision based, glove based and depth based are widely used in hand gesture 
recognition [2]. Vision based hand gesture recognition techniques and interfaces are 
continuously being proposed.  

Chu et al [5] presents self-portrait interface using vision based hand motion  
gesture. They provide interesting interaction to control camera by the user. However, 
the recognition is difficult in bad conditions, such as darkness, because they use skin 
color segmentation. In addition, system functions are limited when user moves far 
from the camera because they do not use depth data for recognition. Kenn [6] presents 
an interface for wearable computing applications using glove based finger recogni-
tion. His paper implemented finger identification for hand gesture. The research  
provides rich user experience based on accurate recognition rate. However, it is not 
practical in all situations because the user cannot always carry a glove. The glove is 
both unaesthetical and heavy. This condition is not suitable for natural interaction. 

Yang et al, [3] proposed a hand motion gesture recognition system using Kinect 
depth data. They designed hand motion gestures like wave, forward/backward, move 
up/down, left/right in a media player application. The designed gesture interaction 
session is performed based on assumptions of the user’s intentions. The system used a 
3D feature vector for examining the hand trajectory and HMM for hand gesture rec-
ognition. This system shows the possibility of using Kinect for hand motion gesture 
recognition in a contact-less UI.  However, the implemented system was not able to 
recognize fingertip. Therefore, they were not able to provide delicate and natural  
gestures, such as pinch gesture, spread gesture and flick finger. Raheja et al, [4] pro-
posed a method to recognize and track fingertips and center of palm using Kinect. 
They track the fingertip by calculating depth image segmentation of hand regions. 
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Then the palm of the hand would be subtracted from the depth image, so that only the 
fingers are left. Under most situations, fingertip is minimum depth in each finger. The 
proposed method provides robust fingertip recognition rate. However, they don’t 
implement any interactions, gesture and finger identification. Thus, this approach is 
not suitable for NUI. In short, most of the proposed hand gesture interaction  
techniques have limitation for natural interaction using finger gesture.  

3 System Overview 

In this section, we will discuss the system hardware we used. Fingertip tracking and 
finger identification method to detect interactions using finger gesture will be  
discussed as well. 

3.1 Hardware 

Our system is comprised of Microsoft Kinect for Xbox 360 sensor and large display. 
The kinect sensor is used with input data for capturing user gestures using CMOS 
camera(640x480 pixels) with 30 FPS and Depth camera. For improving system per-
formance, we limit the distance from hands to sensor. We found the appropriate value 
of distance(0.5m to 0.8m) experimentally. 

The large display that we used has a size of 30 inches. The display shows interac-
tion feedback from the implemented application using user gesture. 

3.2 Depth Based Fingertip Tracking Method 

Our system uses depth data information for the robust finger tracking of finger gesture 
for the natural interaction. The algorithm designed for the finger tracking is described 
in the following. 

The first step is to gather tracked hands depth data from the kinect sensor, and sep-
arate hands from the depth image background. A simple k-means clustering algorithm 
is implemented for dividing hand point of a frame into cluster. Second, the system 
makes the hand's contour using a modified Moor Neighbor Tracing algorithm, and 
compute convex hull by Graham Scan algorithm on detected depth cluster data. Then, 
the system combines contour information and point in convex hull. Third, for each 
point in the hull that is a candidate for fingertips, we find the nearest point in the con-
tour curve. We call this set P. For each point in P, we take the two supporting 
points(P1, P2) in two opposite directions along the contour. P1 and P2 positions are 
detected by analyzing the hand contour shape pattern, because most hand shapes are 
similar. Then, the system determines whether these three point(point in P, P1 and P2) 
is aligned or not. Because we can ensure that it is not fingertip in the case of aligned, 
system doesn’t need to calculate. If these three points are not aligned, the system cal-
culates the distance from midpoint of P1 and P2 to the point in P. The distance is a 
certain value that was found experimentally, the candidate point in P is a fingertip 
point (see figure 2(c)). Figure 2-(d) shows that the distance is smaller than a certain 
value, thus that it is not a fingertip point. 



284 U. Lee and J. Tanaka 

 

 

Fig. 2. Hand and Fingertip Detection. (a) Hand Detection using clustering (b) Two hands  
Detection using clustering (c) Fingertip (d) Not Fingertip. 

3.3 Depth Based Finger Identification Method 

In this section, we describe a finger identification method for finger gesture recogni-
tion. Our system makes interaction based on pre-defined finger gestures such as 
pinch, spread and rotate gesture, so that the finger identification is important for such 
delicate recognition. We have motivation of developing identification method that 
when the people manipulate object such as smart pad and phone devices, they are 
mainly used thumb and index finger for interaction. Our system tracks fingertip using 
the method explained in 3.2, then calculates mathematically their coordinates and 
depth value for finger identification. The method is mainly divided into three parts, 
described as follows. 

The first step is counting the number of fingers. According to this number, the  
system determines whether it will start to calculate or not. The algorithm starts to 
calculate when all fingers are extended. Second, we identify the thumb and the index 
finger. The system uses the distance from the device and shape bases matching for 
identifying the thumb. In general, among all fingers the thumb has the shortest dis-
tance from the device when all fingers are extended. We use hand shape matching for 
more accurate thumb identification. The thumb can be found more accurately by 
combining these results, and then we make pairs of all neighbor fingers. System  
calculates largest distance among one to four (see figure 3(a)). The set of thumb and 
index finger has the largest distance, so we can determine the index finger. Third,  
the little finger is determined as the farthest finger away from the thumb, and then the  
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Fig. 3. Finger Identification. (a) Thumb and Index finger detection (b) Little finger detection  
(c) Middle finger detection (d) Identify fingers of two hands. 

middle finger is determined as the closest finger from index finger (see (b) and (c) of 
figure 3). The remaining finger is determined as ring finger. The same method is used 
for identifying the fingers of both hands (see figure 3(d)). 

4 Natural User Interface and Interaction 

In this section, we explain the natural user interaction in each interface such as air-
drawing, image manipulation and video manipulation. The interaction recognition 
method and feedback from the interface are explained in detail.  

4.1 Air-Drawing Interface and Interaction 

Our air-drawing interface implemented correctly finger painting interactions, by using 
depth-based finger gestures. We designed painting, drawing line gesture for these 
interactions. First, painting gesture is recognized when user extends his/her index 
finger, then the line is drawn along the path of movement. 

Second, drawing line gesture is recognized when user extends their thumb and  
index finger, then the line is drawn depending on the coordinates value of the thumb 
and index finger (see figure 4(a)). The same interactions are made in the case of using 
both hands at simultaneously. 
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4.2 Image Manipulation Interface and Interaction 

The Image manipulation interface is implemented well mapped with multi-touch  
interactions. It provides resizing (i.e. pinch, spread gesture) and rotating natural  
interaction with images. 

In order to resize the image, the system tracks the number of fingertips. When  
system detects two fingertips(i.e. thumb and index finger of one hand or index finger 
of left and right hand), it changes to resizing interaction mode (see (c), (d) of figure 
4). In resizing interaction mode, the system computes the distance between two fin-
gertips. If the distance between fingertips becomes larger than a certain value found 
experimentally, zoom-in interaction will be performed and the size of the image is 
expanded. On the contrary, if the distance between fingertips is shorter than a certain 
value, zoom-out interaction will be performed and the size of the image is reduced.  

In order to rotate the image, the system computes each fingertip’s position  
(i.e. thumb and index finger coordinates of one hand or index finger coordinates for 
left and right hand). If the left index finger is raised upwards and the right index fin-
ger is moved downward then the image is rotated clockwise. On the contrary, if the 
right index finger is raised upwards and the left index finger is moved downwards, 
then the image is rotated counter clockwise (see figure 4(f)). When using only one 
hand, similar interactions are performed. If the thumb is raised upwards and the index 
finger is moved downwards, then the rotating interaction is performed in clockwise 
(see figure 4(e)). 

4.3 Video Manipulation Interface and Interaction 

Video manipulation interface implements interactions with video surface on 3D space 
using depth data. We designed the gestures for mapping, selecting surface and time 
shift interaction with media player. 

Mapping interactions are made when system detects two fingertips on each hand. 
The video surface to play the video is created depending on the coordinates of the two 
fingertips of each hand (i.e. 4 sets of coordinates, thumb and index finger coordinate 
value for each hand). User can control the size of surface and mapping position by 
moving four points of P1,P2,P3 and P4 (see figure 4(b)). The surface’s depth value 
can be controlled by moving a hand or both hands forward/backward. We can create a 
new surface in front of the surface that was created before, when both hands are 
moved forward. On the contrary, the new surface can be created behind the surface 
that was created before, when both hands are moved backward. In the case of moving 
a hand forward and the other hand backward, an almost diamond-shaped surface will 
be created. If shown from the front, it appears as a diamond surface. However, it can 
be shown as a rectangle surface when it is shown from different angles. 

Selecting interactions occur when an index fingertip is on the surface that the user 
wants to control (i.e. it means that the depth value of index fingertip and the surface is 
same).This interaction is needed when multiple surfaces are created. The selected 
surface is shown with a white color border. Other interactions can be performed with 
the selected surface.  
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Time shifting interaction with selected surface occurs when the system detects five 
fingertips of the right hand and one fingertip of the left hand. The user can control the 
movie time bar by moving his/her left fingertip. 

 

Fig. 4. Natural Interactions using Finger Gestures. (a) Drawing Gesture and Interaction  
(b) Mapping Gesture and Interaction (c) Spread Gesture and Zoom-in Interaction using a hand 
(d) Spread Gesture and Zoom-in Interaction using both hands (e) Clockwise Rotate Gesture and  
Rotating Interaction using a hand (f) Clockwise Rotate Gesture and  Rotating Interaction using 
both hand. 

5 Evaluation 

5.1 Recognition Accuracy Experiment 

In this experiment, we evaluated recognition accuracy with our proposed method for 
finger identification and designed finger gesture. The experiments were performed on 
a computer with Intel Core i5 CPU 2.67GHz and 4.0 GB RAM, using Microsoft  
Kinect for Xbox 360.  

We performed the experiments with ten volunteers. Our experiments are designed 
to evaluate six gestures, i.e. extending all fingers for finger identification, drawing, 
pinch, spread, rotate and mapping gesture. After thoroughly explaining all our  
gestures, each volunteer performed a gesture 100 times, in each condition. We 
checked whether the system recognized the gesture or not. Figure 5 shows the average 
of recognition for the ten volunteers. 
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Fig. 5. The average result for ten volunteers 

5.2 User Questionnaire 

25 users participated in our system evaluation. They were all university students with 
various majors, 15 men and 10 women. They had experience in using Wii controller. 
We explained in simple terms our proposed interface’s functions. The participants 
performed the proposed gestures and interactions freely, without any time limit. After 
completing their task, we asked them to answer a short questionnaire and offer a score 
from 1 to 5(5 meaning very good) and comments.  

Table 1. Average of 25 user’s satisfaction for finger controller 

Question Average 
Was it easy to interact using proposed gesture in each inter-
face? 

4.6 

Was it natural to perform interaction and gesture using one 
hand? 

4.64 

Was it natural to perform interaction and gesture using both 
hands? 

4.4 

Was using the interface intuitive? 4.88 
Was it natural compared with Nintendo Wii, Remote Game 
Conroller, Glove-based, etc? 

4.92 

5.3 Discussion 

Our proposed method for finger identification and finger gesture recognition with 
depth data has shown high accuracy over 89 percentages for all gestures.  Figure 5 
shows almost the same accuracy with normal and dark conditions, and relatively low 
accuracy in rough conditions (e.g. many obstacles in background). However, the sys-
tem was not influenced at all by dark and rough condition. We found that pinch, 
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spread and mapping gesture had a relatively low recognition rate. The pinch gesture 
was recognized as spread gesture because the users moved their hand rapidly, before 
the pinch gesture was recognized. The spread gesture was recognized as pinch gesture 
in the similar way. In addition, the mapping gesture has a high time complexity  
compared to other gestures, because the system calculates depth data from fingertips 
on both hands. Therefore, the recognition accuracy is decreased in case the user 
moves their hand rapidly, but it can be improved if we upgrade our system hardware.  

Table 1 shows that our proposed interface and interaction are natural and intuitive. 
The final question had the highest score: it showed that our proposed wear-less  
interaction provides a more natural usage and intuitive feeling than wii, glove-based 
interface, and remote game controller. We received comments from the users about 
the need for applying this interaction in more practical situations, such as games, 
Google Street View, Google Earth. The users also suggested the use of our proposed 
interactions on larger displays. 

6 Conclusions and Future Work 

In this paper, we proposed a new natural user interaction using depth-based finger 
gestures. We presented finger tracking and finger gesture recognition techniques  
using finger identification with depth data. We use the clustering algorithm for hand 
detection and Graham Scan/Tracing algorithm for fingertip tracking. We propose our 
own method to identify fingers. After identification, the system detects the designed 
finger gesture from users and feedback. Our system provides gesture version of natu-
ral finger interaction and gestures such as drawing, resizing, rotating and mapping 
gesture. We presented the interfaces using our proposed interaction. These interfaces 
are : air-drawing, image manipulation and video manipulation. 

We performed experiments for evaluating gesture recognition performance and we 
obtained satisfying results. They showed that finger gesture is promising for natural 
and complicate gesture recognition with high accuracy, i.e. over 89 percentages for all 
gestures. Our proposed interactions are natural and also intuitive. 

In future work, we intend to support more practical functionalities with interaction. 
We also want to implement a 3d interface using HMD with finger gesture. It will need 
to apply object tracking for marker-less interface. We expect that this interface can 
include practical functions and will be more natural to use. 
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Abstract. The study of detecting and tracking hand gestures in general has been 
widely explored, yet the focus on fist gesture in particular has been neglected. 
Methods for processing fist gesture would allow more natural user experience 
in human-machine interaction (HMI), however, it requires a deeper understand-
ing of fist kinematics. For the purpose of achieving grasping-moving-rotating 
activity with single hand (SH-GMR), the extraction of fist rotation is necessary. 
In this paper, a feature-based Fist Rotation Detector (FRD) is proposed to bring 
more flexibility to interactions with hand manipulation in the virtual world. By 
comparing to other candidate methods, edge-based methods are shown to be a 
proper way to tackle the detection. We find a set of "fist lines" that can be easily 
extracted and be used steadily to determine the fist rotation. The proposed FRD 
is described in details as a two-step approach: fist shape segmentation and fist 
rotation angle retrieving process. A comparison with manually measured 
ground truth data shows that the method is robust and accurate. A virtual reality 
application using hand gesture control with the FRD shows that the hand  
gesture interaction is enhanced by the SH-GMR. 

1 Introduction 

Hand gesture recognition is a mathematization of the interpolation of human hand 
gestures assisted by modern computer technology. The purpose is to replace tradition-
al input devices, keyboard and mouse, with a new fashion that makes human interact 
with computer in a way that is as natural as in the real world [1]. In spatial domain, 
static hand gestures are recognized due to the different spatial distribution of fingers 
with respect to palms. A "thumb-up" gesture in sign language means "good". A "fist" 
gesture might stands for "stop" [2] or other meanings [3]. Laura et al presented a joint 
segmentation and adaptive classifier that can discriminate 4 static hand gestures under 
slight occlusion condition [4]. Yi et al.'s classifier that combined both supervised and 
unsupervised training process recognizes 14 hand gestures [5]. On the other hand, in 
temporal domain, hand kinematics under various gestures is meaningful as well.  
Yi and Thomas [6] described articulated hand local motion for a 16 rigid object 3D 
hand model with inverse kinematics. Human hand motions are very complicated  
and always occur in both spatial and temporal domain. A well representation of hand 
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gesture patterns and their kinematics lies in the improvement of natural user expe-
rience-as if users interact with the real world. However, current gesture recognition 
methods can hardly capture all subtle movements for manipulation in the virtual 
world.  

Holding an object and moving it with single hand is a common activity in daily 
life. Clenching fingers together to form a fist is a natural gesture, which represents 
grasping [7]. The ability to map this activity in designing interactions that allow in-
puts for software applications can be very useful.  However, the processing of images 
of hand fist and characterization of the various motions as input to computer is not 
straightforward. We term this motion behavior as single hand grasping-moving-
rotating (SH-GMR). These three actions always occur simultaneously. The detection 
of moving, or simple translation, is fairly easy, attested by the fact that a variety of 
algorithms already exist [8]. However, the detecting and tracking on fist rotation has 
been lacking for a long time. The existing compromised solution of rotating a virtual 
object is to make use of two hands to decide the rotation angle, which includes rota-
tion about an axis and "steering wheel" rotation [9]. The drawbacks are obvious. Two 
hands have to grasp the same object at the same time. For tiny objects, it needs sup-
plementary visual guidance for users to hold, such as virtual handles attached on the 
objects. More importantly, this two-hand gesture prevents users to interact with two 
objects at a time, which makes the interaction manners of many kinds quite awkward 
and inefficient. Thus, user experience suffers greatly. With these concerns, we argue 
that the single hand rotation is better than the two-hand rotation. Moreover, the study 
of fist rotation is crucial to achieve SH-GMR.  

From the image and vision perspective, the fist rotation is defined as a 3 dimen-
sional (yaw, pitch and roll) rotations of a deformable, scale variable and intensity 
variable object with associated translation movements. It is necessary to distinguish 
fist from other gestures because other gestures extend at least one finger out [10]. But 
fist gesture is defined as a hand with all fingers clenched into the palm [11]. Within 
certain angle of view, fingers are still visible, but they are fully folded and placed side 
by side with each other. In the following sections, we discuss several methods that 
can potentially be used for the fist rotation extraction and then give a proper solution 
to tackle this problem. 

2 Related Research 

There are several methods that could potentially be used as fundamental methods of 
FRD. They are skeletal model, volume model, optical flow, local features, and edge 
features. We review them below and give examples if necessary. 

Current skeletal models for kinematic representation of hand are applied for  
the open handed gesture that at least one finger is stretched out. Lee and Kunii [12] 
introduced a 27 DOFs hierarchical skeletal hand model with constraints on joint 
movements, which makes some hand configurations impossible so as to reduce the 
shape ambiguity. Du and Charbon proposed a 30 DOFs skeletal model for depth  
image fitting [13].These models are suitable for describing the clenched fist, but they 
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did not propose how to apply the model fitting algorithms in extracting the fist  
rotation using their internal constraints and external image forces.  

3D dense map, sometimes called point cloud generated by structured light [14], 
TOF camera or stereo camera, can be used to solve the ambiguity in certain degree. 
But huge computational cost of 3D fitting prevents them from being applied in  
real-time tracking [15]. We have not seen any solution that can handle the fist rotation 
problem. Besides, the depth map captured by current cameras cannot provide enough 
details in resolution to extract individual fingers from a clenched fist. 

Due to the complexity of hand movements, local features should be found that are 
invariant to hand translation, scaling, rotation, and invariant to illumination changes 
and 3D projections. We applied the Scale Invariant Feature Transform (SIFT) method 
[16, 17] to fist rotation detection to see whether it works properly. We test the hand 
feature matching problem using SIFT demo program developed by Lowe. Our goal is 
to see weather SIFT can constantly track the same features in continuous frames as 
long as they are visible. The matching features are connected by straight lines in  
azure in Figure 1. In each image pair in Figure 1, hand on left side is always the 1th 
frame of the video; right hands are in the 2nd, 5th, 15th, 30th, 45th, and 65th frames 
respectively. SIFT finds most of feature pairs correctly, but the number of points  
reduces sharply as the angle difference becomes larger. The method casts away most 
of detected features to keep a correct matching, which is not suitable for the  
extraction. 

 

Fig. 1. SIFT matching under different fist angles, between 1st frame and 2nd, 5th, 15th, 30th, 
45th, 65th frames 

   

     (a)                            (b) 

Fig. 2. Edge features on fists. (a) Manually labeled fist lines under different rotations. (b) Hand 
gestures that do not fully show the fist lines. 

It is easy to find that when five fingers are clenched, brightness between two fin-
gers is darker. Between index, middle, ring and pinky fingers, 3 clearly dark lines can 
be seen under most lighting conditions. These lines are nearly straight, parallel, and 
almost appear or disappear at the same time. During the rotation, they maintain their 
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relative positions unchanged no matter whether fist is facing directly to the camera or 
not. They are also good to preserve the fist structure. They are more stable and  
accurate to be tracked, compared with methods listed above. Moreover, instead of 
extracting relative angle value from frame-to-frame computation, the angle of the 
lines are absolute value with respect to camera coordinates, which means no cumula-
tive error would be established. We call these 3 lines as "fist lines" for simplicity. As 
shown in Figure 2(a), fist lines are manually labeled as red color in various fist rota-
tions. The fist lines will not appear under certain field of views. Figure 2(b) shows 
some fist gestures in which the fist lines are not clear or cannot be found. So far, the 
edge features turn out to be the best approach to handle the fist rotation.  

3 Approach 

In this paper, it is assumed that human arms have been segmented from the whole 
images, and also hands are in fist shape. Arm segmentation from other parts of the 
human body and fist shape classification from other gestures are beyond the scope of 
our interests. 

3.1 Fist Shape Segmentation 

Observation shows that, if seeing along a human arm, the width of the fist is always 
larger than that of the forearm under all camera views. Values of the width would 
have a suddenly drop down if sliding from fist side to arm side. This geometrical 
characteristic is feasible for the fist segmentation. Arm shapes in 2D are first  
transformed to 1D representation through a dimension reduction process, and then a 
classifier is used to decide the fist position along the arm. 

A contour retrieving algorithm is applied to topologically extract all possible  
contours in the image [18]. Contour C with the largest number of point set is the  
outermost contour of the arm, shown as Figure 3 (a).  Using the data set of the con-
tour C, a convex hull and its vertex set P [19] are computed. Sometimes image noise 
causes trivial boundary so that the number of vertices is sharply increased. In this 
case, a polygon approximation routine is used to reduce the excessive details along 
the boundary. The number of vertex should better be in the range of 8 to 15 consider-
ing both computational cost and accuracy. We compute the Euler distances of all 
vertex pairs except those who are adjacent. Then we find the longest two distances a


 

and b


. The direction of the main axis l is set to be the bisector of the angle of the two 
vectors: 
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Two longest distances are used to decide the main axis to prevent the value oscillation 
introduced by noise. Then, the whole points in contour C are rotated and translated: 
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                       (a)             (b)            (c) 

Fig. 3. Fist segmentation. (a) the arm contour, convex hull, main axis, and the search window 
marked on the contour image, (b) a fist contour that has been rotated and translated to horizon-
tal position, (c) width curve of the contour in (b). 

The rotated main axis l' is located on x-coordinate, shown in Figure 3 (b). Given a x 
on the rotated contour, two y values are corresponded: one negative and one positive. 
The difference of these two y values indicates the width of the fist along l'. Compu-
ting all the widths along l', we get a smoothed width curve of the contour C', as 
shown in Figure 3(c). So far, we convert a 2D shape clustering problem to 1D. It is 
easy to classify fists from forearms by looking at features along the width curve. Var-
ious clustering methods can be used, such as K-means, area-based, and etc. The curve 
on Figure 3 (c) shows that the fist is located at the first half of the contour of Figure 3 
(b). Going back to the original contour C, a fist bounding box is found according to 
the result of the width curve, shown in Figure 3 (a) in a magenta rectangle. The 
bounding box is served as the search window for the fist detection. 

3.2 Fist Rotation Detection 

Finding the three fist lines is a challenging task for the reason that there are many  
line and curve features in the search window. Inspired by the observation shown in 
Figure 2, we find the fist lines are basically straight, parallel, and almost appear or 
disappear at the same time. Thus, three parallel straight lines with the interval of d are 
used as the theoretical model to fit the selected feature point data. 3 parameters need 
to be decided: the slope of the lines θ, the intercept of the middle line b, and the inter-
val d. Note that even though the fist lines are equidistant, their distances appearing on 
images may not be the same due to the perspective from 3D space to the camera 
plane. But in this paper, we particularly see the roll rotation as the major direction 
meanwhile ignoring other DOFs. The mathematical model is: 

 9090
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Edge Feature Extraction. We use Laplacian of  Gaussian (LOG) [20] method to 
extract features in the search window because it is scale sensitive to blobs that has the 
similar size. It has strong response to features of extent σ2 , where σ is the variance 
of Gaussian function. The LOG kernel can be pre-computed before the convolution 
on the original image: 
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                             (4) 

Since features around fist lines are very similar, the LOG method extracts stable and 
mostly continuous lines between fingers. But it also recovers features located on hand 
edges. Figure 4 shows edge feature maps under different fist rotations. All the edges 
are stored into a structured 2-row array E. Mathematically, this edge set E is 

, where N is the number of feature edges ε. 

A Rough Angle Estimation with Histogram. The edge feature maps gives us an im-
portant clue that after the feature extraction the amount of features on the fist lines is 
larger than that on other non-fist-line features. It is because the fist segmentation pre-
serves most of fist lines while eliminating most of unrelated features. Figure 4 shows 
that the distribution of the histograms of the feature maps is highly related to the fist 
angles. We can approximately compute the coarse fist angle range δ by finding the 
highest percentage of pixel bins within the histogram of the slopes. The highest bins 
and its two nearest neighbors are picked to calculate the angle range using the center of 
gravity method. To compute the slope of the feature segments, the step length between 
two points should be larger than 5 so as to provide plenty of angle resolution. 

 

Fig. 4. Feature maps and their corresponding histogram under different angles 

Back Projection and Edge Pruning. All pixels within the angle range δ are back-
projected to the edge feature map. Edges that contain these pixels are marked and kept 
in Ω, while other edges are pruned: 

                                          (5) 

where γε is the angle value of the feature segments in edge ε. After this process, the 
number of edge candidates is greatly reduced. 

Cutting off, Merging, and Sorting Operation. In Ω, the slope of features within one 
edge may go out of the angle range. These parts are cut off from the edge and the 
residues are merged again, indicated as: 

                                         (6) 

where χε is a feature point in ε, and γ(χε) is the angle value of  χε .  
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If two edges are almost collinear as if they are in the same fist line, they are 
merged into one edge, described as: 
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where ε12 is the merged feature set from ε1 and ε2, and collinear( ) is a function that 
decide whether two feature points are basically collinear.  

Last, all the existing edges are sorted according to their positions, and then stored 
in set ϒ. So far, the number of edges in ϒ is slightly more than 3, which is very cost 
effective for the following angle refining process. 

Fitting the Mathematical Model with the 3 Selected Edges. For any given 3 edges, 
φ1, φ2, φ3 in ϒ, parameters θ, b, and d can be calculated by fitting the theoretical mod-
el described in equation (3) to the three edges. To convert equation (3) into linear 
equations, we let k = tanθ, and c = d/cosθ. Then the equations can be expressed with 
linear equations as: 
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Several methods can be used to solve this over-determined, multiple linear regression 
problem, such as least square, Gauss elimination, and Singular value decomposition 
(SVD). The fitting error E(φ1, φ2, φ3) can be derived from the sum of absolute differ-
ence (SAD) between fitted lines and edge pixels: 
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Optimized Fist Lines with Minimum Error. We compute all the combinations of 3 
possible fist lines in  ϒ. The number of combination is given by 3

nC , where n is num-

ber of edges in ϒ. A correct choice of the fist lines is indicated by *)*,*,( 321 ϕϕϕ  that 

has the minimum fitting error: 
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Its angle θ* = atan(k*) is the optimized fist rotation angle within (-90o, 90o). A large 
amount of pixel involved in the fitting process guarantees an accurate and stable out-
come. Figure 5(a) shows the three fitting lines are found, marked with red, blue, and 
magenta. 
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                             (a)                  (b) 

Fig. 5. (a) Three fitting lines that minimum the fitting error. (b) Feature points out of the angle 
range marked with green color.  

Deciding the Fist Rotation within 360o. As mentioned above, the line model can 
only decide rotation within (-90o, 90o).  Due to the special finger position with rela-
tion to the palm, more features can be found near the palm side rather than the back 
side of the fist. These features mostly have different directions with the fist lines. We  
empirically discriminate between the palm side and the back side by measuring the 
distribution difference of features that are out of the range of the rough rotation angle 
δ. They are marked as green color in Figure 5(b). The center of gravity of the selected 
3 fist lines are first computed. Then, through this point, a straight line (the orange line 
in Figure 5(b)) that is perpendicular to the fist lines splits the search window into two 
parts. The palm side and back side of hands must be located in these two parts respec-
tively. The part that has more green pixels is the palm side, and vice versa. With  
the angle θ* computed in the previous steps, the final rotation angle can be decided 
within 360o. 

4 Experiment and Application 

We pay mostly attention to the accuracy and stability of the proposed FRD. One expe-
riment is implemented to test these two aspects. To generate ground truth (GT) data, 
two markers in cross shape are stuck on the middle finger so that they can be manual-
ly labeled afterwards and be used to calculate hand rotations, shown as Figure 6. Then 
the GT angle is compared with the angle generated by the FRD every 10 frames.  

The GT angle is manually computed every 10 frames. Then it is compared with the 
FRD output within the same frame, shown as Figure 7. The maximum angle value is 
140o due to the physical limit of human hands. The result shows that the proposed 
FRD method is stable and consistent with the GT data, with the absolute mean differ-
ence of 3.27o (0.9% of 360o), and standard deviation of 2.81o (0.8% of 360 o). The 
largest error occurs between 110o and 140o.  

There are several reasons that cause the error. First, the manually labeled GT value 
may not be accurate due to the image quality. Then, remember that hand is a deform-
able object. The rotation of the markers may not fully represent that of the fist lines, 
especially when the hand is twisted almost to its physical limit. Last, as analyzed in 
previous sections, hand rotation always happens in 3 DOFs. The proposed FRD and 
the GT measurement only consider one major movement while ignoring others. This 
will also introduce difference in the comparison.  
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Considering the real applications of fist rotations in HMI and the accuracy level of 
human body movements, the proposed FRD is effective to be used as detecting hu-
man fist rotations in HMI applications. The computational cost is various depending 
on the amount of feature points. In our test video with the resolution of 640×480, the 
size of the search window after the fist shape segmentation is usually within 120×120. 
Modern computer can easily handle this amount of data in real time.  

To illustrate the improvement of the SH-GMR behaviors with the help of the pro-
posed FRD algorithm, we present a simple application that implements a chemical 
reaction experiment in a 3D virtual reality environment. This system captures 3D 
hand movements with stereo cameras. With our FRD routine integrated, the system is 
able to handle SH-GMR. Figure 8 shows a user is implementing a chemical experi-
ment by pouring one sort of liquid from the right flask into the right flask to trigger 
certain chemical reaction. As shown in Figure 8 (b), in the virtual environment, two 
flasks are moved close to each other, and right flask is leant to pour the liquid into the 
left one, with the operation of two hands respectively.  

           

 

           

                       (a)                            (b) 

Fig. 8. (a) The user's gesture of operating objects in the virtual reality environment. (b) An on-
going virtual chemical experiment controlled by two hands. 

5 Conclusion 

Hand interaction is highly limited by the current two-hand rotation gesture due to the 
lack of the research on hand fist kinematics. A single fist rotation detector is crucial to 
implement single hand grasping-moving-rotating activity that makes two hands fully 
control different objects possible. We present a feature-based FRD method that pro-
vides accurate and stable detection of the fist rotation problem for the purpose of 
enriching hand gesture databases with finer hand motion sequences. Except the fist 
rotation, there are plenty of hand gestures and their kinematics that we have not fully 
utilized. Deeply digging into this area will greatly benefit the hand gesture interaction 
and also bring user experience to a brand new level. 

Fig. 7. The comparison of the FRD and GT for
every 10 frames 

Fig. 6. Two markers stuck on a 
hand for computing GT angle.
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Abstract. The use of high resolution tiled display has become popular
in the scientific community. User interaction with these devices depends
on the hardware configuration and the software in use. The variety of
hardware configurations and software generates various types of execu-
tion modes and interaction in the tiled display, this diversity has resulted
in not having a standard for human computer interaction. This paper
shows the results of the interaction between users and the tiled display
using the Kinect c©. The results help us find improvements in hardware
configurations of this arrays of displays, applications design and try to
find standards in defining user-defined motion gestures.

1 Introduction

The use of high resolution tiled display has become popular in the scientific com-
munity [TS][SC][MC] [NH][NV][CC][ET]. They are used for collaborative work
and for the deployment of information and navigation of large data volumes
[SC][MC][NV][BG]. Current research on human computer interaction in the tiled
display is focused on two main points: the perception of information displayed
[ET][YN][BN1] [BN2][TGSP] and control applications [BN2][AT][AG][BG][NJ].
User interaction with these devices depends on the configuration of hardware
for controlling video wall (visualization server or visualization cluster) and the
applications running on it [TS][NH][CC][BN1] [RCMM]. Applications running on
these devices can be of two types: distributed applications or desktop
applications [TS][MH][NJ].

Distributed applications are developed to take advantage of the hardware
features of the visualization cluster [PR][HH][GdS]. This applications are highly
scalable. When the application is running on the cluster, it is very common
to use the master node (or front-end node) as responsible for the interaction
with the application running on the tiled display. These applications are for
very specific purpose and user interaction with the device is made from the
master node. In this case, the user interaction with the tiled display is lim-
ited to a set of basic operations that fulfill the functionality of the application
[TS][NH][CC][AG][R][BL][NJ].

M. Kurosu (Ed.): Human-Computer Interaction, Part IV, HCII 2013, LNCS 8007, pp. 301–311, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Desktop applications take advantage of the operating system’s ability to
export graphical interface to tiled display either the case of a visualization cluster
or visualization server [TS][NJ]. The scalability of desktop applications depend
on the capabilities of operating system and graphics cards. When wing appli-
cations running in an extended desktop, the user can work through the master
node (for example, in case of using the VNC protocol) or directly on the ar-
rays of displays (for example, when using XDMX). User interaction is with the
window manager or the graphical user interface of the operating system. The
user interacts with the window manager using mouse, keyboard or combination
of both.

The variety of hardware configurations and software generates various types
of execution modes and interaction in the tiled display, this diversity has resulted
in not having a standard for human computer interaction[YN]. On the one hand
the problem is show de information for the users and the other hand the appli-
cation control. Furthermore, when adding new specific use applications, they are
restricted to only user interaction that is in the master node [TS][CC][HH][NJ].
User interaction is limited to the capabilities of the master node. When appli-
cations working at a desktop, some interactions mechanism can have a critical
impact, for example, mouse manipulation, can cause functionality problems if
not cared Fitt’s law [BN1][BN2]. It is possible to take advantage of MOCAP
technology, specifically the Kinect c©, to provide the user with an intuitive means
that permits them to interact with tiled display applications. This approach al-
lows user mobility along the tiled display freeing interaction with the master
node and to define a set of gestures to control applications running on the tiled
display.

In this paper, we present the results and proposals to use the Kinect c©as
interaction device with a tiled display. This tiled display is controlled by a cluster
of Apple Mac Mini [MC]. Interaction experiments reported in this paper are
related to the control of the tiled display desktop through VNC protocol and
several special-purpose distributed applications, such as an image viewer, a web
browser and ParaView. The applications have been selected to cover the widest
possible use case. For interaction with applications, we tested a set of gestures
(proposed in other works and added some) [AG][KB], that through Kinect c©, are
interpreted to perform specific actions on the tiled display or in the desktop of
the master node. Tests were conducted to emulate the behavior of the mouse and
keyboard. In particular, for the case of interaction with widgets that respond to
the keyboard events, such as text fields,we use the technique of virtual keyboards
(common in environments of smartphones with touch screens), and we did a
comparative metrics based on usability, functionality and effectiveness between
the keyboard virtual (stylus based) and 8pen Android keyboard.

2 MOCAP Technologies

The motion capture, motion tracking or MOCAP are terms used to describe
the recording process and translating of that motion into a digital model. This
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Technology has been used for capture and analysis of the human movement.
Control applications where estimated motions can control something benefit
about these technologies as interfaces with gaming, virtual reality and human
computer interfaces. There are many MOCAP technologies, the main categories
of these are using makers or without the markers to recognize parts of the human
body. The kinect is a technology that does not use makers for this purpose.

2.1 Kinect c©
The Kinect c© is a free gaming device developed by Microsoft c© for the XBOX
360 and PC in the future through Windows 8. Kinect c© enables users to control
and interact with the console without having physical contact with a traditional
video game control, by a natural user interface that recognizes gestures and voice
commands.

The main objective of this device is increase the use of the Xbox 360. In our
case we use this device to allow a user to control a tiled display, using only the
movements and efforts of his body. Kinect c© incorporates different technologies
as an emissary of infrared that emits an invisible light which together with a
CMOS sensor looks how this emission is reflected back and passes de data to
the console or in this case to the PC in a grayscale format so it can determinate
the depth of the scene and the motion of the user.

The algorithm which operates under the Kinect c© was developed by Microsoft
Research Centre in Cambridge. The algorithm takes as an input a depth image
which is analyzed pixel by pixel, where each pixel is assessed according to their
characteristics such as its depth, if the pixel belongs to an upper or lower part
of the body; the result of each characteristic about pixel is combined with the
research in a classifier called forest of decision thus a collection of decision trees
where each decision tree was trained or specialized in a set of characteristics of
an image depth which different parts of the body were previously labeled. The
classifier assigns certain probability to the pixel belongs to a particular body
part, then the algorithm assigns the pixel belonging to a body part that have
obtained most probability in the classifier. Finally which each pixel belonging
into a particular body part, hinge points are assigned to the identified areas
in the body in three views, frontal, side and upper[MRCC]. This procedure is
made 3 times per second; this is analyzed 200 pictures or images per second,
which is about 10 times faster than other techniques for recognition and motion
detection.

3 Experiment

We are interested in to know the interaction of the user with the tiled display
through the Kinect c©. HCI metrics that we are using are usability, performance,
effectiveness and comfort. For this purpose we have developed several question-
naires that apply to users after an action or task running in the tiled display.
We applied twelve questionnaires. Which includes actions such as moving the
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1. How easy it was to control the mouse pointer through the Kinect?

a) Very Diffcult b) Difficult c) Easy d) Very Easy

2. How fast did you control the mouse pointer through the Kinect?

a) Vey Slow b) Slow c) Fast d) Very Fast

3. How comfortable did you control the mouse pointer through the Kinect?

a) Very Confortable b) Confortable c) Uncomfortable d) Very Uncomfortable

4. How fast was the response of the mouse pointer using the Kinect?

a) Vey Slow b) Slow c) Fast d) Very Fast

5. Did it seem appropriate at the time it took to answer the pointer?

a) Yes b) No

6. Controlling mouse pointer through the Kinect, was successful?

a) Yes b) No

7. The mouse pointer control, through the Kinect, is performed as

you thought?

a) Yes b) No

Fig. 1. Example of questionnaires used in this experiment

cursor, select a character from virtual keyboard until tasks such as opening an
application, close a window and delete text, to name a few. An example of this
type of questionnaire is shown in the Figure 2.1.

We applied two types of tests. The first is to study the interaction of the
user with the desktop and specific applications. The second is to compare the
use of two types of virtual keyboards: Stylus based and Android 8pen. The
tests were performed with two different groups of students: We use a sample of
twenty people for the first test and twenty one for virtual keyboard tests. Ten
questionnaires were used for the first test and two questionnaires for the second
test.

3.1 User-Defined Motion Gestures for Tiled Display Interaction

User-defined motion gestures are associated to actions and task. A task is a
sequence of actions. In general, the actions that we consider in this work are
move de the mouse, push the button and select a character.

The gestures considered for the first test (use of applications and desktop)
are:
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Move the mouse pointer The gesture associated with this action, is to point
the palm towards the Kinect c©, each movement (up, down, left or right)
will have the effect to control the mouse pointer.

Click The gesture associated with this action, is to point the palm towards the
Kinect c©, but making a move forward and return to the original position.

Item selection This is done using the click action. Is to point the palm to-
wards the Kinect c©, but making a move forward and return to the original
position. Allows point and select objects on the screen. The system applies
to a function or process these objects.

Open Application This gesture is similar to the Item Selection task. Is to
point the palm towards the Kinect c©, but making a move forward and return
to the original position. Allows point and select objects on the screen. The
system applies to a function or process these objects.

Drag Item It’s like the click action, except that the hand stays on and does
not return to its original position. Allows you to move (drag) an object on
the screen or rotate it.

Open Context Menu The gesture associated with this task is to carry out
click movement, with the helping hand (one that does not control the mouse
pointer).

Rotate Object It’s like the click action, except that the hand stays on and
does not return to its original position. Allows you to move (drag) an object
on the screen or rotate it.

Slide Up/Down This gesture is to put the palm facing the Kinect c© and make
a move down quickly.

Slide Left/Right Involves placing the palm facing the Kinect c© and make a
move to the left or right, quickly.

Zoom This gesture is to put the palm facing the Kinect c© and make a move
down quickly.

Close Window This gesture is a change of direction of the palm, on the X
axis, four times.

Fig. 2. Cinveswall and Kinect c©
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Fig. 3. Usability charts

Fig. 4. Charts of user training

3.2 Tools and Equipment

The gestures considered for the second test (use of applications and desktop)
are:

Select character in the virtual keyboard It involves moving the mouse
pointer to the button of the character and click.

Write text This gesture includes selecting a text field, and then select the
character set of the text.

Write number This gesture includes selecting a text field, and then select the
numeric character set of the number.

Delete text Position the pointer to the left of text character to delete and press
the delete key.

CinvesWall. The CinvesWall is an array of 12 Apple Cinema Display 24-inch, in
a 3x4 configuration, controlled by a cluster of 12 Mac mini and one MacPro server
as the master of visualization cluster, figure 2. The network visualization cluster
interconnect is Gigabit Ethernet. The total resolution of the display device is 27
megapixels (7680x3600). The nodes in the cluster work with OSX version 10.6.5
(Snow Leopard). The administration of the nodes is done with the application
Apple Remote Desktop.
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Fig. 5. Performance charts

Fig. 6. Effectiveness charts

Kinect c©Setup. The Kinect c© control the user gestures. The Kinect is con-
nected to the master node, but is placed in the middle of the video wall to give
the illusion that the user interacts directly with the high-resolution display. In
order for users to interact with the video wall, standing five feet away from the
Kinect c©, as show in Figure 2.

Fig. 7. Charts of user comfort
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Applications Settings. Tests of actions and tasks, with the Kinect c©, were
performed using distributed applications running on tiled display and applica-
tions running on the distributed desktop. Fortunately we were able to use an
application that runs in both formats: ParaView. We also use PreView appli-
cation running on the OSX desktop and equivalent distributed image display
application. Several tasks are able to test in the context of execution of an ap-
plication. The rest of the tasks and actions were used to manage the distributed
desktop.

Fig. 8. Usability and performance charts of use the virtual keyboard

4 Results

Since we want to measure the use of Kinect c© as interaction device with
video wall, we intend measure usability, effectiveness, performance and com-
fort. Started showing the results of applying the tests to the tasks and actions.
And then see the results of tests using virtual keyboards.

4.1 Results for Test on Actions and Tasks

The chart in the Figures 3 and 4 displays the usability and user training results.
This training is related to learn and associate a gesture to an action or task.

Fig. 9. Effectiveness chart and chart of user comfort using the virtual keyboard
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We can measure the performance of the Kinect c© using the time of respond
to action or task. The Figure 5 show the user’s point of view about the response.
The effectiveness of actions and task performed by the users throught Kinect c©
is showed in Figure 6. Figure 5 show the user’s point of view about the response.
The ease of use of gesture for Kinect, shown in Figure 7.

4.2 Test Results of the Use of Virtual Keyboards

The Figure 8 show the charts of usability and performance of virtual keyboards:
Stylus based and Android 8Pen. And figure 9 show the effectiveness chart and
chart of user comfort using the virtual keyboard.

5 Discussion

The configuration of tiled displays based on visualization server use the homo-
geneous visualizations capabilities in every output of the graphics cards. This
configuration take advantage that the response to user actions are very quick. In
this work we are using a distributed control to the tiled display. When the main
task is to visualize these devices with high-resolution images, the user might be
tolerant synchronization waits and displays. However, when the main task is the
interaction, the user waits for answers in a very short time. The Cinveswall use
a Gigabit Ethernet switch that does not allow multicast operation. This defect
causes users do not have such good results in the tasks associated with drag the
mouse pointer and selection.

6 Conclusions

The interaction use of the tiled display need that the time of the graphics re-
sponse is in the range accepted for the user. In the case of having a visualization
cluster, you must ensure rapid communication between different nodes, so that
the user has the idea that the response is adequate in the tiled display.

There is a relationship between the area of deployment of the video wall and
the step size of the cursor on the remote desktop. The relationship is that the
higher the display area, the step size should be smaller.

In testing, you can verify that the user’s interaction with applications running
in a distributed, as ParaView and image viewer, is similar to the interaction of
the applications that run on the desktop distributed as ParaView and Preview.
For the type of results obtained in this work. Best tasks associated gestures using
the Kinect, are not related to the use of the mouse pointer.

Finally, the use of virtual keyboards for handling text fields seems appropriate.
Surprisingly, 8pen Android appears to offer advantages over the Stylus based.
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for Eye-gaze Input System 
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Abstract. The aim of this study was to identify the cursor shape suitable for 
eye-gaze interfaces. The conventional arrow shape was, irrespective of the 
number of targets in the display, not suitable for an eye-gaze input system from 
the perspective of task completion time, number of errors, and subjective rating 
on usability. It is recommended that the cursor shape of an eye-gaze input  
system should be cross or ellipse. When the distance between targets is wider, 
the ellipse type is proper. 

Keywords: cursor shape, speed, accuracy, eye-gaze input system. 

1 Introduction 

The technology for measuring a user’s visual line of gaze in real time has been  
advancing. Appropriate human-computer interaction techniques that incorporate eye 
movements into a human-computer dialogue has been developed [1-9]. These studies 
have found the advantage of eye-gaze input system. However, few studies except 
Murata [8] have examined the effectiveness of such systems with older adults. Murata 
[8] discussed the usability of an eye-gaze input system to aid interactions with com-
puters for older adults. Systematically manipulating experimental conditions such  
as the movement distance, target size, and direction of movement, an eye-gaze  
input system was found to lead to faster pointing time as compared with mouse input 
especially for older adults.  

As eye-gaze input interfaces enable us to interact with PC by making use of eye 
movements, it is expected that even disables persons with deficiency on the upper 
limb can easily use it. A lot of studies are reported on eye-gaze input interfaces as an 
alternative to a mouse. However, there are still a few problems we must overcome so 
that such an input system can be put into practical use.  

The shape of mouse cursor suitable for general human-computer interactions (HCI) 
except for eye-gaze interfaces is discussed, for example, by Pastel [10], Lecuier [11], 
and Phillips [12]. Like general HCI, we should use a proper cursor shape which en-
hances the usability of eye-gaze input system. As the eye-gaze input system differs 
from the mouse input in input mechanism, and has a lower resolution as compared 
with the mouse input, it is natural and reasonable to predict that the cursor shape  
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Fig. 4. Task completion time as a function of cursor shape and number of icons 

 

Fig. 5. Number of errors as a function of cursor shape and number of icons 

For one experimental session, the participants were required to carry out 10 pointing 
trials.  

3 Results 

In Fig.4, the mean pointing time (task completion time) is plotted as a function of 
cursor shape and number of icons. The pointing time of the ellipse-type and the cross-
type cursors was shorter than that of the conventional arrow-type cursor when targets 
were fewer and the interval between targets was wider. In Fig.5, the number of errors 
is shown as a function of cursor shape and number of icons. As a whole, the cross -
type cursor suffered from few errors. In Fig.6, the task completion time is compared  
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Fig. 6. Task completion time as a function of cursor shape 

 

Fig. 7. Number of errors as a function of cursor shape 

among three cursor shapes. In Fig.7, the number of errors is compared among three 
cursor shapes. In Fig.8, the subjective rating on usability is compared among three types 
of cursor shapes. Fig.9 compares the subjective rating on fatigue among three cursor 
types. The subjective rating on usability for the ellipse-type cursor was the highest. With 
the increase of the number of targets, however, the pointing time of the ellipse-type and 
the cross-type cursors tended to be prolonged.  

A one-way (cursor shape) ANOVA (Analysis of Variance) carried out on the 
pointing time revealed no significant main effect of cursor shape. A similar one-way 
ANOVA conducted on the number of error also revealed no significant main effect of 
cursor shape. A two-way (cursor shape and number of targets) ANOVA conducted on 
the pointing time revealed only a significant main effect of number of targets 
(F(2,27)=13.739, p<0.01). A similar two-way ANOVA carried out on the number of 
error detected only a significant main effect of number of targets (F(2,27)=11.870, 
p<0.01). 
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Fig. 8. Subjective rating on usability as a function of cursor shape 

 

Fig. 9. Subjective rating on fatigue as a function of cursor shape 

A Bonferrioni/Dunn non-parametric test was carried out on the rating score on  
usability. As a result, the following significant differences (p<0.01) were detected: 
(ellipse, arrow) and (ellipse, cross). A similar non-parametric test carried out on the 
fatigue rating also revealed the following significant differences: (ellipse, arrow) and 
(ellipse, cross). 

4 Discussion 

From Figs.8 and 9, the findings can be summarized as follows. The ellipse cursor was 
found to be highly evaluated from the aspects of both ease of operation and fatigue. 
As the hotspot of ellipse cursor is invisible, one can operate without consciously re-
cognizing a cursor. This must lead to lower fatigue rating. The cross cursor got the 
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worst evaluation on ease of operation and fatigue. The larger cursor size of cross type 
makes one feel the fluctuation of cursor smaller. As the hotspot is definitely visible in 
the cross cursor, this must lead to the lower rating score on both ease of operation and 
fatigue. The arrow cursor did not get higher evaluation on ease of operation and fati-
gue. This means that the experience of using a mouse cursor (arrow cursor) does not 
affect the usability of eye-gaze input system. In other words, the experience of arrow 
cursor when using a mouse does not necessarily influence positively the usability of 
an eye-gaze input system.  

In conclusion, it was confirmed that the conventional arrow shape was not suitable 
for an eye-gaze input system from the viewpoints of pointing time (task completion 
time), number of errors, and subjective rating on usability (see Figs.4-7). It is recom-
mended that the cursor shape of an eye-gaze input system should be cross or ellipse. 
In more detail, the cross cursor is appropriate in the aspect of both operation speed 
and accuracy. Taking the psychological rating into account, the ellipse cursor is 
strongly recommended so long as the distance between targets is wide enough like the 
condition of 12 icons in this study.  
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Abstract. Four character input methods for eye-gaze input interface were  
compared from the viewpoints of input speed, input accuracy, and subjective 
rating on ease of input and fatigue. Four input methods included (1) I-QGSM 
(vertical), (2) I-QGSM (circle), (3) eye-fixation method, and (4) screen button. 
While the eye-fixation method (3) led to faster input, the I-QGSM (vertical) led 
to fewer errors. In conclusion, it is difficult to develop character input method 
that satisfies both speed and accuracy.  

Keywords: Character input, eye-gaze input system, I-QGSM, eye-fixation, 
speed, accuracy. 

1 Introduction 

Older people present an increasingly large portion of the population and are likely to 
be active users of IT. Issues surrounding IT and aging are, therefore, of much interest 
to not only researchers but also practitioner within the domain of human-computer 
interaction (HCI). Therefore, the development of an input device that is friendly to 
older adults and leads to higher performance is essential. There are many reports sug-
gesting that older adults exhibit deficits in various cognitive motor tasks [1,2]. Spatial 
abilities, that is, the capacity to acquire, manipulate, and use information on Web 
pages, have been shown to decline with age[3], and this might account for the diffi-
culties of older adults when navigating Web pages. Kelly and Charness [4] showed 
that spatial abilities may be important for mediating the effects of age on computing 
skills. Processing speed refers to the ability to acquire, interpret, and respond to in-
formation quickly and accurately. Salthouse [5] pointed out that reductions in 
processing speed are a common explanation for many age-related deficits in task per-
formance. Therefore, it is expected that decreasing motor function in older adults 
hinders the successful use of input devices such as a mouse and generally leads to a 
relatively longer pointing time and lower pointing accuracy in comparison with young 
counterparts.  

The technology for measuring a user’s visual line of gaze in real time has been  
advancing. Appropriate human-computer interaction techniques that incorporate eye 
movements into a human-computer dialogue has been developed [6-15]. These studies 
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conventional eye-fixation method (method (3)), and the conventional screen-button 
pressing method (method (4)). The displays of methods (1)-(4) are depicted in  
Fig.2-Fig.5, respectively.  

The four methods are briefly explained as follows: 
(1) I-QGSM (vertical) (Fig.2): After the fixation to the initial selection icon for more 
than 0.2 s, the command area and the selection area appears as in Fig.1. Eye move-
ments to a necessary area for an input enable us to input a character.   
(2) I-QGSM (circle) (Fig.3): In a similar way to the method (1), a character is entered.  

 

Fig. 6. Characters/min (CPM) as a function of input method 

(3) Eye fixation (Fig.4): The fixation to a character which the participant needs to 
enter completes a character input. This procedure is repeated.  
(4) Screen button: (Fig.5): After focusing a character by fixating to it for 0.1 s and 
moving an eye-gaze to the screen button in Fig.5, the input is completed by.  

2.4 Design and Procedure 

The participant was required to input 10 words of 5-8 characters for each input me-
thod. This was repeated two times. Only the data of second session was used for the 
analysis. A total number of characters were 60. The participant was permitted to have 
a short break between sessions. After one word had been finished inputting, the next 
word appeared on the display. After the input of 120 characters had been finished 
(two sessions had been finished), the participant was required to evaluate the ease of 
input and the fatigue with a five-point scale for each input method. The order of per-
formance of four input methods was randomized across the participants. 

2.5 Evaluation Measures 

The valuation measures were entered characters per one minute (CPM) and the number 
of errors. The task was to enter a total of 60 words of 5-8 characters. The psychological 
ratings on ease of input and fatigue induced during the experimental task were also 
used as evaluation measures.  
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3 Results 

3.1 Characters Per Minute (CPM) 

In Fig.6, entered characters per one minute (CPM) are compared among four input 
methods. As a result of a one-way ANOVA (Analysis of Variance) conducted on the 
CPM, a significant main effect of input method (F(3,16)=19.6, p<0.01) was detected. 

 

Fig. 7. Number of errors as a function of input method 

3.2 Number of Errors 

In Fig.7, the number of entry errors is compared among four input methods. A similar 
one-way ANOVA conducted on the number of entry errors did not detect a significant 
main effect. 

3.3  Rating on Ease of Input and Fatigue 

In Fig.8, the rating score on ease of input is plotted as a function of input method. Fig.9 
compares the rating score on fatigue among four input methods (1)-(4). Kruskal-Wallis 
non-parametric test conducted on the rating score of ease of input revealed no signifi-
cant main effect of input method. A similar non-parametric test carried out on the  
fatigue rating also revealed no significant main effect of input method.  

4 Discussion 

4.1 Pointing Speed 

The conventional eye-fixation method led to the quickest input. The reason can be 
inferred as follows. The eye-fixation method needed the fewest eye movements of the 
four methods. Although the entry speed was the fastest, the entry errors occurred 
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more frequently than I-QGSM (vertical) due to a shorter fixation time. Together with 
such tendencies, the rating score on ease of input for (3) eye-fixation method tended 
to be higher. The rating score on fatigue for (3) eye-fixation method was evaluated 
highly. The rating score for (1) I-QGSM(vertical) was moderate, although this led to 
the fewest errors of all of four input methods. On the basis of this result, it might be 
possible that the participant psychologically evaluate highly for the input method that 
enables him to input characters fast. 

 

Fig. 8. Rating score on ease of input as a function of input method 

 

 

Fig. 9. Rating score on fatigue as a function of input method 
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4.3 Psychological Rating on Usability and Fatigue 

As shown on the basis of performance data such as entered characters per minute 
(CPM) and number of entry errors, the input method (3) led to better performance. In 
accordance with this, the subjective rating on ease of input and induced fatigue during 
the task for the input method (3) tended to be higher. As for the eye fixation (input 
method (3)), it has also shown that the click operation using an eye-gaze input system 
is more speedy and accurate when the eye fixation was utilized (Murata et al.[14]). 
The eye-gaze input system that made use of the eye fixation also obtained higher 
psychological evaluation on usability.  

On the basis of the three viewpoints, it seems that the input method (3) based on the 
eye fixation is promising for the input means.  

4.4  Implication for Designing HCI of Eye-gaze Input System 

For eye-gaze input, the following opinions were reported. 

• As fixation leads to the input of character, the participant must always carry out 
eye movements.  

• Such a situation is felt to be time pressured. 

As for the pointing accuracy, the proposed method (vertical display) was found to be 
free from errors. It seems difficult to develop an input method which satisfies both 
speed and accuracy. In conclusion, we should make the proper use of the input me-
thods according to the criterion (speed or accuracy) on which an emphasis is placed. 
While (3)Eye-fixation enables us to input characters fast, (1)I-QGSM（vertical) en-
sure input with fewer errors. Future work should be done to reduction input errors. 
Moreover, the habituation process of each input system should be explored. 
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Proposal of Estimation Method of Stable Fixation Points 
for Eye-gaze Input Interface 
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Abstract. As almost all of existing eye-gaze input devices suffers from fine and 
frequent shaking of fixation points, an effective and stable estimation method of 
fixation points has been proposed so that the obtained stable fixation points 
enabled users to point even to a smaller target easily. An estimation algorithm 
was based on the image processing technique (Hough transformation). An  
experiment was carried out to verify the effectiveness of eye-gaze input system 
that made use of the proposed estimation method of fixation point. From both 
evaluation measures, the proposed method was found to assure more stable  
cursor movement than the traditional and commercial method.  

Keywords: Eye-gaze input, fixation point, stabilization, task completion time, 
pointing error. 

1 Introduction 

The technology for measuring a user’s visual line of gaze in real time has been  
advancing. Appropriate human-computer interaction techniques that incorporate eye 
movements into a human-computer dialogue has been developed [1-11]. These  
studies have found the advantage of eye-gaze input system. However, few studies 
except Murata [8] have examined the effectiveness of such systems with older adults. 
Murata [8] discussed the usability of an eye-gaze input system to aid interactions with 
computers for older adults. Systematically manipulating experimental conditions such 
as the movement distance, target size, and direction of movement, an eye-gaze input 
system was found to lead to faster pointing time as compared with mouse input  
especially for older adults. Eye-gaze input interfaces [1-11] are paid more and more 
attention as an alternative to a mouse especially for disabled persons. As the eye-gaze 
input interface enables users to operate PC by eye movements, even disables persons 
with deficiency on the upper limb can easily use it. However, at present, it is difficult 
to obtain a stable fixation points so that one can point to a smaller target using an  
eye-gaze input system. 

Almost all of existing eye-gaze input devices suffers from fine and frequent shak-
ing of fixation points. Since the edge of iris and pupil is changing smoothly during the  
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(a)                               (b) 

 

Fig. 1. (a) commercial eye-gaze measurement system used in this study and (b) addition of 
image processing system to the system in Fig.1(a) 

extraction process of pupil image, it is difficult to extract the pupil image accurately 
and always obtain a stable coordinate of the pupil image. Due to this, an effective and 
stable estimation method of fixation points has not been established, and it is present-
ly not easy to point to a smaller target such as ones used on GUI of Internet Explorer 
using the existing eye-gaze input system. An estimation algorithm based on the image 
processing technique (Hough transformation) had been proposed so that the obtained 
stable fixation points enabled users to point even to a smaller target easily.  

The effectiveness of the proposed method for stably estimating fixation point and 
preventing the fixation points of the system from shaking was empirically verified. In 
the verification experiment, an easy pointing task using an eye-gaze input system was 
taken up. The task completion time, the operation error, and the cursor movement 
trajectory (the mean distance from the center of the target and the standard deviation 
of the coordinates) were compared between the traditional and the proposed methods.   

2 Method for Estimating Stable Fixation Points 

An estimation algorithm based on the image processing technique (Hough transfor-
mation) and detection of Purukinje image had been proposed so that the obtained 
stable fixation points enabled users to point even to a smaller target easily. The  
commercial eye-gaze measurement system used in this study is shown in Fig.1(a). 
The image processing system was added to the system (See Fig.1(b)).  

When gazing at the lower part of the display, both eyelash and Purkinje image 
overlaps a pupil and consequently the pupil cannot be extracted. Due to this, stable 
eye fixation points cannot be obtained. In order to measure fixation points stably, we 
must manage to compensate for the lack of pupil image. In this study, we used  
Labview (NATIONAL INSTRUMENTS), added image processing component to the  
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(a)                                  (b) 

 

Fig. 2. (a) Experimental display and (b) Procedure of pointing task (From Target1 to Target9) 

commercial system as in Fig.1(a), and made an attempt to extract pupil images using 
Hough transformation and obtain stable fixation points.    

The pupil image was extracted by applying Hough transformation of a circle to an 
extracted edge as a candidate of pupil boundary. By setting the radius of the circle, 
Purkinje image can also be detected. It is well known that the movement of eye-gaze 
point is nearly proportional to the rotation of an eyeball. An attempt was made to 
estimate eye-fixation points on the basis of the change of distance between pupil and 
Purkinje image using the method by Mackworth et al. [12].  

3 Experimental Method  

3.1 Participants 

Using five undergraduate or graduate students aged from 21 to 23, the usability of the 
proposed eye-gaze input system was experimentally compared with that of the con-
ventional system. All participants were  

3.2 Experimental Task 

The participants were required to point to a target on a display as accurately and 
quickly as possible. The task completion time and the pointing accuracy were meas-
ured. The illumination and brightness on the experimental display were 500 lx and 
98cd/m2, respectively. The viewing distance was about 450mm.  

Three kinds of squares (60 X 60 pixel2 (2.09 degree of visual angle), 40 X 40 pix-
el2(1.39 degree of visual angle), and 30 X 30 pixel2 (1.05 degrees of visual angle)) 
were used in the experiment. The participant was required to point to the targets in 
ascending order from Target1 to Target10 (See Fig.2(a) and (b)).  The outline of 
experimental situation is shown in Fig.3. 
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Fig. 4. (a) Mean task completion time as a function of target size (30, 40, and 60 pixel square) 
and estimation method of fixation point (the conventional and the proposed ones), (b) Mean 
task completion time as a function of target location and estimation method of fixation point 
(the conventional and the proposed ones) (target size: 30 pixel) 

4.3 Cursor Movement Trajectory 

The significant difference of performance (task completion time and number of  
errors) between two methods (traditional and proposed methods) was detected for the 
square target of 30 X 30 pixel2. Therefore, the stability of cursor movement trajectory 
was analyzed only for the square target of 30 X 30 pixel2. The cursor movement tra-
jectory until 10 sample points (1/30 s X 10=1/3 s) before the mouse click was used for 
the analysis of cursor movement stability. Using these data, the mean distance from 
the center of the target and the standard deviation of the coordinates were calculated. 
The results for the target size of 30 pixel are depicted in Fig.6(a) and (b). From both 
evaluation measures, the proposed method was found to assure more stable cursor 
movement than the traditional and commercial method.  

4.4 Performance for Target Size of 20 Pixel 

In order to further verify the effectiveness of the proposed method, the data for the 
target size of 20 pixel was also collected. Fig.7(a) shows the mean task completion 
time as a function of estimation method of fixation point (the conventional and the 
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Fig. 5. (a) Mean number of errors as a function of target size (30, 40, and 60 pixel square) and 
estimation method of fixation point (the conventional and the proposed ones) and (b) Mean 
number of errors as a function of target location and estimation method of fixation point  
(the conventional and the proposed ones) (target size: 30 pixel) 

(a)                              (b) 

 

Fig. 6. (a) Mean distance from center as a function of estimation method of fixation point (the 
conventional and the proposed ones) (target size: 30 pixel) and (b) Standard deviation of  
distance from center as a function of estimation method of fixation point (the conventional and 
the proposed ones) (target size: 30 pixel) 
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Fig. 7. (a) Mean task completion time as a function of estimation method of fixation point (the 
conventional and the proposed ones) (target size: 20 pixel) and (b) Mean task completion time 
as a function of target location and estimation method of fixation point (the conventional and 
the proposed ones) (target size: 20 pixel) 

proposed ones) for the target size of 20 pixel. Fig.7(b) shows the mean task comple-
tion time as a function of target location and estimation method of fixation point (the 
conventional and the proposed ones)for the target size of 20 pixel. In Fig.8(a), the 
mean number of errors is shown as a function of estimation method of fixation point 
(the conventional and the proposed ones) for the target size of 20 pixel. In Fig.8(b), 
the mean number of errors is plotted as a function of target location and estimation 
method of fixation point (the conventional and the proposed ones) for the target size 
of 20 pixel. Fig.9(a) shows the mean distance from center as a function of estimation 
method of fixation point (the conventional and the proposed ones) for the target size 
of 20 pixel. Fig.9(b) compares the standard deviation of distance from center between 
the two estimation methods of fixation point (the conventional and the proposed ones) 
for the target size of 20 pixel. 

5 Discussion 

5.1 Task Completion Time 

As shown in Fig.5(a) and Fig.7(a), it was confirmed that the task completion time of 
the proposed system tended to be shorter as compared with that of the traditional 
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Fig. 8. (a) Mean number of errors as a function of estimation method of fixation point (the 
conventional and the proposed ones) (target size: 20 pixel) and (b) Mean number of errors as a 
function of target location and estimation method of fixation point (the conventional and the 
proposed ones) (target size: 20 pixel) 

(a)                                 (b) 

 

Fig. 9. (a) Mean distance from center as a function of estimation method of fixation point (the 
conventional and the proposed ones) (target size: 20 pixel) and Standard deviation of distance 
from center as a function of estimation method of fixation point (the conventional and the  
proposed ones) (target size: 20 pixel) 
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system especially when the target size was smaller (20 pixel and 30 pixel) . When the 
cursor shakes to a larger extent, it is difficult to keep the cursor inside the smaller 
target (20 or 30 pixel), and consequently the task completion time is prolonged. When 
the target size is large enough relative to the shaking of the cursor, the shaking of the 
cursor does not affect the task completion time. Therefore, no significant difference of 
task completion time must be detected between the traditional and the proposed me-
thods when the target size was 60 pixel or 40 pixel as shown in Fig.5(a). The task 
completion time of the proposed system for the target size of 20 pixel was reduced by 
36% as compared with that of the traditional system (see Fig.7(a)). The proposed 
system is more effective when the target size is smaller and less than 30 pixel.  

5.2 Mean Number of Errors 

As shown in Fig.6(a) and Fig.8(a), the error trial tended to be less for the proposed 
method than for the traditional method in particular when the target size was less than 
30 pixel. In case of the target size of 30 pixel, the number of error for the proposed 
method was reduced by 54% as compared with that of the traditional system. When 
the target size was 20 pixel, the number of error for the proposed method was reduced 
by 44% as compared with that of the traditional system. It tended that the error point-
ing frequently occurs at the target location 7, 8, and 9 in Fig.2(b) when the traditional 
method was used. The following problems in the traditional method must be due to 
such a frequent error at the lower part of the display. When viewing the lower part of 
the display, the pupil image is to a larger extent covered by the eyelash or Purkinje 
image. Such a problem could be overcome by the proposed method, which led to the 
stable estimation of fixation points. The error data also supported the effectiveness of 
the proposed method.  

5.3 Cursor Movement Trajectory 

The participants must click the target using an eye-gaze input system at the instance 
when the participants felt that the click could be properly carried out. Therefore, the 
cursor movement trajectory before and after the click operation was examined to 
check whether the cursor movement was stable or not.  

From Fig.6(a) and (b) and Fig.9(a) and (b), it is clear that the cursor position of the 
proposed method was nearer to the center of the target and less dispersive than that of 
the traditional method. This means that the reduced shaking of the cursor by the  
proposed method led to the nearer click to the center of the target, and less dispersive 
click location.  

5.4 Implication for HCI Design 

When the target size was large (more than 40 pixel), no significant differences of the 
task completion time and the number of errors were detected between the convention-
al and the proposed methods. Therefore, both methods are applicable to larger target 
more than 40 pixel. When the target is less than 30 pixel, the proposed method should 
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be used, because the proposed method is superior to the conventional method from 
the perspectives of task completion time, the entry error, and the stability of clicked 
coordinates. 

The validity of the present study should be verified by increasing the number of 
participants. Future work should explore whether more stable fixation point can be 
obtained by adding the smoothing technology of coordinates to the proposed method. 
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Abstract. Mathematical model for controlling nonverbal expressions of a pair 
of embodied agents designed for presenting various information through their 
dialogue is discussed. Nonverbal expressions of a human during conversation 
with others depend on those of them as well as the situation of the conversation. 
The proposed model represents the relationship between nonverbal expressions 
of a pair of embodied agents in different situations of conversation by a  
constraint function, so that the nonverbal expression of each agent reproduces 
the characteristic of nonverbal expressions observed in human conversation 
with various situations in TV programs by minimizing the function.  

Keywords: Embodied agent, Human-agent interaction, Nonverbal expression. 

1 Introduction 

It is proposed in some recent work on human-agent interaction to employ a dialogue by 
a pair of embodied agents for presenting information to users, similar to news or talk 
shows in TV[1][2]. Information presentation based on a dialogue is expected to make 
the point of the information easier to understand than that based on a monologue.  

For realizing dialogues between embodied agents with nonverbal expressions, we 
need to consider how to maintain consistency between those nonverbal expressions, 
such as each agent should nod and smile when the other agent speaks with a smile. 
Aiming to maintain the consistency, we have proposed a mathematical model that 
represents the consistency by referring to social psychological studies about the rela-
tionship between nonverbal expressions of humans in a dialogue[3]. However, the 
degree of each nonverbal expression is not always the same but could differ with 
changing situations in the dialogue. 

In this article, we discuss which kinds of situations actually affect the degree of 
nonverbal expressions in what manner, by analyzing human dialogues in TV programs, 
in order to propose a further extension of the mathematical model, which approximates 
the dependency of nonverbal expressions on those kinds of situations. 
                                                           
* Corresponding author. 
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2 Dependency of Nonverbal Expressions on Changing 
Situations in a Dialogue 

2.1 Relationship between Nonverbal Expressions 

In the previous work on social psychology, it is known that positive correlations are 
observed between the amount of speech and the degree of nonverbal expressions, 
which include gaze, smile and nod, of humans during conversation; when the amount 
of speech or the degree of one of the nonverbal expressions increases or decreases,  
the degree of another nonverbal expression increases or decreases in a similar  
manner[4][5][6][7]. These positive correlations are summarized in Table 1, where 
each pair denoted by #1-12 is reported to show the positive correlation for their 
amounts in human conversation as described above. 

 

Table 1. Correlations of nonverbal expressions 

(a) Between different persons 

 

(b) Within the same person 

 

2.2 Factors for Classifying Situations of Human Conversation in TV 
Programs 

Since the above report of the previous work only describes the general tendency in the 
appearance of nonverbal expressions, the degree of each nonverbal expression in 
actual conversation could differ with various kinds of situations changing during the 
same dialogue while satisfying those correlations qualitatively. In order to learn about 
most influential situations especially in dialogues for information presentation, we 
made some interviews for 18 participants. 

The participants are asked to watch some news and talk shows in TV while paying 
their attentions to the moments when they recognize the situation of the conversation 
changes. For each moment that they recognize the change, they are asked about the 
factor that cause them to recognize the change.  

The result is shown in Figure 1. In this figure, the number of answers of the partici-
pants is counted by classifying the answers into three kinds: (A)role of the interlocutors 
(which interlocutor takes the control of the conversation), (B)structure of participation 
(which are the addressee of the speech by each interlocutor, the other interlocutor or 
the viewer), (C)atmosphere of the dialogue (humorous or serious). These three factors 

speech gaze smile nod

speech #4 #6 #8

gaze #1 #5

smile #2 #7

nod #3

PersonA

P

e

r
s
o

n

B

gaze nod smile hand gesture

speech #9 #10 #11 #12



342 K. Okuuchi et al. 

 

are based on the viewpoint
result shows that most o
change of situations are inc

Fig. 1. Factors f

2.3 Analyzing the Depe
Conversation 

In order to analyze the de
expressions on situations (A
nonverbal expression in dia
the degree of a nonverbal e
of the other person, the pos
tion describing the rate of th
pair of speech or nonverb
situation of conversation, th

From the result of our an
degrees of nonverbal expre
linear functions and others
approximated by linear func
of interlocutor B has the po
tion with the amount of spe
the structure of participation
locutor in humorous atmosp
relation with the amount of
where the addressee of each
The pair of the amount of sp

t taken in the study of conversation analysis[8][9]. T
of the factors that make the participants recognize 
cluded in one of these three factors. 

 

for recognizing different situations of TV programs 

endency of Nonverbal Expressions on the Situations

ependency of the positive correlations between nonver
A)-(C) described in 2.2, we observed actual degree of e
alogues of various TV programs. If the amount of speech
expression of one person has positive correlation with th
sitive correlation should be approximated by a linear fu
he amount or the degrees between the positively correla
bal expressions, and if the correlation depends on 

he rate should take different values for different situation
nalysis about how each pair of the amount of speech or 
essions, we found that some pairs can be approximated
s cannot. Figure 2 are examples of the pairs that can
ctions and those that cannot. For example, the degree of 
sitive correlation that can be approximated by a linear fu

eech of interlocutor A for the situation of conversation w
n where the addressee of each interlocutor is the other in
phere, whereas the degree of smile of interlocutor B has
f speech of interlocutor A for the structure of participat
h interlocutor is the other interlocutor in serious atmosph
peech or the degrees of nonverbal expressions with posi

This 
the 

s of 

rbal 
each 
h or 

hose 
unc-
ated 
the  

ns. 
the 

d by 
n be  
nod 

unc-
with 
nter-
s no 
tion 

here. 
tive 



 Modeling Situation-Depende

 

correlation for each situation
with a check denotes that the
 

(“humo

(“ser

Fig. 2. Example of a pair of s
tion for their amount or degree

Figure 2(a) also shows,
amount of speech or the d
their positive correlation re
the degree of nod of interl
amount of speech of interl
talk shows for the situation
the addressee of each interlo

ent Nonverbal Expressions for a Pair of Embodied Agent 

n of conversation is summarized in Table.2, where each 
e corresponding pair has positive correlation. 

 

(a) With positive correlation 
rous” & “addressing to the other interlocutor”) 

 

(b) Without positive correlation. 
rious” & “addressing to the other interlocutor”) 

peech or nonverbal expressions with or without positive corr
es 

, from the slopes of the lines, that the same pair of 
degrees of nonverbal expressions takes different ratios 
elationship for different kinds of programs. For examp
locutor B increases more rapidly with the increase of 
locutor A in shopping programs than in variety shows
n of conversation with the structure of participation wh
ocutor is the other interlocutor in humorous atmosphere

343 

cell 

rela-

the 
for 

mple, 
the 

s or 
here 
e. 



344 K. Okuuchi et al. 

 

Table 2. Correlation between nonverbal expressions in different situations 

 

3 Mathematical Model for Situation–Dependent Correlations 

In order to reproduce the situation-dependent positive correlation between nonverbal 
expressions in TV programs described in section 2 by a pair of embodied agent in a 
dialogue following a predetermined scenario for information presentation, we 
represent the positive correlation by a constraint function. 

First of all, we represent the basic relationship of positive correlation in the amount 
of speech or the degrees of nonverbal expressions for pairs #1-12 by constraint  
function E as follows:  ∑ ∑ =0 (1) 

where  and denote the amount of speech or the degrees of the nonverbal  
expressions for pair #i (i=1,...,12) to be produced by embodied agents X and Y, which 
are variables to denote one of the two embodied agents A and B (X, Y∈{A, B}).  

As already shown in Table 2, it depends on the situation of communication  
whether the positive correlation is actually observed or not for each pair #1-12. In 
order to represent the situation-dependency for the existence of positive correlation 
for each pair #1-12, we modify equation (1) by introducing an additional variable that 
represents the existence of positive correlation for each pair as follows: ∑ ∑ =0  (2)

where variable  denotes the binary flag that represents the existence of the positive 
correlation between the amount of speech or the degrees of nonverbal expressions 
denoted by pair #i. This value is predetermined based on Table.2. 

Moreover, as already discussed in section 2.2, the ratio between the values for the 
amount of speech or the degrees of nonverbal expressions depends on the kind of TV 
program. In order to represent this dependency, we modify equation (2) by introduc-
ing another additional variable that represents the ratio as follows: " ∑ ∑ =0 (3)

situation Ⅰ Ⅱ Ⅲ Ⅳ

(B)addressee intelocutors intelocutors viewers viewers

(C)atmosphere humorous serious humorous serious

#1 ✓ ✓

#2 ✓ ✓

#3 ✓ ✓ ✓ ✓

#4 ✓ ✓

#5 ✓ ✓ ✓ ✓

#6 ✓ ✓

#7 ✓ ✓ ✓ ✓

#8 ✓ ✓ ✓ ✓

#9 ✓ ✓

#10 ✓ ✓ ✓ ✓

#11 ✓ ✓

#12 ✓ ✓ ✓ ✓
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Abstract. We are building a digital desktop system designed to support the 
tasks that are usually performed around the traditional desktop. Tabletop 
platforms are not new environments, especially as a research topic, but most of 
the existent systems try to adapt the computer work style or only serve as 
platform for experimenting with new features. In contrast our targets are to 
support the traditional work flow around desktops, not forcing the users to 
modify theirs methods and to build the system as a complete tool for everyday 
tasks We want to provide a usable environment with computer-support features 
for raising productivity and enhancing the user experience. For doing this we 
realized a field study about the traditional desktop activities and with this 
knowledge we designed new tools and features that fit the user real needs and 
environment. 

Keywords: Natural interface, interaction design, workgroup support, 
collaborative environment. 

1 Introduction 

1.1 Research Outline 

We consider as a traditional desktop a large table in which many users can get together 
to perform a task and to collaborate. Desktops are placed everywhere, from schools to 
offices, and therefore are common places for informal collaboration, creation of 
documents, brainstorming, meetings and a large variety of activities that involve 
different users working together and creating or sharing information. These activities are 
susceptible to be enhanced by computer support with the system we propose. We define 
a digital desktop as a computer-based desktop or tabletop capable of detecting the 
interaction of users on it (usually their fingers or other tools) and project information on 
the surface. Our system prototype is basically a wide digital desktop. 

We are building a digital desktop system for collaboration and automation of 
activities performed on traditional desktops, especially those involving workgroup. As 
the base of our system, two desktops provide a very large workspace in which we 
project interactive digital information that can be created or manipulated by the users. 
We are focused in providing the users a work environment for performing everyday 
tasks, with support features in order to improve the productivity, the quality of the 
resulted contents and for a better user experience in global. 
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The current version of our desktop environment is the result of an evolving 
tabletop system that we are developing in our laboratory [1][2][12]. The project 
started as a tool for document creation but now has become more open system for any 
kind of tasks related to the desktop.  

 

Fig. 1. The prototype of the digital desktop 

1.2 Research Targets 

From our experience in previous digital desktop researches, we decided the following 
targets and minimum requirements for our platform: 

• Integrated with a traditional environment and non-intrusive. When working on the 
desktop we use different tools as notebooks, pens, laptop computers, etc.  
The system should allow the users to work with their traditional tools and with the 
desktop system at the same time. 

• With a natural interaction model and a minimal interface. We do not want to 
replicate the traditional computer WIMP model or any other, but to design a simple 
interaction model that does not interfere with the work on the desktop. In other 
words, we want to provide to the users an interaction model as near as possible to 
the real desktop. 

• The system should be a platform for collaboration. The system should allow 
groups of users to work in the desktop at the same time and the easy sharing of 
information between them. 

• Computer based support features. With the previous targets we only had a system 
with the same functions of a traditional desktop. But we want to add new 
computer-supported features and tools to enhance the work on the desktop in 
different fields. These features will include automation of some tasks. 
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• Useful in different situations. As the activities performed on a desktop are very 
different (from working alone to a group meetings), we want the system to support 
as many situations as possible. 

• External connectivity. The digital desktop will allow other devices to connect with 
the desktop and import/export/manipulate the information on the system. 

• Remote location users support. As a collaborative platform, the digital desktop 
should also let remote users to collaborate with the users at the desktop in real time 
or asynchronously. 

In consonance with these targets, to provide solid support to the users real needs and 
to respect their work process, we decided to perform a field study on traditional 
desktops environments described in chapter 2.  
 

 

Fig. 2. Prototype structure 

1.3 Background and Previous Researches 

One of the first researches on digital desktop is the DigitalDesk [4], which introduces 
a desktop with projected information or applications and with the possibility of 
physical document text recognition for interacting with these applications. Other 
researches explored the desktop as a meeting and workgroup place for support  
co-located or remote collaboration [6][7] or add new features as document 
management [10].  

Systems as SketchSpace [3] or ReacTable [8] explored ways of interacting with 
physical objects as part of a tabletop. Reactable used blocks that can be linked in a 
digital desktop environment to perform music. The research of Fiebrink, “Ensemble” 
[4], mixes physical devices in an interactive tabletop for sound edition, discovering 
that the users prefer to use physical devices rather than those based on a touch-
capable desktop. Other researches as [11], which use physical tools similar to pencils, 
cutters and magnifiers for painting, obtained good evaluation by the users. From these 
researches we discover that users will prefer a physical tools depending of task they 
are performing. 

Projectors and cameras 

Projector 

Depth camera 

Computers 

Vertical screen 

Desktop workspace 
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Hartman [5] also studied how to introduce traditional input devices (keyboard and 
mouse) inside an interactive workgroup desktop environment. The researchers of 
SLAP widgets [14] proposed a set of physical objects for interact with a digital 
tabletop. Some of this objects are similar to traditional computers elements (buttons 
and keyboards) while other are more specially designed for the tabletop, as a knob 
that can be moved and rotated for selecting options or values in a menu. 

The system described in [9] also uses a tabletop environment combined with 
personal devices forming a common workspace for remote collaboration oriented to a 
creative task. 

2 Field Research 

2.1 Studying the Work Process 

We observed the use of traditional desktops inside the university environment 
(meeting room and group workspaces) for a period of 6 months. In order to support as 
many activities as possible, we covered different work situations and environments.  

We specially focused on which actions and how are performed for making a task 
analysis in order to divide each task in simple atomic steps that we can enhance or 
automate. We also pay attention to the elements that are manipulated in the 
workspace and are susceptible to be integrated in the system.  

Our target was also to differentiate the case when an interaction is with physical 
objects (traditional paper, notebooks, post-it, etc.), with digital information (using a 
laptop computer, tablet, etc. through a keyboard, mouse or other interface), or when 
both digital and physical are used together. 

Together with the environment observation, we also utilized a questionnaire 
responded by 17 graduate and post-graduate students and individual interviews. 

2.2 Results of the Study 

When studying the users around the desktop, we discover very different work styles 
and processes. We discovered that 90% of the users feel useful their current digital 
and physical tools but only a lower percentage, 33%, is also satisfied with its current 
remote collaboration tools (videoconference, chat, e-mail, etc.). The tools they used 
are very different, including from simple blank paper to advanced laptop computers. 

We also discovered, for example, that for sharing digital information between 
students that are working together, they print the document, creating a copy for every 
participant (even when a digital version is already available to all of them) or at least 
one hard copy in order to easily work on the same document while collaborating. We 
also discover other facts as they usually take a picture of the workspace when a task 
spans more than a session, in order to work individually or to recover the workspace 
to continue later. 

With these results we confirmed or refined our targets for integrating the existent 
desktop elements in the digital environment and to support collaborative work and the 
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sharing of information. We specially designed tools and features to support the most 
common actions we observed, as shown on Table 1.  

Table 1. Users most common actions and how are reflected in our system  

Action Original action System approach 
Creating a hand drawn picture or write a 
shor text 

physical Pen tools or connected device 

Sharing a element of physical 
information 

physical Scan tool with Clone tool 

Precise manipulation digital 
Pointing device of a connected 
device 

Sharing a element of digital information digital Clone tool 

Working on the same physical element 
by a group 

physical 
Clone Tool or personal device 
access 

Working on the same digital element by 
a group 

digital 
Clone Tool or personal device 
access 

Writing / editing long texts digital 
Personal device with keyboard 
input 

Workspace save/restoration 
digital and 
physical 

Automated 

Document layou creation 
digital and 
physical 

Automated 

Searching or reviewing old information 
digital and 
physical 

Recovery tool or review tool 

Searching for reusing previous work 
digital and 
physical 

Review tool and recovery Tool  
or Clone tool 

3 The System 

3.1 System Description 

At a glance the environment looks like a simple traditional desktop with a vertical 
whiteboard. Actually the system can be used completely as an "analog" desktop, using 
the digital extensions only when needed.  

The system workspace consists of two large desktops with three depth cameras, 
two traditional cameras and two computers for managing the information (Fig. 2). 
The depth cameras manage the user interaction while the traditional cameras are used 
for image acquisition. The digital information is projected on the desktops and on the 
whiteboard using three projectors located on top of the system. 

The touch recognition algorithm we use let the users to utilize the environment as a 
traditional desktop placing their laptop, notebooks or any other personal item on it 
without interfering with the system digital features.  

3.2 Information on the System 

The elements of the digital desktop can be of three different basic types: image, text 
or groups of elements. The users can manipulate freely these elements by direct touch 
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interaction. New elements can be added by grouping elements, uploading a file, 
downloading it from the Internet or from a connected device as described in 3.4. 

This high simplicity of elements can be an inconvenient for complex tasks or those 
which need specific information types, but reduce the overhead of information a user 
needs to learn for utilize the system. By this principle we also do not use gestures to 
interact with these elements, as any other than moving has a low user evaluation [13]. 

In order to support specific situations, the system allows extending these basic 
types. As extensions we already developed a movie and a web browser types. These 
extensions are only activated when needed in an activity. 

Also with the elements groups the system only control that certain elements are 
grouped, but it is possible to extend the system default with interpreters, giving 
meaning to groups and changing the way they are displayed. For example, a common 
group type is the “page” type, and by grouping pages we can create a “book” type that 
displays only two pages navigated with a flip animation. 

 

Fig. 3. Using a physical tool, a cutter, with digital information  

3.3 Tools Based on Physical Counterparts 

Touch interaction is a natural form to manipulate digital information, especially for 
moving and grouping elements, but is not adequate to other tasks performed in the 
environment. Depending on the situation, a more precise or specific input method is 
better than direct touch, as in the case of complex drawings, precise operations or 
manipulating a huge number of digital elements.  

For some of these situations we propose the use of physical tools that are 
specifically well designed to perform certain tasks with physical elements to perform 
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the same or similar role with digital elements. When using these tools, our system 
recognizes the arms and hands that are holding them, in order to not interfere with the 
tool operation. 

We first provided a set of colored pens to draw free hand on the system. The use is 
straightforward: take a color pen and draw directly on the desktop exactly as  
when using a pen on paper. It is possible to use the colored pen tools with other 
traditional tools as, for example, a ruler to draw straight lines. The same approach  
is used for the rest of tools of this category. For example we provide a cutter which 
can be use to divide digital images (Fig. 3) or documents, an eraser to delete 
information from the desktop, or a clone tool (in the form of a stamp) that can 
duplicate elements. 

3.4 External Devices and Online Connectivity 

Our tabletop system is not the only digital device that is used on the desktop. The 
users usually bring with them their personal devices as smartphones, tablets and 
laptop computers as valuable tools (almost 100% of the users bring any kind of digital 
device to the desktop and more than 50% is satisfied with them).  

In order to connect the system with external devices the users only need a web 
browser and to access a special web site created by the system, which give interactive 
access to a display of the desktop. The connection, in real time, not only allows the 
sharing of information between devices, but also is very useful to overcome some 
limitations of the environment. We can, for example, take advantage of the high 
resolution of a tablet to read more conveniently documents or use the keyboard  
of a laptop computer to input text without the need of dedicated devices. Different 
users can access and read the same document in their own devices, even if the digital 
copy on the desktop is not physically near of them, or if they are outside the 
environment. 

3.5 Automation and Other Features 

The system provides different ways of automate repetitive tasks. These features 
include the automated sharing of the desktop and the continuous storing and restoring 
of its contents. These stored contents can also be displayed as a timeline to better 
visualization of the work process or to extract old information. 

Other automation functionality includes the automated layout generation. Using a 
set of templates based on grid design and group of elements, the system can generate 
variation of the layout applied to the elements automatically. 

For sharing physical information the system provides a tool for scanning the 
contents of the desktop. The system performs the scan instantly using one of the high-
resolution cameras located on top of the environment, producing a digital copy 
automatically. If desired, the system can also process the image with an OCR 
algorithm to generate a digital text copy. This easy to use tool is a key point to break 
the barrier between physical and digital information without interrupting the 
workflow. 
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4 Evaluation 

For evaluating the system we are performing two different types of experiments. First 
we are evaluating each of the features independently after finishing the 
implementation to test its usability. Each tool was evaluated by groups of three users 
receiving mixed reactions. For example, the color pen tool received a neutral 
acceptance, while the eraser and the cutter are considered “fun to use”. 

The second type of evaluation takes small groups of 3 users (Fig. 4) for testing a 
wider set of features in simple tasks. Especially we are focusing in how they work on 
the environment and how they collaborate when co-located and when one user is in a 
distant location. We also ask the users to perform a similar task without using the 
desktop in order to compare the results and users preferences. The experiments till 
now show that these tasks took more time with the digital desktop than when working 
with a traditional desktop, but all the users feel that our system was useful and would 
use it in the future. In this stage, the difference of time can also be caused by the lack 
familiarization with the system features. 

 

Fig. 4. Three users working in the desktop during an experiment. 

5 Conclusion and Future Directions 

We are building an open and multipurpose large desktop system to support different 
situations involving collaboration. While testing it we become aware of some issues 
that affected very negatively the integration of the system with the users existent work 
style. Though the hands and objects detection has been highly improved in the current 
version of the system, there are still recognition failures, especially when there is an 
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obstruction in the cameras field of view. Due to the system layout, this is very 
common when a user is standing in certain position or by inclined laptops screens, 
creating a shadow for the tracking system. 

In the evaluation part we still need to evaluate the performance of a long time “real 
world” tasks as meetings. This is very important part of the evaluation of our system, 
but very difficult to execute as with too many users interacting at the same time the 
object detection system tends to become unstable and also so many users are difficult 
to control or guide while using the system. Also these situations results are very 
difficult to quantify, excluding the users reactions, so we are focusing on smaller, 
more controllable experiments. 

The preliminary evaluation data we have show us that, even if the users need more 
time to perform a task, they feel the system is enjoyable and useful. We hope this 
advances will collaborate in bringing the tabletops environments outside the 
laboratories, evolving to a point in which can support everyday tasks in different 
fields. We want make possible to reduce the time the users need to learn to use and 
effectively use the tools so they can dedicate more time to creative tasks.  
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Abstract. We present a study to comparatively evaluate the performance of 
computer-based 2D and 3D pointing tasks. In our experiments, based on the 
ISO 9241-9 standard methodology, a Microsoft Kinect device and a mouse 
were used by seven participants. For the 3D experiments we introduced a novel 
experiment layout, supplementing the ISO. We examine the pointing devices’ 
conformance to Fitts’ law and we measure a number of extra parameters that 
describe more accurately the cursor movement trajectories. Throughput, meas-
ured in bits per second is the most important performance measure. For the 2D 
tasks using Microsoft Kinect, Throughput is almost 39% lower than using the 
mouse, Target Re-Entry is 10 times up and Missed Clicks count is almost 50% 
higher. However, for the 3D tasks the mouse has a 9% lower Throughput than 
the Kinect, while Target Re-Entry and Missed Clicks are almost identical. Our 
results are also compared to older studies, and we finally show that the Kinect, 
operated by the user’s hand and voice, is a suitable and effective input method 
for pointing and clicking, especially in 3D tasks. 

Keywords: Fitts’ law, 3D pointing, ISO 9241-9, Microsoft Kinect, Gesture  
User Interface. 

1 Introduction 

Nowadays, low-cost handheld devices introduced along with widespread game con-
soles can also be used as input devices in general purpose Personal Computers (PCs). 
Kinect [1] is a motion sensing input device by Microsoft for the Xbox 360 video 
game console and Windows PCs. Based around a webcam-style add-on peripheral, it 
enables users to control and interact with the Xbox 360 or the PC without the need to 
touch a game controller, through a natural user interface using gestures and spoken 
commands. The Kinect sensor is a horizontal bar connected to a small base with a 
motorized pivot and is designed to be positioned lengthwise above or below the video 
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display. The device features an RGB camera, depth sensor and multi-array micro-
phone, running proprietary software, which provide full-body 3D motion capture, 
facial recognition and voice recognition capabilities. The Microsoft Kinect sensor, in 
opposition to most other accelerometer-based devices of this domain, uses the depth 
camera to recognize dynamic gestures, and this is the reason that the user does not 
need to use any kind of remote control, apart from his hands. 

Although accelerometer-based recognition of dynamic gestures has been investi-
gated in numerous studies (for examples see [2-3]), there is not an extensive research 
field of vision-based devices [4]. A promising software implementation that tracks the 
3D position, orientation, and full articulation of a human hand from marker-less  
visual observations was developed by Oikonomidis, Kyriazis, and Argyros [5-6]. 

The abbreviations 2D and 3D in our case, where the Graphical User Interface 
(GUI) is displayed on a two-dimensional monitor in both cases, would more accurate-
ly be described by the terms two-directional and three-directional, rather than  
two-dimensional and three-dimensional. 

The point-and-click metaphor usually referred to as pointing or tapping, constitutes 
a fundamental task for most 2D and 3D GUIs in order users to perform an object  
selection operation. Typing, resizing, dragging, scrolling, as well as other GUI  
operations require pointing. In order to develop better pointing techniques we need to 
understand the human pointing behavior and motor control. Fitts’ Law [7] can be used 
to: 

─ Model the way users perform target selection 
─ Measure the user’s performance, 
─ Compare the user’s performance amongst various input devices or the change of 

performance over time. 

Fitts’ law has been applied to 3D pointing tasks [8] as well as to the design of gesture-
based pointing interactions [9]. The most common evaluation measures related to 
Fitts’ law are speed and accuracy, which are both incorporated in throughput.  

2 Methodology 

Fitts [7] proposed a model for the tradeoff between accuracy and speed in human 
motor movements. He proposed to quantify a movement task's difficulty using infor-
mation theory by the metric of "bits". According to Fitts, the Movement Time (MT) 
needed to hit a target must be linearly related to the Index of Difficulty (ID) of the 
task: 

 , (1)

where a and b are constants determined through linear regression, log 1  , (2)

and D and W are the target’s Distance and Width respectively. 
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Fitts proposed to quantify the human rate of information processing in aimed movements 
using “bits per second” as units. Fitts named the measure “index of performance”; today 
it is more commonly known as Throughput (TP, in bits/s). Although different methods of 
calculating Throughput exist in the literature, the preferred method is that proposed by 
Fitts in 1954 [7]. The calculation involves a direct division of means: dividing ID (bits) 
by the mean MT (seconds), computed over a block of trials: 

 (4)

The subscript e in IDe reflects a small but important adjustment, which Fitts endorsed 
in a follow-up paper [10]. The “adjustment for accuracy” involves first computing the 
effective target Width (We) as 4,133  (5)

where SDx is the observed standard deviation in a participant's selection coordinates 
over repeated trials with a particular D-W condition. Computed in this manner,  
We includes the spatial variability, or accuracy, in responses. In essence, it captures 
what a participant actually did, rather than what he or she was asked to do. This  
adjustment necessitates a similar adjustment to ID, yielding an effective Index of 
Difficulty: log 1  (6)

Calculated using the adjustment for accuracy, TP is a human performance measure 
that embeds both the speed and accuracy of responses. TP is most useful as a  
dependent variable in factorial experiments using pointing devices or pointing  
techniques as independent variables. 

In order to evaluate the Kinect’s conformance to Fitts’ law as an input device, we 
used experimental software that we had previously designed and implemented [11], 
based on the ISO 9241-9 standard [12-13] that covers unidirectional and multidirec-
tional user interaction. The ISO 9241-9 standard, describes a standardized procedure 
to evaluate the performance, comfort, and effort in using computer pointing devices; 
the use of the international standard grants the ability to better understand the experi-
mental results, and to undertake comparisons between studies. 

The GUIs of our 2D and 3D experiments are shown in Figure 1 left and right  
respectively. Users were asked to perform pointing tasks for 5 combinations of target 
distances and widths, hence 5 different IDs in increasing difficulty. For each ID they 
hit 15 targets in the 2D and 8 targets in the 3D experiment. Table 1 lists the IDs that 
were used for each of the 5 sessions. IDs were at a lower range in the 3D experiment 
because higher IDs resulted in non-displayable layouts either because the target  
distances were larger than the screen dimensions or because targets would be too 
small to see. 
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Table 1. Indexes of Difficulty (IDs) used for the 2D and the 3D experiments 

Session 2D IDs 3D IDs 
1st 2.69 1.91 
2nd 3.19 2.35 
3rd 3.69 2.81 
4th 4.19 3.28 
5th 4.69 3.76 

 
In the 2D case, the 15 circular targets are arranged in a circular layout (Figure 1, 

left). Initially the cursor is locked and unmovable on the center of the first target; the 
subject has to click in order to free the cursor and begin the experiment. Then the 
participant must move the cursor directly to the highlighted opposite target and click 
on it and so on clockwise. Each test block is complete when all 15 targets have been 
selected for 5 sessions giving a total of 75 trials per user. Circular targets and a cross-
shaped cursor were used. The path the subject follows begins and ends at the top tar-
get. The lines in Figure 1 (left) indicate the ideal task path to alternating targets 
around the circle. Numbers indicate the succession of the targets to be hit. Software 
that captures the subjects’ MTs and trajectory data, also graphically indicates which 
target the subject should proceed to (the lighter color target in the Figure). Figure 1 
(left) illustrates the 4th ID experiment (ID=4.19) 

  

Fig. 1. 2D (left) and 3D (right) pointing task screenshots 

For the 3D experiment we have introduced a new layout, as the ISO 9241-9 did not 
contemplate for 3D interaction on the computer screen. We used 8 spherical targets 
placed at the vertices of a cube (Figure 1, right). Each task begins again with a click 
on the center of the first upper right target. Then the participant must move the cursor 
directly to the diagonally opposite target and click on it. After a successful trial the 
cursor teleports to another target that will become the beginning of the next route. The 
active target to be hit is highlighted every time. Each test block ends when all 8 equi-
distance diagonal routes are successfully done (8 trials) and 5 sessions are run for 
different target radius and distance combinations (in total 5 different IDs) giving a 
total of 40 trials per user. The cursor was also a sphere (the red one). This way the 
user could perceive where the cursor is by its size in relation to the inner and outer 
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targets. The smaller the cursor the deeper it is inside the screen. When it is the same 
size as a target it means it is in the same z-axis level with it. Figure 1 (right) illustrates 
the experiment with ID=3.28. 

We have to note that we disabled all windows cursor acceleration and accuracy  
enhancement options for the mouse, we used a 40×30 cm mouse pad, and the left 
mouse button for clicking (all users were right-handed). With the Kinect, for the 2D 
tests we acquired cursor movement coordinates by the depth camera data, after identi-
fying the user’s hand and taking as x and y the mean value of his hand’s detected 
points. Movement in the z axis was not taken into account in 2D tests. 

For the 3D experiments the difference was in that we used the mouse’s scrolling 
wheel in order to move on the z axis, scrolling up to “go inwards” the screen and 
scrolling down in order to “come outwards”. Regarding the Kinect, for 3D tests we 
used the z-axis data that were acquired through the Kinect’s depth camera. We should 
also point out that in both experiments clicking was achieved using Kinect’s micro-
phones. The user had to produce a very short vowel phoneme in order for the click 
operation to be committed. He or she just had to say “Ah” for example in order to 
click. 

Our analysis is based on the theory proposed by Fitts [7, 10] and MacKenzie et al. 
[14]. Specifically, we measured the following parameters (detailed definitions and 
formulas can be found in [11], [14], and [15]: 

• Throughput (TP) in bits per second. 
• Missed Clicks (MCL) scalar, 
• Target Re-Entries (TRE) scalar, 
• Task Axis Crossings (TAC) scalar, 
• Movement Direction Changes (MDC) scalar, 
• Orthogonal Direction Changes (ODC) scalar, 
• Movement Variability (MV) in pixels, 
• Movement Error (ME) in pixels, 
• Movement Offset (MO) in pixels, and 

Moreover, we have introduced a novel parameter Distance Travelled (DT), defined 
as the distance travelled in pixels from the starting point to the successful click point 
inside the active target in each trial. It gives a sense of how close to the ideal path was 
the actual one. In a perfect trial where the cursor starts from the center of the starting 
target and the user clicks on the center of the active target, the Distance Travelled 
would be equal to the target’s Distance (D). Keates and al. [15]v also introduced a 
series of relative to the DT measures. 

We developed the experimental application [16] as a Virtual Instrument using the 
LabVIEW (Laboratory Virtual Instrumentation Engineering Workbench) graphical 
programming environment by National Instruments [17]. We have tested Microsoft 
Kinect sensor as a gesture input device, and we developed appropriate software  
in LabVIEW for getting data in real time from its microphone array and the  
depth-camera. 

The Microsoft Kinect was connected to a high-end PC using USB 2.0 communica-
tion. The computer was an Intel Core i7, 3.50 GHZ desktop with 8 GB of RAM  
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running MS-Windows 7 Professional and LabVIEW 2011. We used a 19’’ TFT moni-
tor with 1280×1024 resolution, and a 1600 dpi wireless mouse. 

Seven (7) participants, volunteered for the study. Their age range was from 22 to 
55 years. No one had any kind of disability and they had no experience with the Mi-
crosoft Kinect sensor. 

Participants were instructed to try to hit the active target in each trial as fast and as 
closer to the center they could. In both tests users were instructed not to stop on erro-
neous clicks and an auditory feedback was given in that case. Visual feedback was 
also given when the cursor was in the target, and both auditory and visual feedback 
was given on successful clicks. In order for the users to achieve the best possible  
results they were instructed to wear a headset in order to reduce background noise and 
listen better to the audio feedback. Moreover, the experiments were taking place in a 
dark environment (no other source of light except for the TFT screen brightness), to 
avoid distraction caused by other objects in the environment and also for the screen to 
be more visible. For the mouse experiment users were sitting on a chair having a desk 
with the mouse and mouse pad in front of them. For the Kinect experiment they were 
standing up with their right hand outstretched in front at their chest level. In both 
experiments participants were situated 2m away from the screen. Each task was  
explained and demonstrated to participants and a warm up session at the medium ID 
was given for each device and each mode (2D, 3D). 

3 Results 

Measurements of the Movement Time (MT) as a function of the Index of Difficulty 
(ID) for all the participants in 2D and 3D experiments using the mouse and Microsoft 
Kinect sensor are presented in Figure 2. 
 

  

Fig. 2. Plots of the mean values of Movement Time for all trials (MT in milliseconds) as a func-
tion of the Index of Difficulty (ID in bits) for all participants in 2D (left) and 3D (right) experi-
ments using a Microsoft Kinect sensor (dashed lines) and the mouse (solid lines). Note: Value 
ranges in both axes differ between plots (axes are fitted to value ranged for better depiction). 

The quantity R, called the linear correlation coefficient, measures the strength and 
the direction of the linear relationship between the two variables ID and MT. The 
value of the correlation coefficient is such that -1<R<+1. Positive values indicate a 
relationship between the variables such that as values for ID increase, values for MT 
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also increase. Negative values indicate a relationship such that as values for ID in-
crease, values for MT decrease. I our case R values were always positive. If there is no 
linear correlation or a weak linear correlation, R is close to 0. A value near zero 
means that there is a random, nonlinear relationship between the two variables. A 
perfect correlation of ± 1 occurs only when the data points all lie exactly on a straight 
line. A correlation greater than 0.8 is generally described as strong, whereas a correla-
tion less than 0.5 is generally described as weak. In 2D experiments R was 0.65 for 
the mouse, and 0.71 for the Kinect. In 3D experiments R was 0.36 for the mouse and 
0.67 for the Kinect. 

The coefficient of determination, R2, is useful because it gives the proportion of the 
variance (fluctuation) of one variable that is predictable from the other variable. It is a 
measure that allows us to determine how certain one can be in making predictions 
from a certain model/graph, in our case Fitts’ Law. The coefficient of determination is 
such that 0<R2<1, and denotes the strength of the linear association between ID and 
MT. It represents the percent of the data that is the closest to the line of best fit. For 
example, the 2D Kinect line has R2=0.51, which means that 51% of the total variation 
in MT can be explained by the linear relationship between ID and MT (as described by 
the regression equation). The other 49% of the total variation in MT remains unex-
plained. R2 is a measure of how well the regression line represents the data, or how 
well our experiments’ tasks comply with Fitts’ Law. If the regression line passes ex-
actly through every point on the scatter plot, Fitts’ Law would be able to explain all of 
the variation. The further the line is away from the points, the less Fitts’ Law is able 
to explain. 

Table 2. Calculated parameters (means) of the cursor trajectory generated by the two input 
devices in 2D and 3D experiments. 

TP MCL TRE TAC MDC ODC MV ME MO DT 

2D 
Mouse 3,45 0,30 0,07 2,62 31,50 1,24 11,39 12,95 3,73 569 

Kinect 2,10 0,28 0,69 4,85 18,82 5,28 16,97 15,80 3,41 905 

3D 
Mouse 0,96 0,53 0,18 - 41,10 12,37 78,30 109,10 - 1285 

Kinect 1,06 0,28 0,66 - 28,08 25,07 80,83 106,53 - 1563 

 
Table 2 presents the results of the statistical analysis of all data from all users 2. 

We note that in 3D experiment Task Axis Crossing has no meaning because even if 
there is an axis connecting the two sphere targets, there is a too low possibility to 
actually cross it, and also that Movement Error is identical to Movement Offset. 

Figure 3 illustrates typical sessions observed for the mouse (left) and the Kinect 
(right). It is obvious that for 2D tasks the mouse shows smoother and more accurate 
behavior. Kinect introduces tremor that typically appears in most people’s hands; 
even when trembling is unnoticeable by eye, the plots of the pointing tasks reveal it. 
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For the specific sessions illustrated in Figure 3 we also give the mean values of the 
most important measures for comparison: 

─ Mouse: MT = 1829 ms, TP = 3.27 bits/s, DT = 783.75 pixels 
─ Kinect: MT = 2148 ms, TP = 2.60 bits/s, DT = 865.61 pixels 

 

  

Fig. 3. Plots of the most difficult 2d session with ID=4.69: mouse (left), and Kinect (right) 

We will briefly compare the results between this experiment and our previous one, 
which comprised the mouse and the Wiimote [16]. For the mouse, the basic difference 
is that in our previous experiments the mouse was enhanced by enabling the relevant 
windows settings; in Windows 7 the setting is “Enhance pointer precision”, and it 
accelerates the cursor when the user moves it fast (meaning he is “travelling” towards 
a target that is still far away), while it decelerates the cursor when the user is moving 
it slower (meaning he has reached close to the target and tries to click on the right 
spot). This way, in our previous experiments, users had some virtual aid when they 
were trying to hit the targets with the mouse. However, in order for the comparison 
between devices to be fair, we decided in the current experiment to use the mouse 
without any enhancements. We also adjusted the mouse speed in order to be compa-
rable with the other device’s speed. Making ergonomic measurements we set up the 
experiment so that the whole range of the mouse’s movement (depending on the us-
ers’’ arm and hand movement capabilities on the table) corresponds to the whole 
range of the Kinect movement (depending on the users’ arm and hand movement in 
the air) and both ranges have the same effect on the cursor’s movement on the screen. 

In the previous experiment the mouse had a Throughput of 5.05 for the 2D and 
1.71 for the 3D experiment, which were much better measurements than the 3.45 and 
0.96 we respectively got now. The previous accuracy enhancement settings that were 
disabled now fully justify this difference. 

Nevertheless, what is of higher interest and importance is the comparison of the 
Wiimote and Kinect performances: In our past experiments Wiimote gave a Through-
put of 2.97, and 0.75 in 2D, and 3D tasks respectively. In the current experiment  
Kinect gave 2.10, and 1.06. This means that the Wiimote is better in 2D tasks and 
Kinect is better in 3D pointing. 
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4 Conclusion 

Based on the ISO 9241-9 standard, we have presented an experimental study for the 
comparatively evaluation of computer-based 2D and 3D performance pointing tasks. 
A Microsoft Kinect device and a mouse were used by seven participants. For the 3D 
experiments we introduced a novel experiment layout, supplementing the ISO as well 
as the novel evaluation parameter Distance Travelled (DT). 

We conclude that for the 2D tasks using the Microsoft Kinect sensor, Throughput, 
is 39% lower than using the mouse, Missed Click count almost the same. However, 
for the 3D tasks using the Microsoft Kinect sensor, Throughput is 9.7% higher than 
using the mouse, while Missed Clicks are considerably lower.  

Furthermore, Figure 2 shows that the fitting line coefficient of determination (R2), 
which reflects the reliability of the linear relationship between MT and ID values and, 
therefore, the compliance to Fitts’ law, is slightly higher for the Kinect device than 
the mouse for the 2D experiment. When it comes to the 3D experiment, we can defi-
nitely observe that the compliance with Fitts’ law is now much higher for the Kinect 
than the mouse.  

Finally, we round off that the Microsoft Kinect device was proven to be a slower 
and harder to use input device for the 2D pointing task compared to the mouse. How-
ever 3D tests show that the condition is reversed as far as speed and accuracy of the 
Kinect are concerned. Kinect works better than the mouse in 3D. However, we can 
argue that both the mouse and the Kinect had too low TP as 3D pointing devices, 
which is partly justified by the fact that all users had no previous experience of any 
kind of 3D interaction. 

Future work will include the involvement of more users in the experiments, also 
disabled users, research on how performance changes over time (i.e., familiarization 
with the Kinect and performance improvement), and introduction of new trajectory 
measures for 3D tasks in spherical coordinates. 
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Abstract. Although there were many studies related to developing new gesture-
based devices and gesture interfaces, it was little known which applications, 
situations and functions are applicable to gesture interface. This study 
developed a hierarchy of conditions of applications (devices), situations and 
functions which are applicable to gesture interface. This study searched about 
120 papers relevant to designing and applying gesture interfaces and vocabulary 
to find the gesture applicable conditions of applications, situations and 
functions. The conditions which were extracted from 16 closely-related papers 
were rearranged, and a hierarchy of them was developed to evaluate the 
applicability of applications, situations and functions to gesture interface. This 
study summarized 10, 10 and 6 conditions of applications, situations and 
functions, respectively. In addition, the gesture applicable condition hierarchy 
of applications, situation and functions were developed based on the semantic 
similarity, ordering and serial or parallel relationship among them. This study 
collected gesture applicable conditions of application, situation and functions, 
and a hierarchy of them was developed to evaluate the applicability of the 
gesture interface. 

Keywords: Gesture interface, Applicability, Gesture application, Situation, 
Functions. 

1 Introduction 

As different devices for advanced technologies such as smart-home systems, robots, 
and large screen displays appear in the market, the demands for more applicable 
interfaces have increased for such devices. Moreover, recent technologies have 
allowed the consumers to have more intuitive interactions with the devices, and the 
gesture interface is one of those recent technologies that have been introduced [21]. 

There has been an active movement in the recent literature on how to incorporate 
the gestures with various interface technologies. The earlier research studies have 
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focused on developing new devices and applications that incorporate such gesture 
interfaces [2] while recent studies are more focusing on the architecture of gesture 
vocabulary and the evaluation of gesture applicability conditions [9]. 

However, the current literature still lacks the research on understanding which 
applications, situations and functions (or commands) to incorporate such gesture 
interfaces. The current research in the field of ergonomics has conducted studies on 
developing more intuitive gestures and evaluating the applicability of such gestures. 
However, in order to increase the utility of the gesture interfaces, more studies on 
determining which applications, situations and functions to apply the gesture 
interfaces need to be first investigated before developing and evaluating the gestures 
themselves. 

This study has gathered and systemized the conditions of the device, situation and 
function to appropriately apply the gesture. From studying the existing studies related 
the gesture interface, we have collected the information on the conditions of the 
device, situation and function for the gesture applicability and have developed a 
system for them. The conditions derived from our study may be utilized as categories 
to evaluate the applicability of the gesture for a device, situation and function prior to 
designing the gestures. However, detailed outline and guidelines are necessary in 
order to utilize the conditions in practice. 

2 Method 

In order to develop a guideline for evaluating the gesture applicability, this study has 
collected the information from the existing studies on the design, evaluation and 
application of the gesture interface and has derived the categories for the conditions of 
the device, situation and function to apply the gesture interface. About 120 studies 
have been considered, but only about 16 of them were closely related to the concern 
of our study. Wachs et al. [21], which concerns the necessary conditions of the 
generalization of the interface, has also mentioned the lack of such studies in the 
literature 

This study has utilized the categories derived from the existing studies to organize 
and systemize the conditions of the device, situation and function to apply the gesture 
interface. The collected conditions were categorized according to the similar 
meanings and the level of the applicability.  

3 Application Conditions 

3.1 Hierarchy of Application (Device) Conditions 

The conditions of a device for applying the gesture interface are categorized into 10 
different criteria: price and cost, communication, behavioral pattern, entertainment, 
security, spatial manipulation, remote control, urgency, sterility, and support for 
elderly and disabled.  
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Figure 1 shows the hierarchy of device conditions. Except the price and cost, the 
rest of the conditions are categorized into three characteristics of a gesture: 
naturalness, expressiveness, and contact-free. Naturalness concerns communication 
and behavioral pattern, while expressiveness concerns entertainment, security, and 
spatial manipulation. Contact-free concerns remote control, urgency, sterility, and 
support for elderly and disabled. The further discussion of the device conditions are 
found in Ch. 3.2 through Ch. 3.5, while Ch. 3.6 explains the usage of the device 
conditions for evaluating the applicability of the gesture interface. 

 

 

Fig. 1. Hierarchy of application (device) conditions applicable to gesture interface 

3.2 Price and Cost 

The production cost and the price of the devices should fall within the reasonable 
range in regard to the gestures that are applied. In other words, the production cost 
with the gestures applied should not be higher than those without, and the efficiency 
of the final devices should be worth more than the cost of the production [9]. 

3.3 Naturalness (Natural Interaction)  

The devices require natural communication with the gestures; gestures refer to the 
physical movement acted during communication with oneself or others [5]. Gestures 
are naturally accompanied by verbal communication during interactions among men 
[1]. Therefore, the devices, to which the gestures are applied, should also find such 
gestures useful for the communication with the users. For example, robots are often 
aided by the gestures of the human users to successfully accomplish the tasks. 
Vacuum cleaning robots such as Roomba and robot pets such as AIBO are further 
developed with control interfaces for allowing natural gestures of the human users. 

Moreover, certain applications detect and recognize different conditions of the 
users such as drowsiness and excitement through their natural depiction of gestures. 
The emotions and physiological conditions are often depicted through the users’ head 
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movements and face expressions [11]. For example, drowsiness is often recognized 
by the user’s head movement while surprise or anger could be recognized by the face 
expression. Such gestures are considered passive and can be utilized to recognize 
false witness, nervousness, drowsiness, distress, and related conditions and emotions.  

3.4 Expressiveness 

The devices that are in need of the gesture interface should allow diverse expressions 
of gestures and have a certain purpose of entertainment. As Mitra and Acharya [11] 
have defined the gesture as a meaningful and expressive body movement, the gesture 
itself has a purpose of expression. Gestures that are focused on expressions convey 
different human emotions [11], while offering different pleasures of expression (e.g., 
dance and performing arts), and are also used for showing individuality of the 
performers [8]. Therefore, the devices should be also in desire of expressive gestures. 

The most common cases of such devices are video game consoles. Gaming devices 
like Nintendo Wii and Xbox Kinetic have gained the popularity for their diverse range 
of expressive gestures. Moreover, the individuality conveyed through the gestures is 
also utilized in security systems such as door locks and alarm systems [8]. 

In addition, another meaningful information of the gestures is spatial information, 
and the devices should also be benefited from such information. Gestures provide 
spatial information such as location and direction and can be most utilized for 
controlling an object in space. Particularly, the gestures may be most effective than 
other interfaces in three-dimensional space [16], and large and high screen context 
which deals direct manipulation are most benefited from the gesture interface [3]. 

Devices that may be benefited by the gesture interface are visual architecture 
applications, 3D virtual reality systems, Smart Design Studio [8], and other related 
large-screen systems. 

3.5 Contact-free 

Since the gestures are often made without physical contact of the devices, contact-free 
is a basic characteristic of the devices for the gesture interface. Although certain 
applications of touch-screens are utilizing the gestures that are in contact of the 
device, the demand of contact-free gestures would increase in other ubiquitous 
environments. The contact-free gestures are beneficial in terms of remote control, 
urgency, mobility, sterility, and support for elderly and disabled [22]. 

The examples of the applications that utilize the contact-free characteristic of the 
gestures are smart TVs linked with smart-home systems, emergency systems, medical 
devices, and disability aids [22]. TVs often require remote control, and there have 
been studies on developing such applications centralized by smart-home systems [9, 
14]. Moreover, emergency system has been developed for higher effectiveness 
through the gestures that do not require physical contact of the controllers for various 
emergency situations [17]. Medical devices require cautious usage due to the possible 
infections, and certain devices such as FACE MOUSe [13] have been introduced to 
utilize the face expressions into the gesture interface. Lastly, wheelchairs have been 
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developed to aid the disabled people to manipulate more easily without much of the 
muscle strengths [7]. 

3.6 Usage of Conditions in Evaluating Applications 

The devices must satisfy the condition of the production cost and product price, as 
well as at least one of the rests of the conditions. Therefore, as Figure 1 shows, the 
evaluation logic has been established with the AND condition between the production 
cost and the rest of the conditions (naturalness, expressiveness and contact-free), 
which have the relationship of the OR condition. Likewise, the lowest level of the 
conditions of naturalness, expressiveness and contact-free must also go through the 
OR condition to have at least one of them satisfied. 

4 Situational Conditions 

4.1 Hierarchy of Situational Conditions 

A total of 9 conditions have been collected from the existing studies for the situations 
to apply the gesture interface: physical availability, attention resource, space, posture, 
recognition error reduction, noise and interference, social acceptance, visibility, and 
minimal speech.  

These situational conditions have been organized into two large categories of 
allowance and necessity, as shown in Figure 2. The further explanations are discussed 
in Ch. 4.2 and 4.3, and the usage of the conditions is discussed in Ch. 4.4. 

 

Fig. 2. Hierarchy of situation conditions applicable to gesture interface 

4.2 Allowance Condition 

The first situational conditions for the gesture interface to be applied are the 
allowance of the situations. The allowance conditions comprise of physical 
availability, attention resource, space, and posture. First, physical availability refers to 
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the availability of the body parts for gestures such as hands and heads; if such body 
parts are already occupied to manipulate the device, this condition is not met. For 
example, if the user is carrying a device with both of his hands, then physical 
availability is quite low for the hands. 

Attention resource refers to the availability of the resources for the user to pay 
attention to his gestures; if the user is preoccupied with tasks to process the spatial 
information or is going through manual tasks that require the user’s immediate 
responses, this condition is not met [23]. Therefore, attention resource is a necessary 
condition among others to satisfy the situational conditions.  

Moreover, the situation must allow sufficient space for the users to make gestures 
and postures. 

4.3 Necessity Condition 

The second situational conditions for the gesture interface are the situations where the 
interface is necessary. The necessity conditions consist of recognition error reduction, 
noise and interference, social acceptance, visibility, and minimal speech. Gestures are 
advantageous when there exists large errors in multimodal interactions while 
recognizing voice commands; the gestures provide another modality to the system to 
reduce the recognition error and thus are necessary in such situations [16]. Gestures 
are also necessary in situations where there exists noise or an obstacle that interferes 
the voice commands [19]. Moreover, there may be situations when the social 
acceptance is low for voice commands to be at a high volume [18]. Lastly, situations 
where visual information is lacking, such as in dark places, and where it requires 
minimal speech are both in need of the gesture interface [15]. 

4.4 Usage of Conditions in Evaluating Situations 

The situations must satisfy both the allowance conditions and the necessity 
conditions. Therefore, these two groups of conditions are evaluated under the AND 
condition as shown in Figure 2. The gesture interface may only be applied when all of 
the allowance conditions are met; thus, these conditions are evaluated under the AND 
condition as well. Meanwhile, only one of the necessity conditions satisfy the 
situation to have the gesture interface applied, and they are evaluated under the OR 
condition. 

5 Functional Conditions 

5.1 Hierarchy of Functional Conditions 

In the case of functional conditions, there have been a total of 7 conditions collected 
from the existing studies: simple and basic, repletion in short time, short-cut, 
immediateness, spatial information, spatial metaphor, and symbolic meaning. 
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These conditions are grouped into three categories of allowance, necessity and easy 
expression as shown in Figure 3. The allowance conditions are simple and basic and 
repletion in short time. The necessity conditions are short-cut and immediateness, and 
the easy expression conditions are spatial information, spatial metaphor and symbolic 
meaning. The further explanations of the conditions discussed in Ch. 5.2 through 5.4, 
and the usage of the conditions in evaluation is discussed in Ch. 5.5. 

 

 

Fig. 3. Hierarchy of function conditions applicable to gesture interface 

5.2 Allowance Condition 

Allowance condition refers to a function that is simple and basic and is supplied in 
short time in order to apply the gesture interface. Simple and basic functions refer to 
single-unit tasks followed by immediate responses and results [8]. For example, tasks 
such as turning on/off a TV and increasing/decreasing audio volume are basic tasks 
that do not require further process of functions. Functions that request continuous 
gestures for more than one process of tasks are often complicated and have trouble 
recognizing the gestures. The users also find the gestures difficult to make in such 
cases. 

Repletion in short time means lower frequency of the tasks. Gestures are highly 
involved with the user’s muscle movements and thus may be tiresome if repeated for 
several times within a short period of time [24]. Therefore, repletion in short time is 
necessary for the gesture interface so that the users do not become fatigued [12]. For 
example, frequent change of channels may easily tire the users. 

5.3 Necessity Condition 

The functions to which the gesture interface is applied must be important and must 
require immediate reactions. Such functions should be used more frequently than 
others and should benefit from having short-cut features [20]. For example, remote-
controlling TVs occurs frequently and is an important task, and thus a gesture 
interface is necessary. 
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Moreover, such functions must be in need and urgency of immediate tasks [8]. For 
example, the mute function is an immediate task of reducing the volume of a TV and 
would benefit from having a gesture interface. 

5.4 Easy Expression 

Lastly, the functions should be easy to replace with gestures to benefit from a gesture 
interface. Such functions deal with spatial information, spatial metaphor and symbolic 
meanings. The functions that are closely related with spatial information and 
movement information are easy to incorporate with a gesture interface [16]. For 
example, selection of a target, change of a location, size manipulation, and direction 
change are easy to apply the gesture interface. 

Functions that could be related to abstract concept of the space are also easy to 
replace with gestures. For example, studies like Hurtienne et al. [6] have shown that 
concepts such as good/bad, close/far, center/circumference, and forward/backward are 
often explained with spatial metaphors and may be easily replaced by gestures. 

Moreover, functions with symbolic meanings are easy to apply the gesture 
interface. For example, functions related to letter editing, and numbers or symbols 
could be easily replaced by gestures [16, 8]. 

5.5 Usage of Conditions in Evaluating Functions 

The functional conditions must be satisfied to apply the gesture interface in terms of 
allowance, necessity and easy expression. Therefore, all three groups of conditions 
are evaluated under the AND condition as shown in Figure 3. Also, the further 
conditions of allowance must be all satisfied and thus are evaluated under the AND 
condition. On the other hand, at least one of the necessity conditions and of easy 
expression conditions should be satisfied and thus are evaluated under the OR 
condition. 

6 Discussion and Conclusions 

This study has proposed a development of systematic evaluation of the device 
(application), situational and functional conditions prior to incorporating a gesture 
interface. The evaluation of such conditions may benefit to provide easier tools to 
design the gesture interface, but research studies on developing such evaluation 
methods are still lacking in the literature. The conditions introduced in this study are 
collected from the context of the existing studies and thus are reliable resources to 
propose a systematic approach of evaluating the conditions to apply the gesture 
interface. 

However, the evaluation method of the conditions discussed in this study still 
suggests further improvement. First, the conditions collected through this study do not 
comprehend all the possible conditions to evaluate the applicability of the gesture 
interface; thus, further investigation on collecting data is necessary. Second, further 
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discussion and validation are necessary to confirm that the collected conditions are 
the most appropriate to evaluate the applicability of the gesture interface. Moreover, 
further research is necessary to validate the system proposed in this study to 
categorize the conditions. 

This study introduces the following process to utilize the device, situational and 
functional conditions for evaluating the applicability of the gesture interface. First, a 
complete mapping of the conditions must be developed for objective and 
comprehensive evaluation. The conditions are ambiguous and abstract to be 
appropriately evaluated. For example, frequency of the functions may be utilized as 
evaluation methods to measure the weight of functional necessity. Second, further 
categorization is necessary for objective evaluation of the conditions. For example, in 
the case of evaluating the necessity of the functions, detailed guidelines must be 
present in order to quantify the frequency of a function usage. 

The further direction of the study focuses on improving the system of evaluating 
the applicability of the gesture interface. Based on the developed system, further 
methods of evaluating the device, situation and function will be developed. Moreover, 
validation of the system will be conducted with practical devices, situations and 
functions. Further development of the methods to evaluate the conditions themselves 
will also be considered. 
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Abstract. This research focuses on the remote collaboration in which a local 
worker works with real objects by a remote instructor. In this research area, 
there are some systems which consist of the ProCam system consisting of  
a camera and a projector at the work environment and the tabletop system  
consisting of a display, a depth sensor and a camera at remote instructor envi-
ronment. As the function enhancement, the system using the scaling method of 
the embodiment exists. The system makes it possible for instructor to instruct 
smoothly even to small objects and has an effect on task completion time in the 
user study of putting smaller block clusters than the size of fingers. We first 
analyzed the movie of previous experiment again, and then find out the  
problems the previous work could not solve, and proposed their solution.  

Keywords: Remote collaboration, Scaling Method and Video Analysis. 

1 Introduction 

Work conducted by a local worker under the instructions of a remote instructor is 
called remote collaboration. Using a telecommunication terminal, the remote instruc-
tor and the local worker transmit and receive sounds and videos to accomplish their 
work since they cannot share voices and views directly. On the other hand, a worker 
and an instructor sometimes communicate regarding objects and places in real work 
spaces in local collaborative works [1][2][3]. To conduct such communication 
smoothly, a support system sends the remote instructor’s instructions including the 
place of the work tithe local worker. 

Especially, some studies focus on the situation in which a remote instructor provides 
an instruction to a local worker with real objects, for example, repairing machinery. In 
these studies, a tabletop display is adopted to capture the gesture of the instructor and a 
projector is adopted to project the gesture image to the real-world directly. With these 
devices, it becomes easy that a local worker realizes an instruction intuitively with 
watching the projected image of instruction gesture on the work environment. 

Uemura[4] proposed and developed the remote collaborative work system with the 
scaling method of the body image as an instruction image. Then, it studied and  
confirmed the efficiency of his proposed method in terms of the task completion time 
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and the result of questionnaire by conducting the user study of putting block clusters. 
However, resulting from the re-discussion of previous work, we found some issues 
about the rate of system utilization and questionnaires. Therefore, we first analyzed 
the movie of experiment of previous work particularly and cleared the issues of pre-
vious work. In parallel, we picked up the scenes when a worker did not work smooth-
ly even when the scaling system was used and picked up the difference between with 
and without the scaling method. We discussed the problems we found in the movies 
and proposed the solutions for them. After that, we implemented the function that 
instructor’s device could save the image of worker environment as instructor liked 
and could display it blended with the current condition of worker environment. Last-
ly, we conducted the user study to examine the effectively of the proposal method. 

2 Related Work 

Some research studies the support of the instruction to the local worker by the remote 
instructor as a remote collaboration. Some of these research focus on the remote col-
laboration with real-world objects. The tele-operated laser pointer is adopted in some 
research as a pointing tool for remote collaboration[5][6][7]. Cterm[5] and Gesture-
Laser[6] are device placed in a work space, and WACL[7] is a wearable device. Each 
of these is compact size and consists of a camera, a microphone, a speaker and a laser 
pointer which are remotely controlled. The instructor can pan and tilt the laser pointer 
on the camera to point at real-world objects. GestureMan[8] is a system equipped 
with not only a tele-operated laser pointer but also a robot head and a robot arm. The 
robot head and the robot arm trace the motion of the remote instructor. 

Kondo[9] develops view sharing system between an instructor and a worker for 
remote collaboration. This system is constructed from the video-see-through Head 
Mounted Displays(HMD) and motion trackers. The system allows two users in re-
mote places to share their first-person views each other. To achieve the instruction 
considering embodiment in the remote collaboration, some research display the image 
or the shadow of the instructor on the work environment[10][11][12][13]. 

These research show the remote communication becomes smooth by considering 
embodiment and transmitting the awareness information or gestures. Therefore, the 
instruction via instruction images is effective for the remote collaboration with real 
world objects. Moreover, considering embodiment and transmitting gesture or aware-
ness information is important in the instruction with real-world objects. However, above 
systems focus on the system placed on the work environment. There has been some 
researches which propose the system and the remote interaction for the instructor. 

3 Previous Work 

As the base of this research, the remote collaborative work system has been  
developed by our colleague. Uemura[4] proposed with the scaling method of the body 
image as an instruction image. In this chapter, we introduce the system and the user 
study of its work. 
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3.1 System Overview and Method of Instruction 

System of previous work has two interfaces. One is the instructor interface for remote 
place as shown in left side of Figure 1. The other is the worker interface using by 
local worker as shown in right side of Figure 1. The instructor interface consists of 
tabletop display (byd:sign, d:3232GJC3 32Inch) as an output device, RGB camera 
and depth sensor (Microsoft, Kinect) as an input device. The worker interface consists 
of a micro projector (MITSUBISHI, LVP-XD95) as an output device and a cam-
era(Point Grey Inc., Firefly FMVU-03MTC-CS) as an input device. Next, we state the 
instruction sequence using the hardware. 

At first, the camera of worker interface captures the work area including work  
object and worker’s arms. The captured images are sent to the instructor interface. At 
that time, the system corrects the work area image to overhead view for the tabletop 
display of instructor interface. Next, the instructor interface receives and the image 
displays it in the tabletop display. Instructors can make instructs such as gestures and 
pointing by fingers to the objects appeared on the display. RGB camera and depth 
sensor set above the tabletop display captures the instructions and sends them to the 
worker interface. Finally, projector of worker interface projects the image of instruc-
tion to the work area with the offset, which enables worker to work with interaction at 
hand. Now, RGB camera and depth sensor captures not only the instructions but also 
the image of work area indicated in the tabletop display because the camera and  
sensor are set downwards. Because of this, this system is like coupled mirror. To 
avoid it, instructor interface sends part of captured image upper to the tabletop display 
by using the depth information. 

The previous work system adopted the method to display the image of instructor's 
arm. Hence it may be difficult to instruct finely when objects are small. The previous 
work proposed and implemented the scaling method of embodiment to solve that. 
When an instructor wants to instruct or see the work area finely, magnified image of 
the work area can be displayed in the display of the instructor interface.(Figure 2) 
This method makes an instructor see the work area in detail and instruct finely even to 
the small objects. When this method is used in the instructor interface, the instruction 
image is scaled down by the inverse scale of instructor's and projected to the work 
area. In addition, display range also moves to fit the interaction with real objects. 

 

 

Fig. 1. Procedure of this system 
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Fig. 2. Tabletop display in instructor interface (left: original view, right: magnified view) 

 

Fig. 3. Projected instructor’s arm in worker interface (left: original view, right: diminished 
view) 

3.2 User Study 

This section describes a user experiment which was conducted to evaluate the effec-
tiveness of the proposal method described in 3.1. 

Instructor and worker interface were set on each remote place. Worker interface 
was set on the desk in the worker environment as shown in Figure 4. There were a 
grid paper including 16 x 20 cell which is 11.0 mm and 27 block cluster made of  
several three different sizes of blocks on the desk. Block cluster were placed around  
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Fig. 4. The brock clusters in the worker environment and appearance of the worker experiment 

the grid paper. Worker put the block cluster at the place indicated by instructor in the 
grid paper. In this experiment, worker place a block cluster on a grid paper by instruc-
tor layout plan. Six block clusters were used in a task. Several three different sizes of 
blocks were used. Each size of block cluster was used at least one block in a task. 
Block cluster was put on the grid paper to overlap a grid point with either edge of 
block cluster. Instructor provided direction according to the layout plan in order. In-
structor provided direction watching the work environment displayed on the tabletop 
surface. Instruction was conducted by transmitting gestures and their voice. 

1. Selecting a block cluster from the layout plan, and instruct the selected block  
cluster. 

2. Indicating the angle of the block cluster on the grid paper. 
3. Indicating the position of the either edge of block cluster and grid point by  

“pointing”. 
4. Watching the position of the block cluster, replacing the right point. 

After six block clusters were put on the grid paper, instructor makes sure of the put 
point. When the put point was correct, one task was completed. Instruction conditions 
were “scalable view condition” which was a proposal method and only original view. 
In “scalable view condition” condition, instructor could use the function magnifying 
image displayed on the tabletop display. In “Original view condition ”, the function 
magnifying image was disabled during the experiment.  

Subjects were able to select the scaling center by mouse click. Also, subjects were 
able to select the magnification percentage from x2.0 to x3.5 by keyboard. As well, 
keyboard and mouse are placed near the instructor interface. First, subjects conducted 
training tasks three times in “Scalable view condition” as a practice. After that, they 
conducted the actual tasks in “Scalable view condition” and “Original view condi-
tion” each three times. The order of instruction conditions was different for each sub-
ject to prevent the order effect. This experiment was conducted with twelve subjects 
(gender: twelve male; age: 22 to 28) who are not experienced this task as instructors 
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and one subject who has a good skill for this task as a worker (gender: male; age: 24). 
In this experiment, we measured the task completion time. After their tasks were 
ended, subjects answered the seven-level rating questionnaire whose contents were 
described below. Also, we let subject evaluate each size of blocks in “Scalable view 
condition” and “Original view condition”. 
 
Q1. Which condition do you transmit the instruction easier? 
Q2. Which condition do you think that worker can realize your direction easier? 
Q3. Which condition do you communicate to worker smoother? 

3.3 Result 

Figure 5 shows result of task completion time and questionnaire. ”Scalable view con-
dition” marks higher performances than original view condition”. Using the Wilcoxon 
signed rank test, there was significantly difference between “Scalable view condition” 
and original view condition (p<0.01). 

Using T-test (one-sample, test value=4), there were significant differences in all 
questions between “Scalable view condition” and original view condition (p<0.01). 

 

 

Fig. 5. Task completion time and result of questionnaire 

4 Discussion of Previous Work 

In previous work, result of user study just consists of task completion time and 3 
items of questionnaires. Therefore, previous discussion [4] is not enough to argue the 
efficiency of the proposed method. For example, other criteria such as number of 
times of using scaling method are needed to argue that proposed method contributes 
to reducing task completion time because subjects were not forced to use the method. 
In addition, we also find some issues in questionnaire. In “Q1. the ease to instruct”, it 
is not appropriate to think the instruction of word and of gestures together. In ”Q2. the  
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intelligibility of worker”, it is not appropriate for the instructor to judge it because it 
owes to only worker. To clear these issues, we observed closely the movie of user 
study and researched the behavior of instructor and worker with or without the scaling 
method. 

In the result, all subjects instructed the right point with the scaling method of the 
embodiment. In addition, most subjects instructed the right point using the scaling 
method more times than not using the method. When subjects did not use the method, 
the right point is near the edge of the work area hence it is easy to instruct the right 
point even without the scaling method. Therefore, we confirmed that the proposed 
method contributed to the reducing task completion time. We discuss ”Q1. the ease to 
instruct”. We found the differences of the way of instruction between with and with-
out scaling method only in the instruction of the right point It is difficult to point just 
one vertex precisely without the scaling method because the size of instructor's finger 
is bigger than the size of square. Therefore, without the scaling method worker asked 
instructor to repeat the precise point to put the block cluster more times than with the 
scaling method, that affected the answer. 

It is impossible to measure the ”Q2. the intelligibility of worker” precisely because 
it has been passing long after the experiment. Therefore, we judge it from the 
smoothness of communication between the instructor and the worker. It is reasonable 
to think that the intelligibility of worker is proportional to the smoothness of commu-
nication between the instructor and the worker and that the smoothness of communi-
cation between the instructor and the worker is proportional to the shortness of task 
completion time. Therefore, it is reasonable to think that the intelligibility of worker is 
proportional to the shortness of task completion time. With that, all the doubts of 
previous work are cleared.  

However, by obtaining on the analyses of the movies, some problems appeared 
which previous work could not solve. 

1. A block cluster put already hides the right point. 
2. The block cluster putting now hides the right point. 
3. Block clusters put already are moved incidentally, and instructor cannot make a 

smooth instruction. 
4. It is hard to enlarge the image as the instructor supposes to put. 
5. It is a fatigue to use the proposed method. 

We discuss these problems. Problems (1) and (2) attributes to the occlusion of block 
clusters. In the user study, instructor cannot see areas just before block clusters and 
worker cannot see areas deployed block clusters because the camera of the worker 
interface faces the opposite direction of the instructor. View of the worker and the 
instructor are same if setting the camera of worker interface on the worker’s side, but 
they cannot see areas deployed block clusters, either. If we try to avoid any occlusion, 
we should set more cameras or set a camera to the above the work area. However, this 
idea also has problems such that spaces to set cameras do not always exist and it force  
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worker to take more equipment. It is difficult to regard occlusion problems as the 
typical problems of this task because the more cubic task gets the more occlusion 
happen. Therefore, solution of this problem can be the guide for remote collaborative 
dealing with the cubic task. 

Another problem of failure of communication can be seen at the same time of 
problem (2). We tell it in particular. Instructor sees the display to confirm if the block 
cluster is put on the right point because the cluster putting now hides the point.  
Instructor says nothing during confirming, that makes worker think that he put it at 
the wrong point and move it to the point that seems right. After moving it, instructor 
says that it was wrong and tells worker to move back to the right point. Failures of 
communication like this owe to the shortage of communications in some part, and 
owes to the impossibility of conjugate gaze in some part. 

Problem (3) also happens when worker repeats the same job. We do not discuss 
this problem deeply because this scene is seen only without the scaling system and 
because remote collaborative work is not needed when repeating the same job  
because machine can take that place. 

The one cause of problem (4) is that instructor cannot easily foresee the result of 
changing scale because scaling center and scale factor are needed to decide the  
display range. Higher scale factor makes it possible to instruct finely and makes it 
narrow the range of view. To satisfy fine instruction and wide range of view, scale 
factor should be taken continuous value different from this system that scale factor is 
chosen in the discrete 6 values. 

Problem (5) is similar to problem (4), but we regard them as different issues.  
Problem (5) owes to the hardness of using the implemented scaling method. Instructor 
provides instruction by his own arms and hands, but he must use the keyboard and 
mouse which he does not use in normal instruction when using the scaling system 
Moreover, he must move the scaling center to appropriate point in changing the point 
of focus. Therefore, it is necessary for instructor to move the scaling center by using 
scaling system that makes implemented method difficult to use. We propose the  
solution for problem (1) and (2) in this research. 

4.1 Solution 

When dealing with three-dimensional objects, problems (1)(2) which described in the 
previous section are commonly encountered. So, in remote collaborative work which 
deals with real object, the proposed method is implemented without additional 
equipment. Concretely speaking, save the image of process or initial state, by overlay-
ing the current image and it, the area gotten behind can be checked.(Figure 5) It is 
considered that the proposed method is effective in situations such as the work area is 
hidden by the new installed objects. And, in order to examine the validity of the  
proposed method, perform the following experiments. 
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Fig. 6. Example of alpha-blending 

5 Conclusion 

We analyzed the movie of experiment of previous work again, then complemented the 
previous work and found some problems. Next, we proposed the method saving the 
past images and overlaying the past image to the current image and evaluated it. We 
suppose to conduct user study to verify the efficiency of proposed method in a cubic 
task and improve the system by reference to the result of user study. 
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Abstract. This paper presents work aimed at developing and evaluating various 
two-handed mid-air gestures to operate a computer accurately and with little  
effort. The main idea driving the design of these gestures is that one hand is 
used for pointing, and the other hand for four standard commands: selection, 
drag & drop, rotation and zoom. Two chosen gesture vocabularies are compared 
in a user evaluation. The paper further presents a novel evaluation methodology 
and the application developed to evaluate the four commands first separately 
and then together. In our user evaluation, we found significant differences for 
the rotation and zooming gestures. The iconic gesture vocabulary had better 
performance and was better rated by the users than the technological gesture 
vocabulary. 

Keywords: Gestural interfaces, Two-hand interaction, User evaluation. 

1 Introduction 

Gestural user interfaces have become omnipresent in recent years. At the time of  
writing, the Microsoft Kinect device is one of the most used devices to recognize 
hands-free gestures. The great success of the Kinect device is mostly due to its low 
price and its accuracy for body tracking. The device comes with an RGB camera and 
a depth sensor, both with a resolution of about 640 * 480 pixels and with a frame rate 
of 30 fps.  

Until now, most hands-free gestures required big arm movements to recognize 
them. This paper aims at studying subtle two handed gestures in order to perform 
basic gestural interaction to operate standard programs on a personal computer. We 
decided to use a two handed paradigm with one hand for pointing and the second 
hand for the gestural interaction because (1) most of the users in Nancel et al. [1] 
rated two handed gestures as less tiring than one handed gestures, (2) there are more 
possibilities for different commands and (3) the gesture cannot influence the pointing 
accuracy (for instance a selection) and it further allows moving the pointer while a 
command is done.  

Two different sets of gestures have been designed and compared through a user 
evaluation. Since there is no standard methodology to compare gestures, other than 
for a selection of gestures, we compared the 3 other gestures with small repetitive 
tasks consisting of manipulating geometrical objects. Both gesture vocabularies are 
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composed of four commands: selection, drag & drop, rotation and zoom. The drag & 
drop command is composed of a selection and a release. The first gesture vocabulary 
is technology driven, meaning that this vocabulary is designed to guarantee robust 
gesture recognition, while the second gesture vocabulary is user centered and is  
designed to have easy-to-use and easy to remember gestures. 

The presented evaluation application permits to evaluate the four commands  
(selection, drag & drop, rotate and zoom) first separately and then together. The selec-
tion command evaluation is based on part 9 of the ISO 9241 standard for  
non-keyboard input devices and Fitt’s law (multi-directional tapping test). For the 
other commands geometric objects have to be moved, rotated and/or resized. This 
gesture evaluation application is another contribution of this paper. 

The remainder of the paper is structured as follows: First, we give an overview of 
some related work and then present the two gesture vocabularies. Furthermore, we 
present the test application and the evaluation with its various results. Finally we  
discuss the results, articulate a conclusion and discuss future work.  

2 Related Work 

Various research work has been done in the past concerning the recognition of two 
handed gesture input. Nancel et al. [1] presented an evaluation where they compared 
uni- vs. bimanual interaction. In their study they found that two handed techniques 
where less tiring than one handed techniques. They used the same paradigm as we do, 
namely to use the right hand for pointing and the left hand for gestural interactions. In 
their study they found that 3D in the air gestures are more tiring than gestures with 
either a 2D surface or a 1D path. Therefore we created more subtle gestures which 
require less movement and should therefore be less tiring. In their paper they also 
presented an interesting approach to evaluate moving and zooming of virtual circles. 
We use a similar approach to evaluate the zoom and the rotate gestures. 

A Kinect as a sensor for two handed interaction was also used by Gallo et al. [2]. 
They used the same selection gesture as we use in the iconic vocabulary. For the rota-
tion and the zooming they used both hands. We, on the contrary, use only one hand 
for commands and the other hand for pointing to the object we would like to modify. 

A bimanual handle bar metaphor was introduced by Song et al. [3]. In their imple-
mentation they used two pointing gestures to position a handle bar, which is in fact a 
virtual stick that traverses the virtual object. Further, to manipulate the objects two 
fists were used to stretch or rotate this handle bar which zoomed or rotated the  
objects. Since we use only one hand for the commands and our gestures need less 
movement, our gestures therefore need less effort.  

Ziegelbaum et al. [4] did some important work on two handed interaction. Their work 
was built on the g-speak by Oblong1. For their rotation and translation they used two 
pinch gestures (thumb and index finger touching). The movement which the user needs 
to do to generate commands is bigger than in our work. Furthermore, for their system the 
user has to stand, while for our system the user can sit in a chair with armrests. 

                                                           
1 http://www.oblong.com/ 
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The WUW which is also known as Sixthsense was introduced by Mistry et al. [5] 
and proposed two handed zoom in and zoom out gestures very similar to the zoom 
gesture presented by Ziegelbaum et al. [4]. Their system is wearable and therefore the 
user has to wear a webcam on his chest. 

The two handed zoom and rotation gestures presented by Kamel Boulos et al. [6]. 
are used for navigating in Google Earth. To navigate the two hands have to make fists 
the use is then very similar to using Google Earth with a touch screen. Instead of 
touching the screen with one finger, the user has to make a fist and can thus zoom and 
rotate with two fists. Other pan and zoom gestures to navigate in Google Earth were 
presented by Stellmach et al. [7]. In their study they compared 4 pan and zoom alter-
natives. They found that the gestures, in which the non-dominant hand had to be held 
up while performing the gestures, were faster than two handed gestures where both 
hands interacted for zooming, although the user commented that it was painful to 
constantly hold up their hand. For our gestures, the gestural command is done with 
the left hand, while the right hand is pointing to the object which has to be manipu-
lated. This gesture is therefore somehow close to their gesture with the difference that 
our right hand does not have to be help up over the shoulder but is pointing in a more 
comfortable position. 

Another two handed scenario was introduced by Gustafson et al. [8] and called 
“Imaginary Interfaces”. In their approach they used the left hand to show in the air 
where the user wants to draw and the right hand was used for drawing. They have a 
similar gesture paradigm because in their system, as in ours, the right hand is used for 
pointing / drawing. The difference is that with their right hand they indicate not only 
the position, but also if the hand is pointing or not (with a pinch gesture) while in our 
system the right hand indicates only the position, which is cognitively simpler for 
users: one hand used for pointing, the other for commands.  

3 Design of Gestures 

During this research we developed about 20 gestures classified into two groups of 
gestures, although most of the gestures are improvements of others. The first group of 
gestures is called technological and is designed to ensure robust and fast gesture  
recognition. The second gesture group, called iconic, was built to be ergonomic and 
easier to memorize by users. Two different sets of gestures were finally chosen from 
the 20 gestures and compared through a user evaluation. For both vocabularies the left 
hand is used for the commands and the right hand for the pointing (see Fig. 1). 

 

Fig. 1. Point + Command two handed gestural interaction paradigm 
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For the finger detection the Candescent NUI library2 was used. This library gives 
the number of recognized fingers per hand as well as their location (fingertip), the 
volume of the hand, the palm position etc. For the pointing, which is done with the 
right hand, the highest point is used. Due to this fact, the hand can have any desired 
posture, which helps to reduce fatigue, although for the user it is easier to have only 
one finger outstretched. This prevents the cursor from switching from one finger to 
another if the user makes small rotations of the hand while he or she moves the  
cursor. In both gesture vocabularies the rotations and the zooms are continuous and 
thus clutch free. This means that the hand does not have to be repositioned during the 
gesture.  

The rotation and the zoom are implemented in such a way that the center of the  
rotation and the focus point for zooming are always the middle point of the figure 
(marked with a blue dot, see Fig. 6). 

3.1 Technological Gesture Vocabulary 

The first gesture vocabulary is called technological and is designed to facilitate the 
efficiency and reliability of the gesture recognition. For this gesture set, sliding 
movements are used for the rotation and zoom. In order to activate the two actions, 
only one finger has to be present (see Fig. 2). As soon as only one finger is detected 
by the system, a red square appears on the screen with arrows and the names of the 
actions (Fig. 2). It serves as a neutral zone to prevent undesired action in the system. 
To execute an action (rotation or zoom) the finger has to go outside the red square. 
The two actions, rotation and zoom, cannot be done together. 

 

Fig. 2. The technological gesture set; on the left side rotation and zoom and on the right side 
selection  

The user has to move the finger horizontally to rotate an object (see Fig. 3-b); left 
to rotate left, and right to rotate right. To perform a zoom the user has to move the 
finger vertically (see Fig. 3-c); up to zoom in and down to zoom out. The selection is 
done by showing the entire hand and making a vertical movement downwards, if the 
hand is below a certain threshold, shown with a blue rectangle (see Fig. 3-d), a  
selection is performed and if the hand moves up, a release is performed.  

This gesture vocabulary requires only two postures (showing one finger and  
showing all fingers) for the left hand which supports robust gesture recognition and 
due to the small number of postures, it is also easy to remember for the user. 

                                                           
2  http://candescentnui.codeplex.com/ 
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Fig. 3. Feedback technological gesture vocabulary 

3.2 Iconic Gesture Vocabulary 

For the second gesture set we followed a different approach than we did for the first 
gesture set and designed the gestures to be more natural and easier to memorize by 
users. In this iconic gesture vocabulary the rotation and the zoom are operated with  
a circular movement (see Fig. 4). For doing a rotation, only one finger has to be  
outstretched. For a zoom, two fingers must be outstretched. As feedback, a line is 
drawn between the activation point (darker green in Figure 5) and the current point 
(brighter green in Figure 5). 

 

Fig. 4. The iconic gesture set; on the left side the zoom gesture, in the middle the rotation  
gesture and on the right side the selection gesture 

The rotation gesture contains four parts. The first part is for the activation of the 
gesture, which is done by hiding all but one finger. At this point a dark green point is 
shown in the feedback (see dark green point in Figure 5 a). In the second part the user 
has to move the hand in one direction. Now, a violet line is drawn in the feedback (see 
Figure 5 a). As a third step the user has to move his hand around the green middle 
point. To stop the gesture, which is the fourth step, the user has to stretch out all  
fingers. The angle between the activation and the end is the angle which is used to 
rotate the object. In fact the object is already turning while the gesture is performed. If 
the user moves with a small radius around the center point (initial point), the rotation 
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is fast but the user has less precision. Otherwise, if the user moves his hand further 
outside the center, the object turns more slowly and the user thus has more precision. 

The difference between the zoom and the rotation gestures is the posture, which the 
user has to make in order to activate the gesture. For the zoom gesture, the user has to 
have two fingers outstretched (see Figure 5 b). The angle of this technique obviously 
cannot be mapped directly to the zoom level. Therefore we compare the actual angle 
to the angle before and then do either a small zoom in or zoom out.  

The selection in this gesture vocabulary works like grabbing an object with the 
hand. For a selection the user has to make a fist (see Figure 5-c) and for a release the 
user has to reopen the hand again. 

 

Fig. 5. Feedback iconic gesture vocabulary 

4 Test Application 

The developed evaluation application permits to evaluate the four commands  
(se-lection, drag & drop, rotate and zoom) first separately and then together (see  
Fig. 6). Before the five exercises (the four commands separately and then together) 
each user has to do a training session to make sure that they have fully understood 
how to perform the gestures (see Fig. 6-a). The training takes a minimum of 90 
seconds but can be longer if the user needs more training. Before each task there is a 
small animation displayed on the screen in which the task is shown to the user. 

In the first level, which is the selection level (see Fig. 6-b), the user has to click on 
round targets. There are 12 round targets arranged on a circle. As soon as the first 
circle is clicked the 2nd will be highlighted and so on, as proposed in part 9 of the ISO 
9241 standard for non-keyboard input devices (multi-directional tapping test). In the 
second level, which is the drag & drop level, the user has to move a circle into a zone. 
In Fig. 6-c the orange circle has to be moved into the blue rectangle. The task is vali-
dated when the blue middle point of the circle is within the rectangle. In the rotation 
level, which is shown in Fig. 6-d, several geometrical objects have to be rotated in 
order to fit the target which is represented by a border. Since the object only has to be 
rotated, the “figure to rotate” and the final target have the same center point. In order 
to make the task possible to accomplish, a small tolerance is allowed and the target 
turns green when the task is accomplished. The resizing level is shown in Fig. 6-e. 
This level acts very similarly to the rotation level. The final target is shown by  
the border of the figure and the center points are the same. Also for this level, there  
is a small tolerance which is allowed and the target turns green when the task is  
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accomplished. The final level is shown in Fig. 6-f. This final level combines the  
selection, drag & drop, rotation and resizing. The user has to select a geometrical 
object, move it to the right place, turn it to the correct angle and zoom it to the correct 
size. These actions can be done in any desired order.  

To configure the application an xml file is used. The file contains all the pieces 
with their location, size and angle. Further it is possible to configure whether the 
piece can be zoomed, rotated, selected and moved. In the configuration file, the final 
location, size and orientation of pieces (used for the levels rotation, resize and final) 
are also specified. 

While doing the different commands with the left hand, the right hand is used for 
pointing. As pointer feedback we use a cross-hair feedback i.e. small red circle with a 
cross (see Fig. 6 a-f). The selection command evaluation is based on part 9 of the ISO 
9241 standard for non-keyboard input devices and Fitt’s law (multi-directional  
tapping test).  

 

Fig. 6. The test application: the training panel (a) and the 5 exercises (b-f) 

The objects in the test application can either be gray (normal state), blue (cursor is 
over it) or orange (selected). For the target objects, only the border is shown in red. If 
an object reaches the target, it becomes green and a message is displayed (see Fig. 7).  

 

Fig. 7. Feedback geometrical objects 
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5 Evaluation and Results 

We conducted a within subject user evaluation with 10 users to compare the two gesture 
vocabularies. The comparison of the gesture vocabularies was done by comparing the 
time needed by the users to accomplish the tasks. In our evaluation all the users tested 
both gesture vocabularies. The gesture vocabularies were counter balanced to reduce 
carry over effects (fatigue and learning). For each gesture vocabulary the users had to 
select 12 objects as well as to move 12 objects. Further, the user had to rotate 8 objects 
and resize 8 objects. In the final level, the users had to move, rotate and resize 3 objects. 
The evaluation was done on a personal computer with an office chair with arm rests. 
Several paired samples t-tests were conducted. Significant difference was found  
between the two rotation gestures: t(9) = 3.72, p = .0048. Significant difference was also 
found between the two resize gestures: t(9) = 2.57, p = .03. For the other pairs there was 
no significant difference. The results are presented in Table 1.  

Table 1. Results of the user evaluation 

  
mean median low high

std 
dev

t-
value

df t-test 

Selection 
techno. 4.621 4.425 2.95 6.99 1.32

0.737 9 0.48 ---- 
iconic 4.26 4.184 3.32 6.52 0.915

Move 
techno. 5.475 4.961 3.83 8.91 1.44

1.118 9 0.266 ---- 
iconic 4.87 4.852 3.92 6.97 0.89

Rotation 
techno. 17.57 16.18 9.14 28.7 5.69

3.72 9 0.0048 ** 
iconic 14.07 14.07 9.18 22.1 4.13

Resizing 
techno. 14.63 14.61 9.61 19.8 2.79

2.57 9 0.03 * 
iconic 12.28 12.06 9.16 15.7 1.86

Final 
techno. 54.3 54.74 32.5 69.1 12.3

-0.25 9 0.808 ---- 
iconic 55.34 56.96 31.8 73.3 12.1

null hypothesis significance level: * =  < 0.05; ** =  < 0.01; *** =  < 0.001; * =  < 0.05 

 
After the first gesture set, as well as after the second gesture set, the users had to 

fill out a questionnaire, based on the one proposed in ISO 9241 part 9 annex C. The 
questions have a Likert scale from 1 to 7, where 7 is the best. For the fatigue  
questions it is the inverse, i.e. 1 is the best. This questionnaire permitted to measure 
user satisfaction as well as fatigue. The results of the questionnaire are presented in 
Table 2.  

Table 2. Results of the questionnaire based on the ISO standard 
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To analyze the perceived quality of the two gesture vocabularies we conducted 
Wilcoxon signed rank tests, since the data is not normally distributed. We found only 
two significant differences for “Selection ease of use” and “feedback quality”. In 
general the commands are slightly better rated for the iconic gesture vocabulary but 
only the selection is significantly better. For the fatigue the technological gesture set 
is rated slightly better but not significantly. The general comfort seems to be better for 
the technological vocabulary, although not significantly. This could be influenced by 
the fatigue. The second significant difference is the feedback which was better rated 
for the technological gesture vocabulary.  

There is a reason why the fatigue was rated worse for the iconic gestures, namely 
that the users have to switch the commands for zooming and rotating in the iconic 
gestures set (two different activations; one and two fingers) whereas for the technolo-
gical gesture set the activation gesture (one finger) is the same for both and thus it is 
faster to change between those gestures. 

6 Conclusion 

In this article we presented two gestural vocabularies with a 2 handed point &  
command paradigm. The first one is based on a technological approach which is easi-
er to detect. The second one is based on an iconic approach and is therefore more 
natural to use. Secondly, the paper presented a test application on which the gestures 
were compared. Finally a user evaluation was presented. 

By analyzing the results of user performance in the user evaluation we found  
significant differences for the rotation and the resize gestures. Overall, the iconic 
gesture vocabulary had slightly better performance. Concerning the user perception, 
users preferred the selection of the iconic gesture vocabulary, which is more natural 
(grabbing an object), over the more technological one. For the other commands there 
was no significant difference. In this user evaluation we did not have the opportunity 
to check how easily the gestures were remembered. Analyzing the questionnaire and 
the comments of the users during the evaluation, we suppose that the iconic gesture 
set is easier to remember. For those reasons in future work we suggest to develop 
more gestures which are more natural to perform than gestures which are easy to  
recognize, in order to augment the acceptance of users as well as the easiness of  
performing the gestures. 

We plan to develop other gestures which would be more subtle but still easy to  
perform and easy to remember by users, but which would require machine learning 
because they would be too subtle for stable recognition otherwise. In a second step we 
would then compare the machine learning gestures with the ones proposed in this 
paper. For this comparison we would like to make two evaluations, the first one with 
the application proposed in this paper and the second one with another application 
such as Google Earth. In the future we would also like to compare two handed  
gestures with the paradigm where one hand is used for pointing and one hand for the 
gesture command, versus one handed gestures, since then both hands could do  
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gestures at the same time. We also plan to design gestures in combination with speech 
input and would like to compare those with the two handed gesture paradigm  
presented in this paper. 
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Abstract. In the research field of human-agent interaction, it is a crucial issue 
to clarify the effect of agent appearances on human impressions. The uncanny 
valley is one crucial topic. We hypothesize that people can perceive a human-
like agent as human at an earlier stage in interaction even if they finally notice it 
as non-human and such contradictory perceptions are related to the uncanny 
valley. We conducted an experiment where participants were asked to judge 
whether faces presented on a PC monitor were human or not. The faces were a 
doll, a CG-modeled human image fairly similar to real human, an android robot, 
another image highly similar and a person. Eyes of the participants were  
recorded during watching the faces and changes in observing the faces were 
studied. The results indicate that eye data did not initially differ between the 
person and CG fairly similar, whereas differences emerged after several 
seconds. We then proposed a model of the uncanny valley based on dual  
pathway of emotion. 

Keywords: The uncanny valley, eye movements, dual pathway of emotion, 
humanlike agent. 

1 Introduction 

In the research field of human agent interaction, it is a crucial issue to clarify the ef-
fect of appearance of a robot in the real world or a virtual character on a PC monitor 
on human impressions toward it [1]. Here, we refer to such a robot or character as an 
agent. The uncanny valley, which was coined by Mori [2], is one critical topic in con-
sidering appropriate appearances of agents in terms of impressions from people. It 
hypothesized that although human familiarity toward an agent increases as an appear-
ance of the agent gets more humanlike, it drastically decreases to the bottom of the 
valley when the agent-appearance is almost the same to but slightly different from 
real human as illustrated in Fig.1. Several studies have approached to what causes the 
phenomenon hypothesized in the uncanny valley and how, even though its mental 
mechanism has not been yet clarified. 
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Fig. 1. Basic concept of the uncanny valley (partially altered from that in [2]) 

Some studies provided empirical data regarding how people observed a humanlike 
agent and how observation of an agent differed from that of a person. Noma et al. [3] 
revealed that about 75% of participants recognized a moving humanlike robot as  
human when observing it in short time, whereas they noticed that it was not human as 
time passed. These facts must imply that people can perceive a humanlike agent  
as human in a short interaction and that people can simultaneously recognize such an 
agent as both human and non-human. Minato et al. [4] proved that perceptual  
responses to a human and a humanlike agent were different through an experiment 
where participants had a conversation with a person or an android highly similar to 
human. Behaviors of the participants were observed by recording eye fixations. They 
reported that the proportion of eye fixations on the person’s face was smaller than that 
on the android’s face. This result indicates that perceptual processes of human and 
non-human differ from each other. From these studies, we hypothesized that people 
can perceive an agent as human at an earlier stage in interaction even if they finally 
notice it as non-human and such contradictory perception are related to the uncanny 
valley. According to findings by Minato et al., changes of perceptions when facing an 
agent can be verified by obtaining data of eyes. Our hypothesis predicted that eye 
movements of those who observed a person or an agent extremely similar to real  
human did not differ initially, whereas differences between them emerged after  
observing for a while. 

This study experimentally investigated changes in human perceptual processes of a 
person and humanlike agents. We conducted an experiment where participants judged 
whether each of the person or agents was human or non-human. Their perceptual 
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processes were studied by recording and analyzing their eye movements. We then 
discussed perceptual processes of humanlike agents based on the experimental results 
and modeled the processes to provide explanation regarding how the uncanny valley 
occurs. 

2 Experiment 

2.1 Method 

This experiment used five pictures of faces of (a) a doll, (b) a CG-modeled human 
image fairly similar to real human, (c) an android robot, (d) another image highly 
similar, and (e) a person as shown in Fig. 2. These faces were selected from several 
web pages to present faces whose similarities to real human got gradually higher.  

 

Fig. 2. Five faces used in experiment 

In our experiment, participants were asked to judge whether each of the faces pre-
sented on a PC monitor was human or not. Each face was located at the center of the 
monitor. To control the initial location of eye of the participants, a white page where a 
cross was depicted at its central point was inserted before presenting each face. Eyes 
of the participants were recorded during watching the faces and eye fixations on the 
faces were estimated with EMR-AT VOXER produced by nac Image Technology. 
The participants were told that each face was presented for one minute and asked to 
write their judgments on a paper sheet. The faces were presented in the order of the 
doll, CG-modeled 2, android, person, and CG-modeled 1. 

Some of the participants were asked to respond to two questionnaires regarding the 
faces after the judging task. The questionnaires included (Q1) how difficult was the 
judgments of each face? and (Q2) which parts of faces did you pay attention to when 
judging? The participants responded to Q1 on a three-point scale where 1 denoted 
easy and 3 denoted difficult.  
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2.2 Data Analysis 

According to Yarbus [5], people frequently gaze at a region including the eyes, nose 
and mouth during watching at a person’s face. These facial areas are important for 
human to seize some social information about others. Thus, we calculated a length of 
time when each area was gazed at for each face. 

We used dFactory, analysis software for eye movement data, to calculate how long 
the participants gazed at each facial area. The calculation was conducted in three 
steps. First, the screen of the monitor was divided into 16 x 16 small blocks. Second, 
areas denoting the right eye, left eye, nose and mouth were defined. Each area com-
prised a block of the respective face part and its surrounding blocks. For example, the 
right-eye area comprised a block including the center of the pupil of the right eye and 
eight blocks surrounding the pupil block. Fig. 3 indicates the four areas in case of the 
CG-modeled 1. Finally, total time length of eye fixations on each area was calculated 
by adding time of eye fixations on each of comprised blocks. To confirm changes in 
perceptual processes, the analysis of eye-fixation time was performed in three time 
spans: 5 seconds, 10 seconds and 30 seconds from the start of face presentation. 

 

Fig. 3. Areas of right eye, left eye, nose and mouth  

3 Results 

Twenty one undergraduates (18 males and 3 females) participated in the experiment. 

3.1 Judgment of Human/Non-human to Each Face 

The proportions of participants who judged each face as human were as 28.6% for the 
doll, 19.1% for the CG-modeled 1, 19.1% for the android, 90.5% for the CG-modeled 
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2 and 100.0% for the person. Fig.4 indicates the proportions of judgments. Those 
results were mostly corresponding to our assumption of the similarities to real human. 
The android and CG-modeled 1 can be considered as the most unsimilar. Although 
the doll was more similar than the two, it was also evaluated as less humanlike. The 
CG-modeled 2 was the most humanlike, and the person was correctly judged as hu-
man. To precisely study differences in observing human and non-human faces, we 
analyzed eye data of the CG-modeled 1 which was mostly judged as non-human, that 
of the CG-modeled 2 which was judged as human although it was actually non-human 
and that of the person. 

 

Fig. 4. Proportions of participants who judged each face was human 

 

 

Fig. 5. Transactions of eye fixations of a participant in initial five seconds 
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3.2 Time of Eye Fixations on Areas of Each Face 

Gaze data of 15 participants who judged the CG-modeled 2 as human and the  
CG-modeled 1 as non-human was analyzed. However, data of 7 participants was  
excluded due to its poor quality. Thus, data of the other 8 was actually used. Fig.5 
shows examples of transactions of eye fixations during observing each face in the 
initial five seconds. The size of each circle denotes the length of total time of eye 
fixations at the respective point. 

Table 1 indicates averages of time length of eye fixations on the four areas of each 
face in each time span. The t-test revealed significant differences of time length of eye 
fixations on the right eye areas among the three faces. Fig.6 shows average time of 
eye fixations on the right eye area of each face in each time span. In initial 5 seconds, 
eye fixations on the right eye area of the CG-modeled 2 was significantly longer than 
that of the CG-modeled 1 (p<.01) and that of the person (p<.01). In initial 10 seconds, 
eye fixations on the right eye area of the CG-modeled 2 was significantly longer than 
that of the CG-modeled 1 (p<.01) and that of the person (p<.01), and the difference 
between the CG-modeled 1 and person was moderately significant (p<.10). In entire 
30 seconds, the participants observed the right eye area of the CG-modeled 2  
more frequently than that of the person (p<.01), and the difference between the  
CG-modeled 1 and person was moderately significant (p<.10). 

Table 1. Average of time length of eye fixations on left eye area, right eye area, nose area and 
mouth area of each face (sec.) 

5 seconds CG-modeled 2 CG-modeled 1 Human 

On left eye 2.496 2.580 2.732 

On right eye 2.995 1.873 1.729 

On nose 3.735 2.847 2.698 

On mouth 1.414 1.097 0.980 

 

10 seconds CG-modeled 2 CG-modeled 1 Human 

On left eye 4.300 4.893 6.315 

On right eye 5.544 3.385 2.529 

On nose 6.676 5.622 5.812 

On mouth 2.340 2.605 1.593 

 

30 seconds CG-modeled 2 CG-modeled 1 Human 

On left eye 11.858 14.598 13.164 

On right eye 14.682 12.356 8.680 

On nose 18.506 16.223 14.333 

On mouth 7.257 5.985 5.385 
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Fig. 6. Averages of time length of eye fixations on the right eyes of each face 

3.3 The Questionnaires 

Twelve participants (9 males and 3 females) responded to the questionnaires. Fig. 7 
shows average scores of responses to Q1. The averages were significantly different 
between in the CG-modeled 1 and CG-modeled 2 (p<.05), and between in the  
 

 

Fig. 7. Average scores of responses to Q1 
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CG-modeled 2 and person (p<.05). According to responses to Q2, the proportion of 
participants who described the skin and its texture was 66.7% and that of the eyes was 
25.0% in the CG-modeled 1. In the CG-modeled 2, the proportion of the eyes was 
50.0%, that of the mouth was 41.7% and that of the facial expression was 16.7% and 
the eyes was 25.0%. In the person, the proportion of the eyes was 16.7%, that of the 
beard was 16.7% and that of the hair was 16.7%. Moreover, the participants respond-
ed positively and negatively to CG-modeled 1 and CG-modeled 2. Most of them felt 
humanlike in the facial expression of CG-modeled 1 but strange in its skin and recog-
nized easily that it was not human but CG-modeled. On the other hand, they felt  
humanlike in the shadows under the eyes of CG-modeled 2 but unnatural in its facial 
expression.  

4 Discussion 

4.1 Perceptual Processes in Two Steps during Judgment 

The participants judged the CG-modeled 1 as non-human and the CG-modeled 2 and 
person as human. Time length of eye fixations on the right eye area of the  
CG-modeled 2 was significantly longer than that of the person in every time span. 
According to the responses to Q1, they found more difficult when judging the CG-
modeled 2 than when the person and CG-modeled 1. Yarbus [5] mentioned that 
people pay much attention to unnatural or unfamiliar elements of pictures. Thus, the 
participants must have found the right eye of the CG-modeled 2 unnatural after  
observing for several seconds, and that caused their eyes to fix on it. These results are 
consistent with the report by Minato et al. [4].  

In case of the CG-modeled 1, it was remarkable that there was no significant  
difference of time length of eye fixations on the right eye area from that of the person 
in initial 5 seconds, whereas the difference emerged as time passed. Thus, these re-
sults must imply that the participants had once perceived the CG-modeled 1 as human 
in the short-time observation. The emergence of the difference of time length of eye 
fixations must have been brought by shift of the participants’ attention to differences 
of the CG-modeled 1 from a real human. Although the participants reported that the 
CG-modeled 1 was non-human, it can be assumed that people initially perceive  
a humanlike agent fairly similar to real human as human and then perceive it as  
non-human. Thus, perceptual processes of a humanlike agent can be considered to 
include the two steps. 

4.2 The Dual-Pathway of Emotion 

LeDoux [6] proposed that human brain functions and neural mechanisms of processes 
have two pathways of high and low roads and both of them play important roles in 
responding to dangerous stimuli from the external world. A stimulus is processed at 
first by the thalamus, and then the low road crudely leads information of the stimulus 
directly to the amygdala, which enables immediate response to the stimulus. On the 
other hand, the high road is another pathway to the amygdala via the celebral cortex, 



406 Y. Tawatsuji, K. Kojima, and T. Matsui 

which simultaneously processes the stimulus carefully in detail. This dual pathway, 
especially response by the low road, is an essential function to avoid a danger. 

The results in our experiment can be explained along with the concept of the dual 
pathway of emotion. When human observes a humanlike agent, the low road  
transmits information roughly but immediately so that he/she perceives the agent as 
human. Consequently, the observer initially responds to the agent as if it is human. On 
the other hand, the high road provides more elaborate information of the agent and 
that allows the observer to realize that the agent is actually non-human. These parallel 
functions by the dual pathway form two different perceptual processes.  

 

Fig. 8. Conceptual model of human perception toward a humanlike agent 

This model can provide an explanation of the mental mechanism behind the uncan-
ny valley from the viewpoint of the function to avoid dangers. For human, perceiving 
a humanlike agent as a human by the low road means a mistake of a different species 
for an individual akin to them. After the high load transmits the information, he or she 
receives an alert to the agent to avoid a danger which may be caused by the mistake. 
Accordingly, two pieces of information between the low and high road are mis-
matched, and the alert makes human generate negative response to the agent. Fig.8 
illustrates this conceptual model.  
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5 Conclusion 

This study experimentally investigated changes in human perceptual processes of a 
person and humanlike agents based on the hypothesis that differences in the percep-
tions emerged after observing for several seconds. The results confirm that there was 
no significant difference between the person and CG-modeled 2 initially, whereas the 
difference emerged as time passed. According to the results indicating the two steps 
in perceptions of a humanlike agent, we modeled the uncanny valley based on the 
concept of the LeDoux’s dual-pathway of emotion. The model insists that mismatch 
between pieces of information transmitted by the low and high roads can be served as 
a trigger of the uncanny valley. 

As described above, the model explains what causes human negative response to a 
humanlike agent. However, it cannot explain evocation of the feeling of eeriness and 
the drastic decrease of familiarity documented by the uncanny valley. One important 
future work is hence to clarify how the mismatch can be connected with the feeling of 
eeriness, and to describe the more detailed model.  
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Abstract. In this paper, we present a novel multimodal system de-
signed for smooth multi-party human-machine interaction. HCI for mul-
tiple users is challenging because simultaneous actions and reactions
have to be consistent. Here, the proposed system consists of a digital
signage or large display equipped with multiple sensing devices: a 19-
channel microphone array, 6 HD video cameras (3 are placed on top and
3 on the bottom of the display), and two depth sensors. The display
can show various contents, similar to a poster presentation, or multiple
windows (e.g., web browsers, photos, etc.). On the other hand, multi-
ple users positioned in front of the panel can freely interact using voice
or gesture while looking at the displayed contents, without wearing any
particular device (such as motion capture sensors or head mounted de-
vices). Acoustic and visual information processing are performed jointly
using state-of-the-art techniques to obtain individual speech and gaze
direction. Hence displayed contents can be adapted to users’ interests.

Keywords: multi-party, human-machine interaction, digital signage,
multimodal system.

1 Introduction

Over the last decade smart systems for multi-party human-machine interaction
have become ubiquitous in many everyday life activities (e.g., digital advertising
displays, video games or poster presentations). Here, we present a novel multi-
modal system that is designed for smooth multi-party human-machine interac-
tion. The system detects and recognizes verbal and non-verbal communication
signals from multiple users, and returns feedbacks via a display screen. In partic-
ular, visual information processing is used to detect communication events that
are synchronized with acoustic information (e.g., head turning and speech). We
believe the system can potentially be adapted to various applications such as en-
tertainment (multiplayer interactive gaming device), education or edutainment
(virtual support for lecturer), medicine, etc.

Multimodal Audio/Video systems designed for human behavior and interac-
tion analysis usually consist of multiple video cameras and microphones placed
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in a dedicated room, and oriented towards participants. To date, these systems
are still very tedious to setup and often require wearable equipments that prevent
them to be used casually or in an uncontrolled environment. Here, the proposed
system is portable and scalable. It consists of a digital signage or large display
equipped with multiple sensing devices spaced on a portable structure: a micro-
phone array, 6 HD video cameras, and two depth sensors. The display is used to
show various contents, such as poster presentations, web browsers, photos, etc. On
the other hand, multiple users standing in front of the panel can interact freely us-
ing voice or gesture while looking at the displayed contents, without wearing any
particular device (such as motion capture sensors or head mounted devices). We
tested the system with real poster presentations as well as casual discussions. The
next sections present relatedwork, description of the framework, A/Vmultimodal
data processing, application to multi-party interaction, and conclusion.

2 Related Work

Human-to-human and human-computer interaction have been studied in nu-
merous fields of science such as psychology, computer graphics, communication,
etc. In group communication, humans use visual and audio cues to convey and
exchange information. Hence video and audio data have been naturally exten-
sively used to study human behavior in communication. For example, several
corpus such as VACE [Chen et al., 2006], AMI [Poel et al., 2008], Mission Sur-
vival [Pianesi et al., 2007], IMADE [Sumi et al., 2010] were created to capture
multimodal signals in multi-party conversation and interaction. Speech is often
used to detect dominant speakers based on turn-taking and behavior analysis,
while non-verbal cues provide feedbacks to understand communication patterns
and behavior subtleties (e.g., smile, head nodding or gaze direction change) and
can be used as back-channels to improve communication [White et al., 1989].
Nevertheless heavy equipments (e.g., headsets) are often required, and visual in-
formation processing is usually limited (due to video resolution). Other systems
using digital signage (like the moodmeter from MIT) usually use only one video
camera that performs only face detection/classification. Acoustic is not used and
they do not consider human-machine interaction. Commercial systems, like Sam-
sung Smart TVs, use single-human gestures as remote control and do not handle
interaction with multiple people. To our knowledge, no framework has been pro-
posed in the literature that aims at multi-people interacting with a digital signage
using multimodal (audio and video) signals. Note that in [Tung et al., 2012], the
authors introduce a multimodal interaction model for multi-people interaction
analysis that can be used with the system presented in this paper. As well,
let us cite [Tung and Matsuyama, 2012] in which the authors present 3D scene
understanding using data from multiview video capture.

3 Smart Multimodal System Configuration

Audio. Microphone array is employed as audio capturing device. The spatial
arrangement of the microphone sensors enable the system to localize different
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sound sources: the speech signal that originates from the individual participants
and the signals that come from other sources (i.e., background noise). The micro-
phone array system provides a hands-free audio capture mechanism in which the
participants are not constrained to using wired microphones that limits move-
ments, paving the way towards free flowing interaction. The power of the cap-
tured audio signals from the distant sources are improved by increasing the
number of microphone sensors in the array, in this case, a reliable level of speech
power is achieved which is very important in the speech recognition system. The
microphone array is configured linearly with 19 microphone sensors and placed
on top of a 65-inch display display (see Fig. 1) and the sampling rate is 16KHz.
The smart audio processing in a poster presentation scenario (i.e., participants:
presenter and audience) is described in Sec. 4.

Video. Multiple video cameras are employed to capture nonverbal commu-
nication and interaction between multiple people. In order to capture multiple
views of subjects standing in front of the system, 6 HD video vision cameras
(from Point Grey) are spaced on a portable structure made of poles and mounted
around a display. In the context of poster presentation, sensing devices are placed
at on one side of the display to capture a presenter, and at the center to capture
the audience (e.g., two or three people). We place 3 cameras with 3.5mm lenses
on top of the display (two at the center, one on the side) to obtain wide field-of-
view (150 deg), perform video capture in UXGA at 30 fps, and 3D reconstruction
from stereo. As well, 3 cameras with 12mm lenses are placed below the display
(two at the center, one on the side) to capture closeup videos in SVGA of users’
faces at 30 fps. As well, two depth sensors (MS Kinect) are placed on top of
the screen (one at the center, one on the side) and capture depth map videos in
VGA at 30 fps. To make the system easily transportable, only one PC with a
single GPU is used for video capture and processing. Fig. 1 shows the current
system and multiview video samples.

4 Multimodal Data Processing

Audio. Acoustic signal processing in a multi-party system involves the pro-
cessing of the data captured from the microphone array and the design of the
automatic speech recognition (ASR) system. The multimodal signage applica-
tion can be used in various scenarios, specifically in this paper we focus on
poster presentation that involves the interaction between the presenter and the
audience. Audio processing is described as follows:

– Microphone Array Processing
Assuming that there are N sources (i.e., coming from participants) and
M (≥ N) microphone sensors (in our case M=19). Let us denote s(ω) as
the input acoustic signal of N sources in frequency domain, described as
s(ω) = [s1(ω), · · · , sN (ω)]T , where T represents the transpose operator. The
received signals in vector form is denoted as o(ω) = [o1(ω), · · · , oM (ω)]T .
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Fig. 1. a) Multimodal system setup for smart poster presentation. b) Multiview video
capture of one presenter and two attendees.

Microphone array signal processing is described as follows:

o(ω) = A(ω)s(ω) + n(ω), (1)

where A(ω) ∈ C
M×N is the Room Impulse Response (RIR) in matrix form.

The RIR describes the room characteristics that governs the behaviour of
the sound signal as it is reflected inside the room enclosure. The background
noise is denoted by n(ω). We note that the both n(ω) and s(ω) are assumed
to be statistically independent which is usually true in real environment con-
ditions dealing with simple types of noise contamination. The sound sources
are spatially separated using Geometrically constrained High-order Decorre-
lation based Source Separation (GHDSS), which is a byproduct of both beam
forming and blind separation [Sawada et al., 2002][Nakajima et al., 2008].
The separated signal is denoted as ŝ(l)(ω).

– Context and Models for ASR
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Fig. 2. Robust modeling for automatic speech recognition system

We trained separate acoustic models based on different user profiles. During
the early stage of the design process, roles of the participants are profiled
in advance. For example, if the the system is used for poster presentation,
participants are classified as presenter, audience, etc. The task of the par-
ticipants are known right from the very beginning; the presenter usually has
a script which is used to discuss the content of the presentation displayed
on the digital signage. In most cases, the signage itself contains information
of the presenters talk (i.e., text). Moreover, the audience is presumed to ask
questions, and because of this prior information, it is safe to assume that the
conversation dynamics between the participants are readily available. Con-
sequently, depending on the directivity of the speaker we can re-train the
acoustic model to λ(l) with data processed using the sound separation mech-
anism discussed above. This will improve performance as opposed to solely
using the baseline model λ trained from the traditional speech database be-
cause the actual location (l) of the speakers are considered in the former.
Separate language models can also be modeled for the presenter and the au-
dience, respectively. By using the corresponding text data that are unique to
the conversation dynamics to each of the participant class, separate language
models are trained: wp (for presenter) and wa (for audience). Training pro-
cedure that involves context is shown in Fig. 2. In our method, we are able
to break down the generic approach in the automatic speech recognition sys-
tem (ASR). By incorporating context with respect to the microphone array
processing reflective of the participant’s position and the separate language
models, the system can automatically switch parameters that are appropri-
ate to the current scenario. In the end, robustness is achieved.

Video. Visual information processing is achieved using the combination of
depth sensors that deliver depth maps of the scene in VGA resolution, and
multiple video cameras that capture the scene in higher resolution (UXGA and
SVGA). All multiview video cameras are geometrically calibrated using standard
methods (i.e., with a chessboard) and synchronized by software trigger.
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Fig. 3. a) Depth map from frontal depth sensor. b) Face feature tracking using depth
and color information (by Kinect SDK). c) Eye localization after registration to HD
video camera 6.

The depth sensors (IR cameras) are also calibrated with the HD
video cameras. Depth data serve for human body-part identification us-
ing approaches based on discriminative random regression forests that
efficiently label different body regions [Shotton et al.,2011]. As well,
head pose and face feature tracking can be performed from depth
and color information of the depth sensors using state-of-the-art tech-
niques [Cootes et al., 2006][Viola et al., 2001][Fanelli et al., 2011]. As the res-
olution of color cameras integrated in currentconsumer depth sensors are
usually too poor to provide accurate gaze estimation, HD video cameras
placed below the screen are used instead for accurate gaze direction estima-
tion [Xu et al., 2008][Feng et al., 2011]. In practice, as shown in Fig. 3 we ex-
tract regions of interest (e.g., faces and eyes), and register HD video frames to
the depth maps. Compared to prior multimodal setup [Tung et al., 2012], the
proposed design is able to provide more accurate head pose and gaze estimation
based on eye detection. Note that, as in [Tung et al., 2012] HD video cameras
placed on top of the screen provide rough depth maps in real-time (using mul-
tiview stereo reconstruction), which can be merged with data from the depth
sensors for further depth accuracy enhancement. Furthermore, head and mouth
positions are used in the speech processing described above for better diarization.

5 Applications: Multi-party Multimodal Interaction

In this work, we combine acoustic and video information for seamless interac-
tion with smart display. Suppose that a display contains text data localized into
several regions according to visual coordinate locations. The generic word vo-
cabulary which is composed of the total text is broken down into sub-regions,
corresponding to the several visual coordinate locations. Using the localized vo-
cabulary (within a particular region), a new set of language model is updated for
each region. This allows us to dynamically select active regions on the display
based on the gazes of the participants. The system dynamically switches language
models for speech recognition, reflective of the active region. This strategy min-
imizes the confusion in speech recognition when displaying multiple contents,
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Fig. 4. When multiple browsers are opened simultaneously, it is not trivial for hands-
free voice systems to understand what applications users are focusing on. The proposed
system uses gaze and speech processing to determine what actions to perform.

as a particular word entry may occur several times in different locations within
the whole display. For example, as illustrated in Fig. 4 when multiple browsers
are opened simultaneously, it is not trivial for hands-free voice systems to un-
derstand what applications users are thinking about when simple actions are
requested (e.g., close browser, search in window, etc.).

Switching to active regions based on the users’ gaze narrows down the size of
the vocabulary as defined by each active region. In effect, the system benefits from
both acoustic and visual information in improving overall system performance.
Furthermore, the system can be used as a smart poster for automatic presentation
to a group of people. By capturing and analyzing gaze directions and durations,
attention or interest levels can be derived for each portion of the presentation
(see [Tung et al., 2012]). Hence, when joint-attention is detected (e.g., when two
subjects are looking at the same region), the system can automatically highlight
the region of interest. We believe the proposed system can be used for numerous
applications, such as education, medicine, entertainment, and so on.

6 Conclusion

We present a novel multimodal system that is designed for smooth multi-party
human-machine interaction. The system detects and recognizes verbal and
non-verbal communication signals from multiple users, and returns feedbacks
via a display screen. In particular, visual information processing is used to
detect communication events that are synchronized with acoustic information
(e.g., head turning and speech). To our knowledge, no similar setup has been
proposed yet in the literature.
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Abstract. Reaching objects displayed on the opposite side of a large
multi-touch tabletop with hands is difficult. This forces users to move
around the tabletop. We present a remote pointing technique we call
HandyPointing. This technique uses pull-out, a bimanual multi-touch
gesture. The gesture allows users to both translate the cursor position
and change control-display (C-D) ratio dynamically. We conducted one
experiment to measure the quantitative performance of our technique,
and another to study how users selectively use the technique and touch
input (i.e., tap and drag).

Keywords: bimanual interaction, multi-touch, gesture, tabletop.

1 Introduction

A large multi-touch tabletop is used for a collocated collaborative work that in-
volved multiple users. These users surround the tabletop and touch the tabletop
from their respective positions. However, reaching a distant object displayed on
the opposite side of the tabletop is difficult due to the largeness of the touch-
screen. Toney et al. reported that more than 90% of users’ touch interactions are
performed within 34 cm from their respective positions [11]. Users are forced to
lean forward from the tabletop or move around the tabletop to reach the object.

To solve this problem, indirect-pointing devices, such as a mouse, are com-
plementary used for touch input. Using these devices enable users to reach the
distant objects. However, they require physical space in which to place them
around a tabletop for each user. Furthermore, preparing the devices in advance
is troublesome because tabletops are used by an unspecified number of users
simultaneously.

Therefore, we present a remote pointing technique we call HandyPointing.
This technique uses pull-out, a bimanual multi-touch gesture [12], to determine
a cursor position. A pull-out gesture requires no additional devices because the
technique uses touch input only. Furthermore, a pull-out gesture allows users not
only to translate the cursor position but also to change the control-display (C-D)
ratio dynamically, similar to [3]. This means that they can selectively perform
rough pointing with a large C-D ratio and precise pointing with a small C-
D ratio. Therefore, users can precisely point at a distant position quickly by
combining these rough and precise pointing techniques.
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2 Related Work

There are related works about remote pointing techniques on tabletops. We clas-
sify these techniques into direct-pointing, and indirect-pointing. Here the former
uses the position at which users point as a cursor position, and the latter trans-
lates a cursor position according to the movements of devices.

Direct-pointing. Parker et al. used the shadow of the tip of stylus to point at
a distant position [9]. In the work of Banerjee et al. [3], users could point a finger
at objects on tabletops and dynamically change C-D ratio by one hand while
performing a pointing with the other hand. The above techniques required addi-
tional devices that obtain the position of users’ hands to realize direct-pointing.
In HandyPointing, we adopt indirect-pointing in order not to use such devices.
Our technique requires only the touch coordinates.

Indirect-pointing. Bartindale et al. [4] and Matejka et al. [8] developed an
onscreen mouse for multi-touch tabletops that allows users to point, similar
to a conventional physical mouse. These research realized an indirect-pointing
technique. However, they required to recognize the shape of hands, while our
technique can be applied to tabletops that detect more than three touch points.
I-Grabber [1] is an onscreen widget manipulated by multi-touch interactions.
Users can select and translate a distant object with the widget. Although our
technique also uses multi-touch interactions, the technique allows users to de-
termine a cursor position by a single multi-touch gesture.

Bimanual Interaction. Guiard modeled the asymmetric bimanual behaviors of
humans as Kinectic Chain Model [6]. Tokoro et al. presented a pointing technique
that utilized two acceleration sensors, and postures of both hands determined
a cursor position [10]. Furthermore, Malik et al. developed a bimanual point-
ing technique by using image processing [7]. In contrast with these techniques,
our technique is realized by using touch based gestures. In addition, Bailly et
al. utilized the number of touches and their strokes of both hands to execute
commands in a distant menu bar [2]. While their technique enables command
invocations that utilized discrete input, our technique enables indirect-pointing
that utilized continuous input by the stroke of a pull-out gesture.

3 Interaction Techniques

Our pointing technique utilizes both hands to move a cursor. In this section, we
describe HandyPointing, a remote pointing technique, and its additional remote
manipulation technique.

3.1 Pointing Technique

Figure 1 shows the procedure of HandyPointing. First, users put two fingers of
their non-dominant hand (base-fingers) on a tabletop, as shown in Figure 1a.
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Fig. 1. Pointing procedure using HandyPointing

Fig. 2. Cursor translation according
to vector-pulled

Large SmallC-D ratio

Fig. 3. Dynamic C-D ratio according
to length of base-segment

When users drag their finger of their dominant hand (pull-finger) to cross the
segment between base-fingers (base-segment) as shown in Figure 1b, a cursor is
displayed on an extension of the opposite direction of the vector from the center
of the base-segment to pull-finger (vector-pulled) as shown in Figure 1c. Users
can quit pointing by taking base-fingers off from the tabletop.

If users arrange the vector-pulled, the cursor position changes in accordance
with the vector as shown in Figure 2. C-D ratio also changes depending on the
length of the base-segment. This means that users can simultaneously move the
cursor by using the dominant hand while controlling C-D ratio dynamically by
using the other hand as shown in Figure 3.

An advantage of this bimanual manipulation is that users can selectively per-
form rough pointing with a large C-D ratio or precise pointing with a small C-D
ratio. For example, users can move a cursor precisely with a short base-segment,
while they can quickly move the cursor at a distance with a long base-segment
as shown in Figure 4.

3.2 Determination of a Cursor Position

This section describes the procedure to determine a cursor position. Suppose
that Pi(x, y) is the i-th cursor position after i frames have passed since users
placed base-fingers on the tabletop. Then Pi is given by the following expressions:

Pi = G0 −
i∑
j

kjΔVj ,
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Fig. 4. Usage of dynamic C-D ratio. Users (a) point at far position quickly with large
C-D ratio, and then (b) precisely point at object with small C-D ratio.

Fig. 5. Determination of cursor position

ΔVi = Vi − Vi−1,

ki = α× |S0|
|Si| .

As shown in Figure 5, S0 is the base-segment when base-fingers were placed on
the tabletop, and G0 is the gravity point of S0. Furthermore, Si and Vi are the
i-th base-segment and vector-pulled, respectively. Then, Gi is the gravity point
of Si. α is a constant. That is, our technique determines i-th C-D ratio by ki,
and then the cursor position Pi is moved by ki and ΔVi, which is the difference
of Vi, frame by frame.

3.3 Remote Manipulation

We implemented a function to manipulate a distant object. As shown in Fig-
ure 1c, a circle is shown around the pull-finger (handling-circle) when users begin
pull-out. Users can select the object under the cursor by tapping the handling-
circle after they have translated a cursor. Moreover, they can translate the cursor
again by dragging the handling-circle. They can unselect the object by tapping
the circle again.

The selected object moves according to the cursor when users drag the
handling-circle. This means that they can select a distant object, and drag it
to another distant location. Note that they can dynamically change C-D ratio
while they are using not only a normal pointing but also a remote manipulation.
Therefore, they can select the object precisely and move it quickly.
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4 Evaluation

We conducted two experiments. One was to measure the quantitative perfor-
mance of HandyPointing, and the other was to study how users selectively
use HandyPointing and touch input (i.e., tap and drag). We implemented a
prototype of HandyPointing using a 1470mm x 800mm 60-inch tabletop. Ten vol-
unteers participated in this experiment. They were undergraduates or graduate
students with ages ranging in age from 21 to 24 years. They were all right-handed
and familiar with a mouse.

4.1 Experiment 1

To compare the performance of HandyPointing and another in-direct pointing
technique, we used a pointing task similar to those in [3, 5]. We used a mouse
as it is the most common in-direct pointing device. We divided participants into
two groups. One group first performed the task by HandyPointing; the other
group first performed the task by mouse. We asked participants to sit in a chair
that placed in the middle of the short side of the screen during the task. We
explained how to use each technique before the task, and asked them to practice
the techniques sufficiently. To measure the base-line of our technique, we assigned
the C-D ratio of the mouse to achieve the best performance such that the mouse
never needed to be clutched.

Task. We asked participants to point at and select a target object. When partic-
ipants selected a start point, a target object was displayed. We radially arranged
the positions of target objects as shown in Figure 6. Once participants selected
the target object, the object was removed.

Fig. 6. Positions of start point and target objects

In this experiment, independent variables were: target distance (500, 700, and
900 pixels, i.e. approximately 515mm, 715mm, and 915mm, respectively), target
angle (-15, 0, and 15 degree), target size (40, 80, and 120 pixels, i.e. approxi-
mately 41mm, 82mm, and 123mm, respectively), and technique (HandyPointing
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and mouse). Each participant performed 2 trials for each combination of factors,
thus they performed 108 (3x3x3x2x2) trials in total. All trials were presented in
a randomized order.

Result. We measured the time to complete a trial (trial-time) and the num-
ber of errors. In HandyPointing condition, trial-time begins when participants
started HandyPointing on a start point and ends when they selected a target
object by tapping a handling-circle. In mouse conditions, trial-time begins when
participants clicked a start point and ends when they selected a target object.
When participants failed to select a target object, we treated it as an error.

Figure 7 to 10 show the result of the experiment. Figure 7 and 8 show the
average trial-time and the number of errors in HandyPointing condition. Figure 9
and 10 show those in mouse condition. In these figures, the blue graph illustrates
the result for each target distance (500, 700, and 900 pixels), green one illustrates
the result for each target angle (-15, 0, and 15 degree) and red one illustrates the
result for each target size (40, 80, and 120 pixels). The average trial-times were
3812ms in HandyPointing condition and was 1266ms in mouse condition. The
average numbers of errors were 1.72 in HandyPointing condition and was 0.053
in mouse condition. Figure 11 and 12 show average trial-time of HandyPointing
trials and mouse trials for each participant.

Fig. 7. Mean and variance of trial-time
for each target distance (blue), target
angle (green), and target size (red) in
HandyPointing condition

Fig. 8. Mean and variance of number of
errors for each target distance (blue), tar-
get angle (green), and target size (red) in
HandyPointing condition

Discussion. The trial-time of HandyPointing was larger than that of a mouse,
as shown in Figure 7 and 9. However, trial-time gradient and the number of
errors were similar for each condition. That is, trial-time was in accordance with
the increase in distance and the decrease in angle. This result indicates that
HandyPointing seems to follow Fitts’ law.

The number of errors of HandyPointing increased when target distance was 900
pixels, as shown in Figure 7. This means participants failed to tap a handling-circle
when they selected the most distant targets. This is because they could not tap the
circle while focusing on a distant target object. On the other hand, participants
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Fig. 9. Mean and variance of trial-time
for each target distance (blue), target
angle (green), and target size (red) in
mouse condition

Fig. 10. Mean and variance of number of
errors for each target distance (blue), tar-
get angle (green), and target size (red) in
mouse condition. Note that maximum of
Y-axis is different from Figure 8.

Fig. 11. Mean of trial-time for each
participant in HandyPointing condition

Fig. 12. Mean of trial-time for each
participant in mouse condition

successfully tapped the circle more when they selected a near target object. This
is because they could focus on the circle and the object simultaneously.

Furthermore, the trial-time and the number of errors also increased in Handy-
Pointing condition as the angle changed from -15 to 15 degree, as shown in Fig-
ure 7 and 8. This increase was more significant than for the mouse. A cursor
is displayed on the non-dominant hand side first, when they begin to perform
HandyPointing. For example, the cursor is displayed on the left side for right-
handed participants. Thus, they can easily select the non-dominant hand side
objects. However, selecting the dominant hand side objects forces participants
to move arms outside of the natural range of motion of arms. Hence, they had
to move their right arms to the left side and left arms to the right side. This
makes it difficult to select the dominant hand side objects and shows that users
can easily select non-dominant hand side objects by using HandyPointing.

Next, we discuss average trial-time for each participant. These trial-times
are shown in Figure 11 and 12. In HandyPointing condition, the largest aver-
age trial-time (5211ms) was 2.15 times larger than the smallest average trial-
time (2420ms). In mouse condition, the largest average trial-time (1524ms) was
1.57 times larger than the smallest average trial-time (1165ms). Moreover, the
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smallest average trial-time of HandyPointing (2420ms) was 2.08 times larger
than that of a mouse (1165ms). Trial-time greatly differed among participants. In
this experiment, we asked participants to practice HandyPointing and a mouse,
until they had become familiar with these techniques. However, some partici-
pants proceeded the experiment as soon as they had learned only how to use
HandyPointing but without becoming familiar with the technique. This meant
the degree of proficiency in HandyPointing for each participant was significantly
different, resulting in the large differences in trial-time among participants. On
the other hand, they were already familiar with the mouse. Thus, the differences
in trial-time in mouse condition was small. This result means that the degree of
proficiency significantly affects the performance of HandyPointing among par-
ticipants. However, with a little training, pointing with HandyPointing takes at
least only twice time as long as pointing with a mouse. In addition, more training
may lead to better performance.

4.2 Experiment 2

To study how users selectively use HandyPointing and ordinary touch input, we
used select & docking task, similar to those in [3, 5]. This experiment was se-
quentially conducted after Experiment 1. This means that the same participants
joined this experiment, and the same apparatuses were used.

Task. The same as Experiment 1, we asked participants to point at an object,
select it, and move it into a dock. In this task, objects appeared on the top,
middle, or bottom of the screen as illustrated in Figure 13, and docks appeared
near or far from participants. Participants were allowed to use touch input and
HandyPointing simultaneously during the experiment.

Fig. 13. Positions of target objects and docks

In this experiment, independent variables were: target size (40, 80, and 120
pixels, approximately 40mm, 80mm, and 120mm respectively), target position
(top, middle, and bottom), and dock position (near and far). The dock was the
same size as the target in each task. Each participants performed 3 trials for
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Fig. 14. Movements of
top objects

Fig. 15. Movements of
middle objects

Fig. 16. Movements of
bottom objects

each combination of factors, thus they performed 54 (3x3x2x3) trials in total.
All trials were presented in a randomized order.

Result. Figure 14 to 16 shows the movements of objects, where blue and green
segments represent the movements of objects toward a near dock that are ma-
nipulated by HandyPointing and touch input, respectively. Red and yellow ones
represent those of objects toward a near dock that are manipulated by Handy-
Pointing and touch input, respectively. The segments connect the positions where
objects began and the stopped moving.

Figure 14 shows the movements of top objects. All top objects toward a near
dock were manipulated by HandyPointing only, and no manipulations were per-
formed by touch input. In contrast, those toward a near dock were manipulated
by the combination of HandyPointing and touch input. This means participants
used HandyPointing to move a distant object to the near position and touch
input to move it into the near dock. Figure 15 shows the movements of middle
objects. 89% of the objects toward a near dock were manipulated by HandyPoint-
ing only, and the remaining 11% were done by the combination of HandyPointing
and touch input. This is because some participants first moved the objects to
the near position by touch input and then into the far dock by HandyPointing.
39% of the middle objects toward a near dock were manipulated by touch input
only, and 3% were performed by HandyPointing only. The remaining 58% were
performed by the combination of HandyPointing and touch input. Figure 16
shows the movements of bottom objects. All objects toward a near dock were
manipulated by the combination of HandyPointing and touch input, and 99% of
the objects toward a near dock were manipulated by touch input.

Discussion. Participants’ behavior changed depending on the distance to a
target object. Participants used HandyPointing to drag top and middle objects
into a near dock. They used the combination of HandyPointing and touch input
to drag them into a near dock (Figure 14 and 15). In contrast, they used the
combination of HandyPointing and touch input to drag bottom objects into a
near dock and used touch input to drag them into a near dock (Figure 16). This
difference is owing to whether they can reach the objects with hands. That is,
participants used HandyPointing for a distant object and touch input for a near
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object. The result shows that they selectively used one of these techniques in
accordance with the distance to a target object.

When they combined the techniques, participants first put an object into the
near position by using one technique, and then they dragged it into a dock
by using the other technique. In our observation, they seemed to use the first
technique to move the object into the position where they could select easily with
the second technique. This indicates that they preferred to use HandyPointing
for a distant object and touch input for a reachable object.

5 Conclusions and Future Work

We designed and implemented a remote pointing technique, HandyPointing.
The technique allows users to point at a distant position that their hands can-
not reach. Furthermore, users can simultaneously change C-D ratio dynamically
by using their non-dominant hand while determining a cursor position by using
the dominant hand. Therefore, they can selectively use rough pointing or pre-
cise pointing. We conducted two experiments. Their results showed that users
can selectively use HandyPointing and ordinary touch input, and pointing with
HandyPointing at least takes only about twice as long as pointing with a mouse
with a little training.

We will continue to measure the performance of HandyPointing because the
C-D ratio of a mouse in the experiments was the ratio that maximizes the per-
formance of the mouse to measure the base-line of our technique. Therefore, we
will conduct a similar experiment to measure the maximum performance of our
technique by seeking the ideal C-D ration in the future and compare it with the
results in this paper.
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Abstract. This research aimed at developing new types of Human-Machine  
interaction for future Airbus aircraft cockpit. Touch interaction needs to be  
studied because it brings some advantages for pilots. However, it is necessary to 
redefine pilot’s workspace to optimize touch interaction according to pilot  
population characteristics and human physical capabilities. This paper presents 
the touch interaction area model and the tactile assessment carried out to vali-
date our hypothesis, leading to rules/guidelines for cockpit layout and HMI  
designers. 

Keywords: Human Centered Design, interaction design, anthropometry, touch 
screen interaction, guidelines. 

1 Introduction 

Many research studies are carried out at Airbus to address new types of Human-
Machine interaction for pilots. This study was focused on the integration of touch 
screen technology in future aircraft cockpit. Indeed, this technology brings some ad-
vantages 1) for pilot interaction, for example [1]: intuitive operation requiring little 
thinking by a direct manipulation, easier hand-eye coordination, and 2) for cockpit 
definition: more software flexibility, space optimization with no extra workspace 
required for physical input devices such as command buttons or pointing devices. But 
touch screens need to be installed at a specific location inside the cockpit for accessi-
bility and working postures concerns. Indeed, if not properly located, the use of touch 
screen may induce muscular fatigue, musculoskeletal disorders and could also  
degrade Human-Machine interaction [2], [3]. 

The aim of this study was to define digital manikins with their associated reach en-
velops and postures to provide a design model to better integrate touch screens and to 
optimize Human-Machine interaction. The part of the study related to anthropomor-
phic and biomechanics needs, focusing on pilot characteristics and working postures 
to be considered for building up the design model were addressed in a former paper 
[4]. This paper will present the global design concept and the results of the tactile 
assessment taking into account criteria such as touch and task performance (gesture 
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2.3 The Digital Manikins Module (3) 

How to perform ergonomic studies using Computer Aided Design (CAD) techniques? 
We chose manikins and defined body dimensions according to the variability of 
length for sitting height, buttock-knee length and forward reach. A set of « boun-
dary » manikins were derived with different morphotypes related to trunk/lower limbs 
ratio, using bivariate distributions to define the appropriate range of variations for the 
5% and the 95%. Sitting height was chosen as key dimension for 5%-95% variability 
and Forward reach was adjusted to cover the variability for the 2040 populations. Pair 
of manikins was created for each percentile retained: 5% and 95%. 

2.4 The Human-Machine Interaction Module (4) 

Which Human-Machine Interaction criteria to be considered? 

• Duration of the tactile task (D): maintaining posture and hand motion. Duration of 
the tactile task may have a negative impact on comfort if duration is too long be-
cause the muscles have to fight against gravity effect to maintain the positions of 
the upper limbs.  

• Frequency of the task (F): time for rest (sec) between two tactile tasks without 
upper limb rest on appropriate supports. The frequency of the task may induce fati-
gue at joint levels and musculo squeletal disorders (if too high).  

• Repetitiveness of the task (R): repetition of similar task (in terms of gesture and 
posture constraints) during a flight. It contributes to physical fatigue at the postural 
and gestural levels. 

• Gesture library (G): gestures selected for the touch screen interaction (Number of 
fingers & hands used). 

• Task difficulty (T): accuracy and difficulty of the gesture to perform the task. They 
are the main factors of muscular and articular fatigue (necessity for maintaining a 
posture and oculomotor control of the gesture). 

2.5 The Cockpit Environment Module (5) 

How to consider environmental context and cockpit layout constraints? We developed 
the model to be used in several aircraft cockpit concepts. In this case, we took into 
account the specificities of the environmental context, such as the vibration (turbu-
lences) and the cockpit layout constraints that could have an impact on touch interac-
tion, for example: the seat position, the visual field, the cockpit nose dimension, the 
display locations (right /left) and the fact that information on central displays is shared 
by the two pilots. Moreover, lateralization (i.e. right or left hand used) needs to be 
addressed as it could affect the performance, the precision and the comfort of touch 
interaction. 
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2.6 Touch Interaction Area Model (6) 

All the criteria from the different modules (table 1) have been gathered to build up the 
Touch Interaction Area Model in order to optimize the interaction according to the 
touch screen locations. For each criterion, we made hypotheses to be assessed. 

Table 1. Criteria retained in the Touch Interaction Area Model 

Type of criteria Criteria 

Human-Machine Interaction 

Duration of the tactile task (D) 
Frequency of the task (F) 
Repetitiveness of the task  (R) 
Gestures used (G) 
Task difficulty /accuracy (T) 

Human physical capabilities 

Working Posture (WP) 
Lateralization (L) 
Visual Control (VC) 
Vibration (V) 

With these hypotheses, a cockpit concept was designed on CAD taking into ac-
count cockpit constraints (figure 5). Visual boundaries and reach adjustments (FR+50 
mm and FR+100 mm) were based on the 5th percentile digital manikins. 

 

Fig. 5. Cockpit concept defined on CAD based on Touch Interaction Area Model 

3 Method 

Our experimental approach consisted in collecting data from a sample of 10 pilots in 
order to validate postures, reach area capabilities and touch interaction areas prede-
fined with digital manikins in CAD. This should allow us to confirm the acceptability 
for both small and large pilots in terms of accessibility, postural constraints, physical 
efforts, task difficulty and visual boundaries.  

3.1 Experimental Set up 

We developed a physical mock-up (1/2 cockpit, at the right seated position) with 8 
touch screens based on the CAD cockpit concept (figure 6, left). A Motion capture 
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For this paper, we focused on the following Human-Machine interaction hypothes-
es to identify the relations between postures, task duration, display location and  
acceptability of the tactile tasks: 

• H1: Postural constraints depend on display location, 
• H2: Postural constraints and task duration have an influence on subjective assess-

ments, 
• H3: Subjective assessments vary according to attributed tasks, postural constraints 

and display location. 

In order to verify these hypotheses a statistical analysis (descriptive and inferential 
statistics followed by geometric data analysis) [7], [8], [9] was conducted on the fol-
lowing data: subjective assessment, tasks (with and without accuracy), displays (D1 
frontal, D2-D4 central, D3 lateral, D5-D6 backward), postures (with and without con-
straints), and task duration: short (9-15 s), medium (16-60 s), long (> 60 s). The re-
sulting table was constituted of 178 lines (10 pilots x 18 tests minus 2 missing tests) 
and of 5 columns (4 subjective assessments and task duration). 

4 Results 

• Postural constraints depend of display location. (H1) 

Cross data analysis (Posture/Displays) for subjective assessments on performance 
shows that pilots make the choice of postural constraints to be more efficient when 
displays are located in a central position (t [58] = 2.24; p < .003). Right-handed sub-
jects prefer both hands with postural constraints (physical effort significantly higher) 
than their left hand to perform tactile tasks on central displays (effect of lateraliza-
tion). The choice of such postural constraints contributes also to increase legibility 
and to lower parallax difficulties (presented in former paper [4]). It is also explained 
by the need for the subjects to get a better field of vision as recommended by ISO 
norm 14738 (see 2.1). 

For other subjective assessments, tactile task difficulty is low for frontal/lateral 
displays (t [92] = 7.27; p < .0000) and increases for the other displays (central and 
backward); the difficulty is the higher for central displays when pilots adopt a posture 
without constraint (m = 43.94; SD = 21.06). Acceptability is better for frontal/lateral 
displays for “no constraint condition” than for the others. This acceptability for the 
others remains at a level greater than 50% (results differ significantly with central 
display: t [92] = 4.42; p < .0000). 

• Postural constraints and task duration have an influence on subjective as-
sessments. (H2) 

The performance is better perceived for short and medium tasks duration than long 
tasks whatever postural constraints (with constraints: t [82] = 2.52; p < .01, without 
constraints: t [92] = 4.84; p < .0000). In addition, task difficulty increases with long 
duration (with constraints: t [82] = 2.10; p < .04 - no constraint: t [92] = 3.76; .0003). 
Acceptability remains correct whatever task duration (no significant results). 
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PCA consists in building up a vector space of variables and a Euclidean space of 
individuals’ points. Graphical representation (figure 7) summarizes results obtained 
from interpretation of vectors-variables’ projection on axes 1 and 2 (84% of variance 
accounted) and from different configurations of individuals’ mean points indexed 
with qualitative parameters (postures with or without constraints / display locations / 
type of tasks). Axis 1 describes opposition between performance/acceptability (figure 
7, left +; right -) and physical effort/task difficulty (figure 7, left-; right +). Axis 2 
represents the opposition between unconstrained (top) and constrained (down) post-
ures. Best scores for performance/acceptability (left) are for frontal and lateral dis-
plays (keyboard, map, puzzle, Charts) and also for central and backward displays 
(map and puzzle). Opposite (right), backward (keyboard, map, puzzle, FMS, Charts) 
and central displays (keyboard and FMS) are less acceptable. 

5 Preliminary Guidelines 

Based on the results presented in this paper and in the former one [4], four categories 
of interactions have been defined according to the criteria of the Touch Interaction 
Area Model (table3). Some preliminary guidelines can be extracted from this applied 
model, for example: tasks with a high level of difficulty and gesture accuracy are to 
be performed preferentially on frontal or lateral displays; simultaneous action of both 
hands is possible but not recommended for some display locations due to postural 
constraints; if display locations imply upper limb elevation and postural constraints, 
duration should not be long due to muscular fatigue.  

Table 3. Categories of interaction according to the touch screen locations 

Type of 
criteria 

Criteria CAT1 CAT2 CAT3 CAT4 

Human-
Machine 

Interaction 

Duration of the tactile task (D) Long Medium Short One time 

Frequency of the task (F) Not tested 

Repetitiveness of the task (R) Not tested 

Gestures and hands used (G) 
All 

gestures 

Gestures with 
both hand possi-

ble 

One hand 
limited 

Mono-touch 
only 

Task difficulty /accuracy (T) Accuracy Accuracy No accuracy No accuracy 

Human 
physical 

capabilities 

Working Posture (WP) 
Preferential 

area 
FR+50 with small 

constraints 
FR+50 with  
constraints 

FR+100 
All postures  

Lateralization impact (L) Low High Medium Low 

Visual Control (VC) (field of 
vision & head movement) 

α (30°) 
α+β (60°) 

α/2+β (55°) 
α+β+γ (90°) 

δ (90°) 
2α+β+γ 
(110°) 

All degree of 
freedom 

Vibration impact (V) Not tested 

Touch screens location 
Location 
not tested 

Frontal/Lateral 
(D1, D3) 

Central 
 (D2, D4) 

Backward 
(D5, D6) 

This preliminary definition of the categories answers two types of question that can 
be addressed by cockpit layout and HMI designers: 

• Where should the HMI be localized according to the type of interaction  
needs? Answer: If the HMI interaction requires: G = one hand gesture, T = gesture 
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accuracy and D = medium duration, then the touch interaction area should be 
CAT2 (frontal or lateral) location. 

• What types of interaction should be recommended for a system in a dedicated 
touch screen location?  
Answer: If the HMI is located on the central area, then interaction should be CAT3 
(D = short duration, T = no gesture accuracy and G = limited to one hand gesture). 

6 Conclusion 

The Touch Interaction Area Model has proven to be worthy to define and give guide-
lines for design. Nevertheless, complementary studies with real operational tasks are 
needed to validate these new ergonomic rules in order to refine the nature of the  
tactile task, the gesture accuracy and also to study the impact of the frequency and the 
repetitiveness of the task in the model. Vibration effects such as those encountered  
in turbulence conditions need to be investigated to identify postural, upper limb and 
Human-Machine interaction disturbances. It will also be interesting to study if, an 
adapted training improves the way pilots interact with touch screen technology. 
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Abstract. 3D environments have been used in many applications. Besides the 
use of keyboard and mouse, best suited for desktop environments, other devices 
emerged for specific use in immersive environments. The lack of standardiza-
tion in the use and in the control mapping of these devices makes the design 
task more challenging. We performed an exploratory study involving beginners 
and advanced users in the use of three devices in 3D environments: Keyboard-
Mouse, Wiimote and Flystick. The navigation in this kind of environment is 
done through three tools: Fly, Examine and Walk. The study results showed 
how the interaction in virtual reality environments is affected by the navigation 
mechanism, the device, and the user’s previous experience. The results may be 
used to inform the future design of virtual reality environments. 

Keywords: 3D environments, evaluation, navigation tools, user experience. 

1 Introduction 

3D environments have been increasingly used in several applications. In order to 
make the navigation easier, many devices specific to immersive environments 
emerged, to substitute or complement the keyboard and mouse, which are best suited 
for desktop environments. The lack of conventions in the control mapping of these 
devices makes the design of 3D environments quite challenging. 

In addition to the challenge related to the physical use of these devices, we have to 
face challenges related to the interaction based on 3D interfaces, which are more 
complex than those based on WIMP bi-dimensional interfaces. This happens because 
the latter offers a synthetic view of interaction possibilities, progressively brought to 
the user through a clearly planned and understandable sequence of windows and pa-
nels. Because of a host of established conventions, the user generally knows which 
sequences of actions perform some wanted operation. Equivalent results may be  
obtained in different ways involving different interaction styles, but the number of 
alternative behaviors is usually small, e.g., menu selection vs. keyboard shortcuts. 
Conversely, the interaction in 3D environments involves an exploratory approach and 
requires typical real world operations like moving, navigating around objects, and so 
on. For each step, there are several actions and many ways of alternating movements 
during the interaction with these devices [2]. 
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Another issue that goes beyond the interface and the devices mapping is related to 
the user’s understanding while navigating in a 3D environment. In order to navigate 
in a satisfactory way, some aspects have to be considered, such as the sense of orien-
tation. Zhai et al. [9] talk about the orientation sense as an important point, describing 
users who are “out of their goals” or who “lose their location”. Furthermore, Robert-
son et al. [5] point out the difficulty of “having the sense about where you are or 
knowing what is behind you”. This can clearly affect the ability of finding informa-
tion and performing the task efficiently. 

With the goal of investigating the challenges related to the navigation in 3D envi-
ronments, we did a study with beginner and advanced users during the use of three 
devices: Keyboard-Mouse, Wiimote and Flystick, relating their use with three widely 
used navigation mechanisms: Fly (on the scene), Examine (the scene around a speci-
fied point) and Walk (in a surface). The way the user deals with these mechanisms 
depends on the chosen interaction device. The results of this study showed how the 
use of the devices, together with the users’ experience and the knowledge and use of 
the three navigation mechanisms affect the interaction in virtual reality environments. 
Furthermore, we identified problems and obtained suggestions from the participants 
that may be useful for the design of 3D applications that make use of these devices 
and tools. 

2 The LVRL Framework 

LVRL (Lightweight Virtual Reality Libraries) is a non-intrusive framework that al-
lows the conversion of desktop applications in immersive ones, in a way that both 
types of environments (desktop and immersive) : in a way that both type of environ-
ments can be interchanged at execution time. Regarding the output, the difference 
between an immersive application and a desktop application is related to the fact that 
the first application supports multiple video outputs from distinct viewpoints [7]. 
Regarding the input, the main difference between these applications is that, in immer-
sive environments, one should use “non-conventional” interaction devices and  
techniques.  

Three navigation mechanisms were used to evaluate the framework in a 3D  
environment: Fly, Examine and Walk. Fly allows the camera to fly through the scene 
at a given speed and the user to freely exploit the environment. Examine allows an 
object or location in the scene to be inspected. Its operation consists of rotating the 
camera around a point of interest, called rotation center or pivot, also allowing to 
zoom in on this object. To do so, it is necessary to first choose the object that will be 
the pivot (number 4 in Fig. 1). If the pivot is poorly specified, the resulting behavior is 
likely to confuse the user [3]. Walk allows the user to walk around the scene. It  
similar to Fly, but now gravity applies, giving the feeling of really walking on a  
surface. During navigation, it is possible to set the speed of Fly and Walk.  

The investigated environment (Fig. 1) has a toolbar with icons corresponding to the 
three kinds of navigation (identified by the number 2 in the image): Fly, Examine and 
Walk, to the pivot setting (number 3) and other options not addressed in our study. 
The option to go back to the initial position of the scene is located in the pull-down 
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menu (File  Reset). Using only Keyboard-Mouse, users can navigate and directly 
manipulate objects  at the user interface and the camera. With the other devices, these 
operations are done through dedicated buttons in the device.  

 

Fig. 1. The environment user interface 

3 Evaluated Devices 

We evaluated three kinds of devices in our study. The first one is Keyboard-Mouse, 
whose mapping to the navigation mechanisms is described in Table 1.  

Table 1. Keyboard-mouse mapping 

 Fly Walk Examine 

K
ey

-
bo

ar
d Arrows To move to front, back, left, right - 

A To move to up - - 
Z To move to down - - 

M
ou

se
 Scroll Speed control Zoom 

Click Keeping the button pressed and dragging the 
mouse, you orient the movement direction. 

To select pivot 

Drag Camera rotation around the pivot 

 

The second device is Wiimote, a 3D input device of Nintendo Wii game console. 
It brings a series of buttons to communicate with the console and, to detect move-
ment, it has an accelerometer and an infrared sensor. Wiimote became a device used 
by 3D application developers because it requires a single Bluetooth receptor. 

In the LVRL framework, Wiimote movements are captured only with the accele-
rometer. In addition to the device buttons, only two movements are supported: 
“pitch”, which is the rotation movement upon the transversal axis; and “roll”, which is 
the rotation movement upon the longitudinal axis. However, there is a movement, 
called “yaw”, which is not adopted with Wiimote in the LVRL framework, due to the 
lack of support for the infrared sensor, in charge of recognizing this movement. Table 
2 summarizes the Wiimote–framework mappings, and Fig. 2a shows the Wiimote and 
the layout of its buttons. 
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Table 2. Wiimote mapping 

 Fly Walk Examine 

B
ut

to
ns

 1 To shift the navigation mode 
Home Camera initial position 

Arrows To move to front, back, left, right Camera rotation around the pivot 
A - To set and select pivot 

+ and - Speed control Zoom 
Pitch and Roll To orient the movement direction - 

Table 3. Flystick mapping 

 Fly Examine Walk 

B
ut

to
ns

 Analogic
Move To move to front, back, left, right Camera rotation around the pivotAs in Fly 
Click - Set and select pivot - 

B1 Camera initial position 
B2 and B3 Speed control Zoom As in Fly 

B4 To shift the navigation mode 
Pitch, Roll and Yaw To orient of the movement direction - As in Fly 

 

The third device evaluated is Flystick, a wireless interaction device developed by 
ART Tracking [1] for virtual reality applications. It has six buttons and an analogic 
directional button. The Flystick movement recognition is done through two infrared 
cameras placed in opposite sides, one in the right and the other one in the left of the 
projection. The orientation of moviment direction, in Fly and Walk modes, depends 
on the movement of the hand when the device trigger is pressed. Flystick supports the 
pitch, roll and yaw movements. Table 3 presents the mapping of Flystick buttons. As 
seen in Fig. 3, Flystick has four non-labeled buttons aligned below and around the 
directional one. In the table, from left to right, they are identified as B(1-4). 

 

 

(a) 

 

(b) 

Fig. 2. (a) Wiimote device. (b) Flystick device. 

4 User Study: Participants and Procedures 

We conducted an exploratory study with users, aiming to investigate the users’ per-
ception of the LVRL-device mappings and to collect the users’ opinions about the 
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three devices, following a qualitative research approach [4]. In our study, potential 
users of an application developed with the LVRL framework navigated through a 3D 
model of an oil platform, where they should execute the proposed task. Our main 
objective was to investigate the use of three devices, considering the mapping of the 
different controls determined by the framework developers. We observed how people 
interact with the involved devices and how they understand the control mappings.  
In addition, we tried to identify their difficulties, preferences and suggestions for  
improvement of the devices’ use and navigation mechanisms. 

We determined the users’ profile based on the framework features involved in this 
research. Six right-handed participants were recruited, categorized in two profiles: 
beginner and advanced. The participants are identified by PB1, PB2 and PB3 for  
beginners and PA1, PA2 and PA3 for advanced ones. The beginners were 26, 35 and 
36-year old women who did not have previous experience with devices in 3D envi-
ronments. The advanced users were 25, 27 and 31-year old men who use 3D applica-
tions at least once a day. All of them had previous experience with 3D visualization 
and 3D games. All of them had used game devices such as Wiimote, Joystick and 
Kinect at least once. PA3 was the only who had used the Flystick beforehand. 

The test was divided in five stages: 1) introduction and application of pre-test 
questionnaire; 2) explanation about the framework and presentation about the device 
mapping; 3) training with the device; 4) task execution; 5) semi-structured interview. 

The users executed the same task using Keyboard-Mouse, Wiimote and Flystick. 
In the proposed task, they should navigate on an oil platform (as seen on Fig. 1) using 
the navigation tools: Fly, Walk and Examine, according to the presented instructions. 
In each step of the task we suggested them to use a specific tool, but they could use 
the preferred one. They executed the task using each device separately following a 
pre-determined order. The order of the used devices was modified between the users 
to reduce learning effects in the study results. After the execution of each task, a brief 
semi-structured interview was conducted to capture the user’s opinion about the map-
ping of the used device.  

5 User Study: Results Discussion 

5.1 Navigation Tools 

We present data related to the users’ interpretation, use and preference regarding the 
three navigation tools. The evidences reported here can be generalized to the tool 
concepts themselves. Even when the issue occurred during the use of a specific de-
vice, we have noticed that it is also applicable to the other devices. 

Fly Mode. This navigation mode was, in general, understood by the participants. It 
was also one of the most used, due to its flexible navigation. Among the beginners, 
we noticed a frequent use of Fly to recover from falls during the Walk mode. Some 
problems occurred during Fly. For example, PB1 tried to use zoom, available only in 
Examine. PB2 tried to “spin” around a point in the platform with Fly, instead of the 
more recommended tool, Examine. This participant thought that Examine was just to 
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select the pivot and then, to turn around the vision, it would be necessary to use Fly. 
Regarding the advanced participants, PA1 complained about this mode. He would like 
to see options such as zoom in and zoom out for Fly, as it is possible with Examine.  

Examine Mode. Although Examine has a very specific function and fewer handling 
options in comparison with the other two modes, both user groups had some difficul-
ties in using it. All problems identified were related to marking the pivot. PB2 and 
PA1 had trouble recognizing that the object was already marked as pivot. In other 
words, they believed that, whenever they used Examine, it would be necessary to 
mark the pivot, when in fact, you can use Examine using a previously defined pivot.  

Walk Mode. This navigation tool presented the greatest difficulty to both groups. The 
main reason for this is the peculiar feature of the Walk Mode: locomotion on surfaces 
only. When the user approaches an “open” area, he suffers the effects of gravity and 
starts to fall until he or she finds another surface. This feature, though realistic, caused 
ample frustration among participants. Because of this problem, during task perfor-
mance, although recommended to use Walk, participants preferred to repeatedly use 
Fly. We could then identify three common situations that caused falls during Walk: 
(1) When changing from Examine to Fly, the users must pass by Walk. If they were 
not on a surface, the user fell. The way to overcome this problem was to make trading 
so quickly so as not to give time for the selection of Walk to take effect. (2) There is a 
lack of peripheral vision in Walk, so it is hard to see the boundary surfaces in some 
situations, especially at the sides, since usually the camera placement is forward. (3) 
There was a difficulty in understanding what a safe surface is. While in Fly or Ex-
amine mode, when participants changed to Walk, they sometimes did not realize that 
there was no surface directly below them. 

PB3 gave us an interesting suggestion to work around this falling problem: enable 
Walk mode only when you are in a favorable position above a safe surface.  

5.2 Interaction Devices 

In this section we present and discuss data that specifically address each device, con-
sidering issues related to handling and mapping. 

Keyboard-Mouse. Most participants reported problems related to the sensitivity of 
the devices. In all cases, the movements carried out using the mouse or keys resulted 
in very fast movements on the display, thereby exposing the high sensitivity of this 
device. A consequence of this problem was that PB1 and PB2 strongly avoided using 
the mouse. They were trying to get where they wanted by using only the arrow keys. 
They used the mouse only in Examine (which has no associated function on the key-
board). However, unlike them, PB3, even having reported the problem of sensitivity, 
used the mouse quite often. PA2 also complained about the mouse high sensitivity.  

PB1 and PB2 reported that they liked to use Examine with Keyboard-Mouse. We 
attribute this preference mainly because the pivot was marked with just the click of 
the mouse, unlike other devices, where it is selected with a virtual ray pointed in the 
screen. Both users stated that the use of the mouse was easier only with Examine. 
PA1 was pleased with the mouse sensitivity, and did not need to control the speed any 
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time, neither in Walk nor Fly. The advanced participants, in general, did not show as 
many problems as the beginners. PA1 and PA2, for example, performed the task very 
fast, with only a very brief navigation. PA1 also dismissed the initial training time, 
starting directly to the task. He, after all, considered that he had an “obvious” facility 
using mouse and keyboard in 3D environments.  

Regarding the mapping of the controls on this device, we have seen problems re-
lated mainly to the use of the mouse wheel (used to control the speed). PB1, PB2 and 
PA2 did not like this mapping. PB1 and PB2 agreed that this speed control was the 
worst problem of using Fly with Keyboard-Mouse. Another problem observed was 
that PB2 thought she could rotate the camera using the directional keypad. After a 
while, she realized that it was the mouse that controlled the camera. These partici-
pants felt bad having to use the mouse and keyboard at the same time. They would 
like to do everything on the keyboard. PB2 explained that for navigation tools Fly and 
Walk, she preferred directional commands that could be mapped to the far left of the 
keyboard, rather than the arrows. Thus, it would be best to use your left hand to set 
the direction of movement. She also suggested that the directional arrows were used 
to perform the movement of the camera, originally mapped to the mouse. 

PA1 and PA2, who had experience with keyboard and mouse in 3D environments 
and / or games, suggested that the functions of the directional arrows should be 
mapped onto the keys “W”, “A”, “S”, “D”, which is a common pattern in computer 
games. PA2 also suggested that the functions keys could be kept to those who pre-
ferred to use that way. Another option was also to replicate the functions of the mouse 
on the arrows, for those who wanted to do everything from the keyboard.  

Wiimote. While PB1, PA1 and PA2 used only the right hand to handle the device; 
PB2, PB3 and PA3 preferred to use both hands to change the navigation mode and to 
increase or to reduce speed, as a way to streamline and facilitate their interaction with 
the device. 

Among all participants, the most recurrent problem was the limitation imposed by 
the device relative to movements to the left and to the right. In this case, participants 
should rotate the control to the sides (roll, previously discussed), while the upward 
and downward motion was to raise the control to these directions (pitch). In many 
situations, PB1 and PB2 moved the hand sideways (yaw) instead of rotating it (roll). 
PA2, PB3 and PA3 said it was more comfortable and natural moving side to side (like 
in Flystick) instead of rotating the control. Moreover, PA2 explained that the turning 
motion had little precision, which threatened his locomotion. 

Another common problem was the lack of a rest position during Walk. Even if the 
participant did not move the control, the camera did small and constant movements 
and caused unwanted displacements. Because of this, PB3 used both hands few times 
to help the movement. To solve this problem, PA1 suggested using the trigger to 
“lock” movement. PA1 reported that he did not consider practical the speed control of 
Wiimote and PB1 reported that she avoided using this function. She would prefer 
going slowly, feeling control of the situation because she was afraid of getting lost. 

The participant PB1 had difficulty to select the pivot and she reported there was no 
precision in the Wiimote movement. Except for selecting the pivot, she was satisfied 
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with using Examine. PB2 suggested that the exchange of navigation tools could be 
performed by the button “B” (trigger) rather than with the button “1”. According to 
the participant, this suggestion was based on the location and accessibility of buttons 
(Fig. 2). Some participants reported a problem related to the shift of these tools by a 
single button on a cyclical basis, mainly due to the obligatory passage by Walk when 
this was not the goal. PB1 and PB3 suggested that were used different buttons for 
navigating to the right and to the left among the navigation tools. PA1 and PA2 sug-
gested that Walk could be activated by a separated button. 

Flystick. The beginners demonstrated greater acceptance of the Flystick device. In 
some occasions, PB1 highlighted its ease of use; she liked the ergonomic characteris-
tics of the device and the way to handle it. She said: “My perception is that I can map 
better my intention with the movement of this device”. PB2 also liked the good con-
trol response. PB1 and PB3 also praised the analog control device. 

Some participants reported problems related to the sensitivity of the hand move-
ment (camera control) and of the analogic motion control (steering control). About the 
first case, PB3 and PA2 found that the sensitivity of the device was low, i.e., the navi-
gation was slow and imprecise. PB3 thought the camera rotated very slowly when 
compared to the physical movement that the device performed. PA2 used to raise the 
control abruptly and maintained it pointing upwards, while on the scene the camera 
lifted slowly. On the analogic control, PA1 and PA3 considered that their sensitivity 
was high during navigation in the Examine and Walk mode, respectively. 

In addition, PA2 explained that using Flystick it was harder to turn corners during 
Walk and he would prefer to go through the middle of the platform to avoid falling.  

When we asked PA3 what he thought most difficult to do with Flystick, he ans-
wered: “The hardest part was hitting the Walk mode, because you have the freedom to 
point to where you want to go is great, except that when you apply speed it becomes 
too fast. Sometimes you lose a bit of control”. Still regarding Walk, PA1 complained 
about not being able to lift his head up to look up. One of the few complaints about 
the Flystick mapping among the beginners was related to the combined use of hand 
movement to control the camera with the trigger activation: the camera only moved 
when the trigger was pressed. In some cases, this requirement meant that the partici-
pants moved the hand vigorously without viewing any result on the screen. In order to 
change the cyclic shifting between navigation modes, PB3 and PA1 suggested hold-
ing the button on the far right to navigate to the right and include the leftmost button 
to navigate to the left. PA2 suggested using a separate button for Walk, just as he had 
suggested for Wiimote. Regarding mapping suggestions, PA2 was emphatic: “So, my 
suggestion is to give it up”. He really did not like the handling of the device, but he 
had no complaints about the mapping. 

Comparing the Three Devices. Regarding Keyboard-Mouse, PA1 considered this 
device “lighter” than Flystick. PB3 said she preferred Keyboard-Mouse because “he 
was used to it”. She said: “Well, I have more ease in using keyboard and mouse. I'm 
not used to playing or doing anything with that (pointing to Flystick)”. For PA3, if he 
did not have the option of keyboard and mouse, he would choose Flystick. 



 Evaluating Devices and Navigation Tools in 3D Environments 447 

 

Considering Wiimote, PB2 and PB3 thought the speed control in this device was 
better than in the mouse. PA3 considered the speed control better in Wiimote than in 
Flystick. For PA1, Wiimote’s motion and response is better than Flystick’s. In con-
trast, he thought the accuracy in Wiimote worse than in Flystick due to the absence of 
yaw movement. He added that Wiimote is ergonomically worse than in Flystick. PB1 
also cited this relation, by adding that the former had no advantage over the latter. 

With respect to Flystick, among the beginners, this device has more advantages 
than the others. PB3, for example, said that the mapping of Flystick buttons was better 
than in Wiimote. The participant expressed her admiration for Flystick: “I really liked 
this analogic control. I found it much easier. It arrives fast where you want.” PB2 
stated that the camera movement in Flystick is better than in Keyboard-Mouse. PA3 
said the speed control on Wiimote was better, but moving with Flystick was more 
natural. PA2 demonstrated a negative opinion regarding Flystick. When starting the 
test, he said it was very odd the use of Flystick and very different from Wiimote. 
Comparing Flystick with Wiimote, he recognized that the first one does not have the 
problem of moving the camera during Walk. But this problem was smaller than the 
bad movement of Flystick. He said: “The learning curve (of Flystick) is much higher 
than the other two”.  

In order to improve the highlighted viewing of preferences in this section, jointly 
with previously pointed evidences, Table 4 presents a global ranking of preferred 
devices for each participant, and indicates the use order of each device to facilitate 
comparison (the preferred device received score 1). The table reveals an overall rejec-
tion of Wiimote, which was not ranked last only by PA2. Keyboard-Mouse proved to 
be the preferred device among advanced participants. We believe this was due to the 
fact that they are used to it in 3D applications. 

Flystick was in third place only in one case, and it was the preferred among begin-
ners. We attribute this behavior to the Flystick particular feature of responding in the 
screen to real movements of the hand. The camera should be positioned, in the visua-
lization, to where Flystick is pointed. This mapping between the physical and virtual 
behavior is much more direct than the other two devices.  

Table 4. Use and preference order 

 
Keyboard-

Mouse 
Wiimote Flystick 

U P U P U P 
PB1 3 2 1 3 2 1 
PB2 2 2 3 3 1 1 
PB3 1 1 2 3 3 2 
PA1 2 1 3 3 1 2 
PA2 1 1 2 2 3 3 
PA3 3 1 1 3 2 2 

U = Use Order, P = Preference Order 
 

6 Final Considerations 

The lack of standardization in the use and control mapping of interaction devices in 
virtual environments makes the design of these environments a challenging task. Due 
to the importance of exploring aspects of the use of such devices, the current study 
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consisted in exploring the use of three devices in 3D environments: Keyboard-Mouse, 
Wiimote and Flystick with beginner and advanced users. The type of interaction in 
the 3D environment depends greatly on the chosen interaction device. From the anal-
ysis of the results, we observed that advanced users have very divergent opinion of 
beginners, which is quite common in 3DUI [8] [6]. In the studied case, the divergence 
of opinions proved to be stronger when comparing the devices, especially regarding 
the Flystick, which was the preferred of most beginners and criticized by the ad-
vanced participants, who preferred the Keyboard-Mouse. We know that users of 3D 
games are used to Keyboard-Mouse, which may have made its use seem more natural. 
With regard to beginners, without previous experience, the more natural may have 
been one of the devices that were designed specifically for an immersive environ-
ment. Should the user experience be decisive in 3DUI? If so, should it be more crucial 
than in WIMP? If the opinion tends to change with experience, how to design 3DUI? 
These questions show challenges that still need to be studied further in HCI. 

Another finding was about Wiimote, which was the most criticized of all devices. 
Problems such as ergonomics and imprecise movements were the most cited. The 
only participant (advanced) who praised this device reported having good experience 
using it in games. But although he liked this device, he said that some changes should 
be made to improve it. We also hope to make a small contribution to the design of 
virtual environments, highlighting their interaction design challenges. 
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Abstract. As technology continues to evolve, so too must our modeling and 
simulation techniques. While formal engineering models of cognitive and 
perceptual-motor processes are well-developed and extensively validated in the 
traditional desktop computing environment, their application in the new mobile 
computing environment is far less mature. ACT-Touch, an extension of the 
ACT-R 6 (Adaptive Control of Thought-Rational) cognitive architecture, seeks 
to enable new methods for modeling touch and gesture in today’s mobile 
computing environment. The current objective, the addition of new ACT-R 
interaction command vocabulary, is a critical first-step to support modeling 
users’ multitouch gestural inputs with greater fidelity and precision. Immediate 
practical application and validation challenges are discussed, along with a 
proposed path forward for the larger modeling community to better measure, 
understand, and predict human performance in today’s increasingly complex 
interaction landscape.  

Keywords: ACT-R, ACT-Touch, cognitive architectures, touch and gesture, 
computational cognitive modeling, modeling and simulation, movement 
vocabulary, gestural input, mobile handheld devices, multitouch tablets, model 
validation, Fitts’ Law. 

1 Introduction 

Research in Human-Computer Interaction (HCI) demonstrates that the design of tools 
and procedures significantly impacts total human-system performance. Formal 
engineering models of cognitive and perceptual-motor processes can aid system 
design and evaluation. ACT-R is a formally specified theory of human cognition, 
perception, and action that enjoys wide scientific support and includes relatively rich 
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perception and motor action modeling capabilities [1] and [2]. However, ACT-R and 
other modeling frameworks have historically assumed the modeled user is seated at a 
desktop computer with a monitor, keyboard, and mouse. This assumption was both 
necessary and appropriate given the basic research from which said models were 
developed; decades of behavioral research in cognitive science and HCI were 
conducted in the traditional desktop computing environment. Due to recent advances 
in pervasive computing technology, this previously dominant interaction paradigm is 
rapidly giving way to mobile touchscreen devices [3].   

Our project focuses on advancing modeling methods for multitouch tablet devices, 
motivated largely by their use in NIST’s Biometric Web Services (BWS) project [4], 
which enables remote control of biometric devices by handheld touchscreen 
computers. In mission-critical systems, it is often difficult or impossible to gain 
access to the appropriate users in sufficient numbers and contexts. For example, it 
would be inadvisable—even dangerous—to deploy a large experimental biometrics 
system simply for research purposes at customs and border control. Instead, 
computational cognitive modeling can significantly augment existing usability testing 
methods by simulating human performance in these types of complex, dynamic 
systems. The current work will allow NIST’s BWS project to model human operators 
using small handheld tablets and networked biometric sensors to capture biometric 
data, ultimately exploring and measuring effects of operator error, network delays, 
and sensor failure on total system performance. More importantly, the current work 
provides the basic functional foundation upon which to advance general modeling 
theory and practice across a variety of existing and emerging mobile task domains.  

1.1 ACT-R 

ACT-R is a computational cognitive architecture, a general theory of human cognition 
instantiated in an open-source modeling and simulation software package [2]. This 
means that it is a formally specified framework for constructing models of how 
people perform tasks, and these models generate quantitative predictions. ACT-R 
incorporates a motor planning and execution module adapted from another cognitive 
architecture, EPIC [5].  According to this model of motor planning and execution, 
cognition has a vocabulary of simple movement styles such as ply and other, more 
complex styles composed from those, such as to move the mouse cursor. Each 
movement is specified by features such as which hand, which finger(s), movement 
direction and movement distance. Movements are requested by central cognition and 
processed in stages by a motor module. However, ACT-R and other modeling 
frameworks still widely assume the modeled user is seated at a traditional desktop 
computer with a monitor, keyboard, and mouse. By extending the manual motor 
capabilities of ACT-R to include such new command vocabulary as swipe, pinch, and 
rotate gestures, we can better simulate the more complex user interactions that exist in 
the milieu of novel mobile touchscreen devices today.  
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2 ACT-Touch 

ACT-Touch extends ACT-R’s existing motor module by providing it with a simulated 
multitouch display device and multitouch display gesture motor vocabulary; ACT-
Touch is implemented as Lisp code that is meant to load with ACT-R’s software. 
ACT-Touch can be downloaded as a single archive from Cogscent, LLC’s website 
[6]. The architectural component to ACT-Touch is a library of manual motor request 
extensions, including assumptions and changes specific to the multitouch task 
environment. One such difference between ACT-R and ACT-Touch is the default 
starting hand position. ACT-Touch assumes that in the mobile touchscreen domain, a 
user’s hands no longer start at traditional home row positions (left and right index 
fingers positioned over the F and J keys respectively) because there is no longer a 
desktop keyboard present. Instead, a user’s hands are assumed to start on both sides of 
the tablet (left hand on left side of tablet, right hand on right side of tablet).  

The units of measurement for distance specifications in motor movement requests 
also differs between ACT-R (distance in “keys”) and ACT-Touch (distance in pixels, 
at 72 ppi). Motor movement distance in ACT-R was measured in “keys” (the distance 
between two adjacent keys in the same row or the same column on the simulated 
desktop keyboard). This works well for modeling typing tasks in the desktop 
computing environment given consistency in key sizes and spacing for traditional 
QWERTY physical keyboards. However, in the newer mobile touchscreen computing 
environment, virtual keyboards can vary significantly. Virtual keyboard sizes vary 
across mobile devices based on physical differences in the maximum available 
touchscreen real estate. Virtual keyboards may even vary within a single device, 
depending on device orientation (landscape versus portrait mode) and whether the 
virtual keyboard is split; in addition to reducing key sizes, splitting the keyboard also 
changes the relative distance between some keys more so than others. For these 
reasons, ACT-Touch uses pixels to specify distances for motor movement requests.  

ACT-Touch introduces a z-axis for motor movements, which represents vertical 
distance between the surface of the multitouch display device and the model’s finger 
above it. ACT-Touch adds several basic motor movement styles (tap, swipe, pinch, 
and rotate gestures) that are commonly used across a variety of today’s handheld 
mobile devices. As with ACT-R, ACT-Touch’s basic movement styles are then 
combined to form more complex movements. The specific multitouch gestural 
commands currently implemented in ACT-Touch are: tap, peck-tap, peck-recoil-tap, 
tap-hold, tap-release, tap-drag-release, swipe, pinch, rotate, and move-hand-touch.  

A tap gesture in ACT-Touch simulates the model’s finger moving toward and 
momentarily contacting the surface of the multitouch display directly under the 
finger’s current location; this is analogous to ACT-R’s punch command for a 
traditional desktop keyboard, where the key to be pressed is already directly below 
the finger. A peck-tap gesture in ACT-Touch simulates moving the model’s finger to 
a new location and tapping that location on the multitouch display (as a continuous 
movement). Peck-recoil-tap is similar, except the model’s finger returns to its starting 
location after having tapped the display. Tap-hold simulates the model tapping and 
holding a finger on the surface of the multitouch display until a tap-release movement 
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is requested. Tap-drag-release simulates a drag-and-drop movement (e.g., the model 
will tap-hold the display surface under its finger, move said finger to a new location 
without breaking contact with the display surface, then release its finger from the 
display). For a swipe, the model moves the specified number of fingers (1-5, 
incrementing from index to pinkie and thumb) onto the display, moves them the 
specified distance and direction, then releases them from the display. For a 
pinch/reverse pinch gesture, the model moves the specified finger and thumb onto the 
display, moves them together/apart by the difference between the specified start- and 
end-widths (in pixels), then releases them from the display. A rotate gesture is similar 
(move finger and thumb to display, move them on display surface, release from 
display), but the distance between the model’s digits remains constant as they are 
moved rotationally; direction of rotation is specified in radians.  

The ACT-Touch distribution includes a simulated virtual multitouch display device 
(1,024 pixels wide x 768 pixels tall) with which a model can interact using the new 
motor movement commands described above. Default hand positions for the model 
are at either side of the display, centered approximately vertically. The ACT-Touch 
distribution also includes a virtual experiment window, a derivative of Mike Byrne’s 
Experiment-Window ACT-R experiment instrumentation library [7]. The modified 
virtual experiment window allows modelers to build a multitouch display-based task 
environment and collect data for ACT-Touch. ACT-Touch, together with ACT-R, 
outputs a time-stamped series of predicted user behaviors. The instrumentation built 
into ACT-Touch supports capture of user latencies and errors within the simulated 
mobile touchscreen computing environment. 

3 Model Validation 

A critical next step is to compare ACT-Touch’s motor movement predictions with 
human behavioral data. After testing and validating ACT-Touch’s predictions for 
single-finger discrete tapping input (i.e., tap, peck-tap, and peck-recoil-tap), we will 
move on to testing predictions for more complex, continuous single-finger gestures, 
then progress in an orderly manner through two-, three-, and four-fingered multitouch 
gestures. As ACT-Touch predicts both movement latencies and their associated XY 
touch coordinates, we are collecting human data at a similarly fine level of 
granularity. These model validation efforts are currently under way, starting with 
implementation of customized touch-logging for tapping tasks on mobile handheld 
iOS devices (currently Apple iPads). We record a timestamped log of user touch 
events (XY screen coordinates) and corresponding system responses (e.g., button 
press detected, popover dismissed) via the actual mobile device with which they are 
completing the task. 

3.1 Touch-Logging 

We have already identified several touch-logging challenges of particular interest for 
model validation efforts; some pose immediate issues, while others may not apply 
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until the tasks we model become more complex and representative of real-world 
activities.  Of immediate relevance is the question of sampling rates during scrolls: is 
there a single ideal sampling rate for these purposes or does it vary based on the 
complexity of the gesture and task being modeled? Sampling rates that are too low 
may not provide sufficiently detailed data for investigating more subtle effects in 
users’ movement trajectories. On the other hand, higher sampling rates cause touch-
logging files to become very large, very quickly, especially when system events and 
notifications are also logged.   

Touch-logging for certain native iOS interface elements can be particularly 
nuanced. In native iOS applications with unusually small buttons (i.e., smaller than 
the minimum iPhone button size of 44x44 pixels recommended in Apple’s Human 
Interface Guidelines [8]), the active touch area is automatically extended invisibly 
beyond the button. These invisible button extensions make the effective target size 
larger than the visible target, as is the case with the “Detail Disclosure” button or the 
standard “Back” button in navigation-based iPhone applications. Another example of 
enlarged hit areas occurs on the inner edges of a split iOS virtual iPad keyboard. 
Although it is fairly easy to log notifications of when the keyboard appears and 
disappears, capturing the actual user input event (i.e., timestamp and XY touch 
coordinates for a tap on the “hide keyboard button”) that triggered the keyboard hide 
is not possible without additional custom code.  

Finally, the native iOS magnifier loupe may also pose challenges for modeling 
certain tasks, as there are no system notifications to log when the magnifier loupe 
appears or disappears. Attempting to detect it by listening for long presses in a text 
field has not worked thus far, as the act of listening disables the loupe. Current 
options include adding invisible controls on top of the text field to detect the long 
press, or re-implementing the entire functionality of the magnifier loupe. It may be 
the case that the programming effort required to implement these types of iOS work-
arounds would be better spent elsewhere. Additional work is necessary to compare 
and contrast relative touch-logging capabilities between different mobile development 
platforms and devices.  

4 Future Work 

Assumptions borne from directly adapting EPIC’s model raise some interesting 
questions in the touchscreen domain. Fitts’ Law requires a target width, but what 
exactly is the target of a swipe or a pinch? A long fast swipe used for scrolling 
quickly through multiple pages versus one intended to scroll to a more precise 
location within a single page? The short quick flick required to turn a virtual book 
page? Does it make  more sense to construct two-, three-, and four-fingered swipes as 
different movement styles, as opposed to ACT-Touch’s current implementation of a 
single movement style with a feature specifying the number of fingers?  

The preceding questions pertain specifically to movement predictions for the 
gesturing hand, but what about the stabilizing hand? Recent anthropometric research 
suggests that people will cycle between different stabilizing hand positions when 
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completing extended tasks in an unsupported environment [9]. The authors suggest 
future work to examine how input gestures may alter the stabilizing hand [9], but we 
are more interested in the reverse question: how does the stabilizing hand impact 
input gestures? Furthermore, do different stabilizing postures facilitate or inhibit 
motor learning and fatigue for the gesturing hand? Although motor learning and 
fatigue have not been widely modeled in the ACT-R community to date, this may 
change as the body of HCI/HF literature in this area continues to grow. 

5 Discussion 

The current work, ACT-Touch, successfully augments the existing ACT-R cognitive 
architecture for modeling touch and gesture on mobile devices. Specific multitouch 
gestural commands currently implemented include tap, peck-tap, peck-recoil-tap, tap-
hold, tap-release, tap-drag-release, swipe, pinch/reverse pinch, rotate, and move-hand-
touch. A critical next step is to compare model predictions with basic behavioral data, 
starting with simple psychophysical tasks to examine variance between people and 
gesture types, and examine motor learning and manual fatigue. Among other research 
questions, what is the target of a swipe? A pinch? Fitts’ Law requires a target width, 
and recent literature suggests that traditional application of Fitts’ Law may not always 
be sufficient for 3-D gestures and small touchscreen smartphones [10], [11]. Future 
research will focus on understanding when and how traditional HCI methods need 
modification to accurately model users interacting with novel technologies. To do so, 
modeling tools themselves must continually evolve to incorporate new interaction 
paradigms. The current work provides a technical foundation for modeling the 
evolution of touch and gesture on novel mobile devices.  
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Abstract. Although electronic book readers have became popular in recent 
years, page navigation techniques used for these readers are not necessarily  
appropriate for all kinds of books. In this study, an observation experiment is 
conducted to investigate how people read paper-based magazines. Based on the 
findings in the experiment, the authors propose new page navigation techniques 
specialized for digital magazines. The techniques adopt the operation of  
flipping through the pages. A user study confirms that the techniques are useful 
for overlooking content in a digital magazine and able to support readers to find 
articles that meet their interests. 

Keywords: Digital book, electronic book reader, overlooking content, page na-
vigation, turning pages. 

1 Introduction 

Electronic book readers or tablet devices, such as Amazon’s Kindle [1] and Apple’s 
iPad [2], have became popular in these years. With the increasing population of the 
users, the variety of digital books has also been increased. The varieties are generally 
divided into two types: independent books and magazines. In the cases of independent 
books, such as novels and comic books, readers usually start reading from the first 
page and turn over the pages one by one since they have a single consecutive story. 
On the other hand, magazines usually consist of many individual articles. Readers do 
not necessarily need to read form the first page. For this reading style, the conven-
tional page navigation techniques may not be appropriate.  

Several devices and techniques have been proposed to realize improved page  
navigation. Chen et al. [3] discussed navigation techniques for their dual-display  
electronic-book reader. Flipper [4] is a digital document navigation technique inspired 
by paper document flipping. TouchMark [5] is navigation techniques that use physical 
tabs to enable page thumbing and bookmarking. The techniques also preserved physi-
cal affordances of paper books. Meanwhile, Smart books [6] added context-awareness 
to electronic books. Although these devices and techniques achieved efficient page 
navigation, their applicability to magazine reading has not been discussed well. Also, 
most of the devices and systems are not specialized for digital magazine reading. 
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In this study, an experiment is conducted to observe how people read and interact 
with paper-based magazines. Based on the findings in the experiment, the authors 
propose new page navigation techniques specialized for digital magazines. 

2 Observation Experiment of Magazine Reading 

2.1 Methods 

In order to find features of magazine reading, an observation experiment was conducted 
using a paper-based fashion magazine. For the purpose of comparison, the same expe-
riment was also conducted for a novel and a comic book, which are usually with a sin-
gle consecutive story. Ten university student in their twenties participated in the expe-
riment. The participants sitting on a couch were asked to hold a magazine or book with 
their hands, as shown in Fig. 1, and read it for two minutes as their usual. Their reading 
behaviour was video recorded. After the reading, they were asked to respond to a  
questionnaire. An interview was also conducted based on their questionnaire responses. 
  

 

Fig. 1. Observation experiment environment 

2.2 Results 

In the beginning of the magazine reading, eight out of ten participants looked at the 
table of contents. These participants also flipped through the pages. This implied that 
most participants tried to overlook the whole content in the magazine to find articles 
with their interests. For the novel and the comic book, all the participants started  
reading from the first page and did not flip through the pages. 

During the experiment, nine participants found articles with their interests in  
the case of the magazine. To the question of ‘How did you find the pages with your 
interests?’, seven participants responded that they found them by flipping through the 
pages. Only one participant found them using the table of contents. This implied that 
the table of contents did not work for grasping articles in a magazine. In the cases of 
the novel and the comic book, four and nine participants found pages with their  
interests, respectively. Unlike the magazine, all the participants responded that they 
found the interesting pages by turning over the pages one by one. The result suggested 
that the way of reading magazines was different from that for novels or comic books. 

In terms of the question of ‘How did you judge if the pages meet your interests or 
not?’ for the magazine, four participants responded ‘by looking at large headlines’ 
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while other four responded ‘by picture images.’ On the other hand, in the cases of the 
novel and the comic book, all the participants who found pages with their interests 
responded that they judged a page after reading the beginning of the story. The 
process was also different between magazines and novels or comic books. 

From these findings, we propose page navigation techniques to overlook content in 
a magazine with the operation of flipping through the pages. 

3 Proposed Page Navigation Techniques 

3.1 Basic Page Navigation 

Likewise the conventional page navigation, the proposed techniques use tapping and 
swiping operations. Readers are able to turn over a single page by tapping on the 
left/right side of the screen or swiping on the centre of the screen using a single  
finger, as shown in Fig. 2(a).  By tapping on the centre of the screen, a slider is 
shown on the bottom of the screen. The slider allows readers to roughly specify a 
page to which they want to move.  

3.2 Continuous Multiple-Page Flipping 

The results of the observation experiment showed that flipped through the pages 
enabled readers to overlook the whole content in the magazine. The proposed tech-
nique adopts the operation of flipping over multiple pages in addition to the afore-
mentioned basic page navigation. By swiping with two fingers, as shown in Fig. 2(b), 
continuous multiple-page flipping starts. Users are able to stop flipping by tapping on 
the centre of the screen. The flipping speed is determined by the amount of swiping; 
long swiping makes the flipping faster and short swiping makes it slower. 

 

 
(a) single page flipping 

 
(b) continuous multiple-page flipping 

Fig. 2. Page navigation in the proposed techniques 

The page flipping speed is also changed by a weight assigned for specific pages. 
The flipping speed becomes slower when weighted pages are appeared. In the obser-
vation experiment, large headlines or picture images were keys to find pages with 
readers’ interests. The weight was therefore assigned to pages with large headlines or 
images. The page weights increase readers’ awareness to weighted pages and help 
them to see whether or not the pages meet their interests. 
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4 User Study 

4.1 Methods 

In order to investigate how the proposed techniques affect readers’ page navigation, a 
user study was conducted for 12 participants. All of them were university students 
and familiar with electronic book readers. The study was conducted in the same envi-
ronment used in the observation experiment. Three digital magazines were prepared 
from different categories: fashion, foods and gadgets. These magazines were pre-
sented to the participants using three types of applications running on Apple’s iPad. 
Two applications were based on the proposed techniques, with and without the page 
weights. The other application was Apple’s iBooks [7]. The combination of maga-
zines and applications was switched per participants. The order of presentation was 
also balanced across participants. 

Task 1. In the first task, the participants were asked to grasp the articles through a 
magazine in two minutes. After the reading each magazine, a paper-based task was 
conducted to examine how much content the participants have grasped. A paper form 
consisting of 45 article titles or headlines and 20 images was presented to the partici-
pants. Two-third of them were appeared in the magazine but the remaining ones were 
collected from other magazines. The participants selected all of recognizable head-
lines and images on the form.  

Task 2. After Task 1, the participants were allowed to read magazines freely. This 
task observed the process to find pages that meet their interests and investigated how 
the proposed techniques affect their magazine reading on electronic book readers. The 
participants read each magazine for ten minutes. After each reading, the participants 
evaluated one of the applications through a questionnaire that used a five-point Likert 
scale and free form responses. 

4.2 Results and Remarks 

Task 1. In the reading with the proposed techniques, nine out of 12 participants used 
the continuous multiple-page flipping to overlook the whole articles. Some partici-
pants used the single page flipping in combination with the multiple-page flipping 
while other participants used the multiple-page flipping from beginning to end. In the 
case of iBooks, nine participants used the thumbnail function. For all the applications, 
three participants read the magazines only with the single page flipping and used nei-
ther the continuous multiple-page flipping nor the thumbnail function. The results of 
these participants were therefore excluded for the subsequent analyses.  

Figure 3 shows the average number of pages displayed in two minutes. The partic-
ipants checked much more pages when they used the proposed techniques. Significant 
differences were observed between the proposed techniques (with and without the 
page weights) and iBooks (p < 0.01). These results demonstrated that the proposed 
techniques have sufficient performance for overlooking the articles through a  
magazine. Figures 4 shows the average numbers of recognized headlines and images, 
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correctly selected on the form. In terms of the recognized headlines, no significant 
difference was observed between the applications. However, in the case of images, 
the participants recognized more images in the cases of proposed techniques. Signifi-
cant differences were observed between the proposed techniques (with and without 
the page weights) and iBooks (p < 0.05). This implied the techniques were especially 
useful for magazines consisting of many picture images. 

Task 2. Depending on the applications used in the task, different processes were ob-
served to find pages with readers’ interests. In the cases of the proposed techniques, 
most of the participants used the continuous multiple-page flipping. When they found 
something interesting, they stopped the flipping by tapping on the screen and checked 
the previous and/or next pages using the single page flipping. After reading these 
pages, they started the multiple-page flipping again. When the page flipping was 
reached to the end of the magazine, they used the slider and moved back to the first 
page. In the case of iBooks, most of the participants used the thumbnail function and  

 

 

Fig. 3. Average number of pages displayed in two minutes 

(a) recognized headlines (b) recognized images 

Fig. 4. Average numbers of recognized headlines and images 
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selected a page from the thumbnails. After reading the page, they moved back to the 
thumbnail function and selected another page. They repeated these operations to find 
pages with their interests. In this case, the number of times they used the single page 
flipping was fewer than that observed in the cases of the proposed techniques. 

In terms of the questionnaire, the average evaluation score to the statement of ‘The 
operation of was similar to paper-based books/magazines.’ was 3.6 for the proposed 
techniques while the score was 2.2 for iBooks. Here ‘1’ and ‘5’ correspond to strong-
ly disagree and strongly agree, respectively. The proposed techniques provided paper-
like operation and enabled users to flip through the pages for overlooking content in a 
digital magazine. 

5 Conclusion 

This study first conducted the observation experiment to investigate features of paper-
based magazine reading. The result of the experiment led the authors to the following 
findings. First, most readers try to overlook the whole content in a magazine. Second, 
readers find articles with their interests by flipping through the pages. Third, large 
headlines or picture images are keys to find articles with readers’ interests. Based on 
these findings, a page navigation technique for digital magazines with the operation of 
continuous multiple-page flipping were proposed. The user study confirmed that the 
proposed techniques were valid for overlooking content in a digital magazine. The 
techniques will help users to find articles with their interests more easily. 

Future studies will address the investigation of appropriate page flipping speed ac-
cording to the page weights as well as the discussion about another approach to over-
look content in digital magazines. 
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Abstract. Contactless input methods implementing body motion allow users to 
control computer systems easily and enjoyably. We focus on the “video mirror 
interface” as an example of these methods. A user of the video mirror interface 
can operate the computer system by selecting virtual objects on a screen with 
his/her hand. However, if a selection operation is completed as soon as the user 
touches the virtual object, erroneous selections will frequently occur. Therefore, 
it is necessary to insert a certain period of unresponsiveness after a user’s touch 
action to prevent selection error. We evaluate effects of the unresponsive time 
when selecting a virtual object in a video mirror interface. The result of an ex-
perimental evaluation indicates that an acceptable range for the unresponsive 
time is 0.3 to 0.5 s. 

Keywords: Video mirror interface, unresponsive time, touch action. 

1 Introduction 

With the advances in computer technology, contactless input methods implementing 
body motion have been studied. Such input methods allow users to control computer 
systems easily and enjoyably. For example, Shibuya et al. [1] proposed the concept of 
“Action Interface” and provided practical examples of its application. The user of 
these applications can control a computer system to play a virtual instrument or a 
game using his/her body action. Hosoya et al. [2] proposed the “Mirror Metaphor 
Interaction System” to physically interact with CG icons or objects using touch-based 
actions. In addition, similar systems have been proposed for practicing sports [3][4]. 
These systems capture a video image of the user’s body and display a mirrored video 
image along with some virtual objects superimposed on a screen in front of the user. 
The user can operate the computer system by using various body motions (e.g. mani-
pulating the virtual objects with his/her hand). We call such systems a “video mirror 
interface” (an example of which is shown in Fig. 1). 

In a video mirror interface, if a selection operation is completed as soon as the user 
touches the virtual object, erroneous selections will frequently occur. This is because the 
user cannot select the target object without interference from other objects that are 
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tightly-spaced and closely proximate to the target object. Therefore, it is necessary to 
insert a certain period of unresponsiveness after a user’s touch action to prevent  
selection error. 

In this paper, we focus on the effects of the unresponsive time when selecting a  
virtual object on a video mirror interface.  

 

Fig. 1. Example of the video mirror interface 

 

Fig. 2. Experimental system configuration 

 

a)  Example of a scene using the video 
mirror interface  

Screen

Mirrored video image of the userUser

Virtual objectCCD camera

Screen CCD camera

Virtual object

User

Mirrored video image of the user

b)  Diagram of the video mirror interface  
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Fig. 3. Alignment of virtual objects 

2 Experiment 

An experimental evaluation was conducted to confirm the relationship between the 
duration of unresponsive time and the erroneous selection of virtual objects. Fig.2 
shows the configuration of the experimental system. The system consisted of a CCD 
camera, a desktop PC, a projector and a screen. A user’s life-sized video image was 
captured from the CCD camera putted in front of the user. This captured video image 
was sent to the PC and the PC transformed it to a mirrored video image. Simulta-
neously virtual objects generated by the PC and they are overlapped on the mirrored 
video image. Finally, the processed video image was projected on the screen set up in 
front of the user.  

Fig.3 shows an alignment of virtual objects. Forty-eight virtual objects were  
arranged on each circumference of a circle with radius 65, 100, and 135 px, and one 
virtual object was positioned at the center of the other objects. The diameter of a  
virtual object was 24 px.  

The participants were asked to wear a red glove on their right hands; this glove was 
used to detect the position of the hand by using image recognition. In this experiment, 
we used a glove to enhance the accuracy of detection in this system. However,  
contactless sensing devices, such as Kinect [5], is begun to launch recently. If these 
contactless devices are grown in performance, the video mirror interface can be  
implemented by using these contactless devices in the future. 
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3 Procedure and Experimental Design 

In this experiment, participants were asked to perform the task described below with 
nine different durations of unresponsive time (0.0, 0.1, 0.2, 0.3, 0.5, 0.7, 1.0, 1.5, and 
2.0 s). Below, we describe the procedure undertaken by each participant. 

1. The participant was asked to stand in front of the screen. 
2. The participant was then asked to select the virtual object positioned at the center 

of radially arranged virtual objects (hereafter the center object is referred to as the 
“HOME OBJECT”). As soon as the participant selected the HOME OBJECT, the 
appearance of the virtual object which was randomly selected was changed, hereaf-
ter referred to as the “TARGET OBJECT.” 

3. Next, the participant was asked to select the TARGET OBJECT. If he/she selected 
am incorrect virtual object, it was referred to as a “selection error.” When such a 
selection error occurred, the participant repeated the selection task until he/she suc-
cessfully selected the TARGET OBJECT. 

4. The participant was asked to repeat the selection task (step 2 to 3) 48 times. 

Ten volunteers were recruited from our university to participate in the experiment. We 
used a within-subject design in the experiment. The independent variables were the 
duration of the unresponsive time and the alignment of virtual objects (Fig. 3). Depen-
dent measures included the number of selection errors per one selection operation. In 
addition, participants were asked to answer a questionnaire for subjective evaluation.  

4 Result and Discussions 

Fig. 4 shows the result of the number of selection errors per one selecting operation. 
We carried out an analysis of variance and there were main effect on the duration of 
unresponsive time (F(5,45)=713.255, p<.01) and the alignment of virtual objects 
(F(2,18)=189.347, p<.01). A post-hoc test showed that there were significant differenc-
es between every combination of the duration of the unresponsive time except 0.3 and 
0.5, 0.3 and 0.7, and 0.5 and 0.7 s. In addition, there were significant differences be-
tween every combination of the alignment of virtual objects. 
 

 
Fig. 4. Number of selection errors 
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When the duration of the unresponsive time was 0.0 s, multiple selection errors oc-
curred in the case of the TARGET OBJECT positioned at the outside and middle 
position. In addition, the selection errors were not avoided even when the duration of 
the unresponsive time was 0.1 s.  

If the TARGET OBJECT was positioned at the outside and middle position, the 
participants needed to pass over objects positioned at the inside position. Therefore, 
selection errors were not avoided if the duration of the unresponsive time was 0.2 s or 
shorter. On the other hand, if the duration of the unresponsive time was 0.3 s or long-
er, there were few selection errors.  

As for the number of selection errors at the inside position, the number of selection 
errors was 0.03 when the duration of the unresponsive time was 0.2 s, and that was 
less than 0.01 when the duration of the unresponsive time was 0.3 s or longer. If the 
TARGET OBJECT was closely proximate to other objects such as an object posi-
tioned at inside position, it was difficult for participants to select the TARGET 
OBJECT without interference from other objects. However, if an unresponsive time 
was 0.3 s or longer, erroneous selection was able to avoid. 

For subjective evaluation, we also asked the participants to answer a questionnaire. 
For example, the question “Did you have an unpleasant feeling?” and “Were you 
fatigued with the selection task?” were asked after he/she completed each task. Fig.5 
shows the results of the question: “Did you have an unpleasant feeling?” A Friedman 
test revealed a significant main effect on the duration of the unresponsive time 
(χ2=48.936, p<.01). A post-hoc test revealed that the score of 0.0 s unresponsive time 
was significantly higher than that of 0.2 and 0.3 s unresponsive time. Moreover, the 
score of 1.0 and 1.5 s unresponsive time were higher than that of 0.5 s unresponsive 
time. In addition, when the duration of the unresponsive time was 0.0 or 0.1 s, some 
participants said that the duration of the unresponsive time was too short to select the 
target object without selection error. On the other hand, when the duration of the un-
responsive time was greater than 0.7 s, some participants said that this was too long. 

Fig.6 shows the results of the question: “Were you fatigued with the selection 
task?” A Friedman test revealed a significant main effect on the duration of the unres-
ponsive time (χ2=49.835, p<.01). A post-hoc test revealed that the score of 1.0 and  
 

 

1
2
3
4
5
6
7

0.0 0.1 0.2 0.3 0.5 0.7 1.0 1.5 2.0

Th
e 

sc
or

e 
of

 u
np

le
as

an
t 

fe
el

in
g

The duration of the unresposive time period

Fig. 5. Results of the question: “Did you have an unpleasant feeling?” 



 Effect of Unresponsive Time for User’s Touch Action of Selecting an Icon 467 

 

 
 
1.5 s unresponsive time were higher than that of 0.3 s unresponsive time. The score of 
2.0 s unresponsive time was also significantly higher than that of 1.0 s or less unres-
ponsive time. In addition, some participant said that maintaining their hand in that 
position for that long was tiring when the duration of the unresponsive time was 1.0 s 
or longer. 

These experimental results indicate that an unresponsive time which is 0.2 s or 
shorter increases selection errors. Moreover, participants feel unpleasant if the unres-
ponsive time is too short. On the other hand, if the unresponsive time is 0.7 s or long-
er, participants tire while keeping their hands in the air. These results indicate that, for 
few erroneous selections and high participant evaluation results, an acceptable range 
for the unresponsive time is 0.3 to 0.5 s.  

5 Conclusion 

In this paper, we focus on the effects of the unresponsive time when selecting  
a virtual object on a video mirror interface. An experimental evaluation was  
conducted and the result indicated that erroneous selections were able to avoid if the 
duration of the unresponsive time is 0.3 s or longer. In addition, when the duration of 
the unresponsive time was 0.7 s or longer, participants said that the duration of  
the unresponsive time is too long and that maintaining their hand in that position  
for that long was tiring. For few erroneous selections and high participant evaluation 
results, these results indicated that an acceptable range for the unresponsive time is  
0.3 to 0.5 s.  
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Abstract. “WrinkleSurface”, which we developed by attaching a gel
sheet to a FTIR-based touchscreen, enables a user to perform novel
touch motions such as Push, Thrust, and Twist CW (clockwise), and
Twist CCW (counterclockwise). Our research is focused on the evalua-
tion of this soft-surfaced multi-touch interface. Specifically, to examine
how a user can input our novel input methods precisely, we evaluated
the user’s performance of each method by two to nine levels of target
acquisition task. As a result, we found some points to be improved in
our recognition algorithm in order to increase the success rate of Push
and Thrust. In addition, a user can input Twist before the level of six
because the success rate of Twist was high up to that level.

Keywords: Touchscreen, tabletop, haptic interface, FTIR, tangential
force sensing, pressure sensing.

1 Introduction

In conventional touchscreen interaction, input is limited to the coordinates of
human fingers’ contact areas. Recently, many researchers have worked on novel
input that exceeds these coordinates to enrich touchscreen interaction [1, 2, 5, 6,
8, 10, 12]. We also developed “WrinkleSurface” to explore a wide variety of in-
puts in touchscreen interaction [9]. WrinkleSurface is a soft-surfaced touchscreen
that enables a user to perform novel touch motions such as pushing, thrusting,
and twisting (Fig. 1), in addition to conventional motions like drag and pinch.
We named these input methods Push, Thrust, and Twist and presented some
applications in touchscreen interaction. It is also possible to detect the strength
and direction of the motion from the wrinkles caused by the motion.

Our research is focused on the evaluation of a soft-surfaced multi-touch in-
terface. Specifically, to examine how a user can input our novel input methods
precisely, we evaluated the user’s performance of each method.

We begin by describing the previous works on input methods that achieved a
variety of input in multi touch interfaces, and soft-surfaced touch interfaces.
Next, we present the hardware design and recognition methods of our soft-
surfaced touchscreen. We end with a user study that shows user’s performance
of our novel input methods using WrinkleSurface.
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Fig. 1. a) Touch, b) Push, c) Thrust, and d) Twist

2 Related Work

Our research is focused on the evaluation of a soft-surfaced multi-touch interface.
There are many works related to the research of this paper that have developed
various of inputs in multi touch and soft-surfaced touch interfaces. However, few
researchers have evaluated of their methods.

2.1 Input Methods in Touch Interaction

Some researches have attempted to obtain information other than coordinates by
utilizing the shape of finger’s contact area on the touchscreen surface in order
to enrich interaction. Wang et al. and Dang et al. focused on oblique touch
input and developed a way of detecting the finger orientation [1, 2, 12]. Our
WrinkleSurface can sense the finger orientation as well, but our system is mainly
intended not to utilize the information concomitant with finger’s contact, but to
develop novel input methods such as pushing, thrusting, and twisting.

Some have researched recognizing the finger posture above the touchscreen.
Takeoka et al. proposed Z-touch, which utilizes the slant and direction of fingers
in touchscreen interaction [10]. Z-touch uses infrared laser plane and a high-
speed camera to recognize the finger posture in the space above the touchscreen.
Our research is different from this because it is based on the force sense feedback
deriving from direct contact with the input surface.

Heo et al. and Lee et al. enabled detection of horizontal movement on the
surface of a device and recognized various types of inputs [6, 8]. They made a
cover with sensors at the bottom and the side frame, enclosed a device within
it, and detected the horizontal movement. Harrison et al. proposed Shear as
a novel input that utilizes a tangential force to a screen’s surface [5]. Shear is
“a supplemental analog 2D input channel” and can be used with conventional
touch input. Our WrinkleSurface detects the force through the deformation of
the gel-sheet (i.e., wrinkles).



Evaluation of a Soft-Surfaced Multi-touch Interface 471

Wang et al., Dang et al., and Lee et al. evaluated their approaches on the
ordinary touchscreens, but we focused on the evaluation of a soft-surfaced touch-
screen.

2.2 Soft-Surface Touch Interactions

Vlack et al. proposed GelForce, which detects strength and direction of forces ap-
plied to the surface of an elastic material [11]. It consists of a CCD camera and
two layers of colored markers embedded in a transparent silicone rubber. This re-
search developed soft-surface touch interactions. In contrast, our research focused
not only the development but also evaluation of soft-surface touch interaction.

Kakei et al. proposed a tabletop tangible interface, ForceTile [7]. The tile inter-
face consists of an elastic body and markers. Cameras and infrared transmitters
are placed underneath the tabletop, and they sense the position, rotation, and
ID of interface and calculate the force vector of deformation. WrinkleSurface
recognizes the input strength without any markers. Therefore, rear projection is
possible, which is an advantage for a touchscreen. Our novel input Push, Thrust,
and Twist are recognized by the wrinkles caused on the touchscreen, which is a
novel recognition method.

Sato et al. showed PhotoelasticTouch, which recognized deformation of trans-
parent elastic material as an input without using visual markers. It is made
from transparent elastic material and consists of an LCD and an overhead cam-
era both fitted with a quarter-wavelength filter. When force was applied to the
elastic material, the deformed area transforms incoming light into elliptically
polarized light, which is captured by the camera. Position and size of the de-
formed area and direction of the force can be calculated, and interactions such
as pinching, pushing, and pulling became recognizable. Its weakness was the
positioning of the camera. It was placed above the touchscreen and sometimes
users’ body parts (e.g., head) interfered with capturing hand images. In the case
of WrinkleSurface, the IR camera is placed under the panel, and we can uti-
lize the wrinkles caused on the touchscreen without such interruptions. In addi-
tion, WrinkeSurface enabled us to recognize novel input (thrusting and twisting)
without any occlusions.

Fukumoto attached a soft-gel based transparent film named “PuyoSheet” onto
the surface of the touchscreen. PuyoSheet, combined with soft-gel based small
dots “PuyoDots”, provided a button-push feeling to the fingertips [3]. Wrin-
kleSurface provides novel input utilizing the softness of its surface in addition to
tactile feedback by the restitution of the soft-gel surface. Fukumoto evaluated
the performance and impressions of PuyoSheet and PuyoDots with a handheld
device, but WrinkleSurface is a multi-touch tabletop interface.

3 WrinkleSurface

WrinkleSurface is a touchscreen based on frustrated total internal reflection
(FTIR) [4]. A transparent urethane soft gel sheet (hereinafter gel sheet) about
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Fig. 2. Hardware setup of WrinkleSurface

3.5 mm thick is attached onto the surface of an acrylic panel (Fig. 2). Each touch
motion, such as pushing, thrusting, and twisting, makes characteristic wrinkles
on the surface. Utilizing this, we have extracted the features of these wrinkles to
detect three novel input methods. Moreover, the strength of each input can be
detected. Fig. 1 shows the ordinary Touch and our input methods: Push, Thrust,
and Twist. When a user pushes vertically into the panel with a certain strength,
it results in Push (Fig. 1b). Wrinkles do not appear on the gel sheet in both
Touch and Push. When a user slides the finger while Pushing, wrinkles appear
in the direction in which a user slides the finger (Fig. 1c). When a user rotates
the finger while Pushing, wrinkles appear around the finger (Fig. 1d).

3.1 Hardware Setup

As shown in Fig. 2, WrinkleSurface consists of an acrylic panel attached to
a gel sheet, 28 infrared LEDs, an infrared camera, a projector, and a screen
for projection. WrinkleSurface is placed 1100 mm above floor level. The acrylic
panel is 590 × 450 × 10 mm, and the gel sheet is 500 × 400 × 3.5 mm. 14 IR
LEDs (OPTOELECTRONICS CO., LTD., SFH4550) are attached lengthways
along the acrylic panel. We also placed the IR camera (Point Grey Research,
Dragonfly2) and the projector underneath the panel. The bottom of the acrylic
panel and the camera lens are 330 mm apart. Under the acrylic panel, we put a
tracing paper of 40 g/m2 paper density as a screen for projection.

In this system, we used FTIR to detect input. After attaching the gel sheet
to the FTIR touchscreen, we checked and confirmed that the FTIR mechanism
worked properly. FTIR-based touchscreen and WrinkleSurface differ in diffuse
reflection. In the case of WrinkleSurface, the diffuse reflection takes place not
only in the finger contact area like for FTIR-based touchscreen but also in the
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wrinkled area. By capturing the diffuse reflection image with an IR camera, we
can obtain the shape and angles of the wrinkles appearing on the gel sheet.

3.2 Recognition Techniques

In this section, we describe the recognition technique of our novel inputs and
the strength of these inputs. WrinkleSurface recognizes each input by means of
the following process.

1. Extracting three characteristic parameters from the image processing:
“roundness”, “magnitude of the wrinkle vector”, and “rotation degree”.

2. Defining the likelihood function associated with each input and the charac-
teristic parameters.

“Roundness” is the roundness of the combined area consisting of the finger’s
contact area and the wrinkled area. “Magnitude of the wrinkle vector” is ex-
pressed by the Euclidean distance between the gravity centers of the finger’s
contact area and the wrinkled area. “Rotation degree” is obtained by comparing
the inter frame differences of the finger direction calculated using the algorithm
developed by Wang et al [12]. “Rotation degree” is only used for the Twist. To
recognize three input methods, we experimentally developed a likelihood func-
tion that uses these characteristics as its parameters. The system also recognized
the strength of each input from the parameters listed in Table. 1.

Table 1. Range of parameters for each input method

Input parameter range

Push luminance value 50-110

Thrust moving distance 0-60 (pixel)

Twist CW rotation angle 20-80 (degree)

Twist CCW rotation angle 20-80 (degree)

4 Applications

We developed three applications taking advantage of the features of WrinkleSur-
face. WrinkleGeo edits the geographical terrain utilizing wrinkles that appear on
WrinkleSurface. WrinkleMesh distorts the image into the spiral pattern, utilizing
the Twist. WrinkleIcon operates icons making good use of the repulsion of the
gel sheet. Using WrinkleIcon, a user can flick out or gather icons.

5 Evaluation

To examine how a user can perform input precisely using our novel input meth-
ods, we evaluated the user’s resolution of each method’s parameter such as
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the strength of Push, the moving distance of Thrust, and the rotation angle
of Twist CW (Twist clockwise) and Twist CCW (Twist counterclockwise). To
simplify the experimental setup, we did not use the projector or the screen for
projection in this experiment (Fig. 3) and covered the frame of WrinkleSurface
with a blackout curtain in order to block out sunlight from the camera (Fig. 4).

Fig. 3. Experiment environment
Fig. 4. WrinkleSurface surrounded by the
blackout curtain

5.1 Participants

We recruited seven male and five female participants, aged 21-24, who were
university (undergraduate and graduate) students majoring in computer science.
All 12 participants were right-handed, and we asked them to use only their right
index finger to complete the task to make the experiment conditions identical.

5.2 Task

Each participant engaged in a target acquisition task (Fig. 5). They were asked
to adjust the size of the yellow circle (i.e., cursor) by controlling the parameter
of an input method between two green circles (i.e., target). The cursor and the
target were shown on the display. When a particitant kept the cursor within
the target for 1000 ms, the trial was a success. When 5000 ms elapsed after a
participant had started a trial, the trial was a failure.

For each method, the range of the parameter was divided into two to nine lev-
els and represented as a target (Fig. 6). Therefore, the experimental application
provided 44 types of targets (2+3+....+9) for each parameter. For each target,
the inner and outer circle of the target represented the minimum and maximum
values of the target, respectively (e.g., 50 and 80 when the range of Push was
divided into two levels). In this experiment, six sets of trials were given for each
target. Thus, each participant had 1056 trials:



Evaluation of a Soft-Surfaced Multi-touch Interface 475

Target type : 44

×Set : 6

×Input method : 4

= 1056.

In total, this experiment had 12672 trials.
It took about three hours for each participant to complete the task. The ex-

periment was conducted in a casual atmosphere. The participants could rest
between the trials and talk freely to the other members including the experi-
menter in the laboratory.

Fig. 5. a) Screen used in the task with cursor (yellow circle) and target (two green
circles). b) Participant operating WrinkleSurface.

Fig. 6. Two targets when the range of Push was divided into two levels
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6 Result and Discussion

Fig. 7 shows the average success rate of each method. Due to a system error, we
could not use one participant’s results. Thus, we had to calculate the average
from the other 11 participants’ results. The grand average was 27.2% in Push,
57.9% in Thrust, 49.9% in Twist CW, and 50.5% in Twist CCW.

From these results, we also identified some points to be improved in our recog-
nition algorithm. One drawback of our algorithm is that the overall success rate
of Push was too low. This was because when the target was small, the luminance
value was high enough, but other elements caused the failure. We found out that
WrinkleSurface was mistaking Push for Thrust when a participant pushed the
gel sheet strongly. To solve this failure, we could stop distinguishing Push from
Thrust or only recognize strong Thrust as Thrust.

The success rate of Thrust was higher than those of the other three inputs
in the levels over four. However, the error rate of Thrust increased as the level
increased. By examining of the error of Thrust, we found that there were two
causes. First, WrinkleSurface had mistaken Thrust as Push or Twist because the
movement of wrinkle vector is small. Second, the system changed the recognition
into Touch when the force applied to WrinkleSurface was weakening while a user
was performing Thrust. Both causes occurred when a participant was moving
his/her fingers. Moreover, in the case of Thrust, the success rate of females was
lower than that of males. This is because women are physically weaker than men
in general. From the experimental observation and participants’ comment, it
seemed that it was difficult for female participants to keep their initial strength
of Push to the end of the movement. Both male and female participants also
commented that they had pain in their fingers, especially doing Thrust. To
solve these problems, we believe that the elapsed time of thrusting is a possible
parameter to improve the accuracy of Thrust recognition.

As shown in Fig. 7, the success rates of Twist CW and Twist CCW did not
differ much. Both varied inversely to the levels except the sixth. The major cause

Fig. 7. Average success rate of each input
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of failure of Twist was due to the trembling of the rotation angle; we observed
that a user found it difficult to keep the target angle stable. This result indicates
that Twist (both CW and CCW) is suitable for continuous input, or a use in
rough situation.

Some participants made positive statements about WrinkleSurface. Many said
that they would prefer a much softer surface. The softness depends on gel sheets,
so we plan to experiment with another softer gel sheet. Some participants sug-
gested CG modeling and paint application for WrinkleSurface. We will continue
to evaluate and improve both the software and hardware of WrinkleSurface.

7 Conclusion

Our research is focused on the evaluation of a soft-surface multi-touch interface.
To this end, we presented an evaluation of “WrinkleSurface”, which we devel-
oped by attaching a gel sheet to a FTIR-based touchscreen. In the evaluation,
we obtained the grand average of 27.2% in Push, 57.9% in Thrust, 49.9% in
Twist CW, and 50.5% in Twist CCW, and positive statements for WrinkleSur-
face from some participants. From these results, we found some points to be
improved in our recognition algorithm in order to increase the success rate of
Push and Thrust. The results also suggest that a user can input Twist before
the level of six. We plan to continue to evaluate and improve both the software
and hardware of WrinkleSurface.
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Abstract. We present concepts and possible realizations for the clas-
sification of multi-touch drawn sketches. A gesture classifier is modified
and integrated into a sketching tool. The applied routines are highly
scalable and provide the possibilities of domain independent sketching.
Classification rates are feasible without exploiting the full potential of
the scheme. We demonstrate that the classifier is capable of identify-
ing common basic primitives and gestures as well as complex drawings.
Users define sketches per templates in their individual style and link
them to constructed primitives. A pilot evaluation is conducted and re-
sults regarding sketching techniques of users and classification rates are
discussed.

Keywords: Sketch, recognition, classifier, survey, gestures, multi-touch.

1 Introduction and Motivation

A sketching software enhanced by methods for recognition allows for sketches
to be interpreted, edited, searched and neatened [1]. Since its early years (e.g.,
‘Sketchpad’ [2] introduced 1963), recognition of sketches reached manifold ap-
plications in different domains. Various sketching applications are for UML [3,4]
and other diagrams [5,6,7], user interface design [8,9,10], mechanical schematical
sketches [11], 3D curve modeling [12] and many more. Domain-independent ap-
proaches as in [13] exist, too. Additionally, gesture-based interfaces became ubiq-
uitous in recent years. Mainly, their application is in direct manipulations for the
scaling or re-orientation of graphical user interface elements. Nevertheless, new
interaction techniques evolved in recent developments. Aiming to create more
natural sketching interfaces, both techniques are often combined and switch-
ing of input modalities is required. We present a multi-touch sketching editor
that extends sketch-based interaction techniques and circumvents the bound-
ing to pen-based input. The gap between gestural interaction and sketching is
alleviated by allowing to sketch with multiple fingers. Furthermore, domain-
dependency is diminished by enabling the definition of primitives and complex
multi-stroke symbols per examples.
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2 Background and State of the Art

The subtasks of sketch recognition are pre-processing of strokes, the recognition
of symbols or primitives1 and their higher-level interpretation as sketches [15]. To
recognize sketches, the segmentation of strokes2 is crucial. When several objects
are drawn, segmentation is complicated by the necessity to group strokes under
unknown ordering and possibly incomplete specification (unconnected strokes)
[17]. In such a scenario, segmentation involves the two stage preprocessing of
selecting the correct stroke set and fragment or join selected strokes. One way
to solve both tasks is to restrict the drawing styles of a user. In [18], these
constraints and the training effort in consequence are stated to be reasons that
sketch recognition has not yet entered into mainstream technology.

2.1 Conventional Approaches

Common approaches try to avoid drawing restrictions by sophisticated grouping
[7,19] and segmentation [20,13,15,21,1] methods. Such grouping of strokes can
be supported by additional constraints to input as time-outs or button presses
to signal completion of a shape [14]. Predefined time-outs for collecting strokes
to a scribble are used in [17]. In [7], polygonized strokes are connected if close
(within a threshold) to another, while spatial and temporal closeness of strokes
for grouping is exploited in [3]. Sezgin and Davis [19] apply grouping on a set of
primitives gained by segmentation and recognition routines of [21] when analyz-
ing complete scenes. They regard different drawing orders of primitives within
symbols as they appeared on previous user observations.

If further segmentation of strokes is applied, curvature or speed infor-
mation can be utilized. Calhoun et al. [15] derive segmentation points within
strokes from relative (to stroke’s input velocity) speed information and curva-
ture. If speed falls under a certain threshold, a segmentation point is found. A
similar method, based on thresholding velocity and directional changes within
strokes, is applied by Sezgin et al. [21]. In [20], segmentation is done by turning
points, detected by acceleration, speed and change of angle criteria.

These procedures are not necessarily strictly detached from the recognition
of primitives. In [1], sophisticated segmentation of multi-stroke symbols into
lines and arcs with dynamic programming techniques is applied. However, their
approach needs pre-segmented templates of (unordered) primitives to find best
matches between different segmentations of input and a template. Furthermore,
as in most works, no merging of strokes is done and input is required to have
fewer strokes than the template consists of. In [13], segmentation of a stroke is
performed on points with highest curvature immediately after its drawing is fin-
ished. If an approximation of those segments to primitive shapes is not possible,

1 In [14] primitives are seen as commonly used shapes or basic mathematical describ-
able objects in a beautified form.

2 Typically, sketches are produced by sequences of single-touch trajectories, commonly
referenced as strokes. We adopt this terminology in this section for the ease of
reading. In the context of gestures, terms defined in [16] avoid ambiguity.
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this procedure is applied recursively to stroke segments. During post-processing,
merging of primitives is applied if it leads to more meaningful primitives.

In recognizing primitives, mostly rule-based approaches are seen in litera-
ture, more or less formalized, ranging from ad hoc checks of geometric properties
to decision trees and fuzzy rules. Apte et al. [17] compute convex hulls on their
grouped and ordered strokes followed up by tests on geometric measurements
(i.e., area/length ratios) with quasi decision trees. Fonseca et al. [22] improve
on this approach and classify objects by manually generated fuzzy logic rules
on percentiles of class specific sets of geometric features. Their use of global
geometric properties in principle allows for multi-stroke input and dashed lines,
but some composed primitives as arrows or crossed lines demand to be drawn
partially in one stroke. Sezgin et al. [21] perform property checks to test their
stroke segments first for lines and curves and afterwards for basic combinations
as polylines, ovals, circles, rectangles and squares. In [19], besides parameterized
(different slopes) versions of ovals and lines, checks for consecutive intersecting
strokes are added. Hammond and Davis [3] pick up the work of [21] and include
geometric property checks do detect arrows. Zeleznik et al. [5] extend the work of
[23] and utilize the segmentation procedure of [15] and heuristic ad hoc rules on
spatial and temporal properties to differ strokes in gestural commands, writing
and primitive shapes. More rule-based methods are seen, for instance, in [20]
(hierarchical fuzzy rules), [15] (semantic networks) and [13,18] (heuristic reason-
ing rules). In [24], Bayesian networks are applied and contextual information is
used to support the interpretation of strokes.

2.2 Approaches Based on Gesture Recognition

The recognition of symbolic surface gestures is a very similar problem to that of
sketch recognition. In many cases in literature, distinction of these two problems
is neglected. Rubine’s approach for gesture recognition [25], for instance, is used
directly to detect gestures and primitive shapes in [8,9]. Furthermore, it is usually
listed at comparing approaches for sketch recognition [26,13,18,11] though [18]
criticizes the lack of drawing variability of such feature-based methods. Rubine’s
feature extraction routine is applied in [27] (which itself is integrated in [6]).
Instead of the Bayesian classification scheme for Gaussian distributed features
and common covariance matrices, support vector machines (SVM) are used for
recognition. Further works apply the same techniques to sketches and gestures
[4,5,13,22].

Approaches resembling gesture recognizers [28,9] avoid explicit segmentation
and grouping and burden the users with restrictions to their drawing styles.
Interestingly, Sezgin and Davis [19] state that drawing styles, though different
for users, stay mainly consistent per user. If a recognizer supports specification
of primitives by templates, it may allow individualization of sketching to users’
style. Nonetheless, while several versions of a sketch may be specified by tem-
plates, drawing directions and orderings must be applied as in training data.
Still, other advantages support the application of such approaches.



482 M. Schmidt and G. Weber

In contrast to most rule-based sketch recognizers [17,22,21,5,20,15,13] that
are more intuitive and graspable to developers, gesture-based approaches often
support training by templates [25,27,9] that can easily be done by users.

It is also indicated by [22,7] that trainable, statistical classifiers are superior
to rule-based methods in terms of recognition performance. Wenyin et al. [7]
compare rule-based approaches with SVM and artificial neural networks (ANN)
to recognize basic primitives, stating SVM and ANN to be more suitable re-
garding performance in solving such problems. In [22], a comparison of trainable
recognizers - K-Nearest Neighbors, Inductive Decision Tree, Näıve Bayes - favors
the latter statistical approach3.

Often, sketch recognizers handle a restricted set of primitives, i.e., the objects
regarded in sketching tools are composed of low order primitives. Some segment
strokes into lines and arcs [1,4,15] for the purpose of beautification. Others add
geometric primitives as ellipses, tri- and rectangles [17,7,20] to support object
identification. Domain specific or complex shapes are composed out of these
sets of primitives either by rules [7,8] or grammars [26,6,4,27], though other
approaches as Hidden Markov Models [19] are seen.

Free and scalable specification of primitives and complex shapes by users
in a single, template-based method may greatly enhance the functionality and
versatility of a sketching software. We apply a new adaptable multi-touch gesture
recognition technique to sketches.

3 This Work’s Contribution

We integrated a trainable classifier for symbolic multi-touch gestures into a
sketching application4. This allows users to specify their own sketches consist-
ing of variable strokes and possibly multiple simultaneous contacts on the touch
sensing surface. Beautified objects are constructed by the user and linked with a
gestural command resembling a sketched input of these objects. The recognizer
needs only few templates for training and one may suffice5 in many cases. Addi-
tionally, it is invariant against rotation, scaling and speed of input, but returns
parameters regarding these attributes. Therefore, the beautified version of the
sketch can be scaled, translated and rotated to best fit the input.

The sketching software not only adapts to users’ drawing styles but also to
different sketching domains, UML or UI Design, for instance. This neglects the
necessity of defining domain objects in a special sketch or gesture definition lan-
guage. No re-combination out of a fixed set of primitives is needed and the non-
visual statistical recognition eliminates the need for helper strokes to support

3 Though it needed less training samples per class than the other methods, it still re-
quired an impractical amount of more than 40 samples to get above 90% recognition
rate.

4 ‘SkApp’ is an Android sketching application and was developed during practical
courses for students as well as an assignment work to improve its usability.

5 For comparison, SILK [8] uses 15-20 templates for each of its four primitive compo-
nents [29].
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Fig. 1. A composition of uninterpreted (gestural) sketches. Arbitrary parts can be
trained per templates and bound to an idealized shape. Each one may be specified
with different numbers, orderings and concurrency of strokes and will be classified
accordingly. If configured thus, the same idealized object is called to the canvas by
sketches differing in those aspects.

merging. All sketches are defined by a collection of strokes, their shapes and
relations to another. Sketching variability can be produced by specifying sev-
eral different multi-touch, multi-stroke gestures6 per primitive. Figure 1 shows
sketches of the two domains - GUI design and UML - we chose for the proof of
concept for our domain independent multi-touch sketch recognition. The sketches
were drawn by fingers. The two wavy lines within the rectangle, for instance,
can be drawn simultaneously or sequentially (or in any temporary offset) and
sketch templates may be specified in one way or another or both.

Additionally, users do not have to stick to sketching, they can also define short
cut gestures, not necessarily similar to the sketch, to call complex shapes on the
canvas. Different symbolic commands (sketches/gestures) can be specified for one
shape to allow for variations in input. In the left sketch of Fig. 1, abstractions
for the minimize and maximize buttons of the sketched window were specified.
In the UML class diagram (right side of Fig. 1), the colored version of the
rhombus for sketching a composition association instead of an aggregation is
indicated by an additional single tab into the arrowhead. Such leeways might
support the ease of sketching. When sketching by fingers, fluent transitions to
direct manipulations are possible without changing the input device. New options
for separating input modes, i.e., direct manipulation, sketching and command
gestures, arise by utilizing different numbers of contacts for different modes.
Also, the enhanced input variety allows for distinction of gestures and sketches
by disjunct sets of templates. Either way, other techniques, such as the often
applied modus buttons or time-outs, are still applicable.

We demonstrate that our classifier is capable of recognizing common basic
primitives and gestures while allowing multi-touch input, too. The disadvantage
of burden the user with explicit segmentation by strokes is compensated by its

6 In [14], it is stated that multi-stroke primitives are more prevalent in sketching than
single-stroke ones. Multi-touch input may be beneficial, too.
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flexibility for manifold input and its capacity to recognize a large set of thus
composed complex drawings.

4 Realization of Sketch Recognition

We applied the on-line feature based gesture recognition routine of [16] in its
unparameterized variant (see pseudocode in [30]). It implies a standard nor-
mal distribution of all features of a gesture. Therefore, the classification process
mostly uses basic distance calculations. Furthermore, we do not exploit tempo-
rary features to allow for different stroke orderings in an input without explicitly
defining additional templates.

While reviewing current literature on sketching, we came across a set of com-
mon primitives recognized by sketching tools, i.e., lines, arcs, ellipses, circles,
triangles, rectangles, diamonds, arrows and crossing lines. Those types can be
specified by templates to our recognizer and it is capable of distinguishing shapes
of a much larger set and many variations. Other elements supported by some
tools are helices, spirals, squiggly or wavy lines, scribble and lasso gestures. It
is in the nature of our template-based approach that such primitives can not
be handled in a straightforward way. Each type represents a group of elements
that arbitrarily vary in their number of loops, turns or edges. Multiple templates
might be specified regarding such modifications to cover the expected cases. Al-
ternatively, this types of gestures have to be identified separately. This applies
to another type of elements that are used in sketching tools. Normally, poly-
lines, polygons and Bezier curves can be produced by re-sampling or smoothing,
possibly supported by special detecting of segmentation points ([21]). Our pat-
tern matching method is not suitable for detecting thus generalized primitives
without specifying concrete versions, for instance, a rectangle. In our sketching
editor ‘SkApp’, these primitives are constructed within special modes. Addition-
ally, the nearest neighbor template matching differs between gestures in various
modifications of their size in one dimension. We apply non-uniform scaling in
cases an input is compared with a template representing shapes that differ only
in the length of one dimension (sketches defining scrollbars, for instance).

5 Evaluation Routine

We conducted a user evaluation within the topics of designing UML diagrams and
UI interfaces. Our intention was to elaborate on the question of performance and
usability of our sketch input method as well as the users’ behavior in exploiting
their broader range of possibilities. Figure 2 shows the sketching application
‘SkApp’ and interpreted sketches as those demonstrated in Fig. 1.

The application contains in the upper part a row of buttons, each represent-
ing a single primitive. By a long tap on a button, the primitive together with
the drawing of a gesture for calling it onto the canvas is shown. On the right
side, options for coloring and selecting stroke types are available. We specified
the 19 primitives of Fig. 2 for user interface elements (button, checkbox, close,
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Fig. 2. Interpreted sketches of GUI and UML. Elements were entered separately by
gestures within a sketching mode. Different gestures were specified for each graphical
element in advance.

combobox, groupbox, label, maximize, menu, minimize, radiobutton, horizontal
scrollbar, vertical scrollbar, textbox, textfield) and class diagrams (aggregation,
class, composition, generalization, interface) together with associated gestures.
The primitives were constructed within ‘SkApp’ and parameters determining
how they should respond to input variations regarding scale and rotation were
configured. UI elements were defined not to rotate at all and most elements do
not scale (button, checkbox, close, label, maximize, menu, minimize, radiobut-
ton) while some scale in one dimension only (combobox, horizontal scrollbar,
vertical scrollbar, textfield) and others in both (groupbox, textbox). All rela-
tionships of class diagrams are allowed to scale and rotate while a class itself
stays in one size and one orientation only.

At specifying gestures, we assumed a general top-down and left-right drawing
direction. Rectangle parts, for instance, can be drawn by a single stroke be-
ginning in the upper left corner and drawing in the two possible directions or a
multi-stroke variation with two strokes drawn top-down and two left to right. As
we excluded temporal features in our classification routine, multi-stroke gestures
can be performed in any possible temporal arrangement. Visually, all assigned
gestures correspond to the variations indicated in Fig. 1. Overall, two sets of 28
gestures for the GUI elements and 17 gestures for UML were predefined. Each
gesture represents one variant of an element.

Note that our classification is invariant to rotation and scale even if sketches
are configured not to scale or rotate with input. For few elements (scrollbars,
textfield, combobox), non-uniform scaling is applied in advance to the general
template matching routine. Primitive dependent restrictions to this invariances
are expected to improve recognition rates significantly. Likewise, an improve-
ment can be achieved by specifying more than one template per variation and
specifications done by users only.
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5.1 Testbed

We asked 8 participants - 4 male, 4 female, all educated in applied computer
science, familiar with UML and GUI widgets, and right handed - to draw the
sketches of Fig. 2. The evaluation was done on an Android Tablet of type Mo-
torola Xoom. To demonstrate the concepts, all participants got a cheat sheet
showing the primitives and one assigned gesture for each primitive. The pictures
did not convey the drawing directions of our templates and the participants were
encouraged to apply their own drawing style. It was mentioned that it is allowed
to utilize input by multiple fingers. If participants attempted to draw a primitive
in a way not covered by our templates, they were instructed to specify an own
version of the gesture. In case of misinterpretations or new definitions, input
was repeated and tests ended on complete sketches. A thinking aloud evaluation
was applied to know in advance which type of primitive a participant intended
to draw. We collected data on drawing styles, misclassification rates and added
gesture types.

5.2 Results

Figure 3 shows results of our evaluation regarding misinterpretations and defi-
nitions of additional templates.

Re-definitions were necessary to draw ‘Close’ (one user) and arrowheads by
two strokes (two user for the triangle head type and two for the rhombus). Two
users (Chinese) had to redefine all elements containing rectangles as they drew
them by three strokes (see right side of Fig. 3). Few other re-definitions were
in respect to the directions of strokes, for instance, for the x within the ‘Close’
widget (1 time) and to the starting point of single-stroke arrowheads (original

mis-
interpretations 

at 208 + 88 
entered 

elements 

Button

Checkbox

Groupbox

Radiobutton

Textfield

Aggregation

Generalization

by participants

Button 8 5
Checkbox 8 4

Combobox 1 1
Groupbox 4 3

Radiobutton 2 2
Scrollbar 1 1

Aggregation 2 1
Generalization 5 2

(a) misinterpretations (b) redefinitions

Fig. 3. Misinterpretations (table) of input (row) and the number of participants for
which they where observed. On the right side are representatives of the templates
specified by users.
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templates regarded one starting point only). For three users, the latter aspect
seemed to depend on the arrow’s direction. One user drew the strokes of the
scrollbar in a different direction and the shaft of arrows away from their head.
Though two users remarked that they would prefer input by pen to avoid oc-
clusions by fingers, multi-touch input was applied rather consequently. One user
did not utilize multi-touch at all. Two users did multi-touch input for scrollbars
only, four for the inner lines of the textbox and the class, three of them addi-
tionally for scrollbars. One user only drew the outer boxes of the textbox and
the combobox by multi-touch.

Overall, our classifier achieved a recognition rate of 88.5% for the GUI ele-
ments and 92% for UML.7 Ignoring confusions of buttons and groupboxes - both
were specified as rectangles differing in their relation of height and with only -
the rate increases to 94.2% for the first set. Note that participants had to repeat
an input until finalization of their sketch. Additionally taking out this fact would
result in slightly higher rates.

5.3 Discussion

Though different users applied different drawing styles, the style of a user was
very consistent. This confirms observations of Sezgin and Davis [19]. Two Chi-
nese participants indicated cultural differences in drawing styles as they were
accustomed to draw all rectangles by three strokes. Results in [10] showed that
users vary in their ideas of how to draw UI widgets. We conclude that a sketch
recognition should be adaptable to visual representations as well as users’ draw-
ing styles to produce them. This can be realized by a sketching software that
allows for supplementing individual training samples to predefined templates.
The most critical aspect is that starting points for drawings apparently changed
depending on the rotation of an object. In our cases, this happened for sketches
of arrows.

When comparing our classification results to others reported in publications,
few works are suitable. Some authors do not provide tests at all [6,11,9]. Others
perform informal tests, guess recognition rates [15,20], or do not provide suf-
ficient information [4]. A comparison of three approaches can be found in [7],
but tests are for three basic primitives (triangle, rectangle, ellipse) only. Yu and
Cai [13] report 98% correct segmentation and a recognition rate of 70% over an
imprecisely described set of shapes when accepting interpretations as soon as
the main and key structures are recognized properly.

Sezgin et al. [21] achieved 96% correct segmentation in lines and curves on a
set of 10 distinct shapes, but no recognition rates of their rule-based approach
are reported. However, a HMM approach achieved 96.5% on a set of 10 complex
shapes of different domains by training six styles, each with 10 examples, per
shape [19]. Apte et al. [17] report 98% correct classifications of six types of
shapes by their heuristic rules. The similar method of [18] correctly classified

7 Though with different numbers of test cases for each element.
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98.5% of 8 primitive and complex shapes. In [22], 95.8% correct classification for
12 primitives are achieved by fuzzy logic.

A test setting comparable to ours is used in [29] where GUI mock-ups are
sketched. Correct classification of 69% of the input is reported. The authors use
Rubine’s classifier trained with 15-20 templates per basic primitive and rules
to identify composed elements. In [31], the rules of the recognition routine are
modified to statistical disambiguation. It is indicated that results similar to ours
are possible, albeit large training sets are required.

6 Critic and Future Work

The method presented in this work achieves feasible classification rates and can
easily be developed into flexible and scalable tools. However, there are drawbacks.
The approach presented needs explicit segmentation of input by the user. Though
the style of drawing does not vary much in most cases, for some elements it can
depend on the rotation of their input. If in this case elements are too complex,
many variations within the template set are required. To overcome this, auto-
matic segmentation as in [21] or [1] might be a useful instrument. Additionally,
each comparison of a token - for shape and structure - can be done in both pos-
sible directions, choosing the one with minimum distance. In this way, only a few
templates might again be sufficient and training of sketches stays comfortable.
More issues are of concern when embedding our concepts into a usable tool. In
our prototype application, sketches were entered within a mode kept by touching
the surface with two fingers of the left hand. In this way, the user is responsible
for the grouping of input, too. One possible improvement is to let users select el-
ements per lasso gesture for an interpretation. This would allow to sketch more
than one element or a complete design in a row. Interpretation can be done on
explicit command. Other options are to apply grouping strategies or expensive
searches. Furthermore, the sketching software should prevent users from defining
too similar gestures for different objects. Finally, the selection of one of possible
multiple interpretations or the complete rejection of an input for classification are
to be included, though the latter is only a matter of setting a threshold.
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Abstract. In recent years, it is common thing to browse Web pages with mobile 
devices, such as smart phones. However, users sometimes tap the wrong link 
when they scroll or zoom web pages because of the relatively small display area 
of mobile device and sensitivity of touch screen. In such case, it is necessary to 
stop of loading the page or back to the previous page after the page changed. It 
seems that above unintended operation might increase the total browsing time 
and user’s frustration. In this study, we aimed to prevent users from tapping un-
intended links for effectively web browsing with touch-screen mobile devices. 
The proposed method has two kind of operation mode. They are a tapping mode 
and non-tapping mode. With the tapping mode, users can tap the link and 
change the mode only. On the other hand, with the non-tapping mode, users can 
do swipe, pinch, and mode change operation but they cannot tap any links.  
Furthermore, mode change operation, we adopt the Bezel Swipe operation, is 
intuitive and efficient.  

The results of the experimental evaluation showed that the rate of tapping 
the unintended links with the proposed method was lower than that with  
conventional method. However, the task completion time with proposed method 
is longer than that with conventional method. 

Keywords: Mobile interaction, web browsing, unintentional tap, Bezel Swipe. 

1 Introduction 

In recent years, it is common thing to browse web pages with touch screen mobile 
devices, such as smart phones. However, users sometimes tap the wrong link when 
they scroll or zoom in or out web pages because of the small screen area of mobile 
device and sensitivity of touch screen. In such case, it is necessary to stop of loading 
the page or back to the previous page after the page changed. These unintended  
operations might increase the total browsing time and user’s frustration. 

Matero and Colley analyzed accidental touches on capacitive touch screen based 
mobile telephones in a user test [2]. In the study, patterns that are characteristic of 
unintentional touches were identified and layout guide lines to reduce the amount  
of them were presented. 
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In this study, we aimed to prevent users from tapping unintended links for  
efficiently web browsing with touch screen mobile devices. 

2 Proposed Method 

The proposed method has two kinds of operation mode. They are a tapping mode and 
a control mode. With the tapping mode, users can tap the link and change the mode 
only. On the other hand, with the control mode, users can do scroll, zoom in or out, 
and mode change operation but they cannot tap any links. Furthermore, mode change 
operation, we adopt the Bezel Swipe operation [1], is intuitive and efficient. As 
shown in Fig. 1, the Bezel Swipe is done by sliding of the thumb or finger, starting 
from a bezel zone to a screen zone of the device. 

When users want to change the mode from tapping to control, they can do that with 
just swipe in their finger from the outside of the screen. In order to change the mode 
from control to tapping, users can do that with just tapping on the screen. 

 

Fig. 1. Bezel Swipe 

In order to distinguish the tapping mode from control mode, there is a visual feed-
back on the top right of screen. As shown in Fig. 2, a word “TAP” is displayed at 
there in the tapping mode or a word “CTRL” is displayed in the control mode. 

In control mode, two kinds of operation method are proposed for zooming in  
this paper. One is called as “double-tap method” and another is called as “slider 
method”. In double-tap method, users can zoom in or out by double tapping on the 
screen. The number of zooming level is two, so a double tapping toggles the zoom-
ing level between zoom-in status and zoom-out status. In zoom-in status, the  
width of tapped area is adjusted to the screen width as the common web browser’s 
zoom-in manner. 
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(a) tapping mode 

 
 

 
(b) control mode (slider method) 

Fig. 2. Two kinds of mode in proposed method 

A visual feedback of tap mode 

A visual feedback of control mode 

A slider for zooming 

A finger take-off point 
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While the zooming level is discrete in double-tap method, users can set the zoom-
ing level continuously with the slider method. In the slider method, there is a slider at 
the bottom of the screen and users can slide the tab of it to set the zooming level as 
they want. 

Furthermore, in slider method, in order to make the operation efficient, there are 
two kinds of operation manner depends on the bezel swipe direction to change the 
mode. When users swipe in their finger from the bottom of the screen, the mode is 
immediately set the control mode and they can scroll the page with swipe action 
without finger taking off. On the other hand, when users swipe in their finger from 
either side of the screen, the mode is set the control mode and the point where they 
take off their finger is the center for zooming in or out operation. It is expected that 
they will take off their finger where they want to see in detail. Then they can set the 
zooming level with the slider as they want. 

3 Experimental Evaluation 

In the experiment, three kinds of web browsing method on handheld touch screen 
devices are compared. They are a conventional method, the double-tap method, and 
the slider method. The conventional method is a commonly used modeless method on 
handheld touch screen devices. Users can scroll pages with swipe, zoom in or out 
with double tapping, and change a page with tapping a link. 

Our proposed method is compared with this conventional method experimentally. 
Both proposed and conventional methods are implemented on the Apple’s iPod touch. 
A repeated measurements within-subject design is used for the experiment. 

The purpose of the experiment is to examine following hypotheses: 

H1:  Both proposed method, they are the double-tap method and the slider me-
thod, decrease the rate of unintended tapping compared with conventional 
method. 

H2:  Both proposed method slightly but not significantly increase the operation 
time compared with conventional method because there is additional  
operation, which is mode change operation. 

3.1 Web Pages for Task 

For the experiment, we prepared top pages of the Yahoo! JAPAN web site for PC, the 
Wikipedia Japan web site, and our university’s web site. From each web page, ten 
different web pages are made with making different link’s string to be red. There  
were total thirty pages were prepared for the experiment. An example web page the 
experiment is shown in Fig. 3. 
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Fig. 3. An example web page of the experiment 

3.2 Procedure 

Ten participants were recruited from our university. In the experiment, each partici-
pant was asked to hold the mobile device with their one hand and to operate it with 
the same hand thumb. 

Each participant was asked to do following procedure to complete the task for each 
method: 

1. Do practice until enough for operation. 
2. Touch the start button on the screen. Then a web page is displayed. 
3. Touch the link with red string. Then a new web page is displayed. 
4. After all designated web page is touched, and then the “task completed” message is 

displayed. 

Error rate was calculated with dividing the number of web page which had unintended 
user’s touch by the number of total web page for the experiment. Task completion 
time, the elapsed time from pressing the start button to displaying the “task com-
pleted” message, was also measured. Furthermore, subjective evaluation was done 
with a questionnaire after each task. 

3.3 Results and Discussion 

The results of the experimental evaluation showed that there was a main effect of the 
method on the error rate (F(1,553)=11.824, p<0.05). The error rate of tapping the 
unintended links with the double-tap method was 3.33[%] and that with the slider 
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method was 1.67[%]. There was no significant difference between them but both error 
rate was significantly lower than that of conventional method (9.17[%], p<0.01). This 
result supports our hypothesis H1. 

On the other hand, there was a main effect of the method on the task completion 
time. The time with the double-tap method was 210.89[sec] and that with the slider 
method was 227.83[sec]. There was also no significant difference between them but 
both task completion time was significantly longer than that of conventional method 
(157.12[sec], p<0.05). This result does not support our hypothesis H2. 

Results of the subjective evaluation showed that participants viewed the proposed 
method very positively. Compared with the conventional method, the proposed  
method got the same or nearly the same score about the easiness to learn the usage 
and the easiness of operation.  

4 Conclusion 

In this paper, a web browsing method on handheld touch screen devices for prevent-
ing from tapping unintended links is proposed and evaluated experimentally. From 
the experiment, it is found that the proposed method is decrease the rate of unintended 
tapping compared with the conventional method. However, it is not so efficient for 
operation on mobile devices. From the subjective evaluation, it is also found that the 
proposed method is viewed very positively. 
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Abstract. User interfaces are a growing field of research around the world  
specifically for PDA’s, mobile phones, tablets and other such gadgets. One of 
the many challenges involved are their adaptability, size, cost and ease of use. 
This paper presents a novel mono-vision based touch and type method on cus-
tomizable keyboard drawn, printed or projected on a surface. The idea is to let 
the user decide the size, orientation, language as well as the position of the 
keys, a fully user customized keyboard. Proposed system also takes care of 
keyboard on uneven surfaces. Accurate results are found by the implementation 
of the proposed real time mono-vision based customizable virtual keyboard sys-
tem. This paper uses a phenomenal idea that the finger tip intended to type must 
be moving fastest relative to other fingers until it does a hit on a surface.  

Keywords: Virtual Keyboard, Image Processing, Single camera, mono vision, 
Edge Detection, Quadrilateral extraction, Character Recognition, Hand  
Segmentation, Fingertip extraction, Customizable keyboard. 

1 Introduction 

This paper introduces a method to untangle several issues related to input through 
keyboard such as portability, cost, shape and size of the keyboard, orientation, posi-
tion of keys, multilingual support. Multilingual support is one of the most important 
aspects due to large number of languages around.  

Significant amount of research is being done in the domain of user interfaces using 
computer vision but only a few exists which talk about single camera based tech-
niques. This certainly brings down the resources used and thus more cost effective 
and portable device. 

Habib et al. [1] proposed a mono-vision fuzzy rules based technique which has 
some pre-defined rules to identify a particular gesture of fingers as action to press a 
particular key. The method involves a SDIO camera being placed at table top and 
records the movement the finger tips and knuckles. It does so for a particular number 
of frames and then decides which keystroke that particular hand gesture may be for.  
It pre-defines some 32 fuzzy rules for those different finger tip and finger knuckles 
position. This method is quite good but is not flexible to different keyboard patterns. 
The rules are fixed and cannot be used for all language keyboards due to varying 
number of alphabets and keyboard layouts. 
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Murase et al. [2] has proposed a method involving the camera being placed on the 
table top such that its view tends to be in parallel to the table surface. It looks out for 
fingertips and identifies a finger tip movement as a keystroke if it descends down 
below a particular level in the frame. It calculates the depth of finger using real-
AdaBoost machine learning algorithm that adopts HOG features of user’s hand  
image. This work has a limitation that the keyboard has to be pre-defined with exact 
depth knowledge of each key. Again is faces the problem that it is not so robust with 
any keyboard and also not so user friendly as keyboard depth will have to be defined 
by the user. 

Adajani et al. [3] proposed a technique that uses the idea that a finger tip and its 
shadow shall coincide when the key touch event happens. This technique falls short 
on light source point of view. Likewise, if the light source is not exactly in front of the 
hand, this shall fail. Also a problem arises when two fingers are very close to each 
other and are very near to the surface, resulting in a situation such that shadow of one 
is absorbed by the other. 

Conclusively most of the methods face the problem of pre-defined keyboards, i.e., 
information about keys position, orientation, language, size, distance from camera, 
shape of the keyboard should be known. Also some are completely dependent on light 
source position.  

We thus try to solve all the above problems with urge to make it more robust and 
user friendly.  

2 Proposed Methodology 

The implementation flow graph is shown in Fig.1. The first frame captured is used to 
localize the keys. In the next phase these identified possible key locations are passed  
 

  

Fig. 1. Flow chart of the proposed methodology 
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through an optical character recognition procedure to identify the keys. Next, the user 
hand is segmented using colour based hand segmentation and subsequently the finger-
tips are found. Then, we detect the key touch events by tracking the fastest moving 
finger tip in subsequent frames. In the end, the touch points are mapped to the key 
locations identified in first phase. Following is the detailed discussion of all the phases. 

2.1 Key Localization 

This phase deals with localization of keys, i.e., identifying position of the keys. For 
this, the first frame from the camera is obtained having the keyboard drawn/ printed/ 
projected on a surface. Image contrast enhancement is done using Gray-Level-
Grouping [4]. All the contours are detected from the image after running canny edge 
detector on it and also by using several pre-defined threshold levels and removing end 
points that have no connectivity [5]. All the contours having number of sides as four, 
an area in a specific range and being convex are filtered out from the large pool of 
contours obtained. Angle is measured between the sides of these filtered polygons. 
Those with cosines greater than 0.6, are rejected. The allowed range of cosines is 
taken large because certain genuine quadrilaterals also have irregular shape. Fig. 2 
shows some results of the first phase obtained in several conditions. 

    

[a] 

 

   

[b] 

Fig. 2. [a] Computer generated keyboard and its result, [b] Keys drawn on a newspaper and its 
result, [c] Keyboard printed on a sheet of paper and its result 
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[c] 

Fig. 2. (Continued) 

2.2 Key Identification 

Key identification process involves implementation of Optical Character Recognition. 
There are several good OCR algorithms around. Here we have used the method pro-
posed by Gupta et. al [6] for hand written character recognition using neural network. 
The method classifies characters by two approaches, holistic and segmentation based. 
We have used holistic method as most keys obtained are individual characters and 
thus further segmentation is not required. Also those keys having more than one cha-
racter are limited in number and only slight variation is present. Further, Fourier  
descriptors are used as features and the classification is done using several classifiers, 
MLP, RBF and SVM. As of the proposed approach SVM provides best results, so we 
have used it directly. 

2.3 Hand Extraction 

There are several moving object extraction methods such as background subtraction 
[7 - 8], temporal difference, optical flow analysis [9], Gaussian model, HOG, force 
field method [10], etc. Of these only temporal filtering is one which can be readily 
used in real time systems. Modifications of these approaches are also available which 
can provide real time results which are quite good to work upon [11 - 13]. But here 
we have used the simple HSV colour space based segmentation for skin [14] which 
certainly puts on some constraint on the environment it can be used in, such as sha-
dow could be a problem in some cases where light source is not directly in front of the 
hand. Such issues can be handled by using better segmentation techniques involving 
removal of shadow and ghost effect. 

This segmentation is then followed by exclusion of unwanted areas segmented due 
to similar colour. This is done by excluding segments smaller than a particular size. 
Also some post-processing is applied as closing operation to enhance the segmented 
hand as seen in figure 3[a] and 3[b]. 
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                [a]                                           [b] 

Fig. 3. [a] Source hand image. [b] Segmented hand from the source image. 

2.4 Finger Tip Extraction 

Hand segmentation provides a rough estimation of finger tips. To extract them, a  
process inspired from the star skeletonization method [16] is used. Here, a horizontal 
scanning of the segmented image is done to obtain the highest “lighted” pixel on the 
y-axis. This provides an outline of the segmented hand. 

Further, a DFT is applied on this obtained curve followed by a low pass filter and 
an IDFT to obtain a smooth curve highlighting the finger tips in form of local maxima 
for each tip. These maxima are then synchronized with the proper tip it corresponds 
to. This phase gives a decent result with all tips being found. 

 

    

                [a]                                         [b] 

Fig. 4. [a] Rough finger outline, [b] Smooth curve obtained after applying DFT followed by 
Low pass filter and IDFT with local maxima representing tips. 
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2.5  Keystroke Detection 

This phase follows up to the previous one with tips being found in every frame and 
maintaining location of each tip in each frame with several other data such as direc-
tion of the current motion, last point of change of direction, base frame from which 
movement in a particular direction began. 

All of this data is used to keep track of the speed of each tip in each frame. This is 
calculated by the following formula, 

 
(1) 

Si represents speed of the tip in current frame, CPi represents position of the tip in 
current frame, PBFi is for position of the tip in base frame, N represents number of 
frames between current frame and base frame for the particular finger tip. 
 

    

  [a]                                                [b] 

 

    

  [c]                                                [d] 

Fig. 5. [a]-[e]. Subsequent frames depicting touch occurrence and detection scenario. Starting 
from [b] showing the ring finger as moving fastest, then [c] shows the actual touch event and 
[e] showing the point of touch. Blue dot represents all tips extracted. Green dot represents fast-
est tip in that particular frame. Red dot represents actual point of touch. So, here a frame delay 
of two frames takes place to find the actual point of touch. 

  Si = (CPi – PBFi)
      N

,
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[e] 
 

Fig. 5. [a]-[e]. (Continued) 

This speed data is used to find fastest moving tip in forward direction in each 
frame. This data is maintained along with an additional information depicting for how 
many frames did the fastest tip moved in forward direction and  then in backward 
direction. When their count is above a certain number of frames, the point of change 
of direction is considered to be as point of touch.  

This point of touch is then finally traced to the key at this location. 

3 Result and Discussion 

The setup uses a single camera to extract the keys and watch the finger movements 
and conclusively detect touch events and map them to key locations. The camera used 
is i-ball super-view at the resolution of 640x480 but it can work for every camera with 
support for this resolution.  

The overall procedure introduced here is new as a concept and provides handful of 
positive results. The idea of using the natural phenomenon that the finger being used 
to type moves fastest among all in previous frames works good enough to provide 
positive results.  

The key localization module gives an accuracy of 100% in ideal computer generat-
ed keyboard images and up to 98% for those printed on paper or hand drawn on any 
surface but not so complex background. Also the surface doesn’t needs to be flat for it 
to work and keys can be in any order. As visible in fig. 2 it works efficiently for sev-
eral conditions as mentioned above. 

The hand segmentation module is quite effective in limited conditions specifically 
when surroundings do not have colour similar to that of skin. Tip extraction method 
works very accurate and is independent of object extracted in hand segmentation 
module. Thus if in case hand segmentation module is converted into segmentation of 
moving objects with tips, say pen, rather than being specific to hands, then it shall 
detect its tips. 
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The key touch detection method tends to have some improvements over other  
virtual keyboard methods that have been discussed earlier in the introduction part, 
namely, the method involving fuzzy rules for the hand gesture, machine learning 
based approach and the finger tip shadow method.  

Specifically for the shadow based method consider a case as shown in following 
figure (Fig. 6). It shows index finger’s shadow is overtaken by that of middle finger. 
This shall result into faulty touch detection. However, our method clearly differen-
tiates between the two tips and thus being independent of the shadow shall provide 
better result. 

    

                   [a]                                                [b] 

Fig. 6. Situation in which shadow of one finger gets behind another finger 

4 Conclusion 

The method discussed here introduces a new paradigm of possibilities with virtual 
keyboards with fully customizable keyboard support and real time keystroke detec-
tion. However, many improvements can be introduced to it like using better algo-
rithms for hand segmentation so as to make it more robust against various environ-
ments as the current one might not help with light source from an angle, dim light 
source, objects having similar colour to the skin like wood, etc. 

Since the key identification module implemented was just for English, its working 
across other languages could not be verified but certainly the availability of several 
robust algorithms for multilingual optical character recognition [15] would help it get 
across this problem and help it become portable and accessible to everyone. 

Another limitation this work has is that as of now it doesn’t supports multi-touch 
functionality of the keyboards (e.g. ctrl+del, etc). 
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Abstract. The user interface for the observer to interact with 3D image has 
been discussed. The appropriate touching range and suitable size of the 3D im-
age are relative to depth (disparity) of the 3D image. According to experimental 
results, when disparity of the 3D image is large, size of the 3D image is neces-
sary to be larger to let the observer precisely judge that finger tip is touching the 
3D image or not. 

Keywords: User Interface, Interaction with 3D image, Appropriate Touching 
Range, Suitable Size of 3D Image. 

1 Introduction 

More intuitive and natural human-machine user interface (UI) is a tendency, such as 
from keyboard and mouse to touch panel. It is convenient and easy for users to inte-
ract with computers by using finger or stylus. However, general touch panel, smart 
phone or tablet, can only provide 2D image for user, and the user only makes a 2D 
interaction on the panel. On the other hand, although three-dimensional (3D) interac-
tion is achieved by using camera or embedded optical sensor to catch user’s position 
or movement, the user still watches 2D image without depth information [1]. Ob-
viously, 3D display provides more realistic experience for observers, so 3D display 
has been more and more popular in many applications recently. Thus, the next step 
human-machine user interface should be 3D display with 3D interaction; that is, users 
can touch and interact with 3D image they watch, as shown in Fig.1. Nevertheless, 
there are maybe some issues for the user interface of 3D display as the observer 
makes 3D interaction with the 3D image. 

Most of 3D display technology provides 3D image for observer by using binocular 
parallax, which means that the 3D display shows different image to left and right eye 
of the observer individually [2] [3]. However, the discrepancy between accommoda-
tion and convergence causes visual stress and leads to visual fatigue for observers [4]. 
There is still cross-link between accommodation and convergence when one eye of 
observer is occluded [5]. On the other hand, it must be blocked some part of 3D im-
age by use’s hand when the user wants to touch or interact with the 3D image. With 
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blocking some area of the 3D image, it may result in more serious mismatch or unsta-
ble for accommodation and convergence to cause some visual issues or mistakes. For 
example, the observer is more difficult to fuse those two images as mentioned above 
to create a 3D image, or even affects the observer’s judgment on that finger tip is 
touching the 3D image or not. Therefore, a series of human factor experiments have 
been done in order to provide designing reference for the user interface as 3D image 
with different disparity, including the appropriate touching range and suitable size of 
3D image. 

 

Fig. 1. A schematic plot of 3D interaction with 3D image 

2 Methods  

2.1 Apparatus 

An Acer 15.6 inch 3D notebook with pattern retarder mode was used to provide the 
3D button for the subject. A prosthetic hand (or called finger tip) was used to be the 
subject’s hand in following experiments, because sizes of subjects’ hands were differ-
ent and it was difficult to fix the subject’s hand in the same position during experi-
ment. The experimental parameters are shown in Fig. 2. Viewing distance of subject 
was 60 cm in front of the 3D notebook, and the button depth (disparity) was 0 cm and 
0° when 3D button was displayed on the 3D notebook. 

 

Fig. 2. Experimental parameters 
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2.2 Stimuli 

Two kinds of button depth (disparity) were presented, 4.5 and 8.6 cm (disparities: 0.5° 
and 1°) with the interpupillary distance of the subject 65mm to prevent much visual 
discomfort [6] [7]. And in each session, distance between 3D notebook and finger tip 
was changed from 1~7 (button depth: 4.5 cm) and 5~11 (button depth: 8.6 cm) cm 
separately. In addition, blocking ratio was estimated by blocking area with finger tip 
divided by area of the 3D button without blocking in viewing position. There were 
four blocking ratios in each session, 20%, 40%, 60%, and 80%. 

2.3 Subjects 

Seventeen subjects, who had normal, uncorrected vision or wear optical correction to 
be corrected-to-normal vision, participated in this experiment. Subjects’ ages were 
from 16 to 24 years. All subjects had normal stereoscopic vision and were unaware of 
the experimental hypotheses. 

2.4 Experimental Setup 

The device for measuring subject’s perceived depth of the 3D button and experimen-
tal setup are shown in Fig.3. Before doing experiment, subject used the handle to 
align the blue sheet with the position where subject felt the 3D button was, in other 
words, subject’s perceived depth of the 3D button. Additionally, the subject was 
fixed at the chin bracket to make sure that the position and viewing distance of dif-
ferent subjects were similar. Finally, the finger tip was moved by the mobile stage. 

 

Fig. 3. Experimental setup 
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2.5 Procedure 

First, the subject was instructed to close eyes to avoid seeing movement of finger tip. 
The finger tip was put randomly within 1~7 (button depth: 4.5 cm) and 5~11 (button 
depth: 8.6 cm) cm depending on which session. Second, the subject opened eyes,  
and selected which situation between 3D button and finger tip he perceived, over-
touching, touching, or non-touching, as shown in Fig.4. In some cases, the subject felt 
that the button became a 2D button without depth or even could not fuse left and right 
eye image to be a 3D image; those two cases mentioned above were counted as  
non-touching. 

 

Fig. 4. Three kinds of situation between 3D button and finger tip 

3 Results  

3.1 Button Depth: 4.5cm (disparity: 0.5°) 

As mentioned earlier, subjects were asked for measuring perceived depth of the 3D 
button before doing experiment. The average subjects’ perceived depth was 4.4 cm; it 
was similar to button depth, 4.5 cm. On the other hand, with blocking by finger tip, 
the average subjects’ perceived depth became 4.0 cm, which meant that blocking by 
finger tip reduced a little the subjects’ perceived depth of the 3D button, as shown in 
Table 1. Further, the experimental result of subjects selecting different situations be-
tween 3D button and finger tip is shown in Fig.5. The appropriate touching range was 
3~4 cm, for percentage of subjects selecting touching were 90% and 96%. Subjects 
also could judge over-touching and non-touching situation clearly. For instance, when 
finger tip was removed away from the 3D notebook to 6~7 cm, percentage of subjects 
selecting non-touching were 90% and 100%. Besides, regardless of blocking ratio, the 
average percentages of subjects selecting touching were similar, as shown in Table 2. 
It meant that blocking ratio did not influence subjects’ judgment as 3D button with 
small button depth and disparity.  
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Table 1. The average subjects’ perceived depth for button depth of 4.5 cm 

 

 

Fig. 5. Experimental result for subjects selecting different situations with different position of 
finger tip as depth of 3D button was 4.5 cm 

Table 2. Average percentages of subjects selecting touching with different blocking ratio 

 

3.2 Button Depth: 8.6 cm (disparity: 1°) 

The average subjects’ perceived depth was 8.2 cm; it was still similar to button depth, 
8.6 cm. However, with blocking by finger tip, the average subjects’ perceived depth 
became 7.1 cm, as shown in Table 3. It meant that blocking by finger tip reduced 
more seriously the subjects’ perceived depth of the 3D button than that of button 
depth of 4.5cm. The experimental result of subjects selecting different situations be-
tween 3D button and finger tip is shown in Fig.6. The appropriate touching range was 
7~8 cm, for percentage of subjects selecting touching were 83% and 92%. Comparing 
Fig.6 with Fig.5, subjects’ accuracy of judgment was lower not only within the ap-
propriate touching range, but also without it. For instance, when finger tip was re-
moved away from the 3D notebook to 10~11 cm, percentage of subjects selecting 
non-touching were only 47% and 62%. Moreover, according to Table 4, the average 
percentage of subjects selecting touching was decreased when blocking ratio was 
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increased. It might result from convergence being hard to fuse as the 3D button with 
large disparity and mismatch between accommodation and convergence was  
more unstable [8], so subjects’ accuracy of judgment was reduced and subjects were 
necessary to have more information to judge that finger tip was touching the 3D  
image or not. 

Table 3. The average subjects’ perceived depth for button depth of 8.6 cm. 

 

 

 

Fig. 6. Experimental result for subjects selecting different situations with different position of 
finger tip as depth of 3D button was 8.6 cm.  

Table 4. Average percentages of subjects selecting touching with different blocking ratio. 

 

4 Conclusion 

A series of human factor experiments have been done in order to provide designing 
reference for the user interface of 3D display as 3D image with different disparity, 
including appropriate touching range and suitable size of 3D image. According to 
excremental results, regardless of disparity of 3D image, the appropriate touching 
range is both about 1 cm, but blocking by the finger tip reduces more seriously the 
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subjects’ perceived depth of 3D image with large disparity than that with small  
disparity. Besides, when disparity of 3D image is large, size of 3D image is necessary 
to be large to let the observer precisely judge that finger tip is touching the 3D image 
or not because they need more information. In conclusion, if observers want to inte-
ract or touch the 3D image with large disparity, size of the 3D image should be larger 
than that with small disparity. 
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Abstract. The authors propose a table-top with virtual keyboards for  
multi-users to work in a collaborative environment. The proposed system has 
two main modules: a system for virtual keyboards with touch event detection 
from depth data of a Kinect and a word predicting module based on the idea of 
Hidden Markov Model and Trie data structure. The system can replace physical 
keyboards, improve the accuracy of a virtual keyboard, and increase the typing 
speed of users. Our experimental results show that our system archives an accu-
racy of 94.416% with the virtual keyboard, saves 11-22% of keystrokes, and 
corrects 89.02% of typing mistakes. 

Keywords: table top, virtual keyboard, word prediction, 3D interaction. 

1 Introduction 

Human-computer interaction (HCI) plays an important role in the evolution of  
computing society. Researches in the field of interaction between users and computers 
aim to enhance the comfort, ergonomics, and portability as well as to save time for 
users. To efficiently assist users in various activities in daily life, HCI not only  
provides useful utilities for single users to interact with computing systems but also 
collaboration environment for multiple users to work together.  

Text-based data entry is one of the most common tasks in most applications. Thus 
different types of keyboards have been developed to enhance the usefulness and com-
fort for users. Inspired by the augmenting interactive table system with mice and  
keyboards of Hartmann [6], we propose a collaborative smart virtual keyboard system 
with word predicting function. Our proposed system uses a regular projector to project 
over an arbitrary relatively-flat surface the images of multiple virtual keyboards and a 
Kinect to capture depth information for touch event detection. Multiple users can now 
work together on a single large area, e.g. a desk, using only virtual devices. Further-
more, the layout, language, and size of any virtual keyboards can be visually  
customized to save extra cost for real physical devices to meet users’ various needs.  

Besides, the word predicting function is designed to support users to increase the 
typing speed and correct typing mistakes quickly. We use a dictionary stored in a 
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prefix tree (Trie [12]) to save memory and to increase processing speed. The dictio-
nary contains both words and their frequencies in the same category, e.g. sports,  
education, politics, etc. There are two parts of this function: predicting the words that 
a user intends to type and correcting words that a user mistyped. The operations of 
these parts are based on word frequencies in a trained dictionary and the prefix cha-
racters that a user has just typed. Experimental results show that our virtual keyboard 
system achieves the accuracy of 94.42% in keystrokes detection, the word prediction 
can save 10-20% keystrokes, and the word correction can eliminate up to 80-90% 
mistakes when users type text data with the same topic as that of the used dictionary. 

The content of the paper is as follows. In Section 2, the authors briefly review the 
approaches in HCI, especially in developing table top and virtual keyboards.  
Our proposed system and experimental results are presented in Section 3 and 4  
respectively. Conclusions are discussed in Section 5. 

2 Related Work 

Interactive surfaces of different materials, technologies, and sizes have become popu-
lar means of interaction between users with computing devices and systems. While 
touch screens are suitable for small and medium sized devices, such as tablets, mobile 
devices, ATM machines, etc., tabletops are more applicable for economic and large 
sized interactive surfaces.  

Different approaches have been proposed to develop various models of tabletops, 
such as using laser to detect and localize touch events [1], using single or multiple 
traditional cameras to detect hands and fingers’ actions with or without mark-
ers/gloves [2], using sensors of multi-touch surfaces to perform interaction [10]. With 
the appearance of depth-sensing technology and depth cameras such as Kinects, vi-
sion-based methods for tabletop interaction can take a further step with extra useful 
information of depth data. Wilson uses depth data as touch sensor and can determine 
interaction points by using a depth camera [3]. In this paper, we follow this new trend 
to develop our smart virtual keyboard with depth data captured from a Kinect. 

Among with tabletops, applications that support multi-user work or collaboration 
are also a topic of concern. A multi-user web browser system is proposed to support 
multiple people to search and to watch the same webpages simultaneously [8]. Klink-
hammer et. al. develop a system that enables many people to share information, data 
while working on the same interactive surface [9]. WeSearch system is proposed to 
enable a group of up to four members to use a web browser at the same time on a 
tabletop [7]. Especially, Hartmann et. al. propose eight interaction methods that are 
used in a working desk that supports interactions with real keyboards and mice [6]. 
This motivates our inspiration to develop our system. However, we take a further 
step. Our system does not require any physical input devices, e.g. keyboards, mice. 
Users interact through virtual devices projected by a projector over any relatively-flat 
surface and touch events are detected from depth data captured from a Kinect. There-
fore, keyboard layouts and languages can be customized easily. 

Beside applications of tabletops and supports for collaboration, the efficiency  
in typing on virtual keyboards is also a practical demand. Findlater et. al. propose a 
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method to evaluate an adaptive personalized virtual keyboard layout to improve  
typing on a touch-screen [4]. Wigdor et. al. examine the hand patterns in touch-typing 
on a flat surface to suggest a new design for touch screen keyboards [5]. In this paper, 
our approach is to perform word prediction and correction using word frequencies in a 
dictionary containing words in the same category. This approach has many advantag-
es. Different dictionaries can be built by training large data from online articles of the 
same topic from the Internet. The frequencies of words can be combined with the 
neighborhood keys to correct mistyped words. 

3 Proposed System 

This section shows the main components and operations of our smart virtual keyboard 
with word prediction and correction. The overview of our system is presented in  
Sec. 3.1. The operations of Kinect are described in Sec.3.2. Finally, Sec.3.3 shows  
the operations of word prediction function including the data structure to store a  
dictionary and our proposed methods to predict words from prefixes. 

3.1 Overview of the System 

(a) Overview 

 
(b) Main components 

Fig. 1. Overview and architecture of the system 

Figure 1 illustrates the overview and main components of our proposed system. A 
user interacts with a virtual keyboard displayed on an non-touch interactive surface. 
In our system, the interactive surface and the Kinect are in fixed positions during an 
interaction process. A projector is used to project images of multiple virtual key-
boards, texts, and multimedia information on demand. A single computer is used to 
processed all keystrokes from multiple users and other functions. These functions are 
divided into two subcomponents: touch detection and word prediction. 

Touch detection: A Kinect device is used to continuously capture depth images on 
the interactive surface. The computer receives depth information to detect touched 
points on virtual keyboards and generates appropriate keyboard events. Finally, the 
projector shows the image of virtual keyboards and typed texts. The role of Kinect in 
this component is described in detail in Sec.3.2. 
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Word prediction: this subcomponent is designed to enhance the accuracy of touch 
detection and to increase typing speed. When a prefix is typed, the system suggests 
appropriate words to the user. The use of data structure to store a dictionary and our 
proposed methods to predict words are presented in Sec.3.3. 

3.2 Touch Event Detection with a Kinect 

In this part, we present the use of a Kinect in touch detection. First, a background 
image is trained to estimate the main interaction plane. It should be noticed that the 
interaction plane is not required to be perfectly flat. Any fixed, relatively flat surface 
can be used as the interaction plane.  

Then, when users start using the system, query images of depth data are computed 
periodically to detect touched points. However, when computing the background 
image and query images, due to the instability of Kinect depth data, the depth infor-
mation in an image should be denoised on consecutive frames by a median filter. 

Background estimation: A background image contains only depth data of the inter-
active surface. Therefore, the computation of the background image must be done on 
many continuous frames at the beginning of an interaction process. Let N1 be the 
number of depth frames used in training the background, I(x, y) be the value of a pixel 
(x, y) in an image I, IB be the background image and , , …,  be the frames 

that are used to compute IB. We estimate the background image with the following 
formula: , median , ; ∈ 1,  

Computing query images: Suppose the process starts at the s-th frame. Let N2 be the 
number of consecutive depth frames used to compute a query image. The i-th query 
image (i >0), denoted by IQ is computed from the frame  – 1 ·  to the frame  ·  –  1 by the following formula:  , median , ;   – 1 · , · 1   

Finding the points that are near the interactive surface: Depending on its real 
distance DP to Kinect, a point P in a depth image is classified into one of the three 
classes: inside, near, and far point. The depth value at a pixel is the distance from 
Kinect to the plane that contains the pixel and is perpendicular to the viewing direc-
tion of Kinect. Let D’ be the distance from Kinect to the plane containing P. D’>DP 
means that P is inside the interactive surface. This is certainly a noise data because 
Kinect and the surface are assumed to be stable. Therefore, if D’>DP, we reset D’=DP  
to eliminate noise. Finally, we have D’≤ DP, ∈ . 

Let ∆ , ∆ min ∆  | ∈  and ∆ max ∆  | ∈ .  
We define the set of near points ∈ | ∆ ∆ ∆ . With the same 

value of Δmax, the smaller value of Δmin causes more noise data between Δmin and Δmax. 
Otherwise, the larger value of Δmin makes the touch events generated earlier. With the 
same value of Δmin, if Δmax is larger, the noise between Δmin and Δmax is higher. Other-
wise, the time interval of a touch event is shorter and a touch event is more likely to 
be missed. The experiment to choose Δmin and Δmax is presented in Sec.4.1. 
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∈ ∈  | | 1 .  

• Finding a prefix v = v1v2…vk in S 

When not using Trie, the system iterates through every word or binary searches the 
wordlist to find v. The complexity of these operations are | |. |u |  and log | | . |u |  respectively. When using Trie, the system starts from root r and 
visits child nodes until v is found or cannot visit more. The complexity is then |u | . Therefore, using Trie can reduce searching time of a prefix. 

• Adding a new word v = v1v2…vk to S 

When not using Trie, the complexity to insert v at position i in alphabetical order is | ||u | . When using Trie, the system finds a prefix of v. Then, it iterates through 
every remaining position to add new child nodes. The complexity of this is |u | . 
Therefore, the adding time is faster. 

In conclusion, the use of Trie to store dictionaries has three advantages: smaller 
capacity, faster time to search and add words. That is the reason of our choice to use 
Trie to perform main functions for word prediction and correction in our system. 

Hidden Markov Model (HMM) [11] has the following elements: 

− A finite number, denoted by N, of states in the model. At each clock time, t, a new 
state is entered based upon a transition probability distribution which depends on 
the previous state. 

− After each transition is made, an observation output symbol is produced according 
to a probability distribution which depends on the current state. This probability 
distribution is held fixed for the state regardless of when and how the state is en-
tered. There are thus N such observation probability distributions which, of course, 
represent random variables or stochastic processes. 

All of those elements are formally defined in the following:  

T = length of the observation sequence 
N = number of states in the model 
M = number of observations 
Q = {q1, q2, . .. ,qN}, states 
V = {V1, V2, ... ,VM,}, observations 
A = {aij}, aij = Pr(qj at t + 1 | qi at t), state transition probability distribution  
B = {bj(k)}, bj(k) = Pr(vk at t | qj at t), observation probability distribution in state j 
π = {πi}, πi = Pr(qi at t =1), initial state distribution 

Prediction based on frequencies of prefixes: When a user types a prefix s, a com-
plete word ui that has the prefix s and has the highest probability is suggested. Let 

 be the frequency of s. The probability of ui is defined as follow: |  
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Prediction based on finger position and keyboard layout: Let s = s1s2…sm be the 
typed prefix, the system suggests the list of prefixes u = u1u2…um  that has the high-
est probability. The suggestions of prefixes u depends on two criteria: 

─ The frequency of u in a dictionary. 
─ The neighborhood characters of si (for i ≤ m) is the set H(si) of characters b such 

that the keys of si and b are identical or share a common part in key borders. For 
example, in a standard US keyboard,  the keys E, R, F, C, X ,S are neighborhoods 
of D. These keys b have the nearest distances from their centers to the center of 
key si. Therefore, we choose this set as a criterion. Let Pt(si, b) be the probability 
that a user actually wants to type b instead of si. We assign Pt (si, b) = r% when si ≠ 
b. Pt(si, si) changes depending on r and |H(si)|. 

Let σ(u, i) = u1u2…ui. The application of  hidden Markov model is as follows: 

− The states are the prefixes σ(u, i) (i ≤ m) that exist in the dictionary and ui is a 
neighborhood of si. 

− The observations of the current state σ(u, i) (i < m) is the set H(si+1). 
− Transition probability distribution A: if i < j, σ(u, i) is a prefix of σ(u, j). We have: ,  , , ,,  

− Observation probability distribution B: given the state u’ = σ(u, i) (i < m) and 
H(si+1) are the observations. We have: , ,   where ∈  

− Initial state distribution πu: Let P be the set of all prefix in the dictionary, we have: ∑ ∈  

− The probability of an observation series u1u2...um is: 

+ For m = 1, we have ,  ,  ,  

           ,  where Ø is the empty string. 
+ For m > 1, we have: … , 1 , , 1  

,  , , ,  , ,, ,  

4 Experimental Results 

In this section we present four experiments. The experiment in Sec.4.1 determines the 
optimum values of Δmin and Δmax for touch detection. Sec.4.2 measures the accuracy 
of our virtual keyboard with the chosen values of Δmin and Δmax in Sec.4.1. The expe-
riments in Sec.4.3 and Sec.4.4 are to evaluate the efficiency of word prediction based 
on word frequencies and the accuracy of word correction based on both word fre-
quencies and neighborhood characters. These experiments are performed on the sys-
tem using CPU core i7 2.2Ghz, 6GB RAM. 
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4.1 Finding Optimal Values of Δmin and Δmax 

This experiment is to find the optimum values of Δmin and Δmax to achieve the highest 
precision in touch detection. For experiments in this section and Sec.4.2, Kinect is 
kept at a distance of 0.8m from the surface. 26 square regions with the same size of 
1.5cm × 1.5cm are selected to be the virtual keys corresponding to 26 alphabet cha-
racters from ‘a’ to ‘z’. The data consists of 1800 depth frames in 640×480 resolution. 
The first 300 frames are used to train the (3D) background. Touching action is per-
formed at arbitrary regions in the remaining frames. The accuracy is determined as 
the proportion between the number of error frames and the total number of used 
frames. From the experiment, we choose Δmin = 10mm and Δmax = 13mm. 

4.2 Estimating the Accuracy of Virtual Keyboard 

The purpose of this experiment is to measure the accuracy of our virtual keyboard 
with the optimum parameters Δmin and Δmax determined in Sec.4.1. The data consists 
of 10 strings with 154 characters in total. For each string, we type 5 times to the vir-
tual keyboard. The accuracy of each typing time is the percentage of correct touch 
events. After typing all of 10 strings, we calculate the average accuracy of five times 
over all strings. Table 1 shows the results. 

Table 1. Accuracy of virtual keyboard in 5 typing times 

Test Result 
1 94.156% 
2 94.805% 
3 92.208% 
4 94.805% 
5 96.104% 

Average 94.416% 

From Table 1, we conclude that our system archives the average accuracy of 
94.416% in touch detection of our virtual keyboard. 

4.3 Estimating the Efficiency of Word Prediction Based on Word Frequency 

In this experiment, the efficiency of word prediction is measured by the percentage of 
keystrokes that users can save when they type texts in the same topic as that of the 
current dictionary. We measure two methods: offline –word frequencies are fixed; 
and online – the word frequencies are updated gradually after each time a user types a 
word. A dictionary containing words and their frequencies is built from 100 articles in 
a single topic (e.g. business, technology, health, etc). 100 other articles in the same 
topic are selected to test the system. Each article in the training set and test set has 
2000-6000 words. The result is illustrated in Figure 3. 
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Fig. 3. Percentage of saved keystrokes when applying two methods (online and offline) of word 
prediction based on word frequencies 

From the experimental results, we conclude that with the same text and topic, when 
the number of typed words is small, the accuracy of two methods do not have much 
difference. When the number of words increases, the efficiency of online method 
becomes higher. On average, users can save 11.61% keystrokes with offline method 
and 22.19% with online method. 

4.4 Estimating the Accuracy of Word Correction Based on Word Frequency 
and Neighborhood Characters 

This experiment aims to measure the accuracy of system to correct typing mistakes of 
users based on the frequencies of words in the same specific topic and the neighbor-
hoods of the typed characters. Let Perror be the probability that a character is mistyped 
to a neighborhood character, we measure the percentage Pfix of corrected mistakes 
after using our method. A dictionary are built from 40 articles in a single topic and 40 
other articles are used as testcases. Each article has 2000-6000 words and the total 
number of characters is 85627. Recall the Sec.3.3, we choose Pt(a, b) = 5% if a ≠ b. 
The result of this experiment is in Figure 4. 

 

Fig. 4. Result of the efficiency of word correction using word frequencies and neighborhood 
characters 

From the experimental result, we conclude that using word frequencies and neigh-
borhood characters to correct typing mistakes can solve 89.02% on average of these 
mistakes when typing in the same topic. This percentage decreases when the initial 
error rate increases. 
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5 Conclusions 

We propose to develop a table top with smart virtual keyboards for multiple users to 
work in a collaborative environment. To eliminate noise in Kinect, we use a median 
filter in both background training and touch event detection. The virtual keyboard 
system can be apply over any relatively flat area with the accuracy of 94.416%. The 
position, layout, and language of each virtual keyboard can be customized easily.  

Besides, the accuracy of our virtual keyboard is enhanced by word predicting func-
tion that learns from both train data and user profile to suggest and correct the typed 
words quickly. This feature helps users to save up to 11-22% of keystrokes and cor-
rect 89.02% mistakes in typing documents in the same topic with the dictionary.  

We are currently develop further features for our tabletop environment and  
improve the system to apply on any types of surfaces (curve, sphere, etc). Besides 
various dictionaries are being built for different topics and categories, even for  
programming languages (e.g. C++, Pascal, C#). 
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Abstract. In this paper, we present the implementation of Multi-touch Table 
(MTT) to support the Military Decision Making. The need of the multi-touch 
table technology is essential for effective and efficient outcome especially in the 
Malaysian Environment Army. The decision making process is also integral to 
successful performance of the battlefield. The military decision making process 
emphasized on timely decision making, the understanding between command-
er’s intent and staff besides the clear responsibility of the commander and staff. 
Therefore, the crux of this paper is on how to optimize the military decision 
making process through the Critical Success Factors (CSFs) that have been 
identified from preliminary study. By adapting the Critical Success Factors 
(CSFs), all the concepts, ideas and arguments can be brainstorm clearly and  
effectively around the Multi-touch Table which further gives advantages in  
visualizing, organizing and manipulating the data/information amongst military 
officers. The adaptation of the elements in Critical Success Factors (CSFs) also 
will promote the communication between commander and staff in the activities 
that involved visualizing the battle-space, describing the visualization to subor-
dinates/staff, directing action in terms of the battlefield operating system and 
leading the unit to mission accomplishment. This paper also will present the 
findings and results obtained from series of questionnaires and interviews 
amongst Subject Matter Experts (SME) in the domain of Military Decision 
Making. Based on preliminary study indicated that the Criticality of elements  
in Critical Success Factors (CSFs) in supporting the process of military decision 
making. One big issue or dilemma in planning and execution of military  
decision making is the Commanding Officer (CO) need to rely fully on the sub-
ordinate officers’ coordination ability and to understand effectively of the  
consequences each ‘Course of Action’ (COA) suggested by subordinates  
officers. The application of Multi-touch Table will be benefited in term of the 
medium used in supporting the discussion and brainstorming session between 
the Commanding Officer (CO) and the subordinate staff. Decision makers will 
refer to the shared display together at the same time with different orientations. 
Multi-touch Table is interactive table that becoming affordable in commonplac-
es such as in offices, universities and homes. This technology offers the world 
possibilities such as task engagement, face-to-face communication, social  
interaction dynamics and simultaneous input contribution. In the nut shell,  
the appropriate medium such as Multi-touch Table will put the positive impact 
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towards the process in military decision making and addition to this point  
the adaptation of Critical Success Factors (CSFs) may give a lot of advantages 
specifically in planning and execution of military decision making. 

Keywords: Multi-Touch Table, Military Decision Making, Critical Success 
Factors (CSFs), Command and Control (C2). 

1 Introduction  

Decision making has been researched from a number of paradigms, including the 
classical decision making approach which advocates a logical, rational, analytical 
approach to decision making suited to military planning and naturalistic decision 
making which reflects decision making in uncertain and dynamic military operational 
environments (Daley, 2007). Decisions in a military context, is characterized as 
“command and control” (C2) decision making and this category features high-level 
integration of near real-time information for the purpose of deciding how best to util-
ize force application in a battle environment under varying degrees of uncertainty and 
time pressures (George, 2008). 

Besides, the data and information need to be presented in the collaborative and ef-
fective interface. According to Hancock et.al (2006), the surface of Multi-touch Table 
gives advantages in terms of the vast, horizontal surface and multiple users may use it 
in the same time. The application of Multi-touch Table offers one type of mechanism 
that enables the users to change the orientation of the interface by using one touch or 
multiple fingers. By this way, the users can easily and freely rotate the display orien-
tation that suit and appropriate to them. This can be seen in Figure 1. 

 

Fig. 1. The application of Multi-touch Table by multiple users at the same time, different  
orientations 

Furthermore, there are others research that have been proved the advantages of 
Multi-touch Table as a tool or technology which very helpful especially in communi-
cation and interaction. Based on research conducted by Cummings et.al (2011), stated 
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that the Multi-touch Table technology is effective and efficient tool for handling the 
situation that involved with a huge amount of data/information regardless displayed in 
one time and this data/information are the main focus of discussion. Moreover,  
research by Scott (2010), also proved that the application of Multi-touch Table will 
assist and support the process of military decision making in collaborative setting 
specifically. 

Based on the facts, the implementation of Multi-touch Table will enhance the 
communication and interaction, the elements in Critical Success Factors (CSFs) in 
order to support the “command and control” process in military. By putting the com-
munication and interaction as factors that contributing the success in military decision 
making, supporting with the level of Situational Awareness (SA) and Working expe-
rience, will promote the decision making amongst military staffs and Commanding 
Officer (CO). The elements of Critical Success Factor (CSFs) needed to be empha-
sized in order to optimize the decision making process. According to (Burns, 2000), 
situation/shared awareness as the construction of “mental models” to describe, explain 
and predict a situation. In particular, (Endsley, 2000) proposes that there are three (3) 
levels of situation/shared awareness as follows : 

i. “description” (of situational elements) 
ii. “explanation” (of the current situation) 
iii. “prediction” (of future states and actions) 

Based on preliminary study that have been conducted, thirty (30) respondents from 
military peoples have answered to the questionnaire sample and the findings depicted 
that three (3) major factors currently most contributing to optimize the military  
decision making are Communication and Interaction (40%) followed by Shared 
Awareness (20%). This is depicted in Figure 2.0 as follows. 
 

 
 

Fig. 2. Figure 2.0: Critical Success Factor (CSFs) in Military Decision Making 
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2 Preliminary Analysis 

The preliminary analysis has been conducted in order to have the feedback and  
responses on the current problem in the planning and execution of military decision 
making process. The set of questionnaires have been disseminated amongst thirty (30) 
respondents involving captains at battalion level. The result can be depicted as follow 
in Table 1.0.  

Table 1. Result from questionnaires’ respondents from MINDEF, Kuala Lumpur 

Item 
No. 

Question and Answer/s Percentage 
(%) 

9G Currently, is there any system/tools used to support 
your department in the process of decision making? If 
YES, please state. 

Non (93.3%) 

C 11 The following are the problems or constraints in the 
process of decision making. Please indicate how critical 
these problems are in affecting the decision maker, based 
on the given scale. 

(I3) : Communication between decision maker to staff 
(CO) (I6) : Situational Awareness 

(I7) : Experiences  

Very Critical & 
Critical 

 
(40%) & (20%)  
(20%) & (44%)  
(23%) & (4%)  

I3 According to list below, please identify the importance 
of the tools/applications in order to support the process of 
decision making based on the given scale. 

          (K4) : ‘Multi-touch Table/ Touch screen’. 

(50%) 

3 Findings of Preliminary Study 

Based on the research outcomes from Table 1, the conclusions can be made as  
follows:  

i. There is (93.3%) responded that non of system/tool that currently used to support 
the process of military decision making. Otherwise (6.7%) stated that there is a sys-
tem/tool used in their unit such as simulation to support their decision making 
process. This statement can clearly be seen in Figure 3.0 below. 

ii. The factors that contributing to Critical Success Factor (CSFs) are communication 
and interaction amongst military officers besides the importance of Situational Aware-
ness (SA). Situational awareness is needed to achieve the mission goal. Moreover, the 
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Fig. 5. Practicality 
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Abstract. This paper presents two spatial query methods for a Geographic  
Information System (GIS) that runs on a touch screen. On conventional GIS  
interfaces SQL is used to construct spatial queries. However keyboard typing 
proves to be inefficient on touch screens. Furthermore, SQL is not an easy-
learning language, especially for novices to GIS. To simplify query construc-
tion, firstly we have designed a map interaction based query method (MIBQM). 
This method allows users to make simple queries by selecting necessary layers, 
features and query operators directly on the interface. To allow users to  
construct complex queries, a sketch drawing based query method (SDBQM) is 
proposed. Spatial query concepts can be represented by sketches of some sym-
bolic graphical objects. It is possible to add spatial conditions and non-spatial 
conditions to describe query concepts more precisely. An evaluation has been 
made to compare SQL and MIBQM. We have found that for simple queries, 
MIBQM takes less time and proves to be more user-friendly. 

Keywords: GIS, Touchable Interface, Visual Query Language, Spatial Query. 

1 Introduction 

Geographic Information System (GIS) is a system which is able to capture, store, 
analyze, manage and present the geographic referenced data [1]. Because of its po-
werful capability of data processing, now it has become an inevitable tool in many  
domains. In recent years touch screen technology has developed rapidly and has been 
widely used on Smartphones and Tablet PCs. Since the touch screen is apt to provide 
natural user experience, nowadays some GIS interfaces are redefined to adapt to ges-
ture interaction. However, only some fundamental functions can be accomplished on 
these interfaces. There is no satisfying solution for spatial query construction. On 
conventional GIS interfaces such as ArcGIS [2] or OrbisGIS [3], SQL is used to make 
spatial queries. Unfortunately typing on a keyboard still remains inefficient on the 
touch screen. Besides this, users may find it difficult to translate query concepts into 
SQL statements in an intuitive way. A mature query construction method is still to be 
proposed. 
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In this paper we propose two spatial query methods which are apt to be used on 
touch screens. The first method is named map interaction based query method 
(MIBQM). This method allows users to construct simple queries by selecting neces-
sary layers, features and query operators. If a specific feature is concerned in a query, 
it can be selected directly on the map. The second method is the sketch drawing based 
query method (SDBQM). By making use of a new visual query language, users can 
draw sketches to formulate queries. Different from MIBQM, spatial conditions and 
non-spatial conditions can be added to describe query concepts more precisely. These 
query methods are designed for specialists to improve their working efficiency. By 
applying these methods, query functions of GIS are also available for novices. 

The remainder of this paper is organized as follows. In Sect. 2, we review related 
work about the design of spatial query methods. Then in Sect. 3 and Sect. 4 we 
present how to make queries by using our methods and we provide a brief introduc-
tion of the touchable interface in Sect. 5. In Sect. 6 we present a usability study which 
evaluates MIBQM by comparing it with SQL. Finally, we draw some conclusions and 
give a discussion about future research. 

2 Related Works 

On conventional interfaces, SQL is widely used as a tool to search spatial  
information. To give users the capability of dealing with spatial attributes of layers, 
different database systems have provided their own series of spatial functions. These 
functions can be used to construct SQL query statements. Although these abundant 
functions are powerful, some users may find it hard to remember all their names and 
application methods. 

Besides SQL, there also exist other spatial query methods. One type of methods  
allows users to draw a flowchart to make a query. Users place flowchart elements, 
which can be a layer or a query operator, in a design space and then connect them in a 
manner consistent with the interface to construct a model [4] [5] [6]. A flowchart can 
express query concepts precisely, but it lacks visual explanation of the query concept. 
The flowchart may be complex to understand when the query is complex. To make 
GIS more accessible for non-trained users, visual query languages have been pro-
posed. For many database management systems, visual query languages are often 
designed to improve the effectiveness of human-computer communication [7]. Some 
visual query languages allow users to use some predefined icons to compose spatial 
queries [8] [9]. Each icon thus represents a specific layer. Spatial relations between 
two layers can be represented by a relationship operator and query operators are used 
to indicate what kinds of data to search. One disadvantage of these methods is that 
once a new layer is added in the database, a new icon should be defined. Some other 
visual query languages offer more liberty to draw sketches. To represent a layer, users 
can draw a symbolic object and add a name to it [10] [11]. A spatial condition can  
be represented by the spatial relationship between two symbolic objects. The use  
of graphical representations offers an intuitive and incremental view of spatial que-
ries, but it sometimes causes different interpretations of the same query. Users’ query 
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4 The Sketch Drawing Based Query Method 

To make it possible to construct complex spatial queries, we have proposed another 
query method, which is named the sketch drawing based query method (SDBQM). 
This method allows users to use a new visual query language to represent query  
concepts by drawing sketches.  

4.1 Symbolic Graphical Objects 

For most people, it may be natural to describe their abstract concepts by drawing  
pictures because the meaning of pictures may resemble those concepts better than 
words. In SDBQM, symbolic graphical objects (SGO) can be used to specify queries 
(Fig.2). Each layer can be represented by a SGO in the drawing area. The appearance 
of a SGO may be a point, a line or a polygon according to its layer. A SGO is defined 
as a 5-tuple 

 SGO = {LAYER, ALIAS, SHAPE, POSITION, PROPERTYSET}  

─ LAYER is the name of the layer which is represented by the SGO; 
─ ALIAS is the alias name used to identify the SGO; 
─ SHAPE is the geometry shape of the SGO; 
─ POSITION is the location of the SGO in the drawing area; 
─ PROPERTYSET includes all the attributes of the layer which is represented by the 

SGO. 

    

Fig. 2. SGO examples: Left: a point object; Middle: a line object; Right: a polygon object 

4.2 Query Operators 

After drawing the sketch, query operators can be added to make a query about a  
specific SGO. There are two kinds of operators that can be selected: unary-SGO oper-
ators and binary-SGO operators. Each operator corresponds to a specific spatial  
query. After using a selection envelope to cover the SGO involved in the query, an 
operator menu can be called. 

Unary-SGO Operators 
Unary-SGO operators (UOs) are used to called unary-parameter spatial functions 
(UFs), which are used to get attributes of a layer, such as buffers or boundaries. If a 
SGO is covered by the envelope, available UOs are displayed in the operator menu 
(Fig.3). After selecting one operator, the corresponding function will be called. The 
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geometry shape of the layer of the SGO is taken as parameter in the function. A new 
SGO is drawn to represent the result of the operator. By observing the appearance of 
the new SGO, users will know which operator has been selected.  

Binary-SGO Operators 
Similarly Binary-SGO operators (BOs) are used to call binary-parameter spatial  
functions (BFs) which can be used to calculate the geometric relationships between 
two layers. To display BOs in the operator menu, two SGOs should be covered by the 
envelope. Once a BO is selected, the corresponding duo-parameter spatial function 
will be called. The geometry shapes of the two layers of the SGOs are taken as  
parameters. And a new SGO is drawn to represent the result of the operator. 

  

Fig. 3. SGO operators’ example: Left: menu of UOs; Right: menu of BOs 

4.3 Additional Conditions 

To give users the ability to express complex query concepts, it is possible to add  
additional conditions. Additional conditions are classified into two groups: spatial 
conditions and non-spatial conditions. Spatial conditions are used to describe topolog-
ical relationships that features should satisfy, while non-spatial conditions give  
constraints about numerical attributes of features.  

Spatial Conditions 
A spatial condition can be expressed by the topological relationship between two 
SGOs in the drawing area. Five relationships can be identified: DISJOINT, TOUCH, 
INTERSECT, EQUAL and COVER. Drawing SGOs in specific relationships to  
express spatial conditions affords an intuitive and comprehensible view of spatial 
queries. However, if each pair of relationship is translated into spatial conditions, 
ambiguity may appear. To avoid those ambiguities, a topological table is used. In the 
topological table each SGO is represented as a circle with its name. If the topological 
relation between two SGOs should be translated into a spatial condition, a connection 
line can be drawn between them. To remove a spatial condition, a cut line can be 
drawn to cancel the connection. In this way the meaning of the sketches can be ex-
plained more precisely. The example in Fig 4 has added two spatial conditions: fran-
ceprovince_0 has an intersection with franceprovince_1 and francerailroad_2 crosses 
franceprovince_0. The relationship between franceprovince_1 and fracerailroad_2 is 
ignored. 
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Fig. 4. Left: A sketch of three SGOs; Right: the corresponding topological table 

Non-spatial Conditions 
In SDBQM, we have designed non-spatial condition objects (NCOs) and condition 
connector objects (CCOs) to add non-spatial conditions. A NCO is defined as 4-tuplet 

NCO = {LAYER, ATTRIBUTE, OPERATOR, VALUE} 

─ LAYER is the name of the layer concerned in the condition; 
─ ATTRIBUTE is the attribute selected in LAYER; 
─ OPERATOR is used to decide which kind of constraint is set about ATTRIBUTE; 
─ VALUE is used to compare with ATTRIBUTE. 

If more than one NCO is added, CCOs can be used to organize different NCOs in a 
nested structure. A CCO is defined as 3-tuplet 

CCO = {TYPE, NODEFIRST, NODESECOND}   

─ TYPE is the connection type. There are two types of CCO: AND or OR; 
─ NODEFIRST is the first object of the connection. It can be a NCO or a CCO; 
─ NODESECOND is the second object of the connection. It can be a NCO or a CCO. 

Three NCOs are organized in a nested structure in Fig.5 and two CCOs are used to 
connect them. 

 

Fig. 5. Nested structure using conditions 

4.4 Composed Query 

After a query is executed, a new layer is generated and the query result is saved in this 
layer. Since the geometry types of features in the result layer may be different, it is 
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impossible to use a classic geometry shape to represent the SGO of the new layer. Our 
solution of this problem is to use the shape of the result SGO which is generated in 
the last query. In this way, the appearance of the result SGO may be comprehensible 
and meaningful to recall what query has been done in the last time. 

5 Touchable Interface 

To realize the two query methods proposed in this paper, we have developed a touch-
able GIS interface. The interface consists of two parts: the basic interface (BI) and the 
sketch query interface (SQI). On BI, fundamental functions such as map manipulation 
and layer manipulation can be accomplished. On the right side of BI a toolbox is set. 
Three tags are used to display functions of different types. In the third tag spatial  
operators of MIBQM are provided. To apply SDBQM, SQI should be used. On SQI, 
there is a drawing area in which sketches can be drawn. Two condition-areas are set. 
One is used to set the topological table, and another is used to add NCOs. 

On the touchable interface, users can apply various gestures for different tasks. In 
BI, gestures are used to manipulate the map. A drag gesture with one finger can trans-
late the map and a pinch gesture with two fingers can scale the map. To rotate the 
map, users have to first press two fingers on the map to set their center as the rotation 
center, and then release one finger. The map can be rotated around the center by the 
remaining finger. In this way rotation and zoom manipulation can be separated. We 
have also designed a three-finger pan gesture to tilt the map in the horizontal or  
vertical direction. In BI, the data table can be called or hidden by a four-finger vertical 
gesture. In SQI, all the tasks such as drawing of SGOs, selection of operators and 
addition of conditions can be accomplished by gestures. To draw a SGO, users firstly 
have to select a layer in the layer list. If it is a point-shape layer, the SGO can be 
drawn by a tap gesture in the drawing area. Else the SGO of a line-shape or polygon-
shape layer can be drawn by a drag gesture. After sketches are drawn, the drawing of 
a selection envelope can be started by pressing one finger in the drawing area. If the 
envelope crosses its start point and there are one or two SGOs covered by the  
envelope, the operator menu will be displayed. In the non-spatial condition area, a 
three-finger tap gesture can add an empty NCO. To switch from BI to SQI, users  
can drag five fingers from left to right in the map browsing window. Similarly a  
five-finger drag from right to left will hide SQI and recall BI.  

6 Evaluation 

We have performed an evaluation to examine the functionality of MIBQM. SDBQM 
will be evaluated in the future work. We asked 10 testers (8 male and 2 female) to 
accomplish 3 spatial query tasks by using SQL and MIBQM respectively. The aver-
age age of these testers is 26. All the testers are novices to GIS and only 2 of them are 
familiar with SQL. All three tasks are listed as follows. 
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1. Get the geometry shapes of all the features in the railway layer of France 
2. Calculate the buffers of all the features in the mine field layer of France 
3. Calculate the intersection of two provinces of France 

Because the SQL console is not implemented in the touchable interface, so testers 
constructed SQL statements on OrbisGIS, which is an open source GIS. All the testers 
are divided into two groups. People in the first group tested SQL first and then 
MIBQM, while people in the second group did the inverse order. Before the evalua-
tion, they were told how to accomplish these tasks and gave them some time to  
attempt the solution of each task. To compare the learning rate of these two query 
methods, each task has been repeated for three times. During the test, the performance 
time and the number of errors are measured. After the evaluation, each tester has  
answered a questionnaire to collect their comments.  

6.1 Objective Evaluation 

From Table 1 we find out that MIBQM takes less time to fulfill all the tasks. When 
using SQL, testers spent most of the time in typing statements and consulting attribute 
values. However, MIBQM only necessitates a few of gestures. For SQL, the mean 
time for each task is 20s, 31s and 2:04min, and the standard deviations are 10s, 13s 
and 1:06min. For MIBQM, the mean time for each task is 7s, 21s and 20s, and the 
standard deviations are 5s, 10s and 11s. Performance improvements are 32%, 32% 
and 47% for SQL. For MIBQM improvements are 58%, 4% and 38%. 

The table in Fig.6 shows that testers have made fewer errors for task1 and task2 
when using MIBQM. Freshmen of SQL may find it hard to construct statements 
without grammar errors or false input of layer names and attribute values. However, 
for task3 MIBQM leads to more errors. Before feature selection, some users forgot to 
select the layer, so they found it impossible to select a feature. Each tap without a 
successful selection is considered as an error and it is why there are more errors for 
MIBQM. Some false selections have been made because some users wanted to select 
a feature when the size of map is not large enough. Some users confused the order of 
feature selection and the order of operator selection, so wrong results were obtained. 
Most of the errors with MIBQM are found and corrected by testers before running the 
query, while errors with SQL are found by the system after testers ran the query. 

Table 1. Average performance time 

Time 
Task 

Test1SQL Test2 
SQL 

Test3 
SQL 

Test1 
MIBQM 

Test2 
MIBQM 

Test3 
MIBQM 

Task1 0:25 0:20 0:17 0:12 0:06 0:05 

Task2 0:37 0:33 0:25 0:24 0:18 0:23 

Task3 2:55 1:45 1:33 0:26 0:18 0:16 
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Fig. 6. Testers’ number of errors 

6.2 Subjective Evaluation 

In terms of usability, we found out that 80% testers think MIBQM is easy to use and 
80% testers think features are easy to be selected. And in terms of satisfaction, all the 
testers agree that it is easier to add a condition by selecting a feature on the map than 
by inputting the primary key of the feature in the SQL statement. 80% of testers think 
that MIBQM performs better in the aspect of leading to fewer errors. All the testers 
prefer MIBQM to SQL.  

Some problems of MIBQM are found during the evaluation. More user guidelines 
are expected to make the query procedures clearer, so that users will not be confused 
by the procedure orders. The feature selection method should be improved to avoid 
invalid selection. For the calculation of topological relationship, one tester thought it 
more reasonable to make operator selection before layer selection and suggested to 
use multi-features selection. So in the future work we will focus on these problems to 
improve the user experience of MIBQM. 

 

Fig. 7. Assessment of MIBQM 

7 Conclusion 

In this paper we have presented two spatial query methods which are realized on a 
touchable GIS interface. MIBQM allows users to construct spatial queries by selecting 
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layers and query operators. If a query is made about a specific feature, users can direct-
ly select the feature on the map. All the other features in the same layer will be ig-
nored. To make it possible to describe query concepts more precisely, additional condi-
tions should be offered. SDBQM permits spatial query construction by drawing 
sketches of SGOs. If two SGOs are connected in the spatial relation table, a spatial 
condition will be added according to their topological relationship. Users can also draw 
NCOs to add non-spatial conditions. NCOs can be organized in a nested structure by 
adding CCOs. If a query is too complex, it can be separated to several simple queries. 
Layers generated in queries can also be represented by special SGOs to be reused. We 
have made an evaluation between SQL and MIBQM and we found that for novices to 
GIS, MIBQM seems easier to understand and apply. For simple spatial query tasks, 
using MIBQM takes less time and leads to fewer errors. In the future, we will compare 
the SQL and SDQM through constructing complex spatial queries. We also hope to 
improve MIBQM so that additional conditions can be added.  

References 

1. Denègre, J., Salgé, F.: Les systèmes d’information géographiques. In: Presses Universitai-
res de France, 2nd edn. (2004) 

2. ArcGIS, http://www.esri.com/software/arcgis/arcgis-for-desktop 
3. OrbisGIS, http://www.orbisgis.org/ 
4. Kirby, K., Paner, M.: Graphic Map Algebra. In: Brassel, K., Kishimoto, H. (eds.) Proceed-

ings of the 4th International Symposium on Spatial Data Handling, Zurich, Switzerland, 
pp. 413–422 (1990) 

5. Lanter, D., Essinger, R.: User-Centered Graphical User Interface Design for GIS. In: 
Technical Report 91-6, Santa Barbara, CA: National Center for Geographic Information 
and Analysis (1991) 

6. ERDAS, Model Maker Tour Guide. Atlanta, GA: ERDAS, Inc. (1993)  
7. Catarci, T., Costabile, M.F., Levialdi., S., Batini, C.: Visual query systems for databases: a 

survey. Journal of Visual Languages and Computing 8, 215–260 (1997) 
8. Calcinelli, D., Mainguenaud, M.: Cigales, a Visual Query Language for a Geographical In-

formation System: the User Interface. Journal of Visual Languages and Computing 5(2), 
113–132 (1994) 

9. Sebillo, M., Tortora, G., Vitiello, G.: The Metaphor GIS Query Language. Journal of  
Visual Languages and Computing 11, 439–454 (2000) 

10. Ferri, F., Rafanelli, M.: Resolution of Ambiguities in Query Interpretation for Geographi-
cal Pictorial Query Languages. Journal of Computing and Information Technology 12(2), 
119–126 (2004) 

11. Egenhofer, M.J.: Query Processing in Spatial-Query-by-Sketch. Journal of Visual  
Lan-guages and Computing 8(4), 403–424 (1997) 

12. Schoning, J., Raubal, M., Marsh, M., Hecht, B., Kruger, A., Rhos, M.: Improving  
Interaction with Virtual Globes through Spatial Thinking: Helping users Ask ‘Why?’. In: 
Proceedings of the 13th Annual ACM Conference on Intelligent User Interfaces. ACM, 
USA (2008) 



 

M. Kurosu (Ed.): Human-Computer Interaction, Part IV, HCII 2013, LNCS 8007, pp. 540–548, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Target Orientation Effects  
on Movement Time in Rapid Aiming Tasks 

Yugang Zhang, Bifeng Song, and Wensheng Min 

School of Aeronautics, Northwestern Polytechnical University, Xi’an, Shaanxi 710072, China 
zhang_yu9999@163.com 

Abstract. An attempt was made to investigate the effect of the target orienta-
tion on pointing performance. An experiment was accomplished in which 10 
subjects performed three-dimensional aiming tasks under the manipulation of 
target orientation, distance to target and direction to target. Results show that 
target orientation affects the duration of three-dimensional movements signifi-
cantly. As a result, the conventional movement model did not satisfactorily  
explain the variance in the movement times produced. The conventional model 
was employed by incorporating an oriented parameter into the model. The  
modified model was shown to better fit the data than the conventional model, in 
terms of r2 between the measured movement time and the value predicted by 
model fit. 

Keywords: Human movement, Pointing performance, Fitts’ Law, Index of  
difficulty, Target orientation. 

1 Introduction 

Modern human computer interfaces (for example, the touch screen, and the three-
dimensional display) are becoming much more popular so it is important to determine 
whether current movement model can provide useful predictions for these interfaces 
as well [1,13]. Since the famous speed-accuracy model of human movement, Fitts’ 
law, was developed, many researchers have verified it over a wide range of conditions 
[11] and applied in primarily two ways, as a predictive model, and as a means of the 
comparison and evaluation of pointing devices [7,12]. 

Fitts’ law as originally is a one-dimensional model of human movement. It predicts 
the movement time MT to select a target of width W and distance (or amplitude) A 
from the starting point. MacKenzie and Buxton [8] extended it to two-dimensional 
tasks. They applied target amplitude A, target width W, target height H, and approach 
angle θA to their two-dimensional model. Then Accot and Zhai [2] further investi-
gated bivariate pointing based on Fitts’ law model. They focused on the effect of tar-
get shape (target width and height ratio) on pointing performance. Moreover, Murata  
and Iwase [10] extended Fitts’ law to three-dimensional pointing tasks and incorpo-
rated a directional parameter into the model. In contrast, Grossman and Balakrishnan 
[5] proposed a new model that describes pointing at trivariate targets. In addition, 
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researchers had studied many other factors, such as trade off of speed and  
accuracy [4], target scale [6]. However, previous records have failed to consider  
target orientation. Thus, the results are controversial when apply typical model to 
three-dimensional pointing tasks. Uncertainties still exist. 

The target orientation means, in real world, the target object (e.g., a button, switch, 
even “iconic” menu) is lying on a surface and cannot exist solely. The plane of target 
and the plane of starting point present an angle, which we define as the “target  
orientation” (see Fig. 1 for an illustration).\ 

 

 

Fig. 1. Sample operation condition 

The present study concerns the effect of the target orientation on pointing perfor-
mance. The control of the forces over the amplitude becomes far complicated with a 
present of the target orientation. The task is a three-dimensional pointing task and 
exacter muscular force is required, leading to more variable movement trajectories 
and, hence, more variable pointing times [14]. Based on these insights into aiming 
movements, we argued that the pointing movements studied in the present experiment 
would be sensitive to the effects of target orientation. Fitts’ law would be out of  
action. 

In this paper, we studied to examine this hypothesis and to model operator perfor-
mance in the most fundamental interaction task – pointing – in an experiment where 
the target orientation varied. To anticipate, we realized this goal as follows. 

First, we used the conventional Fitts’ model to predict movement time data col-
lected in a pointing task under the manipulation of target orientation, distance to tar-
get and direction to target. The fit was suboptimal due to the variance present in the 
data and the dependency of movement time on target orientation. Second, based on 
these results, a modified three-dimensional model of Fitts’ law was proposed, which 
was shown to describe the data better than the conventional Fitts’ model. Third, we  
investigated the effects of the factors identified. Finally, we concluded by discussing 
implications for user interface design. 

Target position 
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Start position 

Target plane 
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2 Methods  

We will provide in this section experiment method which are necessary for the  
understanding of subsequent results. 

2.1 Subjects 

Ten Northwestern Polytechnical University healthy male postgraduates (24–26 years 
of age) participated in the experiment. The subjects were all right-handed and  
inexperienced with regard to the purpose of the experiment. 

2.2 Apparatus 

The experiment was conducted on Lenovo○R PC equipped with two 21.5” touch 

screen LCD monitor (47.8cm×27cm visual area, 1024×768 pixels, 96 dpi resolution). 
The two monitor was placed vertically on the same shelf (see Fig. 2). One of them 
showed the starting point and another showed the target point. 

 

Fig. 2. Physical setup for a pointing task 

2.3 Task 

The task’s paradigm is discrete task. The starting point was placed on the median 
sagittal plane of the subject, which was about 60 cm away in front of the subject. The 
subject was required to place his right index finger at the starting point before the 
experimenter gave him the signal to start the movement. The subject’s task was to 
point with the right index finger to the target specified by the experimenter. 

A two-dimensional circle was used as the target to equalize the distance between 
the starting point and the target for each orientation condition with equal values of 
target size and distance. In this study, three-dimensional pointing means that the  
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movement of the pointer (tip of the index finger) is performed in a three-dimensional 
space and measured along three axes. 

2.4 Design and Procedure 

A within-subject factorial design with repeated measures was used. The independent 
variables were the distance to target (three levels: 150, 300, 450mm), target orienta-
tion (four levels: 0°, 30°, 60°, 90°) and direction to target (two levels: 0°, 30°). The 
target width is 18mm. Dependent variables were movement time (MT). The error rate 
was controlled at about 4%. There were 24 different combinations in total. 

The experiment included two sessions: a practice session, to allow participants to 
get used to the task and conditions, and a data-collection session, wherein participants 
tested the 24 different combinations in certain order. Within each condition,  
participants performed 20 trials. 

After having signed an information consent statement, each subject was tested. The 
subjects were instructed to carry out the task as accurately and as quickly as possible. 
The time when the fingertip began to leave from the screen of the starting point was 
used as a criterion for movement onset. The criterion indicating the end of the move-
ment (trial) was the time when the tip of the index finger reached the screen of the 
target point. The movement (pointing) time was obtained using developed test soft-
ware. If the coordinate was within or on the target circle, then the trial was regarded 
as successful. All other cases were designated as error trials. 

3 Results 

Outliers were got rid of based on mean movement time and accuracy – defined as 
distance between the click point and the target center. Any data further than 3 stan-
dard deviations away from its condition’s mean (by MT) was removed. 0.9% of the 
data were removed as outliers. 

3.1 Movement Time Analysis 

Figure 3 shows how mean movement time changes as a function of the set of  
amplitude tested in our experiment, while all other factors are balanced. In the figure, 
“0° Motion” means the direction to target is 0° and “30° Motion” means 30°. Imme-
diately noticeable is that the mean movement time (averaged over all orientation  
conditions and all subjects) generally increases with the increasing distance to target. 
The movement time of 30° target direction is shorter than that of 0° target direction.  
Analysis of variance showed that the independent variable A (F2, 18 = 1862, p < .01) 
has a significant effect on MT. This is consistent with the findings of previous  
studies [3].  
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Fig. 3. Influence of target relative position on MT 

3.2 Fitting the Data to the Conventional Fitts’ Model 

First, the data were modeled using the following conventional Fitts’ model [9]: 

 
2

log ( / 1.0)MT a b A W= + +  (1) 

Where MT represents the time to move the right index finger from the starting point to 
the target, and A and W are the distance from the starting point to the target and the 

size (diameter) of the target, respectively. The term 
2

log ( / 1.0)A W +  is the index  

of difficulty carrying the unit of bits. Finally, the parameters a and b are empirical 
constants to be determined through linear regression. 

The mean MT was calculated for each index of difficulty, pooled over all orienta-
tion conditions and subjects. The r2 of the linear regression between mean MT and 
index of difficulty was 0.789 (see Fig. 4). On the basis of this relatively poor fit it can 
be concluded that there is still substantial room for improving upon the conventional 
Fitts’ model when it comes to the description of three-dimensional movements. 

 

Fig. 4. Relationship between index of difficulty (ID) and movement time 
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3.3 Modifying Fitts’ Law to a Three-Dimensional Pointing Task 

To find a meaningful extension of the conventional Fitts’ model to three-dimensional 
pointing movements, we went on to examine the expected relationship between 
movement time and target orientation.  

 

Fig. 5. Influence of target orientation on MT 

Figure 5 shows how the mean movement time MT (averaged over all amplitude 
conditions and all subjects) varied across the four levels of target orientation. The 
tendency likes a “bowl” shape. The subjective impression from this figure that MT 
depended on orientation was confirmed in a one-way ANOVA, which revealed a 
significant main effect of θTO (F3, 27=167.198, p < .01). To identify the source of this 
statistically significant effect, a multiple comparison post hoc test was performed (i.e., 
Least Significant Difference test) using a conservative significance level of p < .01. 
On this test, all the comparisons were significant. These results indicate the presence 
of a systematic relationship between movement time and the target orientation. These 
imply that a model considering orientation will lead to a better performance model 
than the conventional Fitts’ model. Therefore, we judged that the target orientation 
could be taken into account by incorporating θTO into the ID in Eq. (1). Based on the 
discussion, the ID was revised using the following formula: 

 
2

log ( / 1.0) sin(2 )
TO TO

ID A W c θ= + − ×  (2) 

Where c is an arbitrary constant to be determined through linear regression. 
For several values of c, the relationship between IDTO and movement time MT was 

established by means of linear regression. However, the target orientation seems to be 
an important factor in performance modeling, especially the modeling of three-
dimensional pointing tasks. Figure 6 shows the r2 for the data in Figure 4 as a function 
of c. The highest r2 (0.913) was found for c=0.5. The fit to the experimental data was 
improved by using the index of difficulty IDTO, which incorporates the effect of  
orientation on MT, and by using the value of c producing the highest r2 (Fig. 7). The 
optimal values of c differed for the experimental data of the individual subjects. 
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Fig. 6. Squared correlation coefficients as a function parameter c for fitting the data 

 

Fig. 7. Movement time as a function of the ID in the modified Fitts' model (c=0.5) 

The fit to the obtained movement times was better when extended three-
dimensional modeling was applied. A one-way (modeling method: conventional Fitts’ 
law vs. extended three-dimensional modeling) ANOVA as used for the r2 values 
showed that the difference was significant (F1, 9=53.685, p < .01). Collectively, these 
results clearly indicate that the modified model of Fitts’ law better predicts the  
duration of three-dimensional (pointing) movements than the conventional Fitts’ 
model. 

4 Conclusions 

The result in Figure 4 and Figure 7 illustrate an issue with traditional applications of 
Fitts’ law to Three-dimensional Pointing Tasks. In the present experiment, movement 
time was affected significantly by target orientation (cf. Fig. 5). A tendency of “bowl” 
shape was found. It is not the shortest movement time when target object is lying on 
the same surface (target orientation is 0°) of starting point. 
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Thus, the conventional Fitts’ model cannot adequately explain the variance in 
movement time in a real-world three-dimensional pointing task, as it does not take the 
target orientation into account (cf. Fig. 4). We can come to a conclusion that the  
interpretation of target orientation and the formulation used in the calculation of a 
task’s index of difficulty play a critical role in the accuracy of the model. 

Our study investigated how target orientation affect selection performance, and the 
results can provide us with significant guidelines on the layout design of car, airplane, 
and manipulator device, i.e. how items such as widgets, menus, and other objects 
should be sized and positioned in 3D layout.  

In the present research, four levels of target orientation were employed. In future 
research, more graded levels of orientation will be used in order to confirm the repro-
ducibility of our results. In other words, the relationship between the movement time 
and the target orientation must be confirmed using an experimental paradigm with 
more than four levels of target orientation. Furthermore, the subjects in the present 
study were all right-handed. Future research may investigate modeling that involves 
right-handed subjects performing pointing tasks with their left hands and left-handed 
subjects participating in the experiments. Finally, in the present experiment the point-
ing was conducted, for the sake of simplicity, by using a two-dimensional target in a 
three-dimensional space. In future research, pointing movements to three-dimensional 
targets should be examined, requiring a method for defining the target size for a 
sphere and bringing in depth to the task. 
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Abstract. An experiment was conducted to compare the learning effects  
following motor skill training using three types of virtual reality simulations. 
Training and testing were presented using virtual reality (VR) and standardized 
forms of existing psychomotor tests, respectively. The VR training simulations 
included haptic, visual and a combination of haptic and visual assistance  
designed to accelerate training. A comparison of performance test results prior 
to and following training revealed conditions providing haptic assistance to 
yield lower scores related to fine motor skill training than the visual-only aiding 
condition. Similarly, training in the visual condition resulted in comparatively 
lower cognitive skill scores. The present investigation incorporating healthy 
subjects was designed as part of an ongoing research effort to provide insight on 
the design of VR simulations for rehabilitation of motor skills in patients with a 
history of mTBI. 

Keywords: haptics, virtual reality, rehabilitation. 

1 Introduction 

In this research, we compared the effects of visual and haptic assistance for motor 
training using a virtual reality (VR)-based haptic simulation. Previous research on 
VR-based haptic simulation has demonstrated the efficacy of such tools for occupa-
tional therapy, including motor function rehabilitation [1-4]. The advantages for mo-
tor training include reducing trainer workload and training task costs by delivering 
any number of therapy sessions while maintaining accuracy and objectivity. Virtual 
reality can also enhance training by incorporating augmented controls and decision 
features during therapy sessions to aid user performance. Such features include  
precise corrective haptic control forces and enhanced visual aids that respond auto-
matically to user actions. Similar enhancements would be difficult to implement in a 
physical system. However, questions remain on how to best implement these technol-
ogies and what specific VR design features might serve to accelerate motor learning 
beyond VR training tasks that merely replicate traditional training environments. 

Previous research by our team identified combinations of augmented visual and 
haptic features that may provide therapeutic benefits over traditional VR systems [5]. 
The experiment design replicated a simplified occupational therapy regimen in which 
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a drawing and pattern assembly task represented occupational tasks that were  
anticipated to improve as a result of therapy. A VR reproduction of the block design 
(BD) subtest from the Wechsler Abbreviated Scale for Intelligence (WASI; [6]) was 
developed to be used to train subject motor skills in a course of simulated therapy. 
The BD subtest requires subjects to build replicas of patterns using blocks printed 
with simple patterns. Subjects are given a collection of nine red and white cubes with 
varying patterns on each side and are asked to replicate designs shown on a series of 
test cards. Scoring is based on speed and accuracy. In our study, healthy subjects were 
trained in the BD task using the non-dominant hand to simulate minor motor impair-
ment. Training effects were measured by comparing drawing and pattern assembly 
task test scores obtained before (pre-test) and after (post-test) multiple BD training 
sessions. Subjects were assigned to one of three groups, including performance of the 
native BD task using standardized test materials (i.e., test cards and nine 1-inch  
cubes), use of a basic VR simulation of the task, or an augmented VR simulation with 
additional visual and haptic aiding. Results revealed a significant improvement in 
post-test performance over pre-test for the augmented VR training. In general, the 
study supported integrating haptic control in VR for psychomotor skill training. It also 
provided useful information for future haptic VR simulation design. However, be-
cause visual and haptic features were combined in the augmented condition, further 
investigation was needed to determine the extent to which these two forms of  
assistance contributed individually to psychomotor training. 

Prior research comparing visual and haptic training modalities has produced mixed 
results. In one study [7], subjects were trained to replicate a 3-dimensional (D) trajec-
tory using a haptic controller with 3 degrees of freedom (DOF). Subjects were initial-
ly required to trace the trajectory using visual, haptic, or a combination of visual and 
haptic conditions. Results showed that the haptic training alone was more effective 
with respect to timing as compared to visual training, but less effective with respect to 
absolute position and shape accuracy measures. Furthermore, the researchers also 
found that combining visual and haptic control during training did not provide addi-
tional learning beyond that of the visual-only condition. 

Another research group [8] compared the effects of training visuomotor skills  
using combinations of haptic guidance and visual demonstration. Their methods were 
similar to those used in [7], but featured a simpler trajectory, additional training and 
additional test trials to more closely resemble an occupational therapy regimen. The 
researchers found that both visual-only and the combination of visual and haptic train-
ing allowed subjects to improve their ability to reproduce a novel trajectory. The re-
sults also showed that the combination of haptic and visual input did not significantly 
improve learning compared to the visual input alone, which supported the findings of 
[7]. Moreover, the researchers found that subjects receiving visual training performed 
marginally better than those receiving a combination of visual and haptic training. 
The authors speculated this occurred because visual feedback is more accurate than 
haptic; therefore, haptic feedback does not contribute to improved performance when 
both types of feedback are available at the same time.  
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These studies suggest that assistance that combines visual and haptic components 
may not be more effective than visual or haptic assistance alone. However, there are 
several differences between the procedures used in [7] and [7] and the present study. 
First, the task itself is quite different (i.e., tracking vs. pattern assembly). Second, in 
the prior studies the training and test tasks were the same. In the present study,  
in contrast, we implemented a training task designed to affect performance in a differ-
ent test task, representing an occupation-related activity distinct from the training 
task. 

The present study used the apparatus incorporated in the prior work, including a 
VR version of the Rey-Osterreith Complex Figure (ROCF; [9]) test to represent the 
occupational task and a VR-based haptic simulation of the BD (VR-BD) subtask from 
the WASI [6], representing a training task [10], [5].  

The VR BD training task used a combination of haptic and visual aiding. Haptic 
assistance in the VR-BD included scheduled snap forces and rejection forces. The 
snap force was expected to assist users by prompting the correct movement when 
approaching a target block position at close range [11]. It was designed to reinforce 
correct placement and reduce the need for additional visual verification of block  
position. The rejection force, in contrast, was designed to reveal block placement 
errors. Both forms of haptic assistance were designed to assist users passively (i.e., 
without additional voluntary control of the haptic device).  

Visual assistance providing passive positive feedback during correct block  
placement and corrective feedback during incorrect placements was also imple-
mented. Subjects could also actively request assistance to “decompose” a design to 
reveal in individual block positions and orientations within a design. Use of this fea-
ture came at the cost of additional task time while activating the assistance. Precise 
details on the nature of the haptic and visual aiding are provided in the methods sec-
tion  
below.  

The current study investigated the influence of these augmented visual and haptic 
VR features, independently and in combination, on subjects learning. Based on the 
previous research, three different augmented VR conditions (i.e., haptic, visual or 
combined haptic and visual aiding) [12] were delivered to healthy subjects through a 
simplified occupational therapy regimen. This study also served as an additional step 
in the development of a proof of concept of the VR system to be used with patients 
with a history of minor traumatic brain injury (mTBI) for motor skill rehabilitation. 

2 Methods 

Twenty-four subjects between the ages of 18 and 44 were recruited for the study. All 
subjects were required to have 20/20 or corrected to normal vision and to exhibit 
right-hand dominance. Right-hand dominance was confirmed using the Edinburgh 
Handedness Inventory [13]. Subjects were required to complete all testing and  
training as part of the experiment using the left hand. This requirement was used to 
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simulate minor motor impairment and to disadvantage subject task performance in 
order to promote sensitivity to the training conditions. 

The VR-BD task was presented on a PC integrated with a stereoscopic display us-
ing a NVIDIA® 3D Vision™ Kit, including 3D goggles and an emitter (see Figure 1). 
A SensAble Technologies PHANTOM Omni® Haptic Device was used as the haptic 
control interface. The Omni includes a boom-mounted stylus that supports 6 DOF 
movement and 3 DOF force feedback. The interface recorded subject performance 
data automatically. 

 

Fig. 1. VR-BD training apparatus including PHANTOM Omni and NVIDIA 3D Vision kit 

Experiment sessions were designed to simulate occupational therapy sessions. Two 
tests, the ROCF and BD subtest from the Wechsler Adult Intelligence Scale – Third 
Edition (WAIS-III; [14]), represented occupational tasks anticipated to improve as a 
result of therapy. These two tests were administered once prior to training to evaluate 
baseline psychomotor performance and again following multiple psychomotor train-
ing sessions in order to measure performance improvements. The training task was an 
updated version of the VR-BD task used in previous studies [5], [12].  

The ROCF was administered using a VR adaptation of the task [10]. The task  
interface was designed to replicate a drawing setup. It included a custom workstation 
featuring a flat-screen monitor mounted in a tabletop and another Phantom Omni 
haptic device (see Figure 2, left). To perform the ROCF, subjects used the Omni to 
virtually draw the complex figure elements directly on the horizontally-aligned moni-
tor (see Figure 2, right, for the ROCF image with numbered units). Rey Osterreith 
Complex Figure performance is scored by evaluating 18 individual components of the 
figure that make up a complete design, referred to as units, on a scale from 0 to 2 in 
terms of accuracy (e.g., size, length) and placement (e.g., proximity to other units). 
The sum of the scores for the 18 components is calculated for a total score between 0 
and 36. The simulation recorded subject test performance data and calculated the 
scores automatically. 
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Fig. 2. ROCF workstation and test image 

In addition to the ROCF test, subjects completed the WAIS BD subtest during  
pre- and post-testing to further characterize training effects. The WAIS BD task used 
for testing and the WASI BD task used for training are identical except for the  
patterns completed by the subjects. During testing, the WAIS BD was administered 
using standardized materials.  

The features of the VR-BD training task included a virtual tabletop divided into 
two parts, including a display area (see Figure 3 (a)) and a work area (see Figure 3 
(b)). The display area presented the pattern (see Figure 3 (c)) to be replicated by a 
subject. The work area was used for arranging the blocks. Like the standardized  
version of the BD task [6], virtual red and white blocks printed with either solid or 
cross-sectional patterns on each side were distributed randomly in the work area. The  
design was presented in the display area, and subjects manipulated the blocks to re-
produce the picture as quickly as possible. All patterns were constructed with the aid 
of a target grid (see Figure 3 (d)), which appeared as a 2x2 or 3x3 collection of 
squares in the work area, depending on the dimensions of the pattern. 

 

Fig. 3. VR-BD training display layout 

The Phantom Omni was used to manipulate a cursor appearing on the display  
during training. Blocks could be grasped by touching the cursor against them and 
pressing and releasing the button on the stylus of the haptic device. A block could 
then be lifted from the table surface and rotated along any axis using the stylus (with-
out holding the button). A block was released upon return to the table surface. Haptic 
features representing physical properties of the blocks and the table were also  
included. 



556 M. Clamann, W. Ma, and D.B. Kaber 

 

The type of aiding represented the independent variable, including the (1) haptic, 
(2) visual, or (3) combination conditions. The dependent variables included: (1) 
ROCF test performance and (2) WAIS BD test performance.  

2.1 Procedures 

There were three main parts of the experiment for data collection: (1) an evaluation of 
pre-test performance, (2) multiple training sessions, and (3) the post-test to measure 
improvement. The three parts of the experiment were distributed across four days, 
with testing scheduled on the first and last days and training taking place on Days 1-3. 
Each subject completed eight VR-BD trials in total (10 designs per trial, as required 
by the established WASI protocol). The combined duration of the three training visits 
was approximately 3 hours, which was established through pilot testing and prior 
work [5]. 

The experiment followed a between-subjects design and each subject was assigned 
to one aiding type (haptic, visual, or combination) for VR-BD training with a total of 
eight subjects per condition. The combination condition incorporated all the haptic 
and visual features. Haptic aiding included snap forces that pulled blocks to a target 
position during correct placement and rejection forces that acted against the block 
during incorrect placement. Visual aiding provided feedback during incorrect block 
placements. If a user attempted to place a block in an incorrect orientation in the tar-
get grid, a yellow “X” or an arrow would be superimposed on the block. The “X” 
would appear when the wrong block face was showing (see Figure 4 (a)). The arrow 
would appear when the correct block face was showing, but it was rotated incorrectly 
(see Figure 4 (b)). The arrow indicated the direction in which the block needed to be 
rotated for correct orientation in the target grid square. If a user moved a block in the 
correct orientation over the grid, those squares in the grid at which the block could be 
placed without error were highlighted in yellow. 

 

Fig. 3. VR-BD visual assistance during block placement 

In addition to the passive visual assistance, subjects could request additional assis-
tance during training. Touching the cursor to the pattern at the top of the screen or the 



 Comparison of Enhanced Visual and Haptic Features 557 

 

target grid caused visual cues to be displayed on how to correctly place blocks. Spe-
cifically, the cues indicated the orientation and locations of individual block faces. 
Touching the cursor to a target grid square highlighted the corresponding square in 
the stimulus pattern and any blocks in the workspace that matched the selected 
square. Likewise, touching the stimulus pattern would highlight the corresponding 
square on the target grid. The gridlines disappeared when any surface outside of the 
stimulus pattern and grid was contacted with the cursor. 

2.2 Hypotheses 

We hypothesized that all three VR conditions would result in ROCF and WAIS BD 
test performance improvements (Hypothesis (H)1). Based on the results of previous 
study [5], it was also expected that training in the combination condition would result 
in greater improvements in ROCF performance as compared to visual or haptic aid-
ing, alone (H2). This is also consistent with existing notions that suggest receiving 
feedback via multiple compatible sensory modalities can produce better performance 
than from a single modality [15].  

3 Results 

Subject pre-test performance was compared across conditions using Kruskal-Wallis 
tests. No significant differences attributable to the training condition were revealed. In 
other words, subjects began data collection at similar performance levels. Pre-and 
post-test data were analyzed to identify differences in training effects among the three 
conditions. The results of ROCF and WAIS BD pre- and post-test scores are pre-
sented in Table 1.  

Table 1. Results of ROCF and WAIS-BD test scores 

  ROCF WAIS-BD 

Condition N Pre Post % Pre Post % 

Comb. 8 25.75 28.25 13.84 44.50 53.00 23.56 

Haptic 8 27.00 28.13 7.63 42.50 55.63 31.55 

Visual 8 24.63 28.19 18.50 46.38 52.63 16.61 

 
Pre- and post-test scores were compared for each training condition. As a result of 

some of the response data violating the normality assumption of parametric tests, 
Wilcoxon rank sum paired tests were conducted to compare the various training con-
ditions. Subject WAIS BD test scores significantly improved as a result of the visual 
(p=0.018), haptic (p=0.007) and combination (p=0.004) conditions. However, ROCF 
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test performance did not reveal significant improvements between pre- and post-
training (due to a high degree of variability in performance among subjects). Only 
subjects assigned to the visual condition showed marginally significant improvements 
in ROCF scores (p=0.061). Additional analyses on the percent change in WAIS BD 
test scores revealed no significant differences in the extent of improvement among 
training conditions. Statistically speaking, the three conditions resulted in similar 
increases; however, on average, the haptic condition showed the highest percentage of 
WAIS BD test improvement. 

4 Discussion 

The results of the experiment revealed that training in any of the three conditions 
increased WAIS BD test performance, which was consistent with H1. However,  
contrary to H1, training did not necessarily lead to increases in ROCF (surrogate oc-
cupational task) performance. Beyond this broader result, the degree of improvement 
in test task performance may vary by condition. There are several possible reasons for 
this. The snap force feature implemented as part of the haptic aiding condition pulled 
blocks to their final position as they were moved near the design construction. In  
effect, while the subject was responsible for gross movement, the honing portion of 
the task (requiring placement of the block at the target location) was offloaded to the 
system, and subjects were not required to perform any fine positioning on their own. 
This means that conditions providing haptic assistance (i.e., the haptic and combina-
tion conditions) provided less fine motor skill training than the visual-only aiding 
condition, which required fine movements during final block positioning. These fine 
motor skills may have been useful when replicating the ROCF using the haptic  
device. This may explain the marginally significant increase in ROCF scores under 
the visual aiding condition (where fine motor movement was not automated) as well 
as the lack of benefit in terms of ROCF scores as a result of haptic aiding. 

Similar results were observed in WAIS BD test performance following training in 
the visual condition. The visual aiding was designed to assist subjects in parsing the 
stimulus designs into individual squares corresponding to block faces. This offloaded 
cognitive aspects of the task to the system; that is, subjects were not required to per-
form mental segmentation of a block design. There is evidence that subjects receiving 
visual assistance relied on the automated assistance rather than honing their own  
cognitive strategies [16]. The additional visual and mental processing of a stimulus 
pattern required of subjects assigned to the haptic condition likely helped them refine 
their strategy for stimulus segmentation, as compared to the visually aided subjects. It 
is likely that this is the reason that haptically aided subjects showed the greatest  
increases in WAIS BD test performance. While subjects receiving visual assistance 
were able to rely on visual aids that parsed the design and recommended block orien-
tations and increase scores, subjects receiving haptic assistance had to learn these 
strategies on their own.  

It was expected that training in the combination condition would lead to the greatest 
increases in test performance due to the presentation of combined haptic and visual 
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cues (H2). However, results did not support this expectation. In fact, the combination 
condition led to mediocre training effects in terms of ROCF test score improvement, as 
compared to the visual-only group, and WAIS BD test score improvement for the hap-
tic-only group. This may be due to the combination of visual and haptic assistance 
increasing cognitive load or distracting subjects during training. This observation is 
also consistent with the findings of [7], which proposed that vision may interfere with 
haptic cues during training.  

5 Conclusion 

The outcomes of this work are important to VR-based motor training system design. 
While a form of aiding may be developed to assist psychomotor task performance 
during training, it may also hinder development of motor and cognitive skill require-
ments that are allocated to automated assistance. This raises a distinction between 
designing for training task performance and designing for motor skill learning. During 
VR-BD task training, subjects could rely on visual aiding instead of developing a 
strategy for parsing the blocks in the model [16]. However, by offloading some cogni-
tive aspects of the task to the automation, these subjects received less training that 
could improve WAIS BD test scores where visual aiding was not available.  

One limitation of the present study was the use of unimpaired subjects. Although 
parallels were drawn between physical and cognitive characteristics of non-dominant 
performance and motor planning and control implications of mTBI, there is a need to 
test an actual pathological population using the VR technology. For the next phase of 
this research, in addition to recruiting unimpaired subjects, we will recruit subjects 
from a pathological population to observe the effects of VR-based haptic training on 
patients with a history of mTBI, including fine motor skill implications. We also plan 
to extend the test data by incorporating functional magnetic resonance imaging 
(fMRI) during pre- and post-test procedures to measure changes in brain activity as a 
result of VR-BD training. 
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Abstract. To gain a better view of the value of haptic feedback, human 
performance and preference in a pointing style task in a three-dimensional 
virtual environment was explored.  Vibration and haptic attractive force were 
selected as two simple cases of feedback, each with two levels. These types of 
feedback were compared to a no-feedback condition to better understand how 
human performance changes under these conditions. The study included 8 
undergraduate students. A Novint Falcon haptic controller was used in a 
simulated three-dimensional virtual environment. Analysis was conducted on 
how each type of feedback effects the movement time (MT) of users. The 
results showed that vibration was perceived negatively and had a slight negative 
impact on performance. The haptic attractive force significantly improved 
performance and was strongly preferred by subjects. 

Keywords: Haptic, assistive technology, virtual environments, human 
performance, force feedback, vibration, assistive feedback. 

1 Introduction 

Haptic feedback is a rapidly growing research emphasis in human computer 
interaction. The ability to utilize the somatic sense, or sense of touch, can greatly 
enhance the realism and improve immersion, provide additional awareness through 
redundancy, or provide assistive support (Robles-De-La-Torre, 2006). Identifying 
subject preference for types of feedback and performance effects of haptic assistive 
feedback indicated potential value in functionally similar tasks. For example, a 
visually impaired person may be able to utilize assistive feedback to better navigate a 
virtual environment, improving their computer interaction experience. A variety of 
studies have utilized haptic feedback in medical applications, such as dentist training 
(Suebnukarn, et al., 2009) and using a Leksell Gamma Knife to neutralize tumors in 
the brain (Dinka, Nyce, Timpka, & Holmberg, 2006). In these studies, participants’ 
performance and attitudes toward these haptic feedbacks varied. Further research is 
needed to determine whether haptic feedback improves performance in an objective, 
general case. To examine the effect of haptic assistive feedback in a simple, 
performance based Fitts' Law style task was implemented. Fitts (1954) initially 
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proposed a one-dimensional tapping task, with subjects alternating the tapping 
between two targets. This task resulted in the following equation being derived: 

MT = a + b * log2(A/W) (1)

Where MT is the movement time from a start point to a target, A is the amplitude of 
distance from start to the target, and W is the width of the target. The values of a and 
b are constants calculated from experiment data. The logarithm portion is commonly 
referred to as the Index of Difficulty (ID). The simple linear relationship between ID 
and MT has been applied in a wide variety of studies. Furthermore, Fitts identified the 
Index of Performance (IP) as 1/b in bits/s. This relationship between amplitude and 
width has been successfully extended into two-dimensional computer environments as 
well by Accot and Zhai (2003). Further studies have shown results consistent with the 
original Fitts equation in three dimensions and with different controllers including 
haptic control devices (Murata, 2001, Mateo et. al., 2005, Campbell et. al., 2008, 
Margolis et. al, 2011).  

To study the effect of haptic assistive feedback on human performance, we had 
subjects complete a basic Fitts' style task in a three dimensional virtual environment. 
Subjects would move their cursor from a start point to a target object in the virtual 
environment, then click to activate it. This would be conducted with no haptic 
feedback, vibration feedback, and a haptic attractive force feedback. 

2 Methods 

2.1 Participants 

This study included eight undergraduate students as participants, six male and two 
female, ranging in age from 18 to 20.  None of subjects had prior experience with 
haptic virtual environments.  

2.2 System Design 

Subjects utilized a Novint Falcon haptic controller to interact with a three dimensional 
virtual environment. The system was developed based on the Novint Falcon SDK  
 

 

Fig. 1. Subject view of experiment virtual environment 
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specifically for this study. The subject view of the virtual environment can be seen in 
Figure 1. 

The environment provided a view of looking into a workspace similar to a box. 
The space was scaled to fit just within the maximum motion range of the Novint 
Falcon device. Targets would appear in random locations in the workspace. The target 
size would be sampled from a matrix with three possible sizes. Similarly, the distance 
to target was sampled from a matrix with three possible distances, and a random 
location was selected based on the distance vector. 

2.3 Feedback 

The control condition employed no haptic feedback. Users were simply tasked with 
moving their cursor as quickly and accurately to the target object, then clicking. 

Vibration feedback was designed to improve the transition from ballistic to homing 
motion. Users feel a constant, light vibration in the controller until they are within 
close proximity to the target. Two levels of vibration feedback were employed. 

Attractive haptic force feedback provided a moderate attractive force from the 
users’ cursor to the target, regardless of cursor position. The construct used was 
similar to a spring, providing a positive addition to user input force in the direction of 
the target. The feedback itself would not automatically move the cursor to the target, 
rather it would amplify user-initiated motion. Two levels of attractive haptic force 
feedback were employed. 

2.4 Procedure 

Subjects initially completed a brief training session to familiarize them with the 
virtual environment, the haptic controller, and the types of feedback they would 
experience. Following the training session, subjects completed the main trials. 

Each trial employed the same basic task, based on extending Fitts’ Law to three 
dimensions.  At the beginning of each trial, a large white sphere, or start object, was 
present in the interface. Users would move their cursor to the start object and click. 
Once they had clicked the object, the start object disappeared and a blue sphere, or 
target object, would appear.  The objective was to move the cursor to the target 
object as quickly and accurately as possible, then click the center button on the top of 
the Novint Falcon. The target then disappeared and a new target appeared. Movement 
time, the primary response measure, was recorded from the time the start object or 
target was clicked to the time the next target was clicked. 

As previously stated, three target widths and three amplitudes of distance to target 
were used, creating nine unique width-distance pairs. Each pair was replicated three 
times in a trial, resulting 27 total target objects in each trial. The feedback in each trial 
was provided in a random order. Aside from feedback, the main trials were identical. 

Following the main trials, subjects completed a survey to rank their preference for 
feedback and assessed their perceived performance under each feedback type. 
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3 Results and Discussion 

The results for Fitts' parameters can be seen in Table 1, grouped by feedback type. 

Table 1. Fitts parameters a, b, and IP, by feedback type 

Haptic Vibration None

a 0.57 -0.02 0.35

b 0.33 0.56 0.46

IP 3.00 1.77 2.20  
 

The Index of Performance had clear implications about the effect of the feedback 
on performance. The significantly higher IP of 3.00 bits/s for the haptic attractive 
force feedback significantly outweighs the IP of 1.77 bits/s for vibration feedback. 
While the addition of assistive feedback of any time would presumably improve 
performance, the IP for vibration feedback was actually lower than that of the no 
feedback trials. 

A plot of the average movement time for each given ID provides more insight into 
the relationship. Figure 2 presents a plot of average MT by ID for each type of 
feedback. 
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Fig. 2. Plot of average movement time by index of difficulty for each feedback type 

Of interest are the data points for lower IDs. The overlap of the three data series 
implies that the task difficulty at these levels was low enough to not generate different 
user behavior under the conditions, meaning users could likely complete the task 
purely with ballistic motion. Furthermore, the coefficients of determination, or r-square 
values, for the linear regression are 0.976 for vibration, 0.923 for no feedback, but only 
0.837 for haptic feedback. To analyze only the data for which the ID is sufficient to 
require both ballistic and homing motion, the analysis is repeated after removing the 
lowest 3 IDs. Table 2 contains the adjusted Fitts' parameters a, b, and IP. 
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Table 2. Adjusted Fitts parameters a, b, and IP, by feedback type for highest 6 IDs 

Haptic Vibration None

a -0.03 -0.23 -0.14

b 0.48 0.61 0.57

IP 2.10 1.63 1.75  

 
The adjusted values show a similar relationship between feedback types. The IP for 

haptic attractive force feedback still remains the highest at 2.10 bits/s, no feedback at 
1.75 bits/s, and vibration indicated performance below the no feedback condition at 
1.63 bits/s. The adjust plot can be seen in Figure 3. 

1.50

1.75

2.00

2.25

2.50

2.75

3.00

3 3.5 4 4.5 5

M
ov

em
en

t T
im

e 
(in

 s
ec

on
ds

)

Index of Difficulty (ID)

Haptic

Vibration

None

 

Fig. 3. Adjusted movement time by index of difficulty for each feedback type 

The coefficients of determination indicated a much better fit. For haptic attractive 
force feedback, the value is 0.967, for vibration 0.978, and for no feedback 0.949. The 
linear regressions were a better fit for this set of IDs. With a sufficiently high ID to 
require both ballistic and homing motion, human performance in a three dimensional 
virtual environment conforms to the parameters of Fitts' Law. Furthermore, haptic 
attractive force indicates an improved performance. Because of the implementation of 
the attractive force feedback, the constant amplification of motion towards the target 
should minimize the need for error correction, increasing efficiency in error 
correction and improving the accuracy of ballistic motion. By improving the 
alignment and accuracy of ballistic motion, less time should be required for fine 
homing motion to touch the target, reducing overall movement time. 

To complement the performance results, subjects were asked to self-rate their 
performance by feedback type. Figure 4 shows the results of user self-rating of 
performance. 
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Fig. 4. Self rating of performance by feedback type 

These results closely match performance results. Subjects believed their 
performance to be significantly better with the haptic attractive force. This is the 
expected outcome for assistive feedback. The goal of providing additional assistive 
feedback was to both improve performance and improve a user's experience. The 
vibration results are consistent with previous research on human response to 
vibration. The sense of urgency is elicited from the feedback. Regardless of whether 
the vibration conceptually would help, the human reaction is innately negative, 
possibly influencing the end performance. 

Subjects were also asked to rank their preferred feedback, as seen in Figure 5. 
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Fig. 5. Frequency count of user preference ranking 

The subjective ranking indicates a strong preference for haptic feedback. Similar to 
performance and self-assessment of performance, subjects showed a lack of interest in 
vibration feedback, again related to the natural sense of alarm induced by vibration. 

4 Conclusion 

Subjects completed a pointing task similar to the original Fitts task, in a three 
dimensional virtual environment with and without haptic feedback. Results indicate 
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that Fitts' Law holds true for this scenario, with a linear relationship between ID and 
MT. Haptic attractive force feedback elicited the best performance results, along with 
high user ranking in preference. Vibration feedback resulted in performance similar to 
no feedback, however user preference was generally low for this feedback. Subject 
self-assessment of performance was consistent with actual performance results. 
Ultimately haptic attractive force feedback has a positive effect on performance and 
users also indicate a preference for the feedback. 

Further studies may look at a broader scope of haptic feedback to generate a more 
clear depiction of human performance. There may be other scenarios or ways to 
implement vibration feedback that positively influence performance and improve user 
perception. Haptic feedback may also have more applicability in different virtual 
environments where the additional multimodal feedback may have a greater effect. 
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Abstract. We propose an alternative way to display haptic feedback in ubiquit-
ous computing. We develop a haptic vest that can display detailed haptic  
feedbacks by utilizing 5x12 arrays of vibrotactile actuators. We conducted a 
preliminary user testing on 34 stimuli (with four different directions) to measure 
the effectiveness of various vibrotactile patterns. We have discovered that each 
stimulus within a given direction has different properties in terms of their  
apprehensibility and comfort. 

Keywords: Wearable computing, haptic rendering, haptic perception. 

1 Introduction 

In recent years, haptic feedback has been intensively researched as the next generation 
of multimodal human computer interaction. The user experience that revolves around 
haptic feedback is not only limited to the material properties, such as softness or 
hardness, the recent advance in information technology also makes it applicable to be 
used in various forms. Furthermore, haptic feedback plays indispensable roles in  
several scenarios due to its unique characteristics, such as the capability of delivering 
private information in a non-intrusive way. Therefore, it can be applied on numerous 
purposes such as wayfinding [1] or therapy [2]. 

However, to fully utilize its potential, it is important to explore the spatial and  
temporal characteristics in designing haptic devices. Therefore, we propose the design 
of a wearable haptic vest as a supportive tool in navigation in this study. 

This paper mainly explores the user experience of interacting with the haptic vest 
as a navigation system. The basic design concept of our proposed haptic vest is the 
idea that users get the information regarding direction by sensing vibrations from 
5x12 arrays of actuators. The main consideration is to explore the most effective way 
to convey the directional information to users. Furthermore, the comprehensive  
understanding regarding this phenomenon could be used to propose a better solution 
for users on interacting with haptic vest or other haptic wearable devices in general. 
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within 5x12 arrays of actuators. Users sense the haptic information when they come 
in contact with the vibration. Figure 1 shows the outer and inner view of the haptic 
vest. However, when worn, the actuators are within the inner side of the haptic vest. 

4 Research Method 

4.1 Participants 

Sixteen subjects (7 males and 9 females) participated in the experiment. All subjects 
are undergraduate students from School of Design, Kyushu University. 

4.2 Experiment Setting 

Our experiment subject wears the haptic vest as shown in Figure 2. The user testing 
experiment is done by the following sequence: 

1. The subject is asked to wear the haptic vest and sit throughout the experiment. 
2. A stimulus is chosen randomly and exposed to the subject. The stimulus is being 

played in a continuous loop until the subject gives a response. 
3. The subject was asked to choose between four directions (back, front, left, and 

right) based on his/her perceived direction of the haptic stimulus. 
4. After giving a guess on the direction, the subject were told whether the stimulus 

point the same direction as his/her guess or a different one. 
5. The subject were asked to rate the stimulus’ comfort and apprehensibility on a five 

step Likert scale. 
6. The process is repeated from step (2) until the last stimulus has been exposed. 

 

Fig. 2. Experiment setting for the usability test 

The experiment is done within one hour for each subject. Before the real experi-
ment begins, users were subjected to “a training session” by guessing and giving  
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subjective evaluations (on comfort and apprehensibility) on one random dummy sti-
mulus. In this experiment, we used FM34F2 as the vibrotactile actuators. 

4.3 Haptic Patterns 

Our stimuli for the user testing experiment consist of 34 unique haptic patterns, each 
indicate one of four main directions (back, front, left, or right). These patterns include 
eight front patterns, eight back patterns, nine left patterns, and nine right patterns. 
Each stimulus varies on the vibration strength, haptic pattern, and the total exposure 
time (Figure 4, 5, 6, and 7). The levels of vibration strength in those figures are de-
scribed by color contrasts, as illustrated in Figure 3. We prepared fourteen different 
levels of vibration strength. The strengths are proportionally increased as a linear 
function. For instance, level 2 is twice as strong as level 1 and level 3 is three times as 
strong as level 1. 

 

Fig. 3. Fourteen different levels of vibration strength 

 

Fig. 4. Haptic patterns for the back direction 

                                                           
2  Small disk-shaped vibration motor that is manufactured by T.P.C. 
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Fig. 5. Haptic patterns for the front direction 

 

Fig. 6. Haptic patterns for the left direction 
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Fig. 7. Haptic patterns for the right direction 

To obtain a comprehensive understanding of perceived haptic sensation to the  
upper torso, various types of patterns are tested in this experiment. The patterns are 
varied from simple static binary patterns [e.g., Back-6 (B6) and Front-4 (F4)], static 
gradation patterns [e.g., Left-9 (L9) and Right-4 (R4)], to dynamic gradation patterns 
(e.g., L1 and R2). In addition, for the lateral patterns, we prepared two patterns that 
resemble Japanese character for left (L8) and right (R7).  

5 Experiment Results 

The result of the user testing experiment is summarized in Table 1 and visualized in 
Figure 8. It can be concluded that haptic patterns within the top-right corner of Figure 
8 are preferred by users, due to their high ratings of comfort and apprehensibility. 

For the left direction, relatively simple patterns (e.g., L2, L7, and L9) are preferred 
to complicated patterns (e.g., L5, L6, and L8). The similar finding of their mirrored 
version can be observed for the right direction. In this direction, simple patterns are 
also preferred (e.g., R4, R6, R8) to complicated right patterns (e.g., R1, R5, R7). 
However, the patterns that resemble Japanese characters for left (L8) and right (R7) 
are not preferred by users and have low apprehensibility ratings. 

For the back direction, although almost all haptic patterns have relatively high  
ratings of comfort and apprehensibility (with the exception of B8), simple patterns 
like B2, B3, and B6 are preferred by users. However, for the front direction, all haptic 
patterns have low rating on comfort. Simple patterns like F2, F3, and F4 can be  
described as preferable patterns due to their high ratings on apprehensibility. 
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Table 1. Corresponding directions, percentage of correct scores, apprehensibility, and comfort 
of each haptic pattern 

Haptic 
Pattern* Direction 

Correct 
Scores 
(%)** 

Apprehen
sibility  

(average) 

Apprehensi
bility (st. 

dev.) 

Comfort 
(average) 

Comfort 
(st. dev.) 

B1 Back 93.75 3.312 0.946 3.562 1.094 
B2 Back 100 4.125 0.885 3.562 0.892 
B3 Back 100 4.312 0.873 3.562 0.964 
B4 Back 87.5 3.312 1.352 3.625 0.957 
B5 Back 100 3.75 0.856 3.625 0.885 
B6 Back 100 4.5 0.73 3.687 0.873 
B7 Back 100 2.5 1.155 3.125 1.025 
B8 Back 93.75 2.875 1.455 3.062 0.854 
F1 Front 100 3.625 0.957 2.75 0.856 
F2 Front 100 4.562 0.727 2.562 1.094 
F3 Front 100 4.187 1.047 2.625 1.025 
F4 Front 100 4.437 1.153 2.5 0.966 
F5 Front 100 3.75 0.856 2.625 1.025 
F6 Front 100 4.062 1.237 2.312 1.014 
F7 Front 100 3.625 1.204 2.625 0.719 
F8 Front 100 3.125 0.957 2.5 1.095 
L1 Left 75 3.187 1.167 3.312 0.873 
L2 Left 87.5 3.187 1.109 3.562 1.031 
L3 Left 100 4.625 0.619 2.312 1.195 
L4 Left 100 3.375 0.719 2.875 0.619 
L5 Left 81.25 2.5 1.033 3.062 0.854 
L6 Left 6.25 1.5 0.632 3.25 1.065 
L7 Left 100 4 0.894 3 1.155 
L8 Left 6.25 1.5 0.632 3.187 1.109 
L9 Left 100 4.5 0.816 2.812 0.981 
R1 Right 100 2.625 1.088 2.812 0.75 
R2 Right 100 3.062 1.289 3.187 0.911 
R3 Right 100 4.625 0.619 2.687 1.138 
R4 Right 100 4.187 0.981 3.125 0.957 
R5 Right 12.5 1.687 0.704 3.125 1.258 
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As described in section 5, front vibrations generally elicit uncomfortable sensation, 
although they are relatively easy to apprehend. Furthermore, among all of the four 
directions, our subjects report that back vibrations are the most comfortable.  

The ratings for haptic patterns for lateral directions (left and right) vary from “very 
hard to apprehend” to “very easy to apprehend.” On the other hand, lateral vibrations 
generally have medium level of comfort. For lateral directions, simple haptic patterns 
are easy to apprehend and perceived to be comfortable, such as R4, R8, L7, and L9. 
However, there are exceptions, i.e., some simple haptic patterns are evaluated to be 
uncomfortable although they have high apprehensibility ratings (e.g., L3 and R3). On 
the other hand, users rate complicated patterns, such as those that resembles Japanese 
characters (i.e., L8 and R7) to be difficult to apprehend. This finding suggests that 
users do not have enough capabilities do distinguish spatial properties when given 
haptic stimulation on their back. 

Haptic patterns for the back direction are generally rated to be comfortable and can 
be apprehend effortlessly. However, B8 and B7 scores relatively low on both comfort 
and apprehensibility. 

Furthermore, haptic patterns for the front direction have low scores on comfort. 
Therefore, the proposition to determine preferable patterns for this direction should be 
made only based on their apprehensibility. 

From these haptic patterns analysis, we can suggest that spatial and temporal prop-
erties of the vibration’s strength play an important role in haptic navigation system. 
There are notable findings that should be considered when these patterns are adapted 
for navigation. The lateral directions may use similar types of vibration (i.e., the mir-
rored patterns), while the forward and back directions should utilize distinct vibration 
types. Furthermore, when designing the vibration type of going forward, some users 
report that they may miscomprehend it as the signal that tells him/her to stop instead 
of going forward, due to the discomfort. 

Furthermore, we have observed that different parts of the body experience the  
haptic stimulation in different ways. In general, the area around the waist is the most 
sensitive part of the body. Furthermore, when given the same strength of vibration, 
the front one is perceived to be stronger and more uncomfortable compared to the 
back one. Therefore, the best way to make users effortlessly apprehend the haptic 
pattern is to keep it simple and localized within a certain part of the body. 

7 Conclusion and Future Works 

In this paper, we have proposed 5x12 arrays of vibrotactile actuators that are installed 
inside the haptic vest as a possible method of displaying sophisticated haptic stimuli. 
Furthermore, according to the user testing, basic characteristics of perceived haptic 
stimulation to the users, such as comfort and apprehensibility, have been explored. 

We have confirmed that users evaluate back vibrations to be the most comfortable 
one, while front vibrations are generally evaluated as uncomfortable. Users generally 
preferred simple haptic patterns to complicated ones, and rate those patterns highly 
both in terms of comfort and apprehensibility. However, there are some exceptions to 
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this finding, such as simple haptic patterns that have high vibration strength. Those 
patterns typically have low score of comfort, although they are still rated to be highly 
apprehensible. 

Future works will include the installation of wireless technology to the haptic vest, 
application development, and the improvement of its user interface.   
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Abstract. We propose a classification method of tactile sensations elicited by 
artificial haptic stimuli by using Japanese onomatopoeias/adjectives. This me-
thod classifies adjectives based on user subjective perception and plot basic 
components of artificial haptic stimuli. The comparison of perceived tactile  
sensations from artificial haptic stimuli and genuine physical materials is also 
discussed in this paper. 

Keywords: Touch perception, artificial haptic stimuli, Japanese onomatopoeia, 
Principal Component Analysis. 

1 Introduction 

In this age of media and telecommunication, haptic feedback plays an indispensable 
role. Haptic feedback is often used simultaneously with visual or audio feedback. 
However, when separately used, it still has a capability to convey non-intrusive mes-
sages. Notable examples of its importance can be found in various devices, such as 
mobile phone, Personal Digital Assistant (PDA), game controllers, and medical in-
struments. Furthermore, haptic feedback also plays a significant role for supporting 
daily lives of visually impaired persons. 

On the other hand, haptic feedback design still has remaining problems. Even in 
this age of media and telecommunication, it is still limited to a combination of simple 
force patterns. The study about haptic perception is still limited, especially the study 
regarding sensations elicited by artificial haptic stimuli. 

This study proposes a classification method for explaining tactile sensation gener-
ated by artificial haptic stimuli. In this study, we evaluate 100 randomly generated 
artificial vibrotactile stimuli with subjective evaluation method (Semantic Differential 
Test) and develop a texture phase diagram using the result from Principle Component 
Analysis. In the sixth section, detailed analysis of the texture phase diagram and its 
comparison with preceding researches will also be discussed. 
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2 Related Works 

The attempts of interpreting the correlations between haptic perceptions and physical 
properties of materials have been discussed in previous studies. Chen et al. [1] and 
Shirado et al. [2] suggested correlation model to explain the relationships between 
touch perception and surface physical properties. Shirado et al. [3] proposed a model-
ing of tactile texture recognition mechanism using human subjective evaluation and 
computer simulation based recognition model. Furthermore, Hollins et al. [4] and Tiest 
et al. [5] utilizes Multi Dimensional Scaling to analyze and explain haptic perceptions. 

A method to classify tactile textures by using Japanese onomatopoeia has been 
proposed by Hayakawa et al. [6]. They used 42 Japanese onomatopoeias and Seman-
tic Differential Test to develop a distribution diagram that can explain the correlation 
between tactile perception and physical characteristics of materials. 

3 Research Objective 

The main objective of this study is to explore the correlation model of tactile percep-
tions that are induced by artificial vibrotactile stimuli. The correlation model can  
be used to determine cumulative effect that artificial vibrotactile stimuli contribute 
towards overall tactile perception and relative importance of each extracted compo-
nents. The cumulative effect can determine whether artificial vibrotactile can be used 
as an adequate replacement of genuine physical materials or not. 

4 Experiment Method 

4.1 Participants 

Fourteen subjects (7 males and 7 females; mean and standard deviation of age were 
21.4 and 1.4, respectively) participated in the experiment. All subjects are native 
speakers of Japanese. 

4.2 Stimuli 

Selective Stimulation Method 
The theory behind selective stimulation method is that tactile receptors in the human 
skin cannot sense physical factors directly. They can only detect inner skin deforma-
tion caused by contact with objects [7]. Therefore, we may be able to use artificial 
tactile stimulation to activate tactile receptors’ nerves as if they were being activated 
by physical properties of tangible material. 

The selective stimulation method is based on the direct manipulation of three tactile 
receptors: Fast Adapting Afferents Type I (FA1), Fast Adapting Afferents Type II 
(FA2), and Slow Adapting Afferents Type I (SA1). Each receptor has spatial and tem-
poral response characteristics for physical stimulation, as described in Figure 1. Each 
receptor also causes subjective sensation that corresponds to inner skin deformation. 
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Stimuli Playback 
100 stimuli were generated in this experiment and evaluated by our subject partici-
pants by Semantic Differential (SD) test. The values for six variables of haptic  
stimulus, as described in Table 1 were chosen randomly. There were no stimuli with 
identical combination of those six variables. In this experiment, vibrotactile stimuli 
were displayed using vibrotactile actuators (Figure 2-b). 

4.3 Onomatopoeias 

Japanese onomatopoeias were used for subjective evaluation test (Semantic Differen-
tial Test). This study adopts 42 onomatopoeias from Hayakawa et al. [6] and Japanese 
Onomatopoeia Dictionary [9]. After preliminary testing, 17 onomatopoeias were se-
lected for Semantic Differential Test and constructing Principal Component Analysis 
(PCA) Diagram. List of onomatopoeias and its English equivalent is described in 
Table 2 [10]. However, the English equivalent in Table 2 may have different mean-
ing, which depends on its context. 
 

 

 

 

 

 

  (a)     (b) 

Fig. 2. (a) Stimuli design by superposition in this research (b) A prototype to display vibrotac-
tile stimuli that consist of a pair of vibrotactile actuators and digital amplifier 

4.4 Procedure 

The experiment was conducted in a room with minimum noise and controlled temper-
ature. The stimuli were generated by vibrotactile actuators as described in Figure 2-b. 
The stimuli were continuously played while the subject giving scores to Semantic 
Differential (SD) test. In this study, we used 7-point Likert scale SD questionnaire, 
both end of bipolar scale consists of “strongly felt” and “not felt at all.” There were 17 
onomatopoeias and 100 stimuli for SD test, therefore we had 1700 set of data from 
each participant. 

The experiment was held in an hour time limit, i.e. each participant was con-
strained not to answering more than one hour in a day. If participant couldn’t finish 
all 100 stimuli within one hour, the experiment was rescheduled on a latter day.  
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This experiment took approximately a month to finish. All of the data extracted in this 
experiment were analyzed using R statistics [11]. 

 

Table 2. List of onomatopoeias for subjective evaluation questionnaire 

Onomatopoeia 
(in Japanese) 

English Equivalent 
Onomatopoeia 
(in Japanese) 

English Equivalent 

Kasakasa 
A coarse, dried out 
feeling 

Nurunuru 
Greasing, soaping, 
making slippery 

Gasagasa 
A coarse, dried out 
feeling, coarser than 
kasakasa 

Nechanecha 
Adhesive, like glue, 
viscous, greasy 

Kunyakunya Soft, flexible, supple Nechonecho Slimy* 

Gunyagunya Soft, disfigured Korikori Scraping, crunchy 

Gorigori 
Hard, having a hard 
core 

Jyarijyari Sandy, gritty 

Sarasara Smooth, light, dry Jyorijyori Bristly* 

Subesube Smooth, slippery Kochikochi Sore and stiff 

Tsurutsuru 
Smooth, slippery 
(stronger than sub-
esube) 

Nyurunyuru Squirm, slip away 

Numenume Smooth, slimy   

*) The English equivalent could not be found in the reference and a Japanese native 
speaker were asked to describe the meaning 

5 Results 

The result of Principal Component Analysis (PCA) of 17 adjectives is described in 
Table 3 and its visualization is depicted in Figure 3.  In this study, 3 principal com-
ponents extracted cumulative explained variance of 56.52%, which means that the 
current model can explain 56.52% of the overall touch perception. 

The first principal component (PC1, 27.17% of variance) has positive correlation 
with “nurunuru” and “numenume”; Second principal component (PC2, 19.27% of 
variance) positively correlate with “sarasara” and “subesube,” and negatively corre-
late with “jyarijyari” and “jyorijyori”; Third principal component (PC3, 10.07% of 
variance) positively correlate with “kochikochi” and “korikori,” and negatively  
correlate to “kunyakunya” and “gunyagunya.” 

Two-dimensional plotting of PC1 & PC2, and PC2 & PC3 are depicted in Figure 
3-a and Figure 3-b, respectively. 
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Table 3. Component loadings for 17 onomatopoeias for 3 Principal Components 

Onomatopoeia PC1 PC2 PC3 Onomatopoeia PC1 PC2 PC3 

Kasakasa -0.19 -0.10 0.07 Nurunuru 0.38 -0.05 0.01 

Gasagasa -0.18 -0.33 0.03 Nechanecha 0.33 -0.17 -0.03 

Kunyakunya 0.26 -0.15 -0.30 Nechonecho 0.33 -0.17 -0.02 

Gunyagunya 0.26 -0.19 -0.28 Korikori 0.13 -0.25 0.32 

Gorigori 0.02 -0.32 0.19 Jyarijyari -0.13 -0.37 0.22 

Sarasara 0.10 0.35 0.32 Jyorijyori -0.11 -0.35 0.27 

Subesube 0.21 0.32 0.36 Kochikochi 0.05 -0.19 0.45 

Tsurutsuru 0.25 0.24 0.35 Nyurunyuru 0.36 -0.07 -0.07 

Numenume 0.37 -0.08 0.01     

 

    (a)                 (b) 

Fig. 3. Texture phase diagram of 17 onomatopoeias based on Principle Component Analysis 

6 Discussion 

6.1 Analysis of Texture Phase Diagram 

Each principal component can be renamed according to the adjectives that  
have strong correlation with it. Another matter that needs to be considered is the  
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comparison to preceding researches by Hayakawa et al. [6] and Hollins et al. [4]. Our 
experiment result suggests that the adjectives that correlate with PC1, PC2, and PC3 
represents moisture, friction, and hardness, respectively. This finding is in accordance 
with Hayakawa et al. (friction, hardness, and moisture) and similar with Hollins  
et al. who propose softness-hardness and roughness-smoothness as two of the most 
important element in tactile sensation.  

The plotting of 3 basic components of artificial vibrotactile stimuli, i.e.: FA1 (~30 
Hz), FA2 (~225 Hz), and SA1 (~5 Hz) are described in Figure 4.  This plotting is 
approximate and based on average score of each adjective. FA1 corresponds to  
“jyarijyari,” “jyorijyori,” and “gasagasa”; FA2 corresponds to “gasagasa” and  
“kasakasa”; and SA1 corresponds to “kunyakunya” and “gunyagunya.”  

The superposition of more than one basic component (FA1, FA2, or SA1) results 
in a combined properties from both components in the new stimulus. For example, 
combining SA1 and FA1 will result in vibrotactile stimuli that correlate with “kunya-
kunya,” “gunyagunya,” “jyarijyari,” “jyorijyori,” and “gasagasa.” Furthermore, the 
non-existence of a basic component (FA1, FA2, or SA1) will cause a haptic stimulus 
to be located on the opposite polar of its counterpart. For example, stimulus with very 
low Amplitude_FA1 is located nearby “sarasara,” “subesube,” and “tsurutsuru.” 

 

         (a)                 (b) 

Fig. 4. Texture phase diagram of 17 onomatopoeias based on Principle Component Analysis 
and artificial stimuli plot 
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6.2 Comparison between Texture Phase Diagram of Physical Materials and 
Artificial Stimuli 

This study gives similar result to previous studies in texture phase mapping, as de-
scribed in section 6.1. However, there are some differences that are discovered in this 
study. Although our experiments yield the same principal components as Hayakawa 
et al., we found that the order of principal components is different. In texture phase 
diagram of physical materials by Hayakawa et al., the order of principle components 
are friction, hardness, and moisture, as measured by the number of variance ex-
plained. However, we found that dampness (PC1, 27.17% of variance) is the principle 
component that explains most of the variance, followed by friction (PC2, 19.27% of 
variance) and hardness (PC3, 10.07% of variance). We argue that vibrotactile actua-
tors cannot adequately generate hardness sensations and more suitable to be used for 
generating friction or moisture sensations. Directly stimulating Meissner or Pacinian 
corpuscle by vibrotactile actuators can emulate those sensations. 

7 Conclusion and Future Works 

This study has proposed a new classification method of tactile sensations generated 
by artificial vibrotactile stimuli. A texture phase diagram has been developed that can 
be used to explain the correlation between artificial vibrotactile stimuli and tactile 
perception. In addition, the comparison to tactile sensations generated by physical 
materials has also been discussed. 

Furthermore, although the explained cumulative variance is relatively low 
(56.52%), it suggests that artificial vibrotactile stimuli may not adequately emulate 
tactile sensations that are generated by genuine physical materials. However, this 
result proposes a new insight towards possible applications of artificial tactile stimuli 
in the future. 

Future works will include expanding the model with possible addition of new 
onomatopoeias/adjectives, developing preliminary device prototype that utilized 
touch perception model in this research, and developing its corresponding user inter-
face. Specifically, the future works will be aimed at developing comprehensive tactile 
mapping and symbol that can be used to convey message universally. 
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Abstract. Haptic icons are useful for blind people as well as normal people to 
perceive information from their environments. Thus, lots of efforts were given 
to designing usable haptic icons, but not much progress was made in designing 
haptic icons so far, in terms of variety and intuitiveness. The purpose of this 
study is to investigate how to match vibrotactile stimuli with representational 
information or abstract concepts to design a variety of and intuitive haptic 
icons. We employed the bi-directional approach to ask users about their 
association between representational information/abstract concepts and 
perceived vibrotactile stimuli. Two-staged experiments were conducted with 
forty participants. From the experiments, verbal descriptions corresponding to 
each of 36 vibrotactile stimuli and drawings of vibration corresponding to each 
of 27 representational information/abstract concepts in the context of human-
computer interaction were collected. We can conclude that the associations that 
users described from these experiments would provide the foundation for 
designing more intuitive haptic icons in enough variety. 

Keywords: Haptic icons, vibrotactile stimuli, representative information, 
abstract concepts, intuitiveness. 

1 Introduction 

Haptics comprises the studies related to delivering information based on senses of 
touch and to developing instruments to facilitate information delivery. Although 
visual and auditory channels have been considered as two main communication 
channels of human bodies, recently, the haptic channel based on vibrotactile stimuli 
has been actively studied to support or replace visual and auditory channels [6, 8]. For 
example, haptic navigation aids for automotive drivers and surgical instruments based 
on haptic feedback are haptic applications as communication channels. And also, 
especially, the haptic devices as communication media help blind peoples to easily 
recognize information from their environments [3]. Thus, haptic channels are useful 
for both of normal people and blind people to perceive information from their 
environments. 

Likewise visual and auditory displays, the haptic displays are utilized as a medium 
between users and information providers for effective and efficient communication. 
Visual and auditory displays may often employ visual and auditory icons for users to 
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intuitively understand information [1]. In the same vein, haptic displays need haptic 
icons that are as much usable as visual and auditory icons. Even though lots of efforts 
were given to designing usable haptic icons [2, 4, 7], not much progress was made in 
designing haptic icons so far, in terms of variety and intuitiveness. Therefore, this 
study was motivated on how we design haptic icons that have intuitiveness and 
intimacy with users.  

The purpose of this study is to investigate how to match vibrotactile stimuli with 
representational information or abstract concepts to design a variety of and intuitive 
haptic icons. Haptic icons should be distinguishable from each other and easily 
learned by users. So, this study tries to find what kinds of representational information 
or abstract concepts users associate with specific vibrotactile stimuli.  

2 Methods 

We employed the bi-directional approach to ask users about their association between 
representational information/abstract concepts and perceived vibrotactile stimuli: 1) 
asking users what kinds of representational information/abstract concepts are to be 
delivered by each vibrotactile stimulus; and 2) asking users to draw proper 
vibrotactile stimulus to deliver each representational information/abstract concepts. 
By this bi-directional approach, two-staged experiments were conducted and a total of 
forty participants took part in the experiments.  

2.1 Apparatus 

In order to generate vibrotactile stimuli that were used in the first stage, we utilized 
the vibration excitation system, which was designed to generate sinusoidal vibration 
with a range of frequency and amplitude. This vibration excitation system included 
the mini-shaker (Brüel and Kjær Type 4810) and a programmable function generator 
(Tabor Electronics WW5062) as the key components. The operating frequency range 
of the mini-shaker is DC - 18,000 Hz, and the maximum bare table acceleration 
amounts to 550 m/s2 (55.1 g) in the frequency range of 65 Hz - 4,000 Hz. The 
programmable function generator was controlled by a waveform creation software 
(ArbConnection 4.x) in PC. 

2.2 Experiments 

In the first stage, 20 participants (8 males and 12 females; mean: 23.9 years old and 
standard deviation: 1.65 years old) took part in the experiment. They were presented a 
total of 36 distinguishable vibrotactile stimuli, which were generated by two kinds of 
combination: (1) Five types of frequency (320, 160, 80, 40, 20Hz) and four types of 
rhythm (vibrating in 100%, 75%, 50%, 25% of a second) with 20dB sinusoidal 
vibration; and (2) Five types of macro-wave pattern (horizontal, increasing, 
decreasing, increasing-decreasing, decreasing-increasing patterns) and four types of 
rhythm (vibrating in 100%, 75%, 50%, 25% of a second) with 160Hz and 20dB 
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sinusoidal vibration. And considering human-computer interaction context they were 
asked to describe a proper representational information/abstract concept that was to be 
delivered by each vibrotactile stimulus after perceiving each of 36 distinguishable 
vibrotactile stimuli in random order.  

In the second stage, 27 representational information/abstract concepts were 
selected by the results of the first stage experiments and other 20 participants (10 
males and 10 females; mean: 23.9 years old and standard deviation: 1.62 years old) 
participated in the experiments. They were asked to freely draw a proper vibrotactile 
stimulus with frequency, rhythm and macro-wave pattern that was to deliver each of 
27 representational information/abstract concepts in random order.  

3 Results 

The data resulted from the two-staged experiments were quite qualitative, because we 
collected the verbal descriptions corresponding to each of 36 vibrotactile stimuli from 
the first stage experiments and drawings of vibration corresponding to each of 27 
representational information/abstract concepts in the context of human-computer 
interaction from the second stage experiments. Despite such qualitative data we tried 
to analyze them in a way similar to quantitative analysis by counting the frequency of 
verbal descriptions and coding the drawings with 3-digit numbers. 

3.1 First Stage Experiments 

From the first stage experiments, 20 participants represented each of 36 vibrotactile 
(or haptic) stimuli as 15 to 28 descriptions that were used in the context of human-
computer interaction. Because many of these descriptions were duplicated one 
another in their meaning, we grouped them and selected most frequent 27 descriptions 
as representative information/abstract concepts for vibrotactile (or haptic) stimuli (see 
the first column of Table1). 

3.2 Second Stage Experiments 

From the second stage experiments, 20 participants drew a vibration for each of 27 
representative information/abstract concepts, and we coded them with 3-digit 
numbers (see Figure 1 and 2) as follows: (1) First digit: frequency type (1: high, 2: 
middle, 3: low); (2) second digit: macro wave type (1: horizontal, 2: increasing, 3: 
decreasing, 4: increasing & decreasing, 5: decreasing & increasing, 6: stepping down, 
7: stepping up); and (3) third digit: rhythm type (1: vibrating in 100%, 2: vibrating in 
75%, 3: vibration in 50%, 4: vibrating in 25% of a second). And then we made a 
frequency table per representative information/abstract concept, and resulted in  
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recommended haptic stimuli for each of representative information/abstract concept 
based on the highest frequency (see the second column in Table 1). We calculated 
Herfindahl-Hirschman Index (HHI), which indicated the concentration ratio 
(originally, it measures the amount of competition in the market) [5], and used it as a 
measure of consensus among 20 participants about haptic stimuli for each of 
representative information/abstract concept (see the last two columns in Table 1).  

As shown in Table 1, 15 distinguishable haptic stimuli are recommended to represent 
specific information/abstract concepts, even though some of recommended haptic 
stimuli repeatedly appear for representative information/abstract concepts. For example, 
‘211’, which is coded for vibration with middle frequency, horizontal macro wave type 
and vibrating in 100% of a second, appears for 8 representative information/abstract 
concepts. If we apply ‘normalized HHI > 0.025’ to find relatively good consensus 
among 20 participants about haptic stimuli for each of representative 
information/abstract concept, we can find that there are good consensus for 12 
representative information/abstract concepts, such as clicks/selecting, dragging/moving, 
detecting virus, program stopped/no response, error, completing actions, inputting 
data/typing, double-clicks/executing, in the middle of action/buffering/installing, 
deleting, alarm/message, booting. 

 

Fig. 1. An example of drawing coded as ‘214’ and representing ‘clicks/selecting’ 

 

Fig. 2. An example of drawing coded as ‘311’ and representing ‘dragging/moving’ 
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Table 1. Drawing results of haptic stimuli 

Information delivered 

by haptic stimuli 

Recommended 

haptic stimuli1 

Percent of votes 

for a recommended 

haptic stimulus 

HHI 
Normalized 

HHI 

Clicks/Selecting 214 45.0% 0.2600 0.1675 

Dragging/Moving 311 28.6% 0.1338 0.0616 

Detecting virus 211 22.7% 0.1446 0.0496 

Program stopped/No 

response 
214 25.0% 0.1150 0.0469 

Error 211, 213 20.0% 0.1150 0.0413 

Completing actions 211 22.7% 0.0992 0.0391 

Inputting data/Typing 213 20.0% 0.1150 0.0345 

Double-

clicks/Executing 
213 20.0% 0.1150 0.0345 

In the middle of 

action/Buffering/Installing 
211, 311 18.2% 0.1033 0.0343 

Deleting 133 20.0% 0.1200 0.0320 

Alarm/Message 213 20.0% 0.1050 0.0304 

Booting 213 20.0% 0.0950 0.0254 

New windows/Pop-

ups 
214 20.0% 0.0900 0.0250 

Sending-receiving 

files/Up-loading/Down-

loading 

211 20.0% 0.0850 0.0240 

Closing programs or 

windows 
133, 211, 214 13.6% 0.0868 0.0215 

Locking up 114 18.2% 0.0785 0.0209 

Scrolling down 214, 311 15.0% 0.0900 0.0200 

Undoing 114, 134 15.0% 0.0850 0.0196 

Warning 111, 212 15.0% 0.0950 0.0196 

Computer shut-down 211 15.0% 0.0800 0.0143 

Creating folders, files 

or shortcuts 
221 15.0% 0.0800 0.0143 

 

                                                           
1  Three-digit means ‘frequency type - macro wave type - rhythm type’: (1) Frequency type (1: high, 2: 

middle, 3: low); (2) macro wave type (1: horizontal, 2: increasing, 3: decreasing, 4: increasing & 
decreasing, 5: decreasing & increasing, 6: stepping down, 7: stepping up); (3) rhythm type (1: vibrating 
in 100%, 2: vibrating in 75%, 3: vibration in 50%, 4: vibrating in 25% of a second). 
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Table 1. (Continued) 

Information delivered 

by haptic stimuli 

Recommended 

haptic stimuli 

Percent of votes 

for a recommended 

haptic stimulus 

HHI 
Normalized 

HHI 

Switching windows 214 15.0% 0.0800 0.0143 

Minimizing windows 331 15.0% 0.0750 0.0133 

Printing Six stimuli 10.0% 0.0800 0.0092 

Refreshing Four stimuli 9.1% 0.0620 0.0068 

Connecting internet or 

messenger 
211, 212, 222 10.0% 0.0650 0.0066 

Maximizing windows 124, 223, 321 10.0% 0.0650 0.0066 

 

4 Conclusions and Discussions 

From the two-staged experiments, we found what kinds of association between 
representational information/abstract concepts and vibrotactile stimuli users had in 
mind. First, from the first stage experiments we could select a total of 27 
representative information/abstract concepts related to human-computer interaction 
from 36 distinguishable vibrotactile (or haptic) stimuli. It means that these 27 
concepts are good candidates for information that can be delivered by haptic stimuli. 
Second, from the second stage experiments we could find which haptic stimuli could 
show relatively good representation for each of 27 concepts. Third, by introducing 
Herfindahl-Hirschman Index as a measure of consensus we could show how much 
users agreed that each of representative information /abstract concepts could be 
delivered by specific haptic stimuli. For example, ‘clicks/selecting’ is the 
representative information/abstract concept that users give the biggest consensus. 
Even though this study has some limitations as a preliminary study, including small 
sample size, the associations that users described from these experiments would 
provide the foundation for designing more intuitive haptic icons in enough variety. 
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Abstract. The effect of vibrotactile parameters were investigated on a 2D 
navigation task. Participants performed a simple navigation task reproducing 
directional information presented by a series of vibrotactile stimuli consisting of 
different levels of amplitude and frequency. Task completion time and degree 
of annoyance were measured. The results demonstrated that both frequency and 
amplitude had a significant effect on the responses. In addition, interaction 
effects between the two parameters were found on the responses. It was 
concluded that user performance and comfort are significantly affected by 
frequency and amplitude. The results give some insight into designing 
navigating information presented by vibrotactile display for visually impaired 
people. More studies with people with visual impairment and manipulation of 
other vibrotactile parameters are recommended to be applicable to the potential 
research.  

Keywords: Tactile display, vibrotactile, haptic, navigation. 

1 Introduction 

Most traditional computer-based machines have relied on visual presentation to deliver 
information to users. However, there are cases in which visual displays are 
inappropriate. For example, when interacting with in-vehicle systems, the visual 
sensory channel can be pressured from the constant information in the traffic scene 
itself. This can result in the cognitive capacities that drivers have at their disposal being 
overloaded (Van Erp & Van Veen, 2004). Another possible case in which non-visual 
communication is required is for people with a visual impairment. Therefore, it is 
important to consider using alternative modalities through which information can be 
presented. The use of the auditory sense as an alternative channel for communication 
has been widely investigated (Blattner, Sumikawa, & Greenberg, 1989). An alternative 
modality which might be beneficial in these cases is the sense of touch.  

The sense of touch, referred to as haptics, has been used to aid communication for 
people with visual impairments. For example, one use of the sense of touch by people 
with visual impairment is the Braille system, which enables them to read text. Anoth-
er method with potential for communication via haptics is vibration. It was proposed 
that vibrotactile stimuli could be used to present information by manipulating  
differ-ent parameters of vibration (Geldard, 1960).  



 Assessing the Effectiveness of Vibrotactile Feedback on a 2D Navigation Task 595 

 

Vibrotactile displays have recently been common in a variety of devices, such as 
mobile phones, handheld PCs and game console controllers. However, the types of 
vibration used in such devices are generally very simple and does not provide much 
information as a means of communication. Researchers have recently begun to ex-
plore the possibility of implementing vibrotactile displays for presenting more com-
plex information, such as in navigation (Van Erp & Van Veen, 2001; Van Erp & Van 
Veen, 2004). However, most research uses vibrotactile displays/feedback as 
secondary information channel in a specific application and only tests whether it is 
applicable and whether the user per-formance is enhanced. Little research has been 
conducted to investigate the effect of vibrotactile feedback as primary modality 
information on enhancing users’ spatial orientation.  

Vibrotactile navigation systems have been developed and investigated by many 
studies to aid navigation for a variety of fields including car drivers, pilots, and people 
with visual impairment. Van Erp and van Veen (2001) designed vibrotactile icons for 
an in-vehicle navigation system, using vibrotactile devices mounted in a car seat. In 
addition, Van Veen and Van Erp (2000) have investigated the use of a vibrotactile 
vest to provide navigation information for airplane pilots. It was found that tactile 
display would be particularly useful when pilots are in harsh conditions, and tactile 
information might be more readily received. In addition to aiding navigation in vehi-
cles, vibrotactile feedback has also been used to help blind or visually impaired peo-
ple to navigate. For visually impaired people, Ross and Blasch (2000) designed a 
wearable tactile display, which indicated whether the user was walking in the right 
direction or if a change of direction was needed (Ghiani, Leporini, & Paternò, 2008). 

Ghiani et al. (2008) developed mobile museum guide which provides vibrotactile 
feedback for blind users. It was designed to be easily plugged into PDAs to assist 
blind users in orientation. Geldard (1960) proposed that the main parameters of 
vibration are intensity (am-plitude), frequency, signal (waveform) duration, rhythm, 
and spatial location. This study investigated intensity and frequency as vibrotactile 
parameters for communi-cating navigation information. Intensity refers to the square 
of the amplitude of the signal. Since the terms intensity and amplitude are often used 
interchangeably, the term amplitude is mainly used in this study. Frequency refers to 
the rate of vibration and is expressed in Hertz (Hz). Simple navigation tasks were 
proposed with manipulation of these two parameters. We were interested in 
examining how the vibrotactile parameters affected user per-formance and annoyance 
on 2D navigation task. 

2 Methodology 

2.1 Participants 

Twelve participants were recruited from the student population at a local University. 
Their ages ranged from 19 to 23 years (M = 21.9, SD = 2.4). None of subjects had 
prior experience with a similar type of the experiment.  
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2.2 Apparatus 

A computer-controlled system was designed to generate vibrotactile information on a 
vibrotactile array. The computer controlled the trial conditions, manipulated 
parameters, and logged response data. The tactile display consisted of an elastic belt 
that subjects wore around their abdomen, on which the vibrotactile tactor array was 
attached. The tactor array was composed of four (C2 tactors (Engineering Acoustics, 
Inc). The C2 tactor incorporates a moving contactor that is lightly preloaded against 
the skin. When an electrical signal is applied, the contactor oscillates perpendicular to 
the skin, while the surrounding skin area is shielded with a passive housing. Four 
tactors contacted the left, right, front, and back of abdomen, to represent four 
directions (left(L), right(R), up(U), and down(D)) in the navigation task. 

2.3 Task Design 

The proposed navigation task was performed with the vibrotactile array belt which 
conveys direction information. The vibrotactile array belt has four tactors, each 
producing an independent vibration. A navigation task has a series of four vibrotactile 
stimulus. After the sequence of stimuli was presented, participants were required to 
mark a path in a grid paper with pencil. Each stimulus would represent one movement 
in the grid paper with specific direction. For example, if the sequence of vibrotactile 
stimulus is D-L-U-R and the participant correctly perceived the stimuli, a participant 
should draw a navigation path which is Down (D) first, Left (L), Up (U), and finally 
Right (R) from the starting point. Participants were asked to draw the path as quickly 
as possible and let the experimenter know when done with drawing. 

The proposed navigation task needs participants’ memory recall. The responses 
may be affected by a limited working memory capability. To this end, a screening test 
was designed to measure the participant’s vibrotactile working memory capability. In 
the screening test, the number of stimulus in each sequence increased  from 2 to 6. 
Based on the results from the screening task, participants with vibrotactile working 
memory less than 4 were removed from the data analysis. 

2.4 Experiment Design and Variables 

The experiment followed a factorial combination within-subject design. Amplitude 
and frequency were the independent variables. There were two levels of amplitude in 
the study. The amplitude level was created by choosing the gain value provided by the 
tactor controller: large amplitude (A1 = 4.1), and small amplitude (A2 = 1.0). Since 
only sinusoidal stimuli were available, frequency was the number of cycles of 
sinusoidal stimuli occurring in one second. There were three levels of frequency in 
the study: high frequency (F1= 349 Hz) (highest frequency available provided by the 
controller), medium frequency (F2 = 200 Hz), and low frequency (F3= 50 Hz). Task 
completion time and the degree of user’s annoyance were measured in terms of 
milisecond and rating scale 1(small) though 7(large) respectively.  
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2.5 Procedure  

The participants received instructions describing the experiment. They were asked to 
read and sign an informed consent. After the belt was fastened, they were asked 
whether they could distinguish vibration with different levels of parameters. The 
experiment started with a screening test. The screening test included 15 trials with the 
number of vibrotactile stimuli varying from 2 to 6. Five minutes break was provided 
after the screening test.  The experiment session was composed of 36 trials, with 4 
vibrotactile feedback in each trial. Rest was provided every 10 trials and whenever 
requested by the participant. In both the screening test and the following experiment 
session, the trials were completely randomized to avoid the sequence effect. During 
the second half of the trials, the participants were asked to mark a degree of 
annoyance between 1 and 7 for each trial. The whole experiment lasted around 45 
minutes. 

3 Result 

Each dependent variable was analyzed using an ANOVA with amplitude (high, low) 
x frequency (high, medium, low) factors. Post hoc analyses were completed using the 
Tukey HSD test with the alpha level set at .05. Table 1 summarizes the significant 
effects for the responses. 

Table 1. Significant effects for performance parameters 

Parameter Effect F-Value p-value 

Completion Time 

Frequency F2,426 = 99.15 <0.0001 

Amplitude F1,426 = 45.72 <0.0001 

Frequency*Amplitude F2,426 = 14.12 <0.0001 

Annoyance 

Frequency F2,426 =33.03 <0.0001 

Amplitude F1,426 = 31.55 <0.0001 

Frequency*Amplitude F2,426 = 9.20 0.0001 

 
Result showed that frequency had a significant effect on task completion time (F2, 

426 = 99.15, p = <0.0001). Post analysis of frequency showed that participants had 
significantly shorter completion time in medium frequency (M = 7686, SD = 4972) 
than high frequency (M = 10410, SD = 10239), which also had significantly shorter 
completion time than low frequency (M = 23625, SD = 15478). Amplitude (F1, 426 = 
45.72, p < 0.0001) was also found to have significant effect. Post analysis of 
amplitude showed that participants had significantly shorter completion time in large 
amplitude (M = 10565, SD = 10426) than small amplitude (M = 17250, SD = 14551).  

A significant interaction effect between frequency and amplitude was found, (F2, 

426 = 14.12, p < 0.0001). As Fig. 1 showed, the task completion time decreased as 
amplitude increased at all frequency levels. But, the decrease rate was much greater at 
low frequency than medium and high frequency. 
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Fig. 1. Interaction effect between frequency and amplitude on task completion time 

 

 

Fig. 2. Interaction effect between frequency and amplitude on annoyance 

In addition, frequency had a significant effect on the annoyance level (F2, 426 = 
33.03, p < 0.0001). Post analysis of frequency showed that participants had a 
significantly lower annoyance level in low frequency (M = 1.96, SD = 1.65) than 
medium (M = 3.03, SD = 1.54) and high frequency (M = 3.38, SD = 1.68). Amplitude 
(F1, 426 = 31.55, p < 0.0001) was also found to have significant effect. Post analysis of 
amplitude showed that participants had a significantly lower annoyance level in small 
amplitude (M = 2.37, SD = 1.67) than in the large amplitude (M = 3.20, SD = 1.69). 
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A significant interaction effect between frequency and amplitude was found (F2, 426 
= 9.20, p = 0.0001). As Fig. 2 showed, the user annoyance level increased as 
amplitude increased at all frequency levels. However, the increase rate also increased 
as frequency level increased. In other words, the increase rate was largest at high 
frequency, and smallest at low frequency. 

4 Discussion 

The results of the study illustrated the effect of the parameters of the vibrotactile 
display in a navigation task. A significant effect of the two parameters on task 
completion time and user annoyance was found.  

Amplitude is the most direct measure of whether the stimulus is strong or weak. 
Therefore, it is self-evident that vibrotactile stimuli with larger amplitude are easier 
for participants to perceive than those with smaller amplitude. In terms of annoyance, 
vibrators can generate sufficient heat to cause a painful sensation of heat on the user’s 
skin. In addition, tactile stimuli are hard to ignore if the user does not want to sense 
them (Van Erp & Van Veen, 2001). However, in the study, participants felt 
moderately annoyed in the large amplitude condition. Since the on-time duration of 
the tactile display was short (shorter than 2 seconds) users may not have been 
annoyed regardless of amplitude levels. To better understand how the participants' 
annoyance level changes, a time series analysis of annoyance level may help. To 
improve the task performance without sacrificing user friendliness, more levels of 
amplitude should be tested in future research. 

5 Conclusion 

This study investigated the effect of vibrotactile feedback on a navigation task. 
Vibrotactile amplitude and frequency were manipulated to present different patterns 
of vibrotactile stimuli. The participants performed 2D navigation tasks with 
vibrotactile stimuli conveying the moving direction. The results showed that all the 
parameters have a significant effect on user performance (task completion time) and 
comfort (the degree of annoyance). These results should provide insight to the real-
world applicability of the vibrotactile feedback as a primary modality information 
provider. 

In the present study all subjects were healthy people without any visual 
impairment. It is expected that vibrotactile would be a significant aid to those with 
visual impairment.  Therefore, more studies with the participants having visual 
impairment are needed to ensure that the results of the study will be applicable to 
those potential users. In addition, other vibrotactile parameters, such as on-time 
duration or rhythm, should be investigated.  
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Abstract. Magnetic field based Near Surface Haptic and Pointing Interface is a 
new type of pointing interface which provides mouse interactions, haptic  
feedback and other enhanced features. It could also be configured as a haptic 
display, where users can feel the basic geometrical shapes in the GUI by  
moving the finger on top of the device surface. These functionalities are  
attained by tracking 3D position of a neodymium magnet, using Hall  
Effect sensors grid and generating like polarity haptic feedback using an  
electromagnet array.  

Keywords: Pointing interface, haptic mouse, near surface haptic feedback,  
tactile display. 

1 Introduction 

The pointing devices are widely used as input interfaces to control and provide data to 
the graphical user interfaces (GUI) using physical gestures [1]. Movements and com-
mands send by those pointing devices are echoed on the screen by movements of the 
mouse pointer (or cursor) and other visual changes. Mouse is the most common poin-
ter device used today and there are also other devices such as track pad, track ball, 
stylus, and joystick. Recently, there were some attempts to add haptic feedback sensa-
tions to the pointing input interfaces. Most of those implementations used technolo-
gies such as piezoelectric actuators, pneumatic actuators and vibration motors. It can 
be understood that the addition of haptic sensations could enhance the attachment 
between the user and the computer [10].  

Haptic Mouse is a new type of pointing interface which provides mouse interac-
tions, haptic feedback and other enhanced features. The key advantage of this system 
over the other haptic pointer interfaces is that users do not required to touch the  
surface of the device. Instead the users could move the neodymium magnet worn on 
the fingertip near to the device surface and controls the cursor movement (Fig.1). As a 
result, it enables the haptic sensations in 3D space which will be a novel experience. 
Cursor movements are handled once the north pole of the neodymium magnet face 
downwards and mouse commands can be execute when south pole of the neodymium 
magnet downwards.  
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Different haptic sensations provided by this system can be felt like attraction, re-
pulsion and various patterns of vibrations. Furthermore, this interface can be confi-
gured as a Haptic display. It is possible for a user to move his/her finger on top of the 
surface and sense the basic shapes of the objects on the screen. Simple geometrical 
shapes which are bigger than 200 pixels can be sensed and identified. 

 

Fig. 1. Magnetic field based Near Surface Haptic and Pointing Interface system: User can move 
the neodymium magnet worn on the finger tip above the device surface and interact with the 
computer& sense haptic feedback for their inputs 

2 Related Works 

This section will discuss prior research with which the authors are arguing for the 
novelty value of the Magnetic field based Near Surface Haptic and Pointing Interface.  

Liquid Interface [2] was a previous work of authors, which utilizes ferrofluid as an 
output display and input buttons embodied with musical notes. Using a matrix of Hall 
Effect sensors, magnetic fields generated by neodymium magnets worn on the finger-
tips are measured and then converted into signals that provide input capability. This 
input actuates an array of electromagnets and generates ferrofluid bubbles. By match-
ing like polarities between the electromagnets and the neodymium magnet, haptic 
force feedback was achieved.  

FingerFlux [4] is an output technique which generates near-surface haptic feedback 
in interactive tabletops. It combines electromagnetic actuation with a permanent  
magnet attached to the user’s hand. FingerFlux provides enhanced features like, feel 
the interface before touching, attraction and repulsion, development of applications 
such as reducing drifting, adding physical constraints to virtual controls, and guiding 
the user without visual output.  

Texture Display Mouse[13] is a haptic offers the capability of displaying properties 
such as patterns, gratings, and roughness. The array can represent micro-scale shapes 
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with various surfaces, such as gratings, grooves, patterns, shapes of icons, and Braille, 
and provides the user with cutaneous stimuli. Tactile Explorer [5] is a device which 
provides access to computer information for the visually handicapped people using 
tactile sensations. The tactile mouse resembles a regular computer mouse, but differs 
in having two tactile pads on top that have pins that move up and down. 

Microsoft explorer mouse [6] is a commercially available mouse implementation 
which combines a light haptic sensation. Haptic-feedback, in the form of vibration 
through the touch-sensitive strip, indicates which one of the three scrolling speeds has 
been selected. Both Tactile Explorer and Microsoft tactile mouse are mouse imple-
mentations combined with Haptic. It supports enhanced haptic interactions. However, 
operations and sensations are limited to the device surface. Furthermore, the haptic 
actuation is limited to a small area of the device surface. 

3 System Overview 

Magnetic field based Near Surface Haptic and Pointing Interface contains three  
modules. They are Sensing System, Software Interface Driver and Actuation System. 
These three parts are described in the following sections. 

3.1 Sensing System 

Sensing mechanism basically concentrates the tracking of the neodymium magnet 
using an array of Hall Effect sensors. Hall Effect sensors array is a 2D implementa-
tion, as can be seen in the figure 1. The distance between two Hall Effect sensors of 
the array is 2cm along the X and Y directions. Once the neodymium magnet is  
moving on top of the sensors grid, sensors output DC voltage values which can be 
converted in to a digital using the ADC converters. We have implemented a scale to 
measure the strength of the magnetic field detected by the sensors. The scale contains 
values from 0 to 1024, where first half of the range (0-512) is used when a sensor 
sensed a magnetic field produced by the north pole of the neodymium magnet and 
second half of the range is used (513-1024) when a sensor sensed a magnetic field 
produced by the south pole of the neodymium magnet.  

We have recorded the outputs of a single Hall Effect sensor while changing the  
position of the neodymium magnet along X,Y, and Z axis. There, we have discovered 
that the sensor reading is at the highest reading for the Z axis in between the range 
from 0mm to 20mm. Therefore we had to lift the device surface 2cm above the  
sensors grid to obtain dynamically changing readings with the distance. We were able 
to track 3D position of the neodymium magnet which attached to the fingertip, up to 3 
cm above the device surface. The mathematical model used to track the position is 
mentioned in the section 3.2.  

3.2 3D Localization Algorithm 

To move the mouse pointer in the screen we have used the Neodymium magnet  
attached in the finger tip. By moving the particular finger user was able to change the 
position of the mouse pointer. It is crucial to detect the correct position of The neo-
dymium magnet over the time because failing to localize the magnet interrupt the 
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continuous movement of the mouse pointer. In our previous work [14] we have pre-
sented a 2D localization algorithm to determine the position of the magnet. However, 
its accuracy was limited to surface of the device. Once the neodymium magnet it 
some millimeters above the surface at some points the system has failed to detect the 
magnet. To overcome the shortages of the previous algorithm and looking for the 
possibilities to apply 3D gestures we have developed a new 3D localization algorithm. 

We have done a preliminary experiment is to investigate the variation in the  
magnetic field strength vs. the distance of all three axes and determine the strength of 
the magnetic field. This experiment was conducted by positioning the neodymium 
magnet on top of the Hall Effect sensor and measure output readings at various  
distances in all three axis and results are shown in the Table 1.  

Table 1. Halleffect sensor readings for the X,Y and Z axis 

Distance X Y Z 
0 963 960 955 

2.5 933 933 931 
5 895 893 898 

7.5 840 839 835 
10 765 760 757 

12.5 672 675 665 
15 635 635 636 

17.5 597 588 590 
20 563 565 564 

22.5 543 542 543 
25 528 527 523 

27.5 519 518 520 
30 513 514 516 

Table 2. Exprissions to determine the distance between the hall effect sensor and neodymium 
magnet based on the hall effect readings 

Distance(mm) M C Expression 
0-2.5 -12 963 Y=-12X+963 

2.5-5 -15.2 971 Y=-15X+971 

5-7.5 -22 1005 Y=-22X+1005 

7.5-10 -30 1065 Y=-30+1065 

10-12.5 -37.2 1137 Y=-37.2X+1137 

12.5-15 -14.8 857 Y=-14X+857 

15-17.5 -15.2 863 Y=-15.2X+863 

17.5-20 -13.6 835 Y=-13.6+835 

20-22.5 -8 723 Y=-8X+723 

22.5-25 -6 678 Y=-6X+678 

25-27.5 -3.6 618 Y=-3.6X+618 

27.5-30 -2.4 585 Y=-2.4X+585 
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According to the results shown in table 1, it is clear that sensor reading values are 
following nonlinear curves but along the X,Y and Z axis the readings are approx-
imately the same. 

As shown in figure 2, the distances to the neodymium magnet from a sensor can be 
illustrated as circles or a spheres [12]. Data from a single sensor helps to narrow the 
possibility of the neodymium magnet’s position down to a large area of sphere around 
the particular sensor. Adding data from a second sensor narrows position down to the 
region where two spheres overlap. Adding data from a third sensor provides two poss-
ible points where magnet can be exists. However, in this setup we placed all the  
sensors such as Z=0 and coordinates of the two possible points becomes (x,y,z) and 
(x,y,-z). Since the magnet is placed on top of the surface we have the freedom to  
select (x,y,z) as the correct position.   

 

Fig. 2. Distance from the sensors to the neodymium magnet can be calculated using the output 
voltage of the sensors  

Further, to simplify the calculations, the equations are formulated as the location of 
the sensor which forms a right angle triangle (Sensor 1) is at the origin, and one other 
is on the x-axis (Sensor 2). By using the general equation for spheres,  

  (1)

We could write the expressions for the S1, S2, and S3 as follows 

  (2)

 (3)
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 (4)

By subtracting the third equation from the second equation we can obtain a solution 
for x, 

 
(5)

We assume that S1 and S2 spheres intersect in more than one point. In this case subs-
tituting the equation for x back into the equation for the S1 produces the equation for 
a circle, the solution to the intersection of the first two spheres, 

 

(6)

By rearrange the formula for the first sphere to find the z-coordinate, 

 
(7)

After finding the solution relative to the point which causes a right angle triangle 
(sensor 1), we have transformed the position of the neodymium magnet to the original 
three dimensional Cartesian coordinate system using the coordinates of S1. 

3.3 Software Interface Driver 

This driver accepts the row sensor values converted to digital from the microcontrol-
ler (Arduino Mega 2560) of the Hall Effects sensors grid as the input. These sensor 
values are sorted in the descending order and if the magnet is North Pole downwards, 
software searches for the positions of the sensors in the grid where it received the 
maximum readings. Sensors which are nearest to the neodymium magnet, output the 
maximum values. Based on those intensity values relative distance to the neodymium 
magnet from the nearest three sensors are calculated using the localization algorithm 
in the Section 3.3. By finding the position of the neodymium magnet and comparing it 
with the next position, relative X,Y displacement can be calculated. Then these rela-
tive displacements are mapped to the last coordinates of the mouse curser position and 
moves the cursor to a new X,Y location.  

In the case of identified mouse commands, firstly, driver identifies the neodymium 
magnet which is placed South Pole downwards by reading the digitally converted 
values. If the magnet is South Pole downwards, software driver searches for the three 
minimum sensor reading values and determines the coordinates of those sensors. 
Then, the distance to the neodymium magnet from each sensor is calculated and its 
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position is determined using the 2D Trilateration based technique presented in our 
earlier paper [14]. The movement path of the neodymium magnet is tracked and if the 
path follows the gestures defined for the mouse commands, the driver activates the 
appropriate commands. As the final step, it updates Electromagnet controller circuit 
about the necessary vibration pattern which would eventually provide the user with 
the vibration feeling.  

3.4 Actuation System 

Haptic Mouse provides attraction and repulsion sensations by changing the polarity of 
the electromagnets. Polarity is changed by swapping the positive and negative voltage 
supply to electromagnets using a controller circuit. When the neodymium magnet 
worn on the finger tips and the electromagnet array positioned in the opposite polarity 
(N – S or S - N) users feel an attraction towards the device surface. Users feel the 
repulsion sensation when those magnets are in like polarity (S - S or N-N) positions. 

Vibration sensations are provided by setting up neodymium magnet and magnetic 
array in a like polarity position and then rapidly switching on and off the electromag-
netic array in certain frequencies. This rapid switching on and off dynamically 
changes the magnetic field it produces and affects the static magnetic flux developed 
by the neodymium magnet worn on the finger tips. While electromagnet is switched 
off neodymium magnet comes down but when the electromagnet is switched on it 
rises and this is felt by the user as a vibration. In the case of sensing the shapes, driver 
software keeps a selected vibration pattern until the user move the mouse cursor on 
top of the interested object in the screen. Once the cursor is moved away from the 
object boundary, driver sends commands to the microcontroller of the electromagnet 
controller circuit to change the output frequency. 

This part of the system is made with six electromagnets, Magnet controller circuit 
and Arduino based microcontroller. As the total power required by the electromagnets 
array is high at 6V and 13A [3], it becomes necessary to control the power supplied to 
the electromagnets via a relay circuit. To address this, the relay circuit acts as a  
mechanism that is able to switch on a much larger power to drive the electromagnets. 
For this power up electromagnets, six N-Type MOSFET [8] were used, one for each 
electromagnet.  

4 Results 

We have evaluated the accuracy of the 3D localization algorithm discussed in the 
section 3.2. Hall Effect sensor grid used in this device is a 4*3 array (4 sensors along 
the X axis and 3 sensors along the Y axis). The space between two Hall Effect sensors 
was allocated as 100 pixels. Therefore, all the sensor values recorded are represented 
as X,Y coordinates (0-300 in X axis and 0 to 200 in Y axis). This experiment was 
conducted by moving the neodymium magnet on top of the device surface along four 
straight lines which are randomly picked. Y=80,Y=(3/5) X, Y= -(2/3)X +200 , X=170 
are those lines. We have used two rulers and a digital Vernier caliper to place the 
Neodymium magnet in the correct position. The result of the experiment is illustrated 
in the “Fig.3”. 
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Fig. 3. Accuracy test of the X, Y and Z axes  

According to Figure 3, the sensors were capable to detect the motion of the  
neodymium magnet in near liner fashion on the surface. Further, sensors managed to 
detect the position more than 90% of points with less than 5% of error. This line does 
not reflect the movement of the mouse curser. Mouse curser position is calculated by 
adding the difference of the X,Y displacement between two neodymium magnet  
position readings. Therefore, the accuracy of the movement of the mouse cursor was 
further improved by cancel out differences which passes certain threshold value.  
Figure 3 also shows the position detection readings of the neodymium magnet along 
the Z axis from the device surface to the 4cm above. Sensors were able to track the 
position near accurately; however, increasing the height from the surface level along 
the Z axis sensing module loses the accuracy. This may be due to two reasons,  
the limitations of the Hall Effect sensors and inaccuracies of the 3D localization  
algorithm. 

5 Conclusion and Future Work 

To conclude, in this paper we have presented a new type of computer interface which 
provides basic pointing interface functionalities with near surface haptic feedback. 
Haptic feedback can be felt up to 6 cm of height and pointing functionality is worked 
up to 3cm above the device surface. Implementing variable friction for haptic 
interface using this technology will be an interesting research topic in future since 
variable friction has not been implented for touch sensitive haptic feedback 
systems.TeslaTouch [11] is the closests execusion of such haptic display . This device 
can be improved as an interface for visually handicapped who rely mostly on touch 
sensation. In orderto improve to this level of proficiency, this system is required to 
minimize the size of the electromagnets and increase the density of electromagnets 
packed in the electromagnets array which will provide a better resolution. This device 
could also be improved as an easy learning tool for children, which can be used to 
draw some basic shapes or characters that will enhance the interactive enjoyment.  
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Abstract. Reference frame is key in explaining the relationship between two 
objects. This paper focused on the orientation parameter of a reference frame in 
use of projective spatial terms, and its use by visually impaired participants  
using a haptic device to explore a haptic virtual environment. A total of nine vi-
sually impaired participants between 12 and 17 years of age participated in this 
study. After exploring the 3D virtual environment with a haptic device, partici-
pants answered questions about the frame they had utilized. Overall results in-
dicated that the participants used relative frame of reference slightly more than 
the intrinsic frame of reference. This inclination was especially clear when both 
the target object and the reference object were on the horizontal plane. Only 
when objects were on horizontal plane but intrinsically vertical to the reference 
object, the intrinsic frame of reference was preferred. We also found evidence 
that participants used a reflective subtype of the relative frame, and vertically 
aligned objects were easy to be perceived with the relative reference frame. We 
concluded that the virtual environment and haptic input had influence on the  
result by separating the user from the computer, only allowing one point of con-
tact. Thus it would be possible to apply the result of this study to the develop-
ment and assessment of assistive technology for people with visual impairment, 
especially in regard to how spatial information between the systems and the  
user is communicated.  

Keywords: Reference frame, relative frame, intrinsic frame, projective spatial 
terms, visual impairments. 

1 Introduction 

When people explain a spatial relationship between two objects, especially the direc-
tion from one to the other, they use projective spatial terms such as ‘left’, ‘front’, 
‘above’, and so on. Use of such terms is based on different frames of reference.  
Imagine you are facing a computer screen, with a coffee cup placed on the right hand 
side of the screen. The coffee cup is obviously ‘to the right of the screen’, but at the 
same time, it is ‘to the left of the screen’ from the perspective of the screen. The  
difference between these two explanations comes from different frames of reference 
that each sentence buys. The first sentence implies ‘relative’ frame of reference, and 
the second sentence implies ‘intrinsic’ frame of reference.  
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There is a wealth of distinctions across many disciplines that explicitly use the 
term ‘spatial frames of reference’. In this paper, we used the three linguistic frames of 
reference defined by Levinson [1].  

• Intrinsic frame of reference: The coordinate system that uses features of the  
reference object to explain the location of the target object.  

• Relative frame of reference: The coordinate system that is established by the posi-
tion and functional-spatial structure of an additional entity, usually an egocentric 
viewpoint. 

• Absolute frame of reference: The coordinate system that uses features of the  
environment, such as gravity, cardinal directions, or landmarks. 

Appropriate implementation of a reference frame is associated with the viewpoint 
people take when they create a spatial mental map. It is especially important for  
visually impaired people because spatial language acts as an alternative to visual  
information. Many papers indicate that vision is not the only modality utilized in 
creating mental maps; the nature of spatial images is supramodal [2] [3] [4]. In many 
studies, people were able to convert verbal descriptions into mental representations 
that are similar to and function equivalently with the mental representation derived 
from visual experience [5] [6] [7].  

One point to consider is that the cognitive processes of people with visual impair-
ment may differ from that of sighted people. Levinson [1] suggested that there might 
be differences between visually impaired people and normally sighted people in  
spatial language, largely due to the dependency of language-space interaction on  
former experience, rather than given priory. A review by Cattaneo et al. [8] reported 
that cognitive mechanisms, or mental processes, are strongly affected by the nature of 
perceptual input on which people commonly rely on.  

In particular, there is evidence that people with visual impairment prefer the intrin-
sic frame of reference. Struiksma and colleagues [9] conducted an experiment using 
projective spatial terms in order to observe the preference of reference frame among 
blind people, low-vision people, and sighted people groups. The results indicated that 
the blind group showed a clear preference for the intrinsic frame, when judging spa-
tial relation in the horizontal plane. According to the study of Postma et al. [10], 
sighted people tended to prefer the absolute reference frame in order to point out the 
locations of objects, while blind people would rather use the intrinsic reference frame. 

Nevertheless, there is no previous research on reference frames in haptically  
enhanced virtual environments, despite the fact that haptic virtual environments can 
enhance learning of people with visual impairment as an assistive technology. Lahav 
and Mioduser [11] tested a virtual environment with a haptic device in order to  
provide visually impaired people with prior spatial information on unexplored space. 
In such a situation, we assume that feedback with accurate spatial language will  
enhance the usability and reliability of a system.  

This paper focused on exploration of a haptically enhanced virtual environment 
and investigated which reference frame people with visual impairment prefer in  
order to perceive the spatial relationship between two objects. The results of the 
present study may serve as a basis for the study of spatial language in haptic virtual 
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environments. In addition, it will suggest ways to minimize system-to-user or user-to-
user communication. In the following sections, we will introduce our system and 
experiment procedure, and discuss the results we obtained.  

2 Methods  

2.1 Participants 

We recruited participants from a local school for the blind. Nine participants were 
included with varying degrees of blindness; three participants were totally blind, one 
was nearly totally blind, and five were partially blind. The ages of participants were 
between 12 and 17, and in middle or high school (between 6th and 11th grade). Three 
participants were male, and six participants were female. 

2.2 System 

New software was developed based on Novint Falcon SDK to create the 3D experi-
mental virtual environment. The system enabled arrangement of objects of desired 
shapes and sizes in a 3D space. When stimuli were arranged in the 3D space, users 
could detect them with a Novint Falcon haptically enhanced 3D touch controller.  

2.3 Stimuli 

Two stimuli were utilized: a target object and a reference object. The target object 
was a ball (represented as a sphere), and the reference object was a car (represented as 
a cube). These objects were placed in the virtual 3D space, where no wall, floor, or 
ceiling is detected. To create a orientation cue for the reference object, we provided a 
miniature of the car (10cm×5cm×3cm) fixed on a wooden plate in the real world, 
whose configuration was altered based on a layout of each trial. Experimenters  
verified that participants understood the directionality of the toy car (i.e., which side 
is front, left, and above) before the experiment. 

During the experiment, the participants detected overall layout of stimuli in the  
virtual world by controlling the Falcon device with their dominant hand. At the same 
time, they could feel the shape and direction of the reference object (miniature car).  

2.4 Procedure 

Throughout the experiment, participants were seated on a chair in front of a computer 
desk. The Falcon device was located on the desk, on the side of each participant’s 
dominant hand. The wooden plate holding the miniature of the reference object was 
placed in front of the participants. The computer screen was turned to the experimen-
ter and away from the subject to prevent partially blind participants from seeing the 
screen.  
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We used the terms ‘front’, ‘left’, and ‘above’ to represent three axes of the 3D 
space, and two different frames of reference: intrinsic and relative/absolute. The  
absolute frame of reference goes together with the relative frame of reference in this 
case because gravity determines the vertical axis of body posture, a basis of the  
relative frame of reference.  

Each cell in the Table 1 below indicates each trial. For example, the trial in the 
second column of the first row, layout 2, represents the relationship between objects 
that can be either “the ball is on the left of the car” (based on relative/absolute frame) 
or “the ball is in front of the car” (based on intrinsic frame). We removed three cells 
that use same terms for both reference frames (grey cells) because of redundancy. 

Table 1. Layout 

  Relative 
  Front Left Above 

Intrinsic 
Front Layout 1 Layout 2 Layout 3 
Left Layout 4 Layout 5 Layout 6 

Above Layout 7 Layout 8 Layout 9 

 
For each layout, the participants were given enough time to explore the layout of 

the virtual environment with the haptic device. Then, they were asked to judge the 
truth or falsehood of two statements describing the relationship between objects. For 
instance, in the example mentioned above, participants were to give answers to both 
“the ball is on the left of the car” (true based on relative/absolute frame) and “the ball 
is in front of the car” (true based on intrinsic frame). 

3 Result and Discussion 

Each participant judged truth and falsehood of two statements describing each of six 
layouts. Hence, we could have 108 boolean data points in total. If one used relative 
reference frame, he or she would have answered true to the relative frame based  
projective spatial term (e.g., in layout 2, a participant would say ‘true’ to the term 
‘left’ if relative frame is used, but say ‘false’ to the term ‘in front’). If they used  
intrinsic reference frame, they would have answered true to the intrinsic frame based 
term (e.g., in layout 2, a participant would say ‘true’ to the term ‘in front’ if intrinsic 
frame is used, but say ‘false’ to the term ‘left’) 

On average, 55.56% among all responses were answered true to the relative frame, 
whereas 46.30% answered true to the intrinsic frame. The sum of these two is not 
equal to 100% because only 64.81% used one reference frame at a time. Among those 
who used single frame at a time, 57.14% used the relative frame and 42.86% used the 
intrinsic frame. Figure 1 shows this tendency with the proportion of participants  
saying ‘true’ to both frames (18.52%), and ‘false’ to both frames (16.67%).  
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Fig. 1. Overall results (left) and result from each layout (right) 

The graph on the right side of the Figure 1 shows the results from each layout. 
Among six layouts, the participants tended to use relative reference frame in the case 
of layout 2, 6, and 8, while they tended to use intrinsic frame in layout 4 and 7. 

To analyze the results for each frame, we first combined the results focusing on 
relative reference frame. For instance, if we combine layouts 4 and 7, it is the case 
when ‘front’ indicates relative reference frame, regardless of the intrinsic reference 
frame. In the same sense, we integrated layouts 2 and 8, and layouts 3 and 6. As a 
result, it turned out that participants tended to use intrinsic frame in the first combina-
tion where ‘front’ indicates relative reference frame. Other trials where ‘left’ and 
‘above’ indicates relative reference frame, however, the participants tended to use the 
relative frame rather than the intrinsic frame.  

If we instead disregard relative frame, layouts 2 and 3 can tied together where 
‘front’ represents intrinsic frame. Similarly, layouts 4 and 6, and layouts 7 and 8 fell 
into the same category. In this case, participants tended to use the intrinsic frame 
when ‘above’ represents intrinsic frame (the combination of layout 7 and 8). Yet, we 
could not find clear preference to the intrinsic frame, as the difference was too small. 

Figure 2 demonstrates the results described above. This analysis also suggests that 
the relative frame was dominant in general. The graph with error bars shows that there 
was no case when the intrinsic frame outperformed the relative frame. (The ambi-
guous ‘front’ case in the left graph is discussed in Figure 3.)  

   

Fig. 2. Percentage of selecting each reference frame for a specific term 
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We also investigated the results in terms of spatial planes: horizontal and vertical. 
We combined layout 2 and layout 4 together, as both layouts are explainable with 
horizontal terms, either ‘front’ or ‘left’, regardless of the frame (HH). Likewise, we 
integrated layout 3 and layout 6. In both cases, relative frame corresponds to the ver-
tical term ‘above’, and intrinsic frame corresponds to the horizontal term ‘left’ or 
‘front’ (VH). Layout 7 and layout 8 used the term ‘left’ or ‘front’ for relative frame 
and ‘above’ for intrinsic frame (HV). The graph on the left side of Figure 3 outlines 
the result of this integration. The participants showed preference to the relative frame 
when the two objects were on the horizontal plane, which is a canonical situation. The 
tendency was similar when the target object was relatively above, even though it is a 
non-canonical situation. However, this trend was marginally inversed when the ob-
jects were on the horizontal plane but the target object was intrinsically above the 
reference object. It suggests that the proportion of people who think in the perspective 
of the reference object increases when it is a non-canonical situation and the objects 
are not aligned on the vertical plane.  

  

Fig. 3. Percentage for choosing either reference frame, under three types of layout: two objects 
are on the horizontal plane and intrinsically horizontal (HH), two objects are on the vertical 
planes but intrinsically horizontal (VH), and two objects are on the horizontal plane but  
intrinsically vertical (HV) (left); Percentage of 'true' answers for each reference frame under a 
specific term (middle); the ‘front’ concept (right) 

The case where participants answered ‘both false’ or ‘both true’ led to an interest-
ing result. Out of five participants who answered false to both frames, four made 
‘both false’ answer to the layout 7, where the target object was relatively front but 
intrinsically above. One possible explanation is that the participants thought the target 
object was relatively ‘behind’ the reference object. The graph in the middle of Figure 
3 shows the percentage of ‘true’ to each frame, which is part of Figure 2. We can find 
a noticeable outlier on the far left side; the ratio of ‘true’ answer to the ‘front’ was 
significantly lower than other cases of the relative frame. One possible explanation is 
that the participants did not perceive our intended ‘front’ as ‘front’.  In the experi-
ment, we assumed that the target object is in front of the reference object when it is 
further away. The diagram on the right side of Figure 3 explains this; what we  
intended was that ‘A is in front of B’. However, the result suggests that participants 
might have perceived ‘C is in the front of B’. 

Such difference yields subtypes of the relative reference frame: translation and  
reflection. When a target object beyond a reference object is considered to be ‘in front 
of’ the reference object, it is of the translation subtype; when a target object between a 
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perceiver is considered to be ‘in front of’ the reference object, it is of the reflection 
subtype. Generally, different language affects customs of such subtypes, and English 
entails the reflection subtype (Cox 1981, Levinson 2003, Bender et al. 2005). The 
inclination of English speakers to rotate their body orientation by 180 degrees when 
they use the relative frame of reference may have caused the interesting outcome.  

Furthermore, out of ten cases where the participants answered ‘true’, six cases 
were from layout 3 and 6, or VH case (vertical term stands for relative frame, and 
horizontal terms stand for intrinsic frame). It implies that absolute above is easy to 
perceive and stable regardless of the intrinsic orientation of a reference object. It  
partially coincides with previous research from Struiksma et al. [9], where the blind 
people showed relatively low bias to the intrinsic frame of reference when the objects 
were aligned vertically.  

Our study results showed more familiarity with the relative frame of reference in 
general, which does not match with the previous experiments where relatively large 
number of intrinsic reference frame responses took place. First, it may be due to the 
virtual environment providing fewer sensory cues than most physical environments, 
causing lower presence in the virtual environment [12]. Since the virtual environment 
lacks sensory channels, it could be hard for the users to think in the perspective of the 
reference object, or intrinsic frame. If this is a correct explanation, we can also sug-
gest the reference frame test as a tool to assess the level of engagement in the virtual 
reality, breaking boundaries of traditional subjective questionnaire methods [13]. 

Second, the ambiguity caused by one-point movement might have influenced the 
perception. The haptic inspection of configurations required one point exploration in 
this study; with Novint Falcon, the participant could only touch the virtual objects with 
a one-point cursor, on the contrary to the ordinary haptic situations where they normally 
employ two hands and ten fingers. Subjective inspection also showed that the surface 
area of objects they actually touched was relatively small. It is possible that the limited 
touch caused confusion and resulted in participants using the relative frame of reference, 
which is fairly easy to apply in that it does not require any mental rotation. 

4 Conclusion 

The participants with visual impairments used the relative reference frame in prefe-
rence to the intrinsic reference frame when they perceived the objects in a 3D virtual 
environment. This tendency was constant, except for the case where the target object 
is intrinsically above in relation to the reference object. The results dissent from the 
studies prior to this research, where people with visual impairment mostly preferred 
the intrinsic frame of reference. As the former studies were conducted in the real 
world using real objects, the virtual environment might have produced different as-
pects of perception, in terms of framing spatial relationships. The characteristic of 
haptic exploration could be one other factor that caused people to use the relative 
frame as well.  

To improve the precision of results, a larger sample size with more encompassing 
statistical analysis is required. Furthermore, we cannot ignore cultural effects.  
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Considering the participant groups with different cultural backgrounds in different 
papers, we will be able to make stronger suggestions if we compare the results to 
those of a group of sighted people within a same culture and age group.  
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Abstract. This study investigated behavioral characteristics of users with visual 
impairments and tested effect of factors regarding the layout of virtual 
environments (VEs). Various three-dimensional (3D) VEs were simulated with 
two different factors: number of objects and layout type (random, symmetric). 
Using a Novint Falcon haptic device, users with visual impairments were 
required to complete an object recognition task in 3D VEs with different levels 
of number of object and layout. The characteristics of their movements (speed, 
applied force, location, direction, etc.) were recorded, and participants 
evaluated perceived difficulty after they completed each trial. We analyzed their 
recorded movements and their rating on perceived difficulty. Results showed 
that 1) number of objects in 3D VE had significant impact on visually impaired 
users’ behavior; 2) different layout had not showed significant influence on 
their movement; 3) increased number of objects in 3D VE made the task more 
difficult; 4) visualized results implied that different users had significant 
different behavior preference in the same 3D VE. It is expected that the results 
of this study can improve behavioral understanding of users with visual 
impairments and guidance for assistive technology development for users with 
visual impairments.  

Keywords: Haptic, 3D virtual environment, behavioral pattern. 

1 Introduction 

Spatial cognition is essential to represent, organize, understand, and navigate the 
environment, to attend to specific objects, to manipulate objects, and to communicate 
information about objects and the environment to others (Spence et al., 2010). Spatial 
reasoning is often considered to be one of the fundamental abilities for survival as 
well as everyday activities such as driving, way-finding, and learning. There have 
been extensive studies investigating human behavior and spatial performance in 
various spatial tasks both in real and virtual environments (VE).  

Many past studies focused on the visual channel as an interaction modality to 
investigate spatial performance in VE and information processing in navigation. The 
visual sensory system has been used as a primary channel for humans in most virtual 
spatial activities because visual modality can deliver the most accurate and rich 
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spatial information. However, other types of modalities can be beneficial as redundant 
or supplemental channels to receive spatial information and control spatial movement 
in VE.  

Previous research has suggested that the tactile modality can be a strong alternative 
sensory channel for visually impaired users in both real and virtual environments. 
Previous studies have found that a multisensory VE (auditory and tactile) supported 
development of spatial representation of virtual map and improved navigation 
performance in real environments of blind people (Lahav et al., 2003), and interaction 
tools with tactile and auditory modalities help people with visual impairment with 
tasks in web or graphic programs (Roth et al., 2000). It also has been found that a 
tactile map has superior effectiveness over a verbal description of the area on 
development of spatial knowledge in an unfamiliar environment (Espinosa et al., 
1998). Past research has also examined various types of tasks and systems using 
tactile interface for people with visual impairment including haptic data visualization 
system design (Fritz et al., 1999), computer-based haptic graphs design (Yu et al., 
2000), and haptic enhanced user interface in science learning (Li et al., 2011).  

It has been suggested that an investigation of human behavioral characteristics can 
provide a fundamental understanding about how humans interact with their 
environment as well as impacts of significant environmental factors on performance. 
One past study suggested that movement is associated with the way in which people 
experience the VE (Särkelä et al., 2009). However, there has not been enough 
attention to investigate in-depth behavioral characteristics of people with visual 
impairment while they navigate and receive feedback in a haptically enhanced VE. 
Another major limitation in previous literature is that there have been only limited 
studies examining the influence of specific environmental or physical features of a 
haptic interface. Little is known about the effect of specific environmental factors in 
VE on behavior patterns in spatial cognitive and navigation performance in people 
with visual impairment. 

The current study aimed to investigate the impact of different environmental 
characteristics in a 3D VE in which visually impaired participants control navigation 
and receive feedback through their tactile sensory system. Numbers of objects and 
types of object layout (random or symmetric) were controlled in virtually generated 
spatial environments to examine how these manipulated environmental characteristics 
influence behavioral patterns and perceived difficulty in an object recognition task of 
people with visual impairment. 

2 Methods 

2.1 Variables  

We employed two elements that can characterize the environment of a virtual space: 
number of object (three levels, N=4, 8, 12) and layout type (random, symmetric). In 
order to minimize effects of other influence factors such as object size and space 
density, we randomized these other factors. We used task completion time and 
completion ratio for measuring performance, and we also measured the cursor’s 
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location, speed, applied forces and direction (30 times per one second) to quantify 
users’ actual behavior. 

2.2 Apparatus 

For the experiment, six haptically enhanced 3D VEs were developed for use with a 
Novint Falcon. The Falcon is a three dimensional haptic device, which can control the 
on screen cursor, enabling computer interaction. Additionally, it is able to receive and 
provide feedback between users and computer. For each experiment station, we set up 
a Falcon haptic device and one computer with two monitors, one for experimenter 
control and the other one for observation of user movement. Fig. 1 shows the haptic 
device and experiment environment.  

 

Fig. 1. The device used in the experiment 

2.3 Participants 

Six users with visual impairment were recruited from a school for blind students (age: 
15 – 20 (M = 17.5, SD = 1.87), gender: one male, five females). Five were partially 
blind, and one was almost totally blind. They spent an average of 2.88 hours per week 
on a computer. Four had prior experience with haptics of some kind (haptic devices, 
force/vibration feedback from electronic devices, etc.). 

2.4 Procedures 

All participants were required to complete a demographic survey before the beginning 
of the experiment. Then, a training session was provided to them. During the training 
session, experimenters guided exploration of the 3D VE to ensure recognition of two 
types of objects (cube and sphere). After training, all participants were required to 
finish an object recognition task and rate the difficulty level (1 – easy, 3 – medium, 5 
– very difficult) of the task.  
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During the recognition task, sound feedback was provided for users if their cursor 
collided with any object. At the beginning of each trial, users started from the center 
point of the 3D VE. In each trial, they needed to explore the VE and find the target 
object (sphere) in 90 seconds. After each trial, they evaluated the level perceived 
difficulty level of task. Their movement and performance were recorded during the 
task. 

3 Results and Discussion 

3.1 Task Performance 

A summary of users’ performance in each 3D VE is shown in Table 1. From Table 1, 
in the 3D VEs with symmetric layout, users moved faster and spent less time to 
complete the task and they had a higher completion ratio than the in the 3D VEs with 
random layout. Tasks in 3D VEs with a symmetric layout also had lower rating scores 
of difficulty levels. As the number of objects increases, generally their performance 
and perceived difficulty decreased. It is a natural result because as the number of 
objects increases, the chances to encounter non-target objects during motion 
increases.  

Table 1. Performance of object recognition task 

3D VE VE1 VE2 VE3 VE4 VE5 VE6 
Overal

l 
Objects  
Number 

4 8 12 4 8 12 
 

Layout 
Symmetr

ic 
Symmetr

ic 
Symmetr

ic 
Rando
m 

Rando
m 

Rando
m  

Ave. 
Completion 

Time 
49.911 42.375 56.073 64.641 55.51 84.193 55.451 

Completion 
Ratio 

0.833 1 1 0.667 0.667 0.333 0.75 

Ave. Speed 0.063 0.288 0.639 0.084 0.082 0.094 0.208 

Ave. Travel 
Distance 

55.791 77.816 88.397 87.101
210.97
9 

407.95
5 

154.67
3 

Ave. 
Difficulty 

Level 
2 2.5 2.667 3.667 2.667 4.417 2.819 

3.2 Effects of Objects Number and Layout 

We applied a two-way ANOVA in order to test the effect of number of objects and 
layout type on performance and perceived difficulty. As shown in Table 2, users’ 
completion time and task difficulty levels were significantly different between the two 
types of layout (random, symmetric). When the layout is uncertain by trial, they 
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should remember the layout every time, so it seems that it caused a significant burden 
for their cognitive process. The results show that the uncertainty of layout has a 
significant impact when users with visual impairments create the spatial mental map 
of a virtual environment.  

On the other hand, the number of objects showed no significant effect on any 
performance variables. Even though the statistical effect was not significant, 
according to Table 1, performance was different for trials with differing numbers of 
objects. It seems that the differentiation of numbers of objects were not sufficiently 
large to show significant difference. In future studies, the effect of number of objects 
can be identified more clearly with more variation of this variable.  

Table 2. The effect of number of objects and layout on users‘ performance 

 Source DF F P 

Completion Time 
Number of Objects 2 0.74 0.485 

Layout 1 10.55 0.003 
Interaction 2 2.14 0.135 

Difficulty 
Levels 

Number of Objects 2 0.33 0.723 
Layout 1 10.92 0.002 

Interaction 2 2.62 0.089 

3.3 Observed Behavioral Characteristics 

We analyzed users’ behavioral pattern based on their movement profile. Their actual 
movements were recorded automatically using our haptic system with the frequency 
of thirty times per second. Then, the results were drawn using Matlab with the actual 
object used in the experiment (see Fig. 2).  Based on six figures of their actual 
movement, we found some distinctive behavioral patterns, then analyzed the 
frequency of the found pattern based on the actual movement data to test whether the 
pattern can be supported or not.  

 

Fig. 2. User’s actual movement data used for analysis 
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According to the analyzed pathway, behavioral patterns to identify the different 
objects were different. As shown in Fig 3. users tend to touch more frequently when 
they encounter a flat surface compared to round surfaces. The frequency analysis 
(numver of collisions of one object during recognition) also support this tendency 
(average frequency of touching round surface: 3.34 (STD: 1.24); average frequency of 
touching flat surface: 7.76 (STD: 2.54)). This result indicates that recognition of a 
round surface is easier than polyhedrons with flat surfaces. We didn’t test a 
polyhedron that has both round flat surfaces (e.g., cylinder), however, in future 
research if we use a cylinder, their behavioral strategy can be identified more clearly. 

 

 

Fig. 3. Different behavioral patterns in recognition of different shapes (sphere and cube, 
thickness shows its relative frequency) 

In exploration of free space between objects and objects, users also showed some 
typical behavioral characteristics. As shown in the left image of Fig. 4, most users 
preferred to reach the boundary of the environment first, rather than objects in the 
center of the space (total frequency of touching objects: 3674; total frequency of 
touching boundary; 1127). These results are in line with the results of Lahav and 
Moduser’s study on behavioral characteristics of users with visual impairments in real 
environments (Lahav et al., 2003). According to the results, the users with visual 
impairments have an inclination to touch a boundary first as opposed to other areas in 
order to remember location of objects in reference to the location of the boundary. 
The results of our study confirmed that this inclination in real environments also 
applies to virtual environments.  

Furthermore, participants showed a tendency to explore horizontally first then 
vertically (total travel distance in the horizontal direction: 3425cm, total travel 
distance in vertical direction: 2081cm). This result indicates a strategy to create 
spatial mental map. According to our results, they showed a tendency to use 
horizontal exploration for object recognition and spatial map creation, and vertical 
movement is used as a supplement (total frequency of touching objects with 
horizontal movement: 1536, total frequency of touching objects with vertical 
movement: 932). Based on this result, it can be explained that users with visual 
impairments have a tendency to create a spatial mental map first with horizontal 
relationships, then vertical relationships.  
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Fig. 4. Different strategies to explore the free space (thickness shows its relative frequency) 

4 Conclusion 

For users with visual impairments, haptically enhanced VEs can offer better benefits 
and opportunities by effectively providing users with information of the world using 
tactile information. In this study, we conducted an experiment in six haptically 
enhanced 3D VEs to study the behavioral characteristics of people with visual 
impairment. The layouts of 3D VEs were developed with different combination of 
two factors: different number of objects and different layouts. The results showed that 
these two factors can affect both user’s manipulation behavior and performance. Also, 
the result of this study encourages the notion that haptics can provide shape and 
spatial information for users with visual impairment. These results can improve 
understanding of how users with visual impairment behave in a 3D VE. Additionally, 
this information may prove useful in developing guidelines for designers and 
researchers when developing assistive systems for users with visual impairment. 

For future studies, quantitative models for behavior analysis such as State-Space 
Model (Jonsen, 2005) or Hidden Markov Model can be applied to get a better 
understanding of human movement in virtual environments. Also, more factors with a 
potential impact on behavior in 3D VEs, such as density and haptic feedback, could 
be examined in a future study. 
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Abstract. This paper presents the development and testing of a Virtual Camera 
(VC) system to improve astronaut and mission operations situation awareness 
while exploring other planetary bodies. In this embodiment, the VC is imple-
mented using a tablet-based computer system to navigate through interactive 
database application. It is claimed that the advanced interaction media capabili-
ty of the VC can improve situation awareness as the distribution of human 
space exploration roles change in deep space exploration. The VC is being de-
veloped and tested for usability and capability to improve situation awareness. 
Work completed thus far as well as what is needed to complete the project will 
be described. Planned testing will also be described. 

Keywords: Situation Awareness (SA), Augmented Reality, Human-Computer 
Interaction (HCI), Tablet Computing, Usability Testing, Space Exploration. 

1 Introduction 

The Virtual Camera (VC) for human deep space exploration is a virtual assistant that 
is being developed for use by astronauts and other associated mission operations  
personnel as they use human-piloted rovers to explore the surface of other planets [1]. 
The VC concept is based on incremental upgrading of a suboptimal 3-D geographical 
and geological database. It is an interactive window on the world as we know it at the 
time it is being used. Such an interactive window enables the user to maintain better 
situational awareness, to navigate and further explore space. It can be used for  
training, data analysis and augmentation of actual surface exploration.  

The VC for human space exploration was originally described for use by astronauts 
navigating a surface exploration rover on a remote body such as the Moon [1]. Further 
analysis has indicated that such an interactive window to data in multiple dimensions 
has many other applications in domains such as aviation, medicine, control systems 
and finance. This paper presents a tablet version of the VC for deep space exploration 
using a scenario-based design approach. This work brings to human space exploration 
the use of advanced interaction techniques not previously used in spacecraft cockpit 
systems. 
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2 Motivation 

There are significant challenges for astronauts while operating in the space environ-
ment, including increased levels of stress and workload, combined with decreased 
situation awareness. Astronauts and their exploration are evolving in an environment 
that is characterized by progressive discovery. 

Human deep space missions will require increased roles for astronauts on-board as 
well as increased on-board automation. Previous work has determined that robots and 
humans need to work together in co-coordinated efforts [2]. It is envisioned that the 
VC can integrate data from both human-piloted and autonomous robotic explorers to 
improve the safe and efficient human exploration of a deep-space location (i.e., Moon, 
asteroid or Mars). On-board software and displays will integrate and manage all rele-
vant systems as well as mission data. This information will include system health and 
status, caution and warning, traverse execution and mission timeline parameters. 

There will be a need to make decisions based upon the collection and analysis of 
raw data to provide predictive information [3]. This information needs to be presented 
to crews in a way that enhances situation awareness. One way to do this is with  
new interactive environments such as 3-D tablet computer systems using advanced 
interaction techniques based upon accelerometer- and gesture-based inputs.  

3 Related Work 

Interactive cockpits, context-sensitive systems and remote agent knowledge represen-
tation are being developed for a number of domains including aviation [4], nuclear 
power plants [5] and even passenger car driving [6]. The VC will demonstrate these 
requirements in a system usable for deep space human exploration. 

In early tests using a human-piloted rover in space-simulated environments it  
became clear that astronaut situation awareness needed to be improved [7]. Often 
when operating in environments such as the NASA Desert Research And Technology 
Studies (RATS) space exploration test bed, rover operators needs people outside the 
rover vehicle to guide for safe operation of the vehicle. This will not be possible for 
all rover or other space vehicle operations in deep space.  

4 Design Goals 

In deep space, situation awareness will be difficult due to the lack of input from the 
ground that astronauts are typically used to as well as the skill-retention concerns and 
environmental isolation from the environment under exploration.  

The VC is playing the role of a remote agent for mission operations personnel and 
scientists. Functions that were previously done by human experts on the Earth for  
missions near Earth will be transferred to the on-board VC. With this transfer there will 
be emergent behaviors, which will be explored and identified through this research.  

NASA is currently developing technology for use with deep space surface explora-
tion. A centerpiece of this exploration effort is the Multi-Mission Space Exploration 
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As the vehicle approaches the area of interest (in either a simulation mode or later 
in actual deep space exploration) the beaker icon changes to surface colors to indicate 
the exact area for exploration. This allows the astronaut to determine where to aim 
high resolution sensors, take high resolution images or to collect samples. Similarly 
mission operations personnel or scientists could “fly” mission scenarios and  
determine plans for exploration sorties at the actual asteroid. Annotations and other 
information screens can also be displayed as required when the exploration context 
calls for them. Examples could be radiation sensor alarms, loss of communication, 
and impending contact with the asteroid surface or a crater on the moon. Colors could 
represent either physical concentrations or an exploration priority scheme.  
These screens can be put together into a storyboard as the astronaut in the simulated 
MMSEV flies closer to and around the asteroid surface. This allows a movie to be 
created that simulates a mission scenario. Other types of information displays possi-
bilities with the VC interaction include coloring the surface to correspond with certain 
areas of scientific or exploration interest. The elevation information would still be 
visible but additional information about areas that may potentially be explored could 
also be represented by different colors.  

Emergent uses of the system and behaviors enabled or limited by the VC are  
discovered by the use of prototypes. A vertical prototype with the interaction  
functionality afforded by a tablet computer is now under development. This will allow 
complete testing of interactivity of the system. Figure 5 shows a screen from the VC 
vertical prototype using the Google Maps database. The information cartouche is 
displayed with the collision icon active if the user zooms in beyond a settable level. 
The direction arrow shows the direction of the accelerometer interaction sensor. The 
upper left shows where the VC application started as a central empty blue circle (in 
terms of geographic position) as well as a second red dot indicating the current view 
position in relation. Scale is also user settable. Scientific (beaker), resource (water 
drop) and user annotations (information) icons are also present.  

6 Future Work 

The final product of this work will be a tablet-based prototype VC device using  
the unique interaction capabilities of the tablet platform. These include portability, 
accelerometer-based 3-D interaction and the ability to be submerged into the 3-D 
environment. The interaction features such as icons, colors and annotations described 
are being incorporated. 

This VC device will form the basis for evaluating the utility of the interactive  
database concept for improving situation awareness in the unique environment of 
deep-space human-piloted space exploration. Both mission planners and astronauts 
can conduct a simulated traverse using the VC, annotating areas of exploration  
interest or safety concern prior to conducting the actual traverse in the field. The  
tablet GPS location system can then be used to assist the astronauts as they follow 
through the traverse at a terrestrial space exploration analog site such as NASA  
Desert RATS. 
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Abstract. Mobile computing, coupled with advanced types of input
interfaces, such as Brain Computer Interfaces (BCIs), and smart spaces
can improve the quality of life of persons with disabilities. In this paper,
we describe the architecture and the prototype of an assistive system,
which allows users to express themselves and partially preserve their
independence in controlling electrical devices at home. Even in absence
of muscular functions, the proposed system would still allow the user
some communication and control capabilities, by relying on non-invasive
BCIs. Experiments show how the fully-software realization of the system
guarantees effective use with BCIs.

Keywords: Brain Computer Interfaces (BCIs), tablet, home appliances,
communication capabilities, software architecture.

1 Introduction

A cure for many neurodegenerative diseases is still unknown, yet advancements
in life-supporting technologies and clinical practice allow a growing number of
patients to survive longer. For instance, persons with Amyotrophic Lateral Scle-
rosis (ALS), undergo a degenerative process that lasts years, in which motor
functions are progressively lost [7]; due to the heterogeneity of the disease (e.g.,
bulbar versus spinal forms), each patient experiences her own path of function
deprivation; finally any chance of communication and action on the environment
is lost; unless a fatal event occurs (e.g., a respiratory crisis) these individuals en-
ter a locked-in state. While the advancement of life support technology and
clinical practice can prolong the life of these subjects, it also extends the period
in which her motor functions are very poor or even absent, leading to a state of

� This work has been partly supported by the Italian Agency for Research on
Amyotrophic Lateral Sclerosis (ARiSLA), through the project BrIndiSys - Brain-
computer interface devices to support individual autonomy in locked-in individuals
- http://www.brindisys.it/
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complete dependence on the caregivers. As a consequence, social inclusion and
quality of life of people with neurodegenerative diseases is decreasing, while the
social cost for their assistance is increasing. Beside neurodegenerative diseases,
other congenital or acquired deficits of the neuro-muscular system may lead to
mild to severe limitations of mobility, motor skills, and speech.

In this paper we present the architecture and the prototype of an assistive sys-
tem, referred to as My-World-in-My-Tablet (MWiMT for short in the following)
suited for different inputs, fitting the residual abilities of the user, and aimed at
preserving her communication ability at any stage of a progressing disease. The
system allows the user to express herself and partially preserve her independence
in controlling electrical devices at home. Even in absence of muscular functions,
the proposed system still allows the user some communication and control capa-
bilities, by relaying on non-invasive Brain-Computer Interfaces (BCIs) [15]. In
fact, by relaying on modulation of brain activity voluntarily induced by the user,
and detected by processing her electroencephalogram (EEG), BCI research has
shown in the past decade the possibility of a communication even in absence of
any muscular contraction.

MWiMT is based on a tablet device, and consists of two main software com-
ponents: AuxiliHome, which provides basic communication tools and a flexible
access to home automation appliances, and FlexyGlass, which allows oper-
ating different mainstream applications using a common interface supporting
different kind of aids. Its design allows an early adoption of the aid, when the
user can still operate it by means of conventional interfaces (e.g., a manual or
automatic scan button), and can be re-configured whenever the user, due to her
decay of motor abilities, feels no more able to operate it.

2 Preliminaries

The term assistive technology (AT) originally included all kinds of accessible,
adaptive and rehabilitative devices addressed to people with disability, aimed
at improving their activities and participation and thus their quality of life.
Nowadays the term significantly changed its meaning, including, in addition,
a wide variety of software solutions which replace, and in some case improve,
the features originally provided by specific devices. Augmented and alternative
communication (AAC) is a classical AT application aiming at compensating
for severe speech-language impairments in the expression or comprehension of
spoken or written language. Software packages for communication, supporting
different inputs, running on a common personal computer are available; they
can simulate communication boards (both alphabetical or symbolic), reproduce
virtual keyboards, and can be equipped with word prediction systems and vocal
output, optionally giving access to the internet. Home automation (domotics)
represents another promising AT application area [12,8,3].

Input devices for AT systems can be classified into two main categories,
namely pointing devices (e.g. trackballs, joysticks, touch screens, trackers) and
switches (or more generally binary input devices, used in combination with au-
tomatic scan or step scan systems). Beside these classical input methods, last
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years have seen a growing interest in brain computer interfaces (BCIs) and more
generally in biosignal based interfaces. BCI is intended as a mean for providing
severely physically impaired people (locked-in subjects) a direct communica-
tion channel between the brain and an external electronic device. In particular,
many studies have been conducted with so called non-invasive BCIs in order to
translate electroencephalographic (EEG) activity or other electrophysiological
measures of brain function into commands [2]. A set of different EEG features
which can be translated into control signals together with the needed processing
steps are described in [15]. A BCI translates these features into control signals
either continuous or discrete in time.

While BCI performance improved over the years, required hardware and soft-
ware became cheaper and simpler to use giving the chance of bringing BCI
directly at home without the continuous support of a specialized technician.
Nowadays, portable EEG amplifiers can be accessed by a computer using stan-
dard interfaces (e.g. RS232, USB, Bluetooth). Additionally, a set of established
software BCI platforms is freely available for real-time EEG signal processing
(e.g., BCI2000, OpenVibe). However, currently, a few demonstrations of BCI
as possible assistive product have been given and few cases are reported in the
literature of motor disabled users that can access to communication and envi-
ronmental control through a BCI [14,2].

3 The System

The goal of our work is the definition of a modular user-centric platform, depicted
in Figure 1, in which an off-the-shelf tablet is used as a generic and extensible
integration container for a set of different technologies.

Input methods are split into hardware-based and biosignal-based ones. Differ-
ent input methods allow for different information transfer rates from the user
to the controlled devices. A user usually chooses the input method which, by
taking into account her abilities, degree of impairment and required effort, offers
the higher information transfer rate. A key advantage of such an architecture is
the transparency of the input method with respect to the controlled application.

Fig. 1. My-World-in-My-Tablet architecture
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Using a biosignal as input method is only possible using a biosignal controller,
which is the component (hardware or software) devoted to the translation of the
biosignal into a control signal. This work focuses on BCI as biosignal-based
input method so, in the following, we will refer to this component as the BCI
controller. This component may run directly on the tablet as well as on a different
computer connected to the acquisition hardware. Its output may provide either
a discrete control signal or a continuous one. At the actual stage of development,
our prototype relies on BCI2000 as a BCI controller providing a discrete control
signal based on P300 feature (see Section 3.2) of EEG.

The employed home automation back-end [3] hides all the home automation
functionalities behind well-defined software services; it has been designed to be
enough versatile to be application agnostic, allowing to detect, use and compose
every kind of device on a semantic base.

The tablet represents the way a user with impairments is able to commu-
nicate her needs and ideas and to control the domestic environment using the
available input methods. This mobile device runs several different applications,
most of which have not been designed to interact with special input aids. The
most innovative component of our architecture, namely FlexyGlass, has been
devised as a way to provide a standard interaction method with installed soft-
ware, despite the variety of available input methods for the user. An example of
such a software is given by the AuxiliHome component, which gives access to
a set of application plugins and to the services provided by the home through
an adaptive and extensible GUI.

Personalized dynamic accessibility [6,4] aims at achieving a more effective
user interaction by making the software adaptive with respect to user’s needs
and abilities changing over time. This is obtained through the customizability
and the dynamic adaptivity of the user interface. Our work pursues the same
purposes providing respectively (i) the possibility to configure and personalize
the applications composing AuxiliHome (see Section 3.1) and (ii) the possibil-
ity of using several different input devices and modalities thanks to the novel
FlexyGlass subsystem (see Section 3.2).

3.1 AuxiliHome

The graphical interface of AuxiliHome consists of several screens, each of them
based on a grid layout into which graphical components can be placed. The
number of rows and columns of the grid can be configured and determines the
minimum size of a graphical component. Such a grid layout is easily described
in a declarative manner, through a specific XML document, to be offered by
services and external applications.

Grid positions are occupied by buttons (see Figure 2) which, assuming differ-
ent sizes, allow to strengthen the visibility of specific objects according to specific
user’s needs. A minimalistic interface has been targeted thus avoiding irrelevant
or rarely needed information. The default look of the graphical user interface
was designed aiming at complying with usability and accessibility guidelines [9].
Buttons come with a matte black background and white icons and labels. Only
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Fig. 2. UI elements

MenuMenu
turn_on

turn_offON OFF

Fig. 3. Light service model

these two colors were used to code information in the whole interface and they
maximize contrast ratio. The big contrast and the uniform background improve
to screen clarity and readability.

AuxiliHome is a collection of applications that implement functionalities
needed by users with disability; such applications are accessible through the
graphical interface. The level and type of disability vary from user to user and
may evolve over time, thus, the organization of applications should be as dy-
namic and flexible as possible. Applications can be added or removed easily from
the system whenever necessary, must be configurable and, in order to provide
maximum expandability of the system, can be developed and deployed by third
parties. Applications can be either tightly or loosely coupled to the graphical
interface and to the tablet.

Generally speaking, we can say that all the home automation applications can
be considered loosely coupled to the tablet, i.e., they run outside the tablet since
they belong to a specific home environment and installation. Both sensors and
actuators in the home make their functionalities available according to a service
oriented architecture (SOA) approach [3], which employees Web services as a way
to face the heterogeneity of device’s specific protocols. According to a rich service
model, a Web service consists not only of the service interface specification, but
also of its conversational description and of the graphical widgets (i.e., icons)
needed when presenting the operations in the user interface. Light control for
example (see Figure 3) allows the user to turn on or off a light. In this case
the behavior of the application and of the UI can be easily modeled with a
descriptive approach. Similar services related to armchairs, beds, alarm bell and
doors have been employed during validation.

Among the currently available technologies for implementing Web Services,
we chose Devices Profile for Web services – DPWS. By relying on DPWS, devices
are discovered as soon as they join the local area network and the appropriate
application is dynamically loaded on the tablet whilst, on the other hand, the
asynchronous event driven architecture allows the graphical user interface to
immediately reflect changes in the state of each device.

Tightly coupled applications are implemented as plugins. From this point
of view, AuxiliHome behaves as a host application, which provides common
functionalities that a plugin can use (e.g., the speech-engine). Plugins must im-
plement a simple interface consisting of some methods that are executed during
their life-cycle. This solution grants maximum expandability to the system, al-
lowing third party applications to be easily developed and deployed only focusing
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on the core functionalities, without worrying about the graphical interface or the
input mechanism that are under the responsibility of theAuxiliHome container.

Two applications/plugins for communication purpose are already available.
The first one is a speech synthesizer for frequently used sentences. The list of
sentences is fully customizable by the user or by the caregiver. The second one
consists of a virtual keyboard provided with a word completion system and a
speech synthesizer; it additionally shows a flipped copy of the inserted text at the
top of the screen to make possible face-to-face conversations. Moreover plugins
for infrared controlled devices such as TVs and DVD players are provided.

3.2 FlexyGlass and Adapters

The FlexyGlass component is an independent software module which makes
the employed input method totally transparent to the controlled application.
The basic idea (see Figure 4) behind FlexyGlass, is to over impose a trans-
parent pane to the controlled application UI (using a topmost window with a
transparent background); such a transparent pane contains a set of virtual con-
trols which inherit size and position from the controlled application real controls
(buttons, links or focusable objects) and which act in principle as proxies: if
a virtual control is selected using the input method chosen by the user, the
corresponding real control is triggered.

The described approach requires a direct connection between a controlled ap-
plication and the FlexyGlass, and a communication protocol allowing Flexy-
Glass to (i) request the list of currently available controls to the controlled
application in order to update virtual controls, and (ii) to communicate the last
selection triggering the execution of a real command (the controlled application
will acknowledge the completed execution of the command).

The FlexyGlass component is intended to support different kinds of input
methods, each one requiring a different kind of interaction. A scan button, for
example, can be used for either (i) manual scan, which uses short pressures to
move the focus between controls and longer ones to trigger a command, or (ii)
automatic scan, which automatically move the focus and interprets each pressure

Tablet

GUI Flexyglass

Fig. 4. A layered perspective of FlexyGlass
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as a trigger. User who are able to move a mouse, but not to click, may use a
dwell mouse, which automatically click after a predefined dwell time.

Currently, FlexyGlass supports P300 as the BCI-based input method. The
P300 potential is a large and positive deflection of the EEG activity which reaches
a maximum of amplitude over the centro-parietal scalp areas between 250 and
400 ms after a relevant stimulus (target stimulus), presented within a sequence
of frequent irrelevant stimuli (non-target stimuli), is recognized [10]. The speller
paradigm [5] is based on a n by m selection matrix divided into stimulation
classes, one for each row and column composed by a set of symbols stimulated
together. A trial is a stimulation sequence made up by a fixed number of con-
secutive shuffling of the whole set of stimulation classes. A specific symbol lays
at the intersection between a row and a column , thus, if we suppose to have k
repetitions, a user concentrating on a symbol will see it flashing 2k times (each
followed by a P300 potential) within a train of 2k(n+m) stimuli. At the end of
a trial, a score is assigned to each stimulation class; the system then selects the
row and column with the highest score and returns the correspondent symbol.

The usage of P300 as an overlaid stimulation interface was first introduced in
[11]. Here a P300 overlaid interface was used to control the commercial assistive
technology application suite QualiWorld. FlexyGlass makes that idea more
general, by allowing to use coherent graphics to control generic applications with
different kinds of inputs ranging from BCIs to hardware switches. Using a BCI
input requires a BCI controller (BCI2000 in our case) which has to be connected
using an ad-hoc protocol. Creating an overlaid interface raises the problem of how
the classical matrix layout of the P300 speller may be adapted to a more general
layout. Before a trial begins, FlexyGlass analyses the controls available on the
controlled application, chooses the minimum matrix size with enough space to
define a one-to-one association between controls and matrix positions.

Controlling an application using P300 requires a continuous attention to the
stimulation in order to avoid incorrect selection bringing the controlled applica-
tion into an unwanted state. A user might desire to pause the system because
she is either tired or occupied in some other tasks. FlexyGlass proposes a
mechanism consisting in stimulating over the window shown in Figure 5.

Controls has to be highlighted in all previous input methods. By knowing the
position of the available controls of the controlled applications, FlexyGlass is
able to move the focus over a control by drawing over the layered window.

FlexyGlass have been designed to be easily extensible with different high-
light graphics. Figure 6 shows the currently available stimulations, the dot [11]

Fig. 5. Pause for P300 input Fig. 6. Stimulation over the DVD remote control
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and the grid [13] ones, which have been proved to be very effective with P300-
based BCIs. The FlexyGlass graphical configuration utility allows for cus-
tomizing each aspect of the available stimulations (colors, sizes, etc.).

Applications which are compliant with FlexyGlass are automatically dis-
covered through a hello protocol. There exist two kinds of application: those
which are natively built to be controlled via FlexyGlass (it is the case of Aux-
iliHome) and those (the vast majority), which we refer to as legacy applications,
which require the development of a wrapper in order to be controlled. In the case
of a browser like Firefox or Chrome, a wrapper may be easily implemented as
an extension.

4 Validation and Experiments

Usability, reliability and learnability of MWiMT have been specifically assessed
in an experimental protocol, which includes: (i) communication task: users were
requested to spell predefined sentences; (ii) environmental control: users were
requested to perform some actions on the smart home. In order to provide a
reference level to estimate accuracy and reliability, users were also involved in a
BCI session with a widely validated P300-based Brain Computer Interface (the
BCI2000 built-in speller). User satisfaction was measured with a visual analogue
scale (VAS) at the end of each condition. Users were asked to rate their “overall
satisfaction”, drawing a vertical bar on a line where number 0 indicated that they
were “not satisfied at all”, whereas number 10 meant that they were “absolutely
satisfied”. At the end of each session, users were also administered with the
System Usability Scale (SUS), assessing the perceived satisfaction and usability
with a score ranging between 0 and 100.

Table 1 reports the results of the experimentation over three end-users. The
Amyotrophic Lateral Sclerosis Functional Rating Scale - revised (ALSFRS-r) [1]
is an instrument for evaluating the functional status of patients with ALS. It can
be used to monitor functional change in a patient over time. Score ranges from 0
to 48 and the higher the score the more function is retained. All users were able
to complete the proposed tasks; they reached on average the 95% classification
accuracy with MWiMT, conversely, the accuracy achieved with the classical

Table 1. Results of the experimentation
User ALSfrs-r Device Task Accuracy Satisfaction SUS

User1
(F)

Age 75

38
P300 Speller Communication 100% 9.7 42.5

Prototype
Communication 100%

10 70
Environment Control 89%

Strong dysarthria, no experience with ATs

User2
(M)

Age 56

37
P300 Speller Communication 100% 10 82.5

Prototype
Communication 100%

8.3 60
Environment Control 100%

Slight dysarthria, motor impairment upper limbs, no experience with ATs

User3
(M)

Age 59

9
P300 Speller Communication 95% 9.8 77.5

Prototype
Communication 89%

10 95
Environment Control 90%

Severe motor disability. Residual movements: head, eyes, one finger of both the hands (very
weak movements). Experience with ATs: communicator (used slowly with the finger)
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P300 Speller ranged from 95% to 100% . Users expressed an high satisfaction
with both the P300 Speller (values ranging between 9.7 and 10) and MWiMT
(values between 8.3 and 10). The perceived usability, measured by means of the
SUS, was on average 67.5 for the P300 Speller and 75 for MWiMT.

Besides the validation with the users, we performed some tests in order to
analyze the visualization delay of the stimuli over the FlexyGlass layered
window. The BCI2000 built-in speller is directly connected to the sequence gen-
eration allowing for the best delay between the visualization request and the
effective onset of the stimulus on the screen. In our case, the stimulation se-
quence is transmitted using an interprocess communication channel introducing
an unpredictable transmission delays. This delay is the time difference between
the instant a stimulus is shown on the BCI2000 interface (taken as a “gold stan-
dard”), and that one the correspondent stimulus is shown over the FlexyGlass.
A hardware test bed (Figure 7), consisting of 2 photo-transistors connected to
the analog inputs of an Arduino One board, has been designed at this aim. The
two photo-transitors are placed directly over the monitor screen; one over an
element of the BCI2000 speller and the other one over the corresponding control
of the FlexyGlass transparent window. The board is in charge of detecting
light flashes onsets on both transistors and calculating the time difference.

Two experiments have been performed and results are shown in Figure 8.
In both cases a sequence of 20 trials has been performed with 10 repetition
of stimulus classes. During the first experiment, the BCI2000 ran directly on
the tablet together with FlexyGlass and AuxiliHome. We can see how the
third quartile of delay measurements are below 8.2 ms while the half of the
measurements are comprised between 4.9 (first quartile) ms and 8.2 ms. During
the second experiment, BCI2000 ran on a separate machine (an off-the-shelf
laptop) connected via wired network to the tablet. The third quartile is now
significantly higher then before (about 16 ms) while the maximum is of 51 ms.
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Despite the fact that our tests showed a measurable delay in the FlexyGlass
stimulation, this does not impact on the P300 BCI performances. The P300
waveform shows 1 or 2 order of magnitude slower time constants, so recognition
will note be affected by such a small relative time shift of the waveform.

5 Concluding Remarks

This work presented a general architecture, and the related prototype, based
on a tablet device, for allowing physically impaired people to interact with the
surrounding in a fully automated home environment. The proposed approach
offers extensibility in terms of provided applications and input methods, and
adaptivity in terms of automatic adaptation to the home automation system.

This is possible trough a specific software architecture, whose pillars are the
wrapping of home appliances as Web services, a plugin approach for incorpo-
rating specifically designed applications, and the FlexyGlass component for
incorporating legacy applications and allowing specific input methods requir-
ing stimulation (such as BCIs). The FlexyGlass may be used, in principle, in
combination with every kind of application (provided with a specific adapter).

We have validated our approach with real users and demonstrated, through
some tests, that introducing FlexyGlass as overlay over existing applications
does not degrade performances of the input methods, even in the case of BCIs.

A note should be reported about the possibility of using whichever applica-
tion in conjunction with FlexyGlass. This is not completely true if the selected
input method is P300 BCI. In fact P300 classification is very influenced by stim-
ulus distribution over the screen, suffering in particular of stimulation very close
one to each other. A possible way of addressing this issue could be the possibility
for the FlexyGlass to automatically analysing the set of provided controls and
reorganizing it using call out and subsets definition. Additionally while Flexy-
Glass is able to automatically detect compliant application (native or legacy),
no accessible interface is currently provided to select among these applications
or switch from an application to another one. A future enhancement is about the
menu structure of AuxiliHome, which is currently fixed. Unfortunately, some
aids provide a low information transfer rate which can potentially make a single
selection expensive. Future version of AuxiliHome could provide a menu struc-
ture which dynamically evolve following user favourite selections (learnt over
past executions).
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Abstract. Air Traffic Management (ATM) involves a complex decision-
making process that involves several entities as short time to analyze risk
situations and many attributes to verify before take an action. So, Deci-
sion Support System (DSS) is a great way to air traffic controllers achieve
better results in their work. A well implemented DSS must provide a sim-
ple Human-Computer Interaction (HCI) to achieve great results. Even a
system can provide all functionalities for a specialist, it must achieve his
expectations and results by other requirements, i.e., maybe a right answer
with delay or hard to find will become a wrong or unnecessary answer. The
proposed approach by Air Holding Problem Module (AHPM) has a sub
module responsible for forecasting airspace scenarios and another respon-
sible to support decision-making process by an interaction with air traffic
controller. Thus, it is possible that air traffic controller interacts with the
system and carries out his activities faster and more informed by a simple
screen which contains knowledge necessary. The AHPM achieved a great
human-computer interaction level because the interaction is very simple
and all mandatory information to do great analysis is presented in a same
screen by a clean and objective organization.

Keywords: Human-Computer Interaction, Decision Support System,
Air Traffic Management, Artificial Intelligence.

1 Introduction

Air Traffic Flow Management (ATFM) is considered a complex decision-making
process that involves several entities as: aircraft and human being safety; short
time to analyze risk situations; many attributes to verify, analyze and decide
about the best group of actions to improve the air traffic flow. There are so
many factors related to weather conditions, aircraft operational limitations and
human capability to act in a short time interval under high pressure.

Human beings and machines are complementary in several aspects. The power
of a taken decision by a human being in areas such as intuition, conceptualization
and creativity are the weak points of a working machine. Human weakness, on
the other hand, consists in aspects that a computer is accurate to achieve such
as speed, parallelism, accuracy and the persistent storage of almost unlimited
detailed information. So, a well implemented decision support system could help
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air traffic controllers to take the best actions by a strong Human-Computer
Interaction (HCI) that will use the best points of each one.

Moreover, the system must provide a simple interaction to achieve better
results. Even a system can provide all functionalities for a specialist, it must
achieve his expectations and results by other requirements, i.e., maybe a right
answer with delay or hard to find will become a wrong or unnecessary answer.
Several factors are essential to reach a great HCI level in ATFM domain, such
as key features available by a click, an integrated knowledge base presented in a
main screen, alerts graphics for easy perception when status had been changed,
interaction with other features without get out of main control screen, and others.

Air Holding Problem Module (AHPM) has four sub modules. Among them,
there are sub modules responsible for forecasting scenarios and interaction with
specialist. Thus, it is possible that air traffic controller interacts with the system
and carries out his activities faster and more informed by a simple screen which
contains knowledge necessary.

The Forecast Scenarios Module is responsible for assessing the current sce-
nario, verify possible risk situations and its solutions in accordance with system
knowledge. However, as important as the whole process of prediction scenarios is
to present clearly and quickly the system knowledge for the air traffic controller
detects possible problems and acts quickly. In the ATFM domain is indispensable
that actions are taken with great knowledge and in the shortest time possible.
In a real-time problem, the best solution for the time Tn probably will not work
at a future time Tn+1.

This paper presents the decision support system AHPM developed to act
on ATFM scenario in Brazil. So, it was modeled considering the reality of the
country and its air traffic controllers to achieve more effective results. The pa-
per is organized in the following manner. In section 2, there is brief review of
related concepts about Decision Support System and Human-Computer Interac-
tion. Section 3 presents the environment of ATFM, which AHPM acts to support
daily tasks by interaction with air traffic controllers. Section 4 presents the de-
cision support system AHPM. Section 5 concludes the paper and proposes the
direction of future research.

2 Decision Support System

The decision support systems can be defined as systems that support decision-
making process by providing relevant information, suggestions and predictions,
which are based on current information to provide a vision of the future, accord-
ing as some actions are taken in the present.

The business processes that will be automated by a system must be chosen
carefully. Specially about control activities; conflict detection and analysis, re-
search and planning execution. Decision Support System (DSS) allows using data
and models related to an area of interest to solve problems, semi-structured and
unstructured, with which they are confronted to achieve a better system (Beulens
et al., 1988; Bayen et al., 2005).
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A DSS allows working with problems of a decision-making which the propor-
tion overtakes the normal rational capacity or exceeds temporal and financial
means available. The air traffic controller reports his difficulties to take actions
with minimum impact in the future, so it can be represented in a system with
management and control of existing organization knowledge.

According Agogino et al. (2009), it is essential that systems to support air
transportation can be prepared to provide a flexible and automated management
to meet requirements inherent in this kind of management. These systems are
included in a new generation, which should be prepared to meet this demand.

Among the approaches that are presented in the literature, it is possible to
classify a decision support system in four different ways of operation:

1. Without autonomy: the system displays information and the expert must
check in several points what is useful, or not, for every situation.

2. Full Autonomy: the system, based on previously acquired knowledge, ana-
lyzes each situation and take its decisions.

3. Semiautomatic (more automatic): the system has enough intelligence to as-
sess different situations and as situation decide itself. In other situations, the
expert decides what should be done.

4. Semiautomatic (more human): the system has enough intelligence to analyze
situations and make suggestions for solutions to the specialist, which will
decide what should be done.

The approach of this research follows the fourth way presented. It will always
leave the decision-making power with the air traffic controller. However, it will
analyze situations and make suggestions to be taken to the specialist. This choice
was made because of concern about safety of the airspace. So the air traffic con-
troller will have the information generated by the system but with full autonomy
to choose the AHPM suggestion or a new action according to your experience.
When specialist decides for new actions, system will learn and suggest these
actions for similar scenarios in the future.

Thus, the improvement of human-computer interaction becomes more im-
portant because must provide a knowledge base in the best way, so air traffic
controller can carry out his activities achieving the best benefits of DSS. The sys-
tem will be a major provider of knowledge and its interaction with the specialist
will make the level of success for ATFM.

2.1 Human-Computer Interaction

The Human-Computer Interaction (HCI) field is responsible to improve how
human being interacts with computer systems. There are so many researches
to improve HCI covering software engineering, system usability, new approaches
to interaction, multimedia technology, knowledge architectures, system design,
cognitive computing and others.

Important as the adoption of techniques to improve HCI is continually check-
ing the degree of satisfaction of each user, too. Thus, it will happen a continual
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improvement process in the interaction in order to achieve a natural interaction
between both its. Additionally, the system must be self-adapting as a specialist
that use. So, it is possible to make a well experience for all system users in a
same level (Leadbetter et al., 2000).

This improvement process should not only check the system, but the business
processes which DSS is supporting too. It is possible to remove some complex
spots that hinder human-computer interaction and add these points inside of the
system, reaching more gains for the air traffic controller such as: time, handled
complexity, reduce the impact of actions, take actions more effective and others.

It is necessary to analyze how the process is being automated by DSS and
evaluate the negative impact that may be generated, such as semi complete
automation generating omission in operation of DSS and make obscure the
decision-making process to air traffic controller can decide to accept a suggestion
of restrictive measure.

In domains more complex such as ATFM, this may forbid full adherence to the
system by the system user because it is unknown what is happening inside the
software. The objectives of DSS must walk together to aid air traffic controller
instead of hiding everything that is being done, so this approach follows the
standard semiautomatic (more human), i.e., making it clear for the air traffic
controller to choose his decision (Yoshikawa , 2003; Grudin, 2009).

3 Improving Interaction in ATFM

Air Traffic Flow Management focuses on the supply of information to maintain
the traffic flow with safety and reduced impact on airspace scenarios that are nec-
essary to take unexpected measures. The ATFM environment can be organized
into three phases: strategic, operational and tactical.

This paper focuses on ATFM tactical level because it is the period which
aircraft is in flight. This level consists on tactical decision making covering the
period from two hours before the flight until the aircraft arrives at its destination.
During this phase increases the problem level because the occurrence of problem
and its solution happens on real time. This factor also needs to be focused on HCI
to improve the solutions for risk situations in ATFM in real-time environment.

The main problem to be resolved in this work is the Air Holding Problem
(AHP), which occurs when aircraft in flight route needs to wait on the air for a
particular reason, such as closed airport, hard meteorology conditions, terrorist
acts, and others. These situations may impact in other areas of the far Terminal
Maneuvering Area (TMA), place where an airport is situated. These impacts
can be spread throughout the air traffic flow arriving at one departure airport,
and thus preventing an aircraft take off.

The Brazilian airspace covers the entire territory of the country, including part
of the Atlantic Ocean. In the airspace of Brazil there are five Flight Information
Region (FIR): FIR - Amazon (north); FIR - Recife (northeast); FIR - Brasilia
(midwest); FIR - Curitiba (south) and FIR - Atlantic (Atlantic Ocean coast).
The FIR’s are subdivided into sectors of control, to improve the management
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activities and obtains better control. Currently, there are 46 control sectors, 14
in FIR - Amazon, 8 in FIR - Recife, 12 in FIR - Braslia, 10 in FIR - FIR in
Curitiba and 2 - Atlantic.

These sectors are under supervision of air traffic controllers that are in an Area
Control Center (ACC), which is responsible for a specific FIR. In this context, it
is possible understand the complexity of management activities and why there
are subdivisions to manage so many factors, e.g., the number of aircraft per sector
influences directly the management complexity, i.e., the more aircraft flying in
the same sector, more security risks involved in the ATM.

Given this context and in order to support ATFM was proposed Air Hold-
ing Problem Module (AHPM) as a new approach interaction with air traf-
fic controllers to provide support to decision-making process and improve re-
sults on AHP. Currently, air traffic controllers use a control system in standard
monochrome and basic screens, i.e., there are basically one screen to the stan-
dard radar display which they monitor the traffic flow, detecting possible risk
situations and their solutions.

The problem with this model is that system is limited in the presentation
of information. All hard work needs to be done by an expert in a short time
and basically with a radar screen to survey the necessary information to take his
decision. This new approach was shaped for air traffic controller could have more
benefits of DSS such as providing knowledge on a screen instead of only some
data, add on a screen the current traffic, possible solutions and their impacts,
reduce the level of tiredness of their eyes through the visual alerts which reducing
the need for high concentration on the screen, and others.

4 AHPM

The Air Holding Problem Module system was developed using two techniques
of Artificial Intelligence (AI): Multiagent Systems and Reinforcement Learning.
The system consists of four sub modules integrated.

The Information Collection Module is responsible for storing information gen-
erated by flight controllers. The Reinforcement Learning Module is responsible
for system learning, which will receive information from collection module and
transform into knowledge to be used in the future by specialist. The Forecast
Scenarios Module is responsible for presenting the airspace scenario in a future
instant Tn+1, in order to present to air traffic controller what might happen if
he choose the action suggested by the system. The Decision Support Module
will present the possible actions to be taken and every scenario that will be
generated after take a certain action according with a prediction, including the
impact on another airspace sector in the future. Figure 1 gives an overview of
the architecture of the Decision Support Module and its interaction with the air
traffic controller.
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Fig. 1. AHPM architecture

This interaction between air traffic controller and AHPM can be understood
as follows:

1. Current Scenario: It is responsible to display current scenario to air traffic
controller.

2. Possible Solutions: It is responsible to display, based on Reinforcement Learn-
ing, possible scenarios considering taken actions in the past.

3. Next Scenario After Action: It is responsible for presenting the next scenario,
if the chosen solution can be taken as restrictive measure.

4. Possible Impact in Airspace: It is responsible to evaluate and display possible
impacts as congested or saturated sectors in airspace.

5. Take Action: It is responsible for receiving the action of the air traffic con-
troller and send to the Reinforcement Learning Module for processing and
storage. This information will be used for suggestions improvement in the
future.

The Decision Support Module is the only module that will display the infor-
mation and interacts with specialist. After presenting suggestions to air traffic
controller the system will wait for his decision. If the chosen decision is accept
the suggestions presented by the AHPM, these suggestions will be transformed
into knowledge and stored in the database learning. If the specialist chooses an
no listed action or only some of the suggested actions, this module will forward
in the first case, to the Reinforcement Learning Module and in the second case,



654 L.L.B.V. Cruciol and L. Weigang

Fig. 2. Human-Computer Interaction with AHPM

for the Forecast Scenarios Module to recalculate states and forward to presenting
the expected results for chosen actions to the air traffic controller.

The specialist will choose actions to be taken from possible solutions group.
AHPM will try to predict the possible impact in airspace, if those actions are
taken. Thus, the air traffic controller will decide about actions to be taken and the
results will be storage in AHPM. The human-computer interaction is presented
in Figure 2.

In the screen of AHPM is possible verify in a simple and clean manner how the
air traffic controller will interact with the system. Initially, the system will verify
the date and time which air traffic controller is running its activities. Thus, the
screen will load automatically the flights that were planned for that time in an
interval of ninety minutes and deviations that are occurring with a tolerance of
three minutes. At this moment, the modules begin to act in a integrate way for
presenting suggestions.

First of all, it is important to explain the left of screen. On top, it displays
what is on FIR and analyzes its state. This is a state of Reinforcement Learning
evaluation functions That Indicate an index level of air traffic Which is it defined
the FIR state. The more near zero lower traffic congestion in the sectors of FIR
on analysis. The global state follows the same principle but considers all sectors
FIR’s in airspace of Brazil.

On top middle, it displayed how many sectors and aircraft flying exist in
analyzed FIR at this moment. There is a capability of aircraft for each airspace
sector in one same moment. In Brazil, it is defined as congested sector if there are
more than eleven aircraft in each sector and as saturated if more than thirteen
aircraft. So, air traffic controller needs to analyze all this information in a short
time and decide which are the best actions to airspace. It is presented twelve
airspace sectors because this is the amount of sectors in FIR-BS.
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On middle, it displayed all flights that are under responsible of a specific air
traffic controller. It presents information such as flight number; departure time;
ICAO code of departure; arrival time; ICAO code of arrival; current sector which
aircraft is flying; if exists, next sector in route and air traffic status in the current
airspace sector. The ICAO (International Civil Aviation Organization) code is an
international identifier which is used for airports. In case of this status is green,
the air traffic is fluent. If yellow, the sector probably will go turn congested and
some action about this flight needs to be taken. If red, the sector probably will
go turn saturated and needs some restrictive measures in flight with this status.

On bottom left, AHPM presents possible better restrictive measures to be
taken at this moment over the flights under his responsibility. According to
calculations made by Forecast Scenarios Module are identified some possible
actions to be taken. These restrictive measures are classified into two types:
delay and forward. One example of restrictive measures is ’Delay#4SBBR2-
09:41 ’, which means delaying the entry of aircraft #4 in sector two of FIR-SBBR
to 09:41. Another possible measure could be ’Forw9SBRJ-12:48 ’, which means
forward the landing of aircraft #9 at the airport SBRJ to 12:48.

These restrictive measures are determined by Forecast Scenarios Module and
take into consideration, basically all information presented on middle screen.
These actions are suggestions for the air traffic controller, which can choose all,
some or none. These suggestions consider several factors as system learning. The
longer the system is in use, the best suggestions will be based on the scenarios
like the current one.

After air traffic controller choose the actions to evaluate the impact, it will
presented on top right the impact analysis. This analyze will show possible im-
pacts in airspace sectors for the next three intervals of thirty minutes, for the
sectors that will be affected in the FIR which is being analyzed. In case of this
status is yellow, the sector probably will be almost congested in a determinate
time. If red, the sector probably will be congested. It is possible to analyze the
possible evolution by the three intervals, too. Thus, it is easier to verify if some
action is so hard for a specific case.

The air traffic controller can analyses as many times as necessary, choosing
different actions to be taken. When actions are taken in time, the results will
be presented on central and it will be ready for air traffic controller starts the
whole process again.

5 Conclusions

In the complex domain of ATFM, there are air traffic controllers who are respon-
sible for some of the most critical activities, because requires a lot of concen-
tration; air traffic experience; high commitment; ability to work under extreme
pressure, among other factors that make the daily tiring and stressful. Besides
the physical and psychological factors, there is the impact that their actions
while working can cause in lives of so many people.

The artificial intelligence proves itself effective in helping the decision-making
processes, specifically in the area of aviation. Due to factors such as acting in a
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real time environment, using large amounts of data, lack of adequate experience
to specialist, need to consider several factors in a short time, predict the impact
before to take an action, and others. Systems that use one, or several, specific
techniques of AI can address these needs and become in an important tool in
ATM.

Although good solutions are built using the AI, it is required to be considered
how will be held the interaction between system and expert. The DSS must
evolve to the next level, which in addition to information for decision support the
system must provide an efficient human-computer interaction. Currently, there
are large amounts of data that can provide any information to the specialist,
but there is so much information available that can limit the progress due to
the difficulty of finding what it is important at the time required or by the poor
interaction provided in the system.

The AHPM approach was proposed to support air traffic controller in decision-
making process by the easy and fast interaction for all needed knowledge. Among
some aspects proposed, it was possible to retain the knowledge of more experi-
enced air traffic controllers in the system to help beginners; analyze and predict
scenarios, within the time required to take a decision; assess potential impacts
before taking a restrictive measure; and others actions to reduce holding traffic
on the routes.

The AHPM gets to achieve a great level of human-computer interaction be-
cause the interaction is very simple and all the mandatory information to make
great analysis is presented in the same screen. The information organization is
clean and fast to find a specific data. This is especially important due to short
time to detect problems, verify possible situations, analyze better actions to be
taken and its possible risks.

For future work, we intend to perform the integration of the strengths of
human-computer interaction of AHPM and currently used systems in Brazil to
build a more efficient approach for air traffic controllers, such as the inclusion
of radar maps with alerts messages to possible risk situations, the possibility of
maps to present the ’Impact Analysis’ and the inclusion of more information of
other airspace control systems.
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Abstract. While the situation space consists of facts about what is currently 
happening, the decision space consists of analytical information that supports 
comparing the relative desirability of one decision option versus another. We 
have focused on new approaches to display decision space information that aids 
cognition and confidence. As a result of our earlier empirical work, we have  
developed a set of principles for visualizing decision space information. This 
paper describes those principles and illustrates their use. 
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1 Introduction 

Professionals working in domains such as air defense, emergency response, and air 
traffic control must make decisions under complex situations. A core concern for all 
of these domains is the manner and extent to which decision makers develop option 
awareness (OA): the perception and comprehension of the relative desirability of the 
available options, as well as the underlying factors, trade-offs, and tipping-points that 
explain that desirability [27]. The number of options that decision makers need  
to consider, and the possible consequences of options that they need to weigh, can 
constitute a heavy cognitive burden. Thus there has been much interest in providing 
decision support systems (DSSs) that will act as cognitive prostheses to ease decision 
making. 

Many DSSs provide displays that consolidate the facts of the situation. These  
displays are often called “dashboards” to emphasize the metaphor of the automobile 
dashboard, which shows speed, engine revolutions per minute, engine temperature, 
etc. The assumption behind a dashboard is that the relevant facts about a situation will 
lead to the best course of action [7]. Knowing the current state of the situation, which 
Hall, Hellar, and McNeese call the situation space [10], is undoubtedly necessary, but 
this information may or may not suggest options for handling the situation. Further, 
understanding the facts about the situation may not help a decision maker understand 
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the consequences of taking one option versus another, which Hall et al. call the  
decision space [10]. Understanding the situation space constitutes situation awareness 
(SA) [6], but understanding the decision space yields option awareness [27].   

With sufficient OA, the decision maker is able to identify the most robust options: 
those which are most likely to turn out favorably under the widest range of possible 
future conditions [2, 20]. Robust options are in contrast to optimal options, which 
may appear desirable under specific predicted conditions, but can be sensitive to any 
discrepancies between the predictions and reality. We have been investigating gene-
rating OA through decision space visualizations (DSVs) that display trends, clusters 
of outcomes, goal conflicts, and tipping points between competing or synergizing 
options. DSVs are specific instances visual analytic displays and can be important 
components of DSSs. 

We generate data for DSVs via exploratory modeling [2, 20], which uses computa-
tional simulations to generate all plausible outcomes of the available options under a 
broad range of input values and assumptions. Each iteration through the simulation 
model varies the assumed values of uncertain parameters through all combinations of 
plausible values that the decision maker cannot control. Taking a building fire as a 
simple example: What if the wind gets stronger? What if the storm arrives early? 
Visualizing the outcomes of thousands of rapidly computed experiments reveals 
whether the results of available options are sensitive to a particular underlying factor. 

Our prior work shows that supporting OA using DSV improves decision accuracy 
and confidence over solely having situation space information [27]. The purpose of 
this paper is to formalize those results as a set of DSV design principles. 

2 Related Work 

There are many different sets of principles of human-computer interaction (HCI), 
such as Nielsen’s ten usability heuristics [23], Norman’s fundamental principles [24], 
and Shneiderman’s “Eight Golden Rules” [30]. All of these sets of general HCI prin-
ciples are intended to apply to almost any human-computer system. Examples of these 
principles are “be consistent,” “provide visibility into system status,” and “prevent 
errors.”  Our work does not aim to replace these general-purpose principles. Instead, 
we are augmenting general principles with those that are more specific to DSVs.   

There is a long and diverse tradition of developing special-purpose principles or 
heuristics. Shneiderman’s Task by Data Type Taxonomy includes seven high-level 
features highly salient to DSV: Overview, Zoom, Filter, Details-on-Demand, Relate, 
History, and Extract [31]. Norman developed principles for visual representations 
such as: match the properties of the visual representation with the information being 
represented [24]. Gerhardt-Powals’ cognitive engineering principles are very relevant 
to visual analytics, and include: “reduce uncertainty,” “fuse data,” “group data consis-
tently and meaningfully,” and “automate unwanted workload.” [9]. There is a lack of 
sets of principles, however, that specifically address visual analytic displays [13].   

While many DSSs solely provide situation-space information, some do provide ex-
plicit support for exploring options. One example is RODOS, a DSS used for nuclear 
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remediation management [8]. In its original form, it provided point estimates through 
stacked bar charts, indicating the probable outcome of each option and the relative 
contribution of its attributes. Preliminary support was added for visualizing uncertain-
ty [28], but only by adding stacked bars for the 5th and 95th percentile outcomes  
(suggesting the best and worst cases) on either side of each of the deterministically 
calculated outcomes. Unfortunately, this approach still obscures important complexity 
hidden in the distribution of modeled outcomes, such as skewness, clustering, and 
multimodality. Embedded in these outcome distributions is vital information about the 
interacting influences of the complex and uncertain underlying factors influencing the 
outcome of a given option. 

3 Developing the Principles 

The following design principles for DSV represent a synthesis of empirical research 
on DSSs, information visualization, and interaction design, supported by our research 
including two computational [19, 22] and five human-subjects experiments [27, 21]. 
Complete details of the methods and results of these experiments have been previous-
ly published in the citations provided, so will not be repeated here. 

 

 

Fig. 1. User interface example showing (A) frequency distributions of outcomes for top six 
options, and (B) sorting by rank or quantity of resources. Note that boxplots summarize the 
distribution of outcomes, with one boxplot for each option. 

For the human-subjects experiments, we designed a series of interfaces to provide 
an experimental problem space with a plausible amount of urgency and uncertainty 
using relatively familiar scenarios (robberies, accidents, fires, etc.) and resources 
(police cars, ambulances, fire trucks). We used the NeoCITIES emergency response 
simulation model [11] to predict the range of outcomes for the available options.  
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Figure 1 shows a portion of the DSV used in two experiments [26]. The primary 
components are noted with capital letters. The available options (in this case, various 
combinations of fire trucks from two different stations) are along the horizontal axis, 
and the evaluative metric (in this case, combined cost of material damage, casualties, 
and expended resources) is along the vertical axis (A). Users could sort options by 
quantity or rank, with rank 1 being the most robust option (B).  

The principles were developed during the course of our experiments. The results of 
these experiments progressively refined the fundamental HCI principles listed above, 
resulting in the seven principles of DSV presented in text boxes below.  

4 Principles of Decision Space Visualization 

 
 
In our second experiment [5], we introduced controls for users to set input parameter 
values for the predictive model based on their interpretation of the magnitude and 
impact of the emergency scenario. In that experiment, even though the user-provided 
values did not actually influence the model, the act of providing the inputs resulted in 
a significant improvement in decision confidence when using the DSV compared to 
our first experiment [4]. These results are congruent with those of Shneiderman [32], 
which showed that users who actively interact with data have more confidence than 
those who do not have as much interaction. 

Of course, users should not be asked to enter data that can be acquired automatical-
ly, such as current weather, traffic, or other information that could be retrieved  
from live streams or databases. Having the system populate the relevant fields is an 
example of appropriately applying Nielsen’s heuristic for efficient interface use [23].  

 

 
 

One of the main interface additions of interest in our fourth experiment [26] was a set 
of customizable controls for users to manipulate the parameters of the scoring func-
tion. Changing the weighting strategies could alter the rankings of the options by 
varying the amount of weight given to each of the five parameters of the boxplots. 
Compared to the preceding experiment without these weighting controls and using the 
same set of emergency scenarios [25], participants made significantly more accurate 
decisions with higher confidence.  

 
 

2. Allow the user to apply their real-world knowledge to set weights or values 
for the scoring function (the criteria for ranking the options). 

1. Allow users to apply their own mental models to their situational observa-
tions and provide input parameter values. Do not require users to set input  
parameter values for information that can be accurately and automatically  
obtained elsewhere. 
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One of the key properties of visual analytics tools is an overview to help the user 
develop overall awareness of the information presented [15]. These techniques help 
decision makers to identify anomalies, trends, and patterns by leveraging the strengths 
of their visual perception for perceptually tractable parallel comparison of options. 
Therefore, we employed this principle in all of our visualizations.  

Many DSSs provide a recommendation for a single option that is optimal if all of the 
assumptions underlying the recommendation hold true. The difficulty with this  
approach in complex, uncertain, real-world situations is the impossibility of predicting 
the future with 100% certainty. If the assumptions prove invalid, or uncontrollable  
conditions emerge, then the “optimal” solution may perform quite poorly. Experienced 
decision makers often distrust decision support systems after seeing recommendations 
that did not perform well [12]. Even when DSSs work well, they are often not used 
because decision makers do not know how the systems arrive at their recommendations 
[17]. Our DSV provided multiple options that are explored under all plausible assump-
tions so that decision makers could use their own judgment. 

Our interface only displayed the six currently top-ranked options based on well-
known limitations of short-term memory (the “magical number 7” [1]). Displaying 
too many options, especially those that perform poorly and so are unlikely to be  
chosen, can simply overwhelm users (e.g., see [29]). 

 

 

Even with modern computer processors, the models that are instrumental in robust 
decision-making (RDM) analyses and that produce the data required by DSVs can be 
computationally challenging. We envision real-time or near-real-time support to  
users, which requires response times that are acceptable to them. When we were faced 
with a model that took days to run, we performed a computational study to determine 
the level of fidelity and precision that was truly needed [22].   

Accordingly, we compared the top-ranked options of several different pandemic 
influenza response models. We compared 16 courses of action from four different 
influenza models (varying in precision and fidelity) and discovered that the models 
generally agreed on the top-ranked options, but dramatically disagreed on the lowest-
ranked options [22]. This was a valuable finding in practical terms, since the user will 

4. When constructing DSVs, trade off unnecessary fidelity in favor of speed of 
response.  Determine needed fidelity level based on whether DSVs generated 
from models of a lower fidelity level would lead to the same decision as 
DSVs constructed from data obtained via a higher-fidelity model. 

3. Provide an overview of the top several options and allow users to  
employ their pattern recognition, judgment, and values to choose the  
desired option. 
a.  Do not have the visualization identify a single, firm recommenda-

tion to users.  
b. Do not provide a very large number of options, especially when 

many of them are much less desirable and thus unlikely to warrant 
serious consideration. 
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examine the best options available, not the worst ones. Not only did this finding con-
firm that presenting additional options provided diminishing returns, but revealed that 
using the RDM methodology allowed faster-running, lower-fidelity models to provide 
essentially the same recommendations as more computationally-intensive, high-
fidelity models.  
 

 
 
While Principle 3 is concerned with showing multiple options to enable visual  
comparison of outcomes between options, Principle 5 is based on showing multiple 
outcomes within each option. Such visualizations take advantage of humans’ innate 
perceptual abilities to find patterns, with the advantage that simulating many “what 
if?” cases has been offloaded to the computer instead of requiring mental simulation. 

By showing the range of possible results from choosing a particular option, the DSV 
takes into account the uncertainty regarding conditions outside of decision makers’ 
control. How this uncertainty data is presented can make a difference in users’ level of 
understanding, however [16]. Only showing averages or means conceals critical details 
about the complexity and uncertainty underlying each of the available options. To com-
pare the robustness of several options, each with a distribution of possible outcomes, 
outcomes can be mapped onto a single user-selected multi-attributed cost metric. To 
combat biases known to result from displaying point estimates of probabilities [16], our 
DSV designs use a frequency format to display the results.  

4.1 6 and 7: User interaction with the decision space 

 

Others have demonstrated how direct manipulation of the interface helped users 
rapidly perform and refine dynamic queries of a database, with participants success-
fully finding trends and anomalous data [33]. Direct manipulation of a dynamic inter-
face refers to immediately visible user-driven adjustments to search results or other 
data using interactive controls, such as sliders or buttons. Applied to searching the 
decision space, users choosing an option will often need to dynamically filter, sort, 
and drill down deeper into the exploratory modeling results.  

 
 
 

 

We have termed this aspect of the DSV option awareness level-2, or OA2 [18].  
Supporting this aspect of DSV requires effective multi-factor comparisons for  

5. Show the consequences of choosing one option versus another under a  
variety of possible conditions rather than a single set of “most likely”  
conditions. 

a. Use a frequency-based presentation, not a probability-based  
presentation. 

b. Reveal the shapes of the distribution of outcomes. 

6. Provide interactive filtering and sorting for viewing subsets of the data that 
 underlie the decision space.

7. Support comprehension of the factors and relationships mediating the 
 consequences of choosing one option versus another. 
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uncovering the reasons for the relative robustness of competing options. In our latest 
interface [3], users can adjust a threshold to differentiate between favorable and unfa-
vorable outcomes on the vertical cost axis of the DSV overview, which now shows 
outcomes as individual points in addition to box plots. As they adjust this threshold, 
the system dynamically renders a tree of the causes and conditions that explains the 
differences between favorable and unfavorable outcomes.  

 
 

Fig. 2. Simplified example, from left to right, of a user identifying an anomalous cluster of 
especially poor outcomes, drilling down into the underlying causes explaining that cluster, and 
addressing the traffic problem (the cause of the poor outcomes), resulting in a revised decision 
space. 

5 Using the Principles 

Figure 2 shows an abstraction of a fire dispatcher developing OA with DSV support. 
She begins by entering the reported magnitude and location of the fire (Principle 1). 
The system automatically determines the weather conditions at the fire location, since 
winds and precipitation can affect the fire’s behavior. 

The decision space overview is on the left in Figure 2 (Principle 3). This overview 
appeared quickly because the model driving the DSV is at the lowest reasonable level 
of fidelity (Principle 4). In the overview, the two box-plots provide a frequency distri-
bution (Principle 5a), with the shapes of the distributions depicted using scatterplots 
of dots showing the approximate numbers of potential cases at each cost point (Prin-
ciple 5b).  The overview shows that sending one truck has the possibility of being less 
expensive than sending two (because it costs more to send two trucks than one) but 
that sending one truck also has the possibility of being more expensive than sending 
two (because one truck may not be sufficient to put out the fire). In other words, send-
ing two trucks has a worse best-case cost, but a better worst-case cost (Principle 5). 
While only two options are being shown in this brief illustration, the fire dispatcher is 
viewing six options (Principles 3a and 3b), and explores the options by sorting them 
so that the option with the lowest best-case cost is shown on the far left (Principle 6).  

The arrow on the left hand side of Figure 2 points towards an anomalous cluster of 
bad (high cost) outcomes, making option 1 look undesirable. The user selects this 
cluster for further inspection (Principle 7). The tree in the middle of Figure 2 shows 
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the hierarchy of factors leading to the selected “Bad” outcomes: these occur when the 
event magnitude is greater than 3.5, and traffic is greater than 8.0 (the units are arbi-
trary in this example). Knowing that traffic is a critical factor leading to that cluster of 
bad outcomes, the user generates a new option by adding a police car to control traf-
fic, producing the updated decision space on the right. Option 1 is now more robust 
than option 2 because it reduces the cost to the city and preserves limited resources 
for future events. Pre-populating the model with such opportunities for synergy, 
drawn from experienced decision makers, will shorten the time to search the decision 
space for the most robust solutions in scenarios with far more competing factors than 
this simple example. 

5 Discussion 

In summary, the first two principles pertain to the collaborative partnership between 
the human decision maker and the computational modeling of the decision space. 
Principles 3 – 5 describe critical considerations for user-centered visualization of the 
decision space. The last two principles suggest methods to support users developing 
deeper option awareness by interacting with and drilling down into the decision space.  

Making underlying factors explicit and explorable in the DSV has significant  
benefits at the individual and team level. This knowledge helps individuals develop 
accurate mental models of the decision space. The accuracy of mental models is vital, 
since decision makers do not solve the actual problem, but solve their mental model 
of the problem; ideally, the two are similar enough to produce successful outcomes. 
At the team level, this knowledge can point out opportunities for collaboration, as 
well as goal conflicts within or between teams. In addition, to the extent that using the 
DSV provides distributed teammates with a similar mental model of the decision 
space, that shared mental model is vital for effective communication and team  
effectiveness [14]. 

Making the computer part of the team is embodied in the principles that we have 
laid out. We hope these principles for designing decision spaces will eventually lead 
to more robust decision making across a wide array of applications. 
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Abstract. This project presents a taxonomic tool for designing with motion. Paul 
Klee dedicated his life to the study and teaching of motion. "I should like to 
create an order from feeling and, going still further, from motion.”[1] The natural 
state of interaction with digitized information includes motion. Our human brains 
have evolved physiological systems and organic structures that respond instinc-
tively, tuned to organic motion. This human bias toward organic, natural motion 
presents opportunities for the use of motion in interfaces. Using motion in com-
puting devices inspired by the natural world will create deeper, more emotionally 
engaging experiences. This study focuses on understanding the basic elements of 
motion in order to use it as a component in the design of digital interfaces. It 
presents a taxonomy of motion with the goal of describing fundamental qualities 
of motion used in the 2-dimensional, framed space of a screen: screen position, 
direction, principles, attributes and the resulting behaviors that can be created us-
ing them. The documentation presented defines a language for motion in inter-
face. The taxonomy was built on discrete gestural motion videos taken from na-
ture. The video segments are limited to short motions that show a complete but 
definable idea. The videos tend to be a few seconds in length though a few of 
them take several seconds to complete their motion idea. 

Keywords: Dynamic media, motion design, motion, interface, screen area,  
direction, principles, attributes, behavior, taxonomy. 

1 Why Understand Motion? 

This project emerged from a desire to use motion as an element in my own interface 
design practice. Motion in this case meaning motion within the framed space of the 
screen. The screen does not move, as a camera might move with the action in a film. 
Certain kinds of motions have long been used in interfaces to indicate functions  
taking place: progress bars to indicate a process is under way, for example.  

A while ago, a web-based product development application that I was designing, 
calling for information displayed in three levels of detail, posed a problem difficult to 
address with static tools. The display required areas showing complete detail, partial 
detail and abbreviated detail, a level that displayed no more than an indication of 
change in a database. Most data sources in this application used a numerical chart that 
changed by incrementing numbers to indicate changes in the abbreviated level data. If 
the data source had many changes, the motion of the incrementing numbers made the 
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change visible. During periods when few updates were entered in the database, the 
numerical value change was the only indication that activity was taking place in that 
data source. As an information display, it was easily overlooked. Motion of some sort 
seemed a natural fit to express the idea of change taking place in the database; diffi-
cult to address using the tools available at that time. 

1.1 Motion Exists in Time 

Time permits the perception of motion. In “From Eternity to Here,” [2] Sean Carroll 
defines time as an increment, a definable point, and a medium through which we 
move.” On planet earth we count time as a fragment of each daily revolution. Visua-
lizing the passing of increments can show time as we conceive of it.  

The human perception of time is influenced by psychological perspective more 
than rational perception. Another approach for visualizing time is by interval. Rather 
than counting durations into smaller slices, relationships of intervals compared against 
a mean or against other intervals shows time through intersection or separation of 
motions. By considering intervals in relation to each other, a different kind of infor-
mation about time may be communicated that expresses the human perception of time 
in the communication experience of the interface. 

2 The Essential Four Components 

Four components define the essential definitions within the taxonomy. Screen posi-
tion and the direction of motion comprise the obvious areas to start defining screen 
motion. Principles and Attributes refine and enrich motion messages. 

2.1 Screen Position 

Screen position refers to the area or areas of the screen where motion occurs. As with 
any interface, distribution of screen elements allows content and control areas to be 
easily distinguished.  

 
Screen. The placement of motion as meaningful elements would take advantage of 
screen area to refine the meaning of those motions. The screen will contain areas 
where motion is located and in most cases, still areas. Moving spaces on the screen 
can be categorized. Motion may be localized to an area, may cover the whole screen, 
several areas or it may move from quadrant to quadrant. The motion may occur along 
the edges or take place in the center. 

 
Whole screen 

Part of screen  
Center of screen  
Edges of screen 
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Fig. 1. Whole screen 

 

Fig. 2. Part of screen (bottom edge) 

Screens of today cover a wide range of sizes and styles. Preference here was given 
to breaking the screen into thirds, allowing the definition of multiple areas within the 
videos. Limiting the number of areas maintains simplicity when analyzing the motion 
videos. This taxonomy does not differentiate for the screen size. In practice, a larger 
screen might be broken down into more areas. This analysis looks at the screen cut 
into thirds horizontally, vertically, in dimension on the z-axis and at geometric shapes 
that motion can take on the screen. 

 
Position 
Left, center, right 
Top, middle, bottom  
Foreground, middle ground, background  
 

 

Fig. 3. Position: left, center, right 

Geometric shapes 
Oblique Square Triangle 
Circle  Spiral  Radial 
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Fig. 4. Shape: circle 

2.2 Direction 

Motion implies direction. Regardless of the amount of space motion takes up on 
screen, or its speed, it will have a direction within the frame. Direction pertains to the 
orientation of the motion relative to the screen: up, down, left, right, toward, away 
from, at diagonals, concentric (toward center), eccentric (away from center); straight 
or turn; variables within direction; and combinations of the above. 

 

 

Fig. 5. Direction: Right 

 

Fig. 6. Direction: Left 

 

Fig. 7. Direction: Away 
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2.3 Principles 

In design as visual language, we use principles to allow us to isolate ways of identify-
ing visual components into definable abstract ideas. Principles reflect back to the 
basic design theory: rhythm, texture, pattern, contrast, repetition, that may be statio-
nary or moving, and sequence, interval, velocity, synchronization, pace, transition, 
etc. that require change over time to reveal themselves. 

Identifiable sequences described as principles can be applied to still or mobile ex-
amples equally well. When the element of time is part of the example these principles 
become the building blocks for motion ideas used to create visual communication.  

 

Fig. 8. Principle: contrast of direction 

 

Fig. 9. Principle: texture 

 

Fig. 10. Principle: interval 
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Fig. 11. Principle: pattern 

 

Fig. 12. Principle: synchronous 

 

Fig. 13. Principle: asynchronous 

2.4 Attributes 

Attributes to address the quality of the motion as it appears. Attributes exist in opposi-
tional pairs. The quality of motion on the screen manifests in multiple ways. Under-
standing the attributes benefits when they are evaluated in contrast with opposite 
attributes.  

 
Oppositional pairs: 
Proximity: together, apart 
Density:  consolidated, dispersed  
Depth:  pass in front, behind 
Distance:  near, far away  
Quantity:  single object, multiple objects  
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Fig. 14. Attribute: single object, multiple objects 

 
Scale:  toward, away from  
Coincidence:  before/after, during/simultaneously 
Size:  large elements, small elements move  
Speed:  fast, slow  
 

 

 

Fig. 15. Attribute: fast, slow 

Noticeability: obvious, subtle 
Change:  change of focus, direction, quantity, … 
Causality:    cause, effect  
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Fig. 16. Attribute: obvious, subtle 

 

Fig. 17. Attribute: cause and effect 

3 Behavior 

In the world, behaviors communicate intention and physical non-intention, or the 
logical conclusion of a gestural arc. Motion with meaning on screen can be defined 
as behavior. Something that goes from top of the screen to stop at the bottom is fall-
ing. The characteristics of its landing tell much about the quality of that fall. If the 
same thing travels from the top to the bottom of the screen and springs back up to the 
top, it would be bouncing. How those behaviors become articulated in an informa-
tion system results in the user’s understanding. Fall and bounce carry different  
connotations.  

To create behaviors, combining elements from the essential four parts of the tax-
onomy builds behaviors. Richer dimension to the types of motions created with the 
understanding of these categorical definitions allow interface designers to mix  
motions without relying on narrative to create meaning within their products.  
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Fig. 18. Behavior: wave 

 

Fig. 19. Behavior: bob 

 

Fig. 20. Behavior: turn 

4 Motion or Experience Design 

The earliest Graphical User Interfaces included motion as part of their visual dis-
play. Though they were limited by the processing power of those early machines, 
interfaces used motions to convey certain kinds of messages: show, tell, orient, ac-
quaint or warn.  

Interface motion currently follows a few well-saturated forms. One common cur-
rent use of motion maintains the orientation of the user as the interface transitions 
between states. Grafting motion into existing static interfaces is doomed to failure. 
Imagine the usability problems of a Microsoft Word with a motion-based interface.  

Motion design informed by understanding the motion of natural environments has 
a place in interface design. Motion presents a rich area for solving interface chal-
lenges. As robust data collection allows flowing data analysis, motion carefully articu-
lated for meaning could be used to find patterns within the flow otherwise invisible to 
static visualization. As more and more products incorporate user interfaces, a unique 
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motion scheme defining the personality of the product could differentiate its brand.  
Newer devices, multi-user spaces or ambient components of complex systems will 

benefit from the use of motion. Those emerging environments will demand solutions 
to problems that traditional interfaces never faced. The inclusion of motions created 
through interacting with them may be required when more than one user is interacting 
on a single screen. 

This work touches the surface of a broad and deep topic. The presentation of the 
taxonomy creates an environment for understanding motion on the screen. This tax-
onomy is not exhaustive. Exploration of more motion from nature, investigation into 
the use of moving textures and patterns as meaningful elements of moving interfaces 
promises exciting opportunities to leverage into new types of interaction. 

 

Fig. 21. Principle: rhythm (light)  
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Abstract. With the prevailing increase of complex operational scenar-
ios, involving multiple unmanned aerial vehicles (UAV), the concerns
with the natural increase of operator workload and reduction of situa-
tional awareness have become paramount in order to safeguard opera-
tional security and objective completion. These challenges can be tackled
through alterations of the autonomy levels of the vehicles, however this
paper explores how these issues can also be mitigated by changing the
way information is presented to the human operator. Relying upon an
established framework, that supports operational scenarios with multiple
UAVs, a series of display alterations were performed to existing operation
consoles. After test sessions, in a simulated environment, with human
participants of different levels of operational certification, feedback and
results are distilled and analysed. Operator feedback demonstrated an
overwhelming preference for the developed consoles and results showed
an improvement of situation awareness, as well as reduction of workload.

Keywords: Operator, Situational Awareness, UAS, UAV, Workload,
Command and Control, Interface.

1 Introduction

Recent years have witnessed unprecedented technological developments in com-
puting, communications, navigation, control, composite materials and power sys-
tems. These developments have allowed the design and deployment of a multi-
tude of extremely capable unmanned aerial vehicles (UAV) and unmanned aerial
systems (UAS). As the operational capacity of UAS continues to grow, these
systems can include multiple UAVs operating as a team, furthermore solidifying
their employment in military and civilian scenarios. This causes an increase of
the workload felt by the human element of these UASs, as well as a decrease in
their situational awareness during the operation.

Normally workload and awareness issues are handled by changing the vehicles
autonomy levels, increasing them in order to ease the human operator’s experi-
ence. However we propose that changes made to the information’s layout, and
to the manner in which it is conveyed to the human operator, provide us a tool
with which to affect operator workload and awareness in a positive fashion.
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2 Method

This work was conducted at the Underwater Systems and Technology Labora-
tory (LSTS) as poart of the work developed through the PITVANT project. At
the LSTS we have been designing, building and operating a significant number
of heterogeneous unmanned vehicles. These include Remotely Operated Vehi-
cles (ROV), Autonomous Underwater Vehicles (AUV), Autonomous Surface Ve-
hicles (ASV), and UAVs as a result of our collaboration with the Portuguese
Air Force Academy. Furthermore we made extensive use of the LSTS’s exist-
ing toolchain [1] for control and development comprised by the C4I (Command,
Control, Communications, Computer and Intelligence) system Neptus [2], the
vehicle task manager, control and navigation software DUNE (Dune Uniform
Navigational Environment) and the IMC (Inter-Module Communication) com-
munication protocol [3]. Since it is already amply used by both the Portuguese
Navy and Portuguese Air Force Academy the toolchain allows us to receive a
great amount of feedback and gives is access to a large number of potential test
subjects.

2.1 Console Profiles

In order to adapt the console to the specific requirements of a situation, the
concept of console profiles is introduced: A console profile is a predefined set of
display elements which is geared towards a specific task. It is then possible to
switch between profiles during a mission, either manually or automatically.

2.2 Operator Survey

In the beginning, several certified UAV operators are surveyed. They are asked
what information an operator does or does not need to see, how much control
he desires to have over the UAV, in different scenarios, and where his focus lies.
Each of those questions is answered for 4 different tasks:

– Controlling a single UAV;
– Controlling multiple UAVs;
– Operating an onboard video camera;
– Operating as a tactical commander.

Based on this information, a decision is made regarding what elements to include
or omit in each console profile.

2.3 Test Setup

As a first step, workload and situational awareness are evaluated in a simulated
environment. During this test, the operator is asked to control an increasing
number of UAVs and execute tasks such as changing flight plans, airspeeds and
altitudes. The location and tasks to be executed are equal to those encountered
in numerous previous flight tests performed at Ota airfield, Portugal.
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Table 1. Questions asked during the test to assess operator situational awareness.
Questions 12 was not asked as part of SAGAT but noted without the participants’
knowledge.

# Question

1 How many UAVs are you controlling? 7 What is the heading of each UAV?
2 Which UAVs are those? 8 What are the UAVs’ position

relative to each other?
3 What is the main UAV? 9 What part of the plan are the

UAVs executing now/next?
4 What is the altitude of each of the UAVs? 10 What is the status of each UAV?
5 What is the airspeed of the main UAV? 11 What were you last orders?
6 Where on the screen are the UAVs? 12 How many anomalies were detected?

To compensate the lack of naturally occurring stress in an operational sce-
nario, inherent to having real hardware that would be lost in case of a catas-
trophic failure, the number of UAVs to be controlled, as well as the number and
frequency of ordered tasks, are increased significantly.

Even though 4 different profiles were created, this test concentrates on the
control of a single UAV and multiple UAVs, therefore only the profiles for single
and multi UAV control are used.

Two different measurement techniques are used to judge the operator’s work-
load and situational awareness: NASA TLX [4] and SAGAT [5], respectively. Ad-
ditionally, the participants are asked to point out any anomalies they encounter.
These include a sudden change in altitude/airspeed or subsystem failures. A
summary of the questions is given in Table 1, while Table 2 shows when each
measurement was taken.

Table 2. Test scenario showing how the tasks are made more complex and when
measurements are taken

Situation encountered Measurements

Start with 1 UAV SAGAT
Add 2nd UAV SAGAT
Add 3rd UAV SAGAT
Induce errors in simulation SAGAT
Add 4th UAV SAGAT
Induce errors in simulation SAGAT

End of test NASA TLX

3 Implementation

Each of the created profiles is representative of a control task as defined before
(Controlling a single UAV, controlling multiple UAVs, operating an onboard
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camera and operating as a tactical commander). The improvements that were
made are described in the following sub-sections while a direct comparison is
shown in Fig. 1 and Fig 2.

3.1 PFD

One drastic change that was made was the removal of a classical primary flight
display (PFD) present in all modern aircraft. Normally, such a PFD includes the
same information as the basic T (airspeed indicator, attitude indicator, altimeter
and heading indicator) [6].

There are several reasons for this step. First, heading information is already
included in the main map. Second, the operator survey has shown that attitude
information was not deemed critical. This is backed by the fact that the UAVs
are not controlled directly but through a series of waypoints which are followed
by the autopilot.

Instead of having a traditional PFD, the airspeed indicator and altimeter
are coupled with the map. This has the advantage that operators need not
deviate their focus from the map to assess the UAV’s state. Additionally, this step
increases consistency between single UAV and multi UAV display configurations.
It is known that poor visual momentum - a concept borrowed from the film
industry [7] - induces cognitive difficulties when switching between displays [8]
[9]. So in order to improve the quality of the overall console, individual items
may have to be designed in a non-optimal way [10].

3.2 Status Indicators

It is necessary for the operator to quickly detect any malfunctions the UAV
might have. Tasks requiring integration of information rather than precise mea-
surements are best served by object like displays [11]. Therefore, the text list of
subsystem statuses currently present in Neptus is replaced by a set of indicators.
These indicators show a green light when a subsystem is functioning correctly
and change color to inform the operator of a failure. This means that operators
can immediately detect any changes of subsystem statuses.

In order to provide a fast overview of multiple UAVs, all subsystems are
aggregated in a single indicator when the operator is controlling multiple UAVs.
This way operators only have to sample very few indicators to acquire the status
of all UAVs.

3.3 Airspeed Indicator and Altimeter

There has been extensive research about how to present altitude and airspeed
information to a pilot. The principal of pictorial realism [12] dictates that the
indicator representation should match the pilot’s mental model. This includes
the differentiation between digital and analogue information, as well as the ori-
entation (up and down) and shape (circular vs. linear). Displaying digital infor-
mation that must be transformed to a mental model means that processing time
is increased [13]. Therefore, a ruler type display is used in modern aviation.
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In contrast to full sized aircraft, the UAVs designed through the PITVANT
project fly at low speeds and altitudes. This has the advantage that while showing
the full range of possible airspeeds and altitudes, the resolution is still high
enough to perceive small differences. As a result, the scale does not change and
only the indicator itself moves. This means the direction of the indicator is
equivalent to the pilot’s mental model and also the principle of the moving part
is satisfied [12] [14].

As these principles of compatibility - which are among the most important
guidelines for display design [15] - are satisfied, definite improvements are expected.

3.4 C4I Specific Improvements

In addition to the improvements mentioned before, several other changes were
made. These changes were specific to the use of Neptus as platform. Among
others, they include additional filtering of waypoints and vehicles to be displayed.

Fig. 1. Final console profile for simultaneous control of multiple UAVs

4 Results

The test was done with a total of 6 participants from the LSTS and the Por-
tuguese Air Force Academy, comprising certified and uncertified UAV operators.
The initial reaction of all participants was that the workload was too high and
much higher than in a real operational scenario, which was as expected. Never-
theless, overall feedback was that the console profiles made the tasks significantly
easier to cope with.
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Fig. 2. Original console profile

Alongside these statements we have gathered test results. As can be seen in
Table 3 and in Fig. 3, the average workload is reduced from 89.72 to 72.17, which
is a reduction of 19.57 %.

Similarly, Table 4 and Fig. 4 show us that the average of correct answers
increases from 51.62 % to 65.65 %, which is an increase of 27.17 %. The highest
increase is shown for questions 4 and 12. It is noteworthy that for question 3,
the percentage of correct answers actually drops.

Table 3. Total workload as measured with NASA TLX for each participant and console

Participant Old console New console Reduction

1 81.00 73.33 9.47 %
2 92.33 63.00 31.77 %
3 87.67 81.00 7.60 %
4 94.67 64.67 31.69 %
5 96.67 76.67 20.69 %
6 86.00 74.33 13.57 %

Average 89.72 72.17 19.57 %
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Fig. 3. Average workload as measured with NASA TLX

Fig. 4. Percentage of correct answers as measured with SAGAT
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Table 4. Percentage of correct answers per question as measured with SAGAT for
each console

Question Old console New console Difference

1 100.00 % 100.00 % 0.00 %
2 100.00 % 100.00 % 0.00 %
3 97.22 % 83.33 % -14.78 %
4 8.33 % 28.89 % 242.86 %
5 22.22 % 39.44 % 80.00 %
6 58.33 % 63.33 % 7.76 %
7 13.89 % 16.67 % 23.43 %
8 55.56 % 60.56 % 8.00 %
9 44.44 % 62.78 % 41.43 %
10 52.78 % 83.33 % 56.99 %
11 50.00 % 82.78 % 65.71 %
12 16.67 % 66.67 % 300.00 %

Average 51.62 % 65.65 % 27.17 %

5 Discussion

The results presented in Sect. 4 show a clear improvement in workload and
situational awareness when using the new console profiles. In terms of situational
awareness, 3 individual results stand out: Considerably higher improvement for
determining all altitudes; Improvement in detecting anomalies; Deterioration of
determining the main vehicle. Questions 4, 12 and 3, respectively.

The high improvement for determining all altitudes can be traced to the
way that altitudes are presented. In contrast to the original console profile, the
new profile dedicated to controlling multiple UAVs shows all UAV altitudes in
the same indicator. This gives the operator constant access to that information
without any switching of vehicles. While the number of correct answers for this
question is still not very high, it should be noted that most operators could at
least indicate the UAVs vertical separation with the help of the new console.

Similarly, the improvement in spotting anomalies (changed altitudes, air-
speeds, communication disruptions, etc.) can be awarded to the newly added
state indicator. This information was previously hidden and had to be actively
sought for. Now it is prominently displayed, which attracts the operator’s atten-
tion to any problem.

However we cannot ignore the deterioration detected when answering question
3. We believe that this can be traced to the fact that with the new capacity of
observing all vehicles simultaneously, the operator loses sight of which vehicle
he is currently issuing orders to. This trade-off forces us to re-evaluate the way
that we currently present the main active vehicle.
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6 Conclusion

In order to improve operator situational awareness and reduce workload, through
information presentation control, alterations were made to a pre-existing oper-
ational C4I application. Moreover, feedback was gathered from certified UAV
operators before development began and 4 different console profiles were crafted.
Each of these profiles includes several improvements in terms of layout and dis-
play design. With the completion of these new profiles test sessions were held,
in a simulated environment, with both certified and uncertified UAV operators.
These tests showed that the average workload was reduced by 19.57 % while the
situational awareness was improved by 27.17 %.

In summary, our initial hypothesis that changes made to the information’s
layout, and to the manner in which it is conveyed to the human operator, provide
us a tool with which to control operator workload and awareness is supported
by preliminary software in the loop tests.

Further Development. Although these results are promising, further tests are
advised. Firstly, tests including real UAVs will provide more realistic stress levels
and therefore provide a better workload gauge. Secondly, the operation scenarios
must expand to include the other two profiles developed (video operation and
tactical commander). Thirdly, the actual process of switching between profiles
should be tested.

Finally, the different console profiles should be classified according to their
levels of autonomy so that the process of switching between profiles can be
automated [16].
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Abstract. We describe the approach taken in the design of the interface for a 
system that helps application engineers who are not trained in computer 
science/engineering to design sensor networks. We cite various taxonomies 
from the senor network literature that guided the design of the interface. We 
then describe the overall structure of the system to set the context for how the 
human interacts with it. We present some examples of the kind of data  
required to design a sensor network and describe how our interface collects that 
information. We note at many points in the presentation that a deep understand-
ing of the data of the application allows for the design of an appropriate  
interface. 

Keywords: Sensor networks, automated design, HCI. 

1 Introduction 

Sensor networks, both wired and wireless are rapidly becoming pervasive in modern 
society [1]. Applications range from monitoring patients [2] to agriculture [3] to struc-
tural health of buildings and other structures [4] and a multitude of other applications. 
A growing number of aspects of modern living involve some kind of collection and use 
of sensed data. Therefore it is important to make the design of sensor networks as sim-
ple and effective as possible. The design process requires knowledge and expertise in 
both the application (e.g., medicine or civil engineering) and computer engineering, the 
latter addressing the issues of sensors, computer nodes, networking, programming, etc. 
Thus, sensor network application projects currently require computer engineering spe-
cialists to select the computing hardware, design the network, and program the soft-
ware running on the hardware. It would be much less expensive and more effective if 
the application experts themselves could specify the requirements for the sensor net-
work in their own terms and have the software and hardware designed automatically. 
We believe this is achievable for two major reasons. First, the information required to 
design a sensor network is highly organized and well understood, as illustrated by the 
taxonomies described in the next section. Second, the hardware itself, such as sensors 
and computing nodes, is relatively simple compared to general computing hardware. 
While the second point makes automated systems of the type we are developing possi-
ble, the collection of required information about individual sensor network applications 
is crucial and requires a well-designed human-computer interface. 
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A key issue in making a system like ours usable to non-computer specialists is the 
design of the user interface. In this paper we show how a careful organization and 
analysis of sensor network applications and the information required to describe them 
led to the design of our user interface. Because the purpose of the interface was li-
mited to collection of information, we could focus on a limited subset of general HCI 
principles and guidelines, as described for example in [5], such as learnability and 
selected guidelines from Schneiderman's Eight Golden Rules and Norman's Seven 
Principles. In particular, as will be discussed in later sections, the nature of the  
information required from the user led to a simple, mostly menu-driven interface that 
has high usability, high learnability, consistency, immediate feedback, good dialog 
control and closure, easy reversal of actions, and low memory load for the user. 

This work contributes to the HCI field by illustrating that the analysis of the data 
involved in certain HCI applications can be used as the guide for applying general 
HCI principles, as does related work at Northwestern University on information dis-
play (as opposed to collection) [4]. We note here that our analysis was aimed more 
towards the content of the interaction than the visual format. Once the content, in our 
case the sets of questions to be posed to the user, is determined, it is straightforward 
to design good visual layouts. This is in contrast to other work at this conference, 
including our own work [4], in which the design of the visual aspects of the interface 
were a significant challenge even after knowing the salient characteristics of the data. 
Our work contributes to computer science in two ways. First, it opens the door to 
similar systems designed to help non-technical people design computer programs in 
general. Second, it provides a foundation and framework for the implementation of a 
fully automated sensor-network design system. 

In Section 2 we give some background on sensor networks, particularly a variety of 
taxonomies for sensor network applications from which we derive a list of the infor-
mation that is needed from sensor network designers. In Section 3 we describe the 
basic structure of the automated design system we are building. In Section 4 we  
describe some of the main features of user interface and how they are derived from a 
detailed analysis of the various taxonomies described in Section 2. Finally, in Section 
5 we make some concluding remarks about the user interface design process. 

2 Background - Sensor Networks 

Sensor networks consist minimally of a set of sensor nodes and a base station, all of 
which communicate with each other, either wired or wirelessly. Each sensor node 
typically has a micro-computer and a set of sensors. The computer must be pro-
grammed to read the sensors at various times, collect the data, possibly perform some 
standard computations on that data, and transmit the data (either to other nodes or to 
the base station) at various times. In addition, the node may be programmed to accept 
commands from the network (other nodes or base station), coordinate with other 
nodes in the network, and a limited variety of other activities. Programming issues 
include, among others, scheduling sensor readings, transmitting data, controlling 
wake/sleep modes, and invoking data aggregation functions. Sensor node distribution 
or topology of sensor nodes in the application area is another important high level 
design issue. 
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Collecting the information necessary to automatically design such a system from 
non-computer specialists requires an interface that (1) allows the user to enter infor-
mation in terms used by the application and (2) provides guidance from the system as 
to what kinds of information are needed. Designing an interface suitable for collecting 
the information requires an understanding of sensor network applications from many 
different viewpoints, especially if the system is to guide a user who is not a computer 
engineer but who must provide information needed for the design of the computing 
system. 

Guiding the user through the collection of information requires a comprehensive 
understanding of a variety of aspects that affect sensor network design decisions. 
Fortunately, there is a collection of literature that provides various taxonomies that 
can aid in the design of an appropriate user interface. We give a brief summary of the 
most relevant taxonomies here. 

• Bai et.al. [6] has provided a concise characterization of sensor network applica-
tions that covers essentially all the applications described in the literature at the 
time of publication. The characterization is based on the following eight properties. 
─ Mobility - Do the sensor nodes move or not? 
─ Sampling - Is data sensed periodically, continuously, only when an event hap-

pens, etc.? Does the sampling behavior change depending on events that hap-
pen, possibly in the node itself or in the network in general? 

─ Transmission - Is data transmitted periodically, continuously, only when an 
event happens, etc.? Does the transmission behavior change depending on 
events? 

─ Actuation - Does the node control some devices (machines, lights, etc.) outside 
the node? 

─ Interaction - Does the node interact with other nodes in the network? 
─ Data interpretation - Does the node interpret the data or simply collect and 

transmit it? 
─ Data aggregation - Does the node aggregate data (e.g., take maxima, averages, 

etc.)? 
─ Homogeneity - Are all the nodes in the network the same? 

• Romer et. al. [7] describes the sensor network design space as a 14-dimensional 
space. Some of the dimensions address similar issues as Bai et. al. [6], for example: 
mobility, heterogeneity, connectivity. Other dimensions address other issues such 
as size, coverage, topology, lifetime, etc. 

• Mottola et. al. [8] categorizes sensor network applications according to goal, inte-
raction pattern, mobility, space, and time.  

Many of the features have simple yes-or-no answers. For example, the nodes in the 
network are either all the same or not. Some have little or no effect on the general 
user interface design. For example, if the nodes are not homogeneous, then the user 
simply provides a description for each of the various kinds of nodes. Others features 
have wider ranges of values, but fortunately in most cases the range is small and  
well-defined. For example, sensor network nodes that do data aggregation almost 
always use maximum, minimum, average, etc. In some applications the sampled data 
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is interpreted rather than just aggregated. Interpretation algorithms are typically more 
complex than simple aggregation. Fortunately research in this area (e.g., [9]) provides 
knowledge that our system can apply. Our system allows the user to specify other 
aggregation functions and data interpretation functions and provide the corresponding 
code. Even for sampling behavior, the range of possibilities is limited - typically ei-
ther periodic or based on some event. Most of the features listed in the various tax-
onomies impact one or only a few of the aspects of a sensor network. For example, if 
nodes are mobile then the range of mobility (feet, miles, etc.) would have an impact 
on physical aspects of the network, like power required for radio transmission; the 
only aspect relevant for programming is whether or not position is one of the kinds of 
data to be collected, transmitted, computed in an aggregate, etc. Conversely, whether 
or not an individual node computes aggregates is independent of how often the data is 
collected and would have almost no impact on the design of the communications pro-
tocol or the selection of radio transmitters.  

It is important to note the distinction between collecting information about the re-
quirements for the network and using that information to design an actual sensor net-
work. We note that designing a sensor network from the ensemble of information 
collected from an application engineer is still a difficult problem and requires signifi-
cant computation combined with extensive knowledge. How this is done is a topic for 
a computer science/engineering paper. Despite the complexity of the actual network 
design process and the large variety of types of information required from the user, 
the taxonomies cited here lead to a highly organized set of questions that are pre-
sented to the user and to which the user can provide quite simple answers. That is, the 
interface can be simple and straightforward even though the way the data are used is 
complex. 

3 System Structure 

Based on our study of the various taxonomies describing different aspects of sensor 
networks and our knowledge of computer science, in particular compiler theory and 
network theory, we have chosen a four-layer structure for our automated sensor  
network design system. 

1. Application Layer 
2. Model Layer 
3. System Layer 
4. Implementation Layer 

The Application Layer is the web-based system for collecting information from users. 
The amount of information required to design a whole sensor network is quite large, 
but the various taxonomies mentioned in the previous section allowed us to organize 
the collection of questions into a hierarchical structure. How the taxonomies men-
tioned in Section 2 led us to this organization is one of the main contributions of this 
paper and is discussed in Section 4. 
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The Model Layer contains our internal representation of the sensor network, in par-
ticular our representation of the sets of nodes and their functionalities (source, sink, 
sensing behavior, etc.) and the network topology and related issues (number of nodes, 
spatial distribution, communication protocols, etc.). The Model Layer also contains 
the system's event model. Because the Application Layer user interface is designed to 
allow the user to enter information in the application's terms, the Application Layer 
information will not be in a format suitable for analysis and automatic generation of 
sensor network designs. We are designing data formats and structures that will facili-
tate the automatic generation of code, network layouts, communications protocols, 
and other aspects required for implementing an actual sensor network. 

The System Layer is a collection of service functions that can be drawn on once 
the choices about software have been made in the Model Layer. These functions are 
organized in libraries, each of which relates to one aspect of the overall software 
model, for example event handling functions, data collection functions, communica-
tions functions, etc. 

The Implementation Layer is concerned with the lowest level objects of a sensor 
network - the hardware elements (processors, nodes, sensors, wireless transceivers, 
etc.) and the specific software that runs on the various computer platforms in the  
network. 

The major software components of our systems translate between the various  
layers. In particular, from the HCI point of view, the translation between the top two 
layers transforms information expressed in user/application terms into an internal, 
system-oriented representation and follows the notion of “interaction framework and 
translation between components” [5]. Translations between the lower layers are of 
interest to computer engineers and scientists but not of direct interest to the HCI 
community; therefore, they will not be discussed here. 

4 Designing the User Interface 

Our user interface has three major goals regarding the collection of the information 
from the user – (1) to allow the user to see information and enter information in his or 
her own terms, (2) to intelligently guide and prompt the user to enter the right kinds of 
information, and (3) to make it easy for non-computer engineers to enter the required 
information. The analysis of the variety of taxonomies presented in the literature  
described in Section 2 and our knowledge of technical issues in the design of sensor 
network hardware and software has led us to a hierarchical organization of the ques-
tions to be presented to the user. The top level allows our system to understand the 
application being addressed by the user and to tailor the remainder of the interaction 
for that specific user. Lower levels get into more of the details of how the network 
and its individual nodes are supposed to behave. The questions at each level are 
guided by information collected at higher levels. In most cases our system can present 
a set of choices to the user rather than requiring the user to type text answers. 
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4.1 Questions for Collecting Static Information about the Application 

The first level of questions is concerned with the application. The initial question 
simply asks the user to select the broad area from a list (drop-down menu). The list 
would include the applications described in the literature such as “industrial”, “mili-
tary”, “medical”, “environmental”, etc. Based on the user selection our system will 
follow up with more detailed questions about that specific application area and will 
use language appropriate for that area. For example, environmental applications have 
specific issues not applicable to medical or industrial applications. So, if the user se-
lected environmental as the general application area, our system would follow with 
questions about environmental issues: indoor or outdoor? air or plants or animals? if 
outdoor what is the size of the area to be monitored? etc. Each input helps configure 
the next layer of questions. Assuming the knowledge base about each application is 
sufficiently robust, users are intelligently guided through all the relevant questions, 
even ones that the user might not have thought of but that the system knows are rele-
vant. Moreover, the questions are put in the context of the application, not in the tech-
nical context of nodes, networks, and computer/sensor hardware. For example, for an 
outdoor environmental sensor network distance is an important issue because of pow-
er requirements for long distance transmission; the environmental engineer should not 
have to know about the reason for concern, only have to know how far apart the nodes 
in the network are. This, of course, requires our system to contain knowledge about 
sensor-network issues in each of these application areas. However, our system is not a 
general natural language interface system, so these knowledge bases will be of only 
moderate size. Our system is a highly focused information collection system in which 
the issues for each application area are reasonably well understood, and so the  
questions to be presented to users can easily be gleaned from the literature. Finally, 
this portion of our system is flexible and easily extensible as new application areas are 
studied and existing ones become more sophisticated and better understood. In  
summary, the structure of the questions is a tree that is dynamically generated by the 
answers entered by the user and the knowledge base, as illustrated in Figure 1. Note 
that this is an organizational tree, not a search tree; therefore, the tree can be traversed 
in an order (breadth first, depth first, other order) most suitable for interacting with 
the user. 

We note that many generic kinds of questions will be common across many appli-
cations. The primary example is what is being sampled – e.g., temperature, humidity, 
etc. Examples of these kinds of questions include “What is being sampled?” (e.g., 
temperature, humidity, vibration, etc.) and “What is the geographic area or volume for 
the application?” However, often the questions still need to be tailored to match the 
expectations of the user. For example, distance is a common issue in many applica-
tions. However, distance for a military battlefield application would undoubtedly be 
measured in miles, whereas distance in an indoor environmental application would be 
measured in terms of feet or yards. Distance for an outdoor environmental monitoring 
application might be either – perhaps feet or yards for monitoring individual crop 
fields in an agricultural application but miles in a seismic monitoring application. Our 
system uses the information from the first battery of questions to phrase how these 
common questions are posed to the user. 
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Fig. 1. Hierarchical Question Tree 

4.2 Questions for Collecting Dynamic Information about the Application 

After the user has entered the static information about the application itself, the next 
major set of questions collects information about the behavior of the sensors and  
individual sensor nodes. The first set of questions asks the user about the sampling 
behavior of each sampled item and the transmission behavior. For each kind of data to 
be sampled, there are two issues. First, our system will prompt for the sampling beha-
vior, asking such question as how often should samples be taken (milliseconds, 
seconds, minutes, hours, etc.), whether or not sampling is based on events, under what 
conditions sampling behavior changes (see the next paragraph about events), and 
whether the node should store raw or aggregated data. Our system also asks whether 
or not sampling of several sensors should be coordinated. Second, our system will 
prompt for the transmission behavior, asking questions similar to the ones for  
sampling - how often are data transmitted to the network, does that behavior change 
based on events, should raw or aggregated data be transmitted. Events may change 
these behaviors; therefore, the user is prompted at this stage to indicate how many 
different behaviors there will be and to name them so that the event interface  
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(described in the next paragraph) can refer to them. Except for the entering of specific 
times through text boxes, the user can provide most of this information through drop 
down menu choices, which makes the interface easy to use and allows rapid entry of 
the necessary information. 

Another set of questions collect information about the various kinds of events that 
can affect the behavior of the network. Some events affect behavior of individual 
nodes; examples of these include sensed values or combinations of values go out of 
range (e.g., temperature-humidity index goes above 100), sensed values exhibit a 
significant change (e.g., onset of vibration on a bridge), and explicit commands or 
information are received from the network (e.g., command from the base station or 
information that a neighboring node has failed). Our analysis of the literature indi-
cates that events based on sensed data can be described by a combination of relations 
among values (e.g., x>y), the passing of thresholds (x increases past 100), and simple 
trends (e.g., x begins to decrease or x has been decreasing for y amount of time). An 
example from agricultural monitoring is  

              (soil moisture < .15) & (temperature increases above 100) &  
                  (humidity has been decreasing for one hour).  

The event itself occurs exactly when the set of conditions first becomes true; that is, 
events correspond to points in time. Behaviors may change at these points. The user 
interface for events is much more involved than that for the sensors for two reasons. 
The first, and obvious, reason is that the expressions used to describe events are much 
more complex than the information about sensors. Second, and perhaps as important, 
non-computer science/engineering users may not even be aware of the possibilities. 
Our system might address the first of these by the use of an expression writer similar 
to those found in many programming systems. Our system can also suggest the use of 
intermediate variables to hold values computed from a combination of sensed data, 
such as THI (temperature-humidity index) or aggregates (such as average or  
maximum). Our system addresses the second complexity issue by providing tutoring 
and guidance throughout the process. The user is given a list of possible relationships 
and event types, some quite general and others perhaps special to the application area 
specified by the user in the initial interaction. As with the questions about the sensors 
our system uses information provided by the user in the early stages of the interaction 
combined with facts and rules in the knowledge base to intelligently guide the user 
through this phase of the design.  

4.3 Samples of Other Question Groups 

Space limitations preclude a complete description of all the question groups and inter-
face features. We mention a few more here and give a few examples of questions to 
give the reader a better view of the scope of the system and to emphasize again that a 
careful analysis of the nature of the information to be collected leads to an appropriate 
organization of the information, which leads in turn to the design of an appropriate 
user interface. 
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• Actuation. What are the devices to be controlled? Based on the application area our 
system can suggest common ones; for example, for an industrial application there 
would be machines, lights, etc. Our system would also apply knowledge about 
those, such as whether they are digital or analog. In the case of analog, the system 
would prompt the user for the range and resolution of the output, issues an applica-
tion engineer might not think of. 

• Dynamics. Do nodes move, or are they stationary? If they move, what is the ex-
pected speed and range? 

• Geography. What is the volume of the area? Based on the application our system 
will suggest relevant dimensions such as meters or miles. Is it two dimensional or 
three dimensional? 

• Life Span. How long must the network continue to operate (days, months, years, 
etc.)? Are the nodes accessible for battery replacement? Again, a non-computer 
specialist might not consider this question, but our system would need to know 
about it in order to decide among various hardware elements (which ones take less 
power) and whether or not to suggest energy harvesting additions to the nodes. 

• Reliability. How reliable does the data need to be, and how reliable must the 
transmission be. 

• Budget. 

As noted several times, a non-computer science/engineering user would probably not 
think of many of these issues. Our system will understand which ones are relevant as 
more information is collected from the user and will explain the nature of the  
information required and guide the user in entering it. 

5 Conclusion 

We have described a system for automatically designing sensor networks from appli-
cation-oriented user input. In particular, we have described the design of the human 
interface of the system and how the various taxonomies about sensor networks led us 
to that design. Our design was guided by HCI principles, the core one of which is 
usability. We feel that the system we are designing/developing will meet the needs of 
application experts for designing a sensor network for their specific application with-
out the need of deep involvement of and interaction with computer experts. We did 
not address details of how our system uses the information gathered to actually design 
a network; those details belong to computer science/engineering and will be presented 
in a future work in a different venue. 

We believe that in applications such as ours - that is, applications in which the 
main function is the collection of data - the nature and content of the information is 
the most important aspect that guides the design of the interface. In our case, the sen-
sor network literature revealed a hierarchical structure to the information. Choices of 
answers to some basic questions let to the need for and restrictions on successive 
questions. Also, the ensemble of information could be identified and classified ahead 
of time. This led to a hierarchical organization of the questions, which in turn led to 
the design of the interface itself. The required information in other applications might 



 A Web-Based Interface for a System That Designs Sensor Networks 697 

have different structure, which would lead to a different organization of the user inter-
face. The point is that it is the nature of the data and the way the user thinks of it that 
should guide the design of the interface. The first step in the interface design process 
should be to obtain a deep understanding of both those items. 
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Abstract. Public displays increasingly find their way into public space and 
offer a wide range of information to the user. Currently, most of these displays 
just represent information without the chance to explore them or interact with 
them. In general, by technical enhancements in this field, more and more 
possibilities of interaction are given in different domains. This work presents 
interaction opportunities between public displays and users with mobile devices 
in the field of public transport. As a basis for understanding the usage and 
benefits of public displays it is necessary to have a closer look at different types 
of displays in the public domain, too.  

Keywords: Interaction concept, mobile interaction, public display, public 
transport. 

1 Introduction 

In public space different kinds of content are spread through different communication 
channels, e.g. on so-called public displays. While the usage of analog posters, static 
information leaflets or different signs primarily focuses on functional aspects, public 
displays represent context-sensitive information systems whose contents can be 
adjusted dynamically. These systems offer free access to digital information on public 
screens to the user. For this reason, public displays increasingly replace conventional 
information and advertising media. Depending on their use, public displays present 
their content with or without attracting attention. The range of applications reaches up 
from passive screens of information to more active self-service terminals. Therefore 
we present various possibilities of usage as well as a concrete example from public 
transport. 

2 Conceptual Explanations 

In literature, the terms public display and digital signage are often used 
synonymously. In general, digital signage is a networked (audio-) visual information 
system [1]. The content can be digitally created, managed, and played anywhere on a 
digital device. For this purpose, information is provided by people, but also by 
sensors and databases (Figure 1 information delivery). A content management system 



 An Interaction Concept for Public Displays and Mobile Devices in Public Transport 699 

 

(CMS) running on a server allows an organized information representation on 
displays. There is the possibility to control single monitors directly or combining 
several screens into logical groups (Figure 1 information presentation). The content 
can also be presented independently, to constantly communicate the relevant 
information (Figure 1 information assignment). While digital signage is a distributed 
system, a public display represents only an end device which shows digital content. 
Therefore, a public display can be seen as a part of digital signage. 

 

Fig. 1. Schematic construction of a public display system 

To examine the interaction possibilities with public displays, different fields of 
application of public displays can be identified. Information screens or digital 
passenger information displays show the use of public displays as points of 
information (PoI) in a classical way. They represent the best solution to provide real 
time information to the target audience [2]. Typical installation areas are locations 
with high pedestrian traffic such as hotel lobbies, airports, train stations, department 
stores, shopping malls, self-service restaurants or museums [3]. In addition, kiosk 
systems and information terminals include users in an active way. Users can decide 
which information they want to receive, while they select information with offered 
input devices.  

Points of sale (PoS) define places to purchase products or services - a physical 
location of a transaction [4]. The potential customers are pointed out to a product 
immediately. Ticket sales for public transportation such as trams, subways or railways 
or stamp-machines are just a few examples.  

Another domain of public displays is the domain of so-called public playing. There 
are already some interactive games which allow users to play in public space. For 
example, a playing area is presented on a central screen and by entering an interaction 
area participants receive an invitation to play on their mobile device or by using 
different gestures. 

In the field of public transport, information screens have been increasingly used 
since the first real-time information was installed in a metro station in Stockholm, 
Sweden in the 1980s [5]. It showed estimated waiting time in minutes and when a 
train was approaching, it also showed the destination of that particular train.  

Self-service terminals in the form of ticket vending machines at airports and train 
stations are just a few examples for the usage of public displays nowadays.  
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The enhancement of possibilities of public displays as points of information is of 
particular interest for our work. Passengers consult displays at stopping points more 
often than printed information such as timetables [6]. Dynamic information displays in 
particular, are becoming more and more ubiquitous in modern public transport. Dziekan 
and Kottenhoff state that seventy to one hundred percent of people look at displays 
during waiting at a stopping point [7]. These displays show upcoming departures of 
trains, busses or trains at different stations leading to improved traveler information and 
service qualities.  

3 Interaction Possibilities with Public Displays 

For the mentioned kinds of application, interaction is necessary to enable the user to 
explore information. In case of the classical point of information, the display works as 
a simple information display. There is no interaction taking place according to 
human-computer interaction, since the user only acts as an observer who cannot 
participate in the event actively. Therefore we call this interaction a 1:0 interaction.  

Apart from passive displays which just present information, we identified some 
interaction possibilities for public displays. A simple way to enable interaction is to 
combine displays with a keyboard, joystick or mouse. Due to technical enhancements 
in touch display technology this interaction option has increasingly found its way into 
public and semi-public spaces. It is an advantage, that these smartphone established 
touch interaction concepts can be used and so, the interaction between one display 
and one person (1:1 interaction) can be supported. However, strong signs of wear on 
the input device caused by dirt or vandalism make the usage of touch interaction 
displays in public space difficult. 

By coupling with tracking systems or sensors, e.g. the Microsoft Kinect, better 
interactions, such as gesture- and voice-based interaction, with public displays can be 
provided. Based on the complex structure and strong context dependence of such 
systems they currently find just little use in public space. However, there are already 
successfully tested developments with gesture-based screen interaction [8]. 

Single or multi-touch screens as well as gesture- and speech-based technologies 
enhance the range of interaction with public displays. While they allow the user to 
explore information, they sometimes also have some disadvantages. For example, 
touching the displays is unsanitary and impossible in case of huge displays located too 
high on walls. Another disadvantage is the complexity of gesture-based displays 
which makes them difficult to build and to handle. Displays controlled by voice are 
limited in the public space, too. 

Therefore, the use of personal mobile devices seems to be an alternative for 
interacting with public displays. The mobile device has to be connected to a public 
display, e.g. via Bluetooth or WLAN. The interaction can be graphically or gesture-
based, whereby the gesture-based interaction can be carried out directly or with the 
mobile phone. Using the sensors of the mobile device, the input can be recognized. 
The input includes single-touch as well as multi-touch. Common touch gestures are 
presented and described in the Touch Gesture Reference Guide [9].  
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Furthermore, movements, which can be interpreted as different actions, can be 
carried out with the mobile device such as the interaction with touch gestures. This 
requires the use of sensors which are integrated per default to most of the current 
mobile devices, e.g. the gyroscope sensor. For example, the current orientation of a 
presentation in portrait or landscape format can be changed with that – both on the 
screen of the mobile device itself and on the associated public display. The mobile 
device can also be used with the help of tilting gestures for navigating in documents 
or moving of objects [10]. By doing so, the device is tilted over two imaginary axes, 
touching each other in the center of the device. Other gestures contain the throw and 
fetching gesture. They trigger, indicated by a fetching movement with the mobile 
device or a sweeping movement towards the body, sending and receiving data. 
Moreover, the shaking gesture, which can be interpreted by changes of inclination 
executed consecutively, causes deleting or resetting data. 

Partly graphical forms of interaction base on the gesture interaction on the mobile 
device. A possibility, to use the data input in form of the keyboard on the mobile 
device, is to fill out forms shown on the display or to create documents. The data 
which is announced on the display can be presented in an abstract way on the mobile 
device, which can be carried out over colors, shapes, position, or signs. Content can 
be summarized to a region and represented as a specific shape on the mobile device, 
as shown in Figure 4. This abstraction is also suitable for detailed views by a certain 
area being closely zoomed in. 

The interaction with public displays via mobile devices offers some advantages for 
us. Multimodal interaction possibilities are provided to the user. Furthermore hygiene 
problems and extensive technical constructions are dropped by the use of personal 
mobile equipment, which makes them interesting for various applications, for 
example in public transport. 

4 Mobile Interaction for Public Displays in Public Transport  

Due to frequent changes of schedules, printed timetables require intense maintenance 
and manpower. Therefore, a low-maintenance public display seems appropriate. In 
addition to a cost reduction for transportation companies, useful services can be put 
into practice. Schedule notices offer various information which must be processed for 
the use on a display. This affects the entire route map, single route schedules, 
departure times of various routes, fares for tickets (reduced, normal, group, etc.) and 
alternative routing. 

This variety of data can be represented by the display size in a general view. For 
more detailed information it requires a higher level of detail. This can be produced 
individually and does not depend on a fixed time interval in which the content is 
updated automatically. The passenger must be able to interact with the display. This 
interaction is realized on the mobile device of the passenger, whereby a mobile device 
is connected to a public display. The use of the personal mobile device also enables 
data transmissions to the mobile device and the secondary use of this information, for 
example for route planning. 
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The concept of mobile interaction with a public display was realized prototypically 
for a fictional transport service. The passengers get the information mentioned above 
as well as the name of the current stop, date and time. This type of representation is 
also described as an information mode in the following Figure 2. 

 

Fig. 2. Information mode of a Public Display 

The user receives detailed information by connecting his mobile device to the 
display, which is performed by the user´s mobile application. The display presentation 
changes to an interaction mode as shown in Figure 3. 

  

Fig. 3. Interaction mode of a Public Display  
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In the information mode the public display can be used completely for content 
representation. In the interaction mode the public display splits up into two areas – 
content on the left hand and navigation on the right hand (Figure 4). This splitting is 
also abstracted for the mobile device so that the user can interact with the mobile 
device as expected. The right area of the mobile device enables the user to navigate 
through the different kinds of content on the left hand side with help of different touch 
gestures. Different interactions are also possible with this concept, e.g. zooming in or 
moving content in the content area. 

 

Fig. 4. Interaction concept for public display and mobile device 

From the right navigation area, certain lines can be selected, information about 
alternative routes gathered, stops looked up, fares for certain routes calculated and 
tickets purchased. The information is presented in the left content area. In this way, 
the user is allowed to obtain details of separate areas of the journey planner 
individually and optionally transfer these to the personal mobile device. Therefore, 
the concept can be understood as a first step towards better interaction between 
mobile devices and public displays in the area of public transport. 

This concept is also applicable to other domains. For public transport, the public 
displays can be used to simplify operation and maintenance of bus and tram stops, 
because, in conventional use, it is expensive and complicated to maintain every stop 
in a wide network. With displays information can be modified from a central point. 
Furthermore, the range of information can be more extensive and can include 
timetables, maps, tickets and different kinds of messages.  

5 Conclusions and Future Work 

To investigate the possibilities of interaction with public displays in public transport, 
different areas of application have been identified. They showed different forms of 
interaction with public displays, which are already used in public spaces, including 
the interaction with different input devices, such as touch, gestures and speech. The 
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interaction between personal mobile devices and public displays has been identified 
as a suitable way to obtain information in the field of public transport.  

In this context we implemented a scenario to show the functionality and potentials 
of mobile interaction. Our prototype enables the user to interact with different kinds 
of information, e.g. timetables, network maps or tickets. Implemented as a base we 
can enhance our prototype with various opportunities, such as transferring important 
data to the mobile device.  

Planned and shown as interaction between one display and one mobile device (1:1 
interaction) the concept can be extended to more displays and more devices as well. 
This offers new possibilities in the field of public transport and the customer service.  
An example of 1:n interaction refers to passenger TV, which is already offered by 
many carriers. To obtain background information on individual topics, one or more 
users can use their mobile device to interact with the passenger TV. However, for n:m 
interaction across multiple displays and devices, an example is to use the interaction 
to find people joining a group ticket. Because of technical improvements of public 
displays and mobile devices, the interaction with these two technologies will become 
a more important service in public transport. 

Another field of research is the adaption of public displays depending on the user’s 
context. For example, important information can be highlighted on displays to help 
people finding their information. Furthermore, issues of privacy and questions about 
several users interacting with one display remain subjects of research. Sharing 
personal data on a public display was tested successfully by Peltonen et al. [11]. They 
developed a large public display where users can share their own media content using 
mobile devices. The so called CityWall was installed in a city center to show events 
happening in the city. In public transport, this kind of interaction and 
contextualization could be useful, especially to integrate traffic information such as 
delays or disruption. 

Acknowledgements. We wish to thank Florian Schneider for the contributions made 
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Abstract. This paper describes what could be understood by interaction  
techniques and interaction concepts. In this work we focus in particular the 
second screen applications. Research of interaction techniques and concepts in 
this case investigates how to design interaction concepts with tablet as second 
screen, by remote connection with virtual environment on a primary screen. 
However, the actual samples used in this research are summarized by interac-
tions like selection, manipulation and navigation aspects.  

Keywords: Human computer interaction, second screen, manipulation,  
navigation on virtual environment in virtual reality, interaction technique,  
interaction concept, gestures. 

1 Introduction 

Interaction is a central term to the following study, especially the in the context of 
interaction concepts as well as interaction techniques.  The focus is on interaction 
concepts between second screen as a remote control device and virtual environment 
(VE) that will be represented on a large primary screen. The next section gives a very 
brief introduction what belongs to the second screen. Furthermore, to show different 
interaction techniques and concepts and to apply this in the matter of second screen, 
that was the motivation. The distinction drawn in the literature between interaction 
technique and interaction concepts is not clear defined, so that we will show how to 
separate this.  

There are currently no consistent standards in the field of interaction in 3D VE, as 
is the case when interacting with computers in 2D, working with windows, icons, 
menus and pointers interfaces. 3D interaction in a 3D space should facilitate the feel-
ing of a complete immersion. That means that people who interacting with virtual 
reality to completely forget of their environment. Interactions accord of expectations 
of behavior. 

Due to the additional third dimension, there is much greater variety of interaction 
techniques coupled with the different drafts of interaction concepts for selection,  
manipulation and object manipulation as soon as navigation in 3D VE. Therefore and 
as a first step, we focus on current interaction concepts, particularly dealing with  
object manipulation in 3D space using selected input devices.  

Results from this reflection might yield to more or less established quasi-standards. 
The appropriate use of concepts are proven by detailed research and existing user 
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studies. The results provide suggestions for further scientific work. Are there reveal-
ing gaps with urgent need for further scientific research? 

2 Related Work 

Nowadays is a broad variety of media has expanded, but on the constellations of end-
use, too. Several years ago we use a mobile phone for only making calls, today is 
possible much more actions with just one device.  Therefore, it is no surprise that in 
the use of mobile phones like tablets were combined or mixed with another media [1]. 

Second screen concept will used in the context of social network, thereby to ex-
changing the information with friends of current TV program [2]. The second screen 
trend is from using of a mobile device for additional information of current program. 
A typical example of second screen functionality as a TV shown describes the 
FANFEEDS application [3]. A next one changing development is NextShareMobile an 
integrated second screen application for Apple iOS devices [4]. With NextShareMobile  
is it possible to wind a video forward and back from the comfort of your sofa using 
included remote control.  

 

Fig. 1. Second screen in application 

The concept of second screen we take up an issue and integrate this in a simulation 
system. A tablet device is the remote control for interactions on virtual environment. 
This realization system includes tasks to interact with construction of factory envi-
ronment, definition of task what worker has to do trough to simulation and valuation 
of simulated working process. In this work we analyze interaction concepts build on 
the example of NextShareMobile. 
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Second screen shall be limited to interact with both hands. The left hand hold on 
the device and only right hand can interact with the touchscreen. Therefore, we able 
to find out interaction concepts only for one hand or for a few fingers. In normal  
practice occurs interaction in virtual environments with virtual hand, space mouse, 
specific glasses, joystick or game controller (Wii, PlayStation). These examples of 
trackers are too expensive.  

The high-performance smartphones have good sensors, accelerometer, such as  
digital compass, and gyro on the market today, so we can work with and use these 
mobile devices as an alternative by the said trackers. The interaction can be classified 
as selection, manipulation and navigation. 

In search of definition term for interactive technique and interactive concepts no 
results were found. Here is what we think of. Interaction techniques are techniques 
describes how information with the input device, touch sequence or sensing enter into 
a computer. Under interaction technique is one part consists of hardware and part of 
software elements. For example virtual hand is one hardware technique and button on 
the screen is one software technique element. But what is about demarcation of  
interaction concept? The combination of different interaction techniques and specific 
chronology of interaction techniques with a device makes an interaction concept. 

3 Interaction Concepts  

The directed manipulation in 3D space is the most natural technique, because it is 
intuitive for people to act on physical objects. The second screen applies a semi-
immersive interaction with a virtual environment because it is a remote interaction. 
But doesn`t have to be necessarily a negative there are methods to obliterate the  
differences. This will happen by following concepts. 

3.1 Manipulation of Objects with Remote Controller 

Represented Example. A represented example for this research is a work of [5].  
The focus of this work are to design “…on the 3D object manipulation similar to the 
traditional virtual hand researches“. The communication between primary screen and 
mobile device is done over Wi-Fi. The placement of cursor on virtual environment is 
happened unanimously by moving of second screen device in all directions of axes. 
This describes continuous commands in the table 1. The interactions on the z axis 
doing by sweeping up and down the screen with a finger on the screen or by moving 
the mobile device by stretching the arm holding the device (object scaling).  

Event-based command is for example to select an object. The placement of cursor 
in 3D VE should be for the object and then interact with finger by double tap (this is 
the grasp state). For rotation command you tap triple in grasp state. However, move 
device and the rotation on object in 3D is following. The conform behavior with the 
virtual object through device appeals in the hands for real object [6]. 
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Table 1. Overview of the Commands. Source[5]  

 

Bimanual Surface. Here investigate another example [7]. This work shows an 
agreement between gestures for choice of sensory, multi-touch and dual-surface input 
with bimanual touch- and motionabled concept. There is a difference to the 
represented example. If an interaction is to translate the object that would be interest-
ing for the z axis direction (Figure 2). 

 

Fig. 2. Translation on z axis is a combination of gesture and a using device sensor [7] 
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The manipulation is happened direct on the touch screen. Gestures parameter 
should be transfer on primary screen. In this case we use a metaphor of 3D object 
from primary screen on second screen. The metaphor means an object on second 
screen that represent the object of VE, so can interactive with the object remote.  

Definition of Detection Gestures  
Another idea is define and create own detection gestures, one that describes interac-
tions with finger. For example to select an object this will happen by five-finger-pinch 
[8]. It would be possible to define interactions for undo and redo operations. The 
problem of this detection is, there must be made unique association between gesture, 
object and the situation. Another aspect is the definition of new gestures needs to be 
learned. Is that attempt intuitive for everybody?   

Points Tap 
On the base of [9] [10] there are another attempt to interactive with mobile device. 
The interaction concepts are scheduled for two hand interaction, but this can trans-
ferred to one hand interaction. In which the points to determine on a metaphor object 
in second screen and then performed an interaction gesture with the finger (Figure 3). 
This approach to solve the interaction on z axis for 2D interactions without changing 
the direction or the perspective for interaction. 

 

Fig. 3. On the left side is the original interaction and on the right side is the modified interac-
tion for one hand [9]. 

Instead of A,C points for left hand like in original (i), can tap with the right hand 
on the points 1,2 and the third one is to move gesture (ii). Principal can so be manipu-
lated all points in all axes in different situations. 

This would be a selection of interaction concepts. In this case is a combination of 
the hardware techniques and sensors of tablet are for rude interactions and gestures 
techniques on touchscreen are for detailed indications from the manipulative object. 

3.2 Discussion 

For some of discussed concepts is to have a metaphor on second screen a requirement. 
However, here is another thing that should be considered. One problem stays, how to 
define an interaction for undo operation on mobile device? 
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4 Results 

Is that a standard set for interaction techniques and interaction concepts in virtual 
environments/ virtual reality? Advantage of second screen application is the mobility 
of remote control. You can use the efficient sensors for more intuitive interaction and 
visualization of 3D EV is limited only by the screen size. Simulations and demonstra-
tion are showed by a large screen. In the other hand the disadvantages are to  
interact with one hand. Interaction would maybe only by 2D touchscreen and limited 
visualization on the second screen size. 

5 Future Work 

To design an interaction concept as a second screen application hosts some interaction 
restrictions. But this is the most interesting thing on development. We want to  
evaluate our user study of interactions with second screen application. To consider of 
an undo interaction concept is for future work, too.   

What is a clear definition of interaction technique and interaction concept? Where are 
the differences?  To design interactions with second screen interaction is a challenge. 
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Abstract. We have developed a trajectory based undo/redo interface.
Using the interface, a user traces actions’ trajectories shown on a dis-
play. As a result, undo/redo manipulations are performed rapidly with
selection of a target from a history. In this paper, we describe interaction
techniques, implementation, and advanced usages of the interface.

Keywords: undo/redo, trajectory, history, tracing, desktop
interface, gui.

1 Introduction

In many applications, user’s actions (e.g., key commands or mouse actions)
are stored as history for undo/redo (Figure 1a). When the user undoes/redoes
these actions, the user executes commands for undo/redo one or more times
(Figure 1b). Because the user must execute commands several times, perform-
ing undo/redo is time-consuming.

To perform undo/redo manipulation faster, the following approaches have
been developed that allow the user to undo/redo actions selectively.

Fig. 1. Conventional undo and UnReT́’s undo in linear history model
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Some approaches visualized a history using texts or screenshots. For example
LibreOffice Impress1 showed a list of manipulations as texts, and Meng et al. [13]
presented a visualization of selective undo [6] using screenshots.

Other approaches localized undo/redo manipulation’s region. For example,
regional undo model [9] enables the user to undo/redo actions that occur in a
specific region of a display. Moreover, a selective undo model [6] enables the user
to undo/redo an isolated action.

These two approaches have an advantage and a disadvantage. The former
approach enables a user to look an overview of a history rapidly, though takes a
time to undo/redo if the history becomes large. By contrast, the latter enables
the user to undo/redo rapidly even when the history is large, though it cannot
be applied to the linear history model used in most applications.

Our goal is to explore the effectiveness of an undo/redo interface where a
user can undo/redo by selecting a manipulation directly. To achieve our goal,
we developed a trajectory based undo/redo interface (UnReT́ 2). Using UnReT́,
the user can undo/redo by tracing a mouse trajectory (one trajectory consists of
mouse press, drag, and release) as shown in Figure 1c. Because the user does not
need to execute many commands, the user can perform undo/redo manipulation
faster.

2 Related Work

UnReT́ is an application-independent interface implemented by extending a
desktop environment in which a user undoes/redoes actions by tracing a past
trajectory visualized on the desktop, even on an application employing the lin-
ear history model. Therefore, related research into the interface includes work on
history visualization using texts or screenshots, a history model, and a desktop
extension.

2.1 History Visualization Using Texts or Screenshots

Some research has tried to visualize a history using texts or screenshots. In this
research area, simple visualization uses a list of texts or screenshots. For example,
Meng et al. [13] visualized the history using a list of screenshots.

In contrast to the simple visualization, some research has tried to represent
additional information over texts or screenshots. Kurlander et al. [12] visualized
actions’ context using pairs of two screenshots before and after an action. Naka-
mura et al. [15] overlaid GUI actions on a screenshot to improve search speed
from the history. In addition, Vratislav [19] adopted Fisheye Menus [5] to the
texts’ list of the history to improve search speed.

In this research, a user undoes/redoes actions by viewing and selecting an
action from the list. By contrast, in UnReT́, the user undoes/redoes by tracing
a trajectory shown on a display. Therefore, using UnReT́, the user does not need
to look at the list, so the user can undo/redo faster.

1 http://www.libreoffice.org/
2 UnReT́ is short for “Undo/Redo by Trajectory”.

http://www.libreoffice.org/
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2.2 History Model

A history model has been researched that localizes undo/redo’s manipulation
region spatially.

Berlage [6] and Myers et al. [14] presented selective undo model that enables a
user to undo/redo an isolated action. Kawasaki et al. [9] presented regional undo
model that has a broader region for undo/redo manipulation than the selective
undo model. These history models have features to localize manipulation’s region
spatially. Therefore, these models can be applied not only to a single user’s
environment but also to a multiple users’ environment where one user performs
undo/redo actions in his/her own region [17,18].

These history models cannot be applied to a general application based on the
linear history model. On the other hand, UnReT́ can be applied to various
applications based on the linear model, because UnReT́’s implementation is
independent from a particular application. That is, the implementation is based
on mouse manipulations’ trajectories stored in a desktop environment.

2.3 Desktop Extension

UnReT́ is the interface that extends normal undo/redo manipulation by captur-
ing mouse trajectory. Related to UnReT́, there is research on extending history
or mouse manipulation in a desktop environment.

Extending history. Interfaces have been researched that assist a user by
capturing his/her actions or states in a desktop environment. For exam-
ple, Rekimoto [16] showed Time-Machine Computing that can recover any
past state in the desktop. In addition, Kelly et al. [10] presented Desktop
History that captured actions to visualize files manipulated at any applica-
tion. Furthermore, Grossman et al. [8] captured actions and videos in the
desktop to allow the user to watch the videos at any past action.
In these interfaces, captured actions are used for presenting a user’s past
manipulations. By contrast, captured actions are used for undo/redo manip-
ulation in UnReT́.

Extending mouse manipulation. There has been research on extending a
user’s mouse manipulation in a desktop environment. Appert et al. [3] de-
veloped Dwell-and-Spring, which enables a user to undo and cancel mouse
manipulation on the basis of a spring metaphor between a cursor and a
target. Kobayashi et al. [11] presented Boomerang, which allows the user
to move files between directories by using throwing gesture. Similar to the
above research, UnReT́ extends undo/redo manipulation also by using mouse
manipulation in the desktop.

3 Undo/Redo by Trajectory

UnReT́ is an interface where a user can undo/redo by tracing a past mouse
trajectory. Below is how to undo/redo in UnReT́.
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Undo: The user holds down the Ctrl key and traces a trajectory with a pointer.
As a result, past actions including the one that gave the trajectory are un-
done (Figure 2a).

Redo: Holding a Ctrl key for long enough visualizes possible target trajecto-
ries. Thereafter, the user traces a trajectory. As a result, redo is performed
(Figure 2b).

To support these manipulations, the system provides the functions below.

Preview of undo/redo. As shown in Figure 2c, the user can perform Scratch
gesture while tracing the trajectory. This shows preview screenshots of
undo/redo targets. Thereafter the user can undo/redo by selecting one of
the screenshots and also cancel undo/redo manipulation with the “Cancel”
button shown in Figure 2c.

Fig. 2. Undo/redo interactions using UnReT́

Trajectory visualization. When the user holds down the Ctrl key for long
enough, mouse trajectories are visualized (Figure 3a). Trajectories are red
for an undo target and blue for a redo target (Figure 3b). This visualization
helps the user to know where to trace.
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Showing a list of screenshots when tracing similar trajectories. Simi-
lar trajectories occur especially in contour drawing (Figure 4a). When the
user traces such trajectories, applicable targets are shown as the list of
screenshots (Figure 4b), and then the user selects an item from the list
for performing undo/redo.

Fig. 3. Showing visual by hold-
ing down Ctrl key for long enough

Fig. 4. Showing the list of screenshots when
similar trajectories are traced

4 Implementation

Implementation of UnReT́ consists of mouse trajectory recording (Figure 5a),
mouse trajectory matching (Figure 5b), and undo/redo processing (Figure 5c).

Recording

１：

2：

3：

4：

5：

6：

7：

History

t

Matching

１：

2：

3：

4：

5：

History

t

Undo/Redo

a c

Fig. 5. UnReT́ consists of recoding, matching, and undo/redo processing

4.1 Mouse Trajectory Recording

When a trajectory is input, the trajectory’s absolute points on a display are
recorded to a history (Figure 6).
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4.2 Mouse Trajectory Matching

When a user traces a trajectory while holding down the Ctrl key, similarities
between the input trajectory and trajectories in the history are calculated us-
ing Dynamic Programming (DP) Matching (Figure 7). Then the system undoes
actions until the trajectory with the highest similarity is input.

Fig. 6. Mouse trajectory recording Fig. 7. Mouse trajectory matching

4.3 Undo/Redo Processing

In undo/redo processing, the system sends key shortcuts multiple times to the
application. Because key shortcuts differ for each application, we implemented
a function that enables a user to register undo/redo processing below.

undo/redo processing by key shortcuts. The system sends a registered key
shortcut.

undo/redo processing by reversed mouse manipulation. Reversed mouse
manipulation means inputting mouse’s release, drag, and press from a trajec-
tory in the history. In this process, Figure 6’s (xn, yn) becomes the press point,
(xn−1, yn−1),...,(x1, y1) become drag points, and finally (x0, y0) becomes the
release point.

Using the register function, a user can register a process such as “If an application
is GIMP, the system sends Ctrl+z key event”.

5 Applications

We applied UnReT́ to various environments and manipulations to explore
UnReT́’s effectiveness. In this section, we describe trial results.
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5.1 Environments

We tested UnReT́ in environments using a mouse and a keyboard, a stylus inter-
face, and a touch interface, as shown in Figure 8. In every environment, UnReT́
was used by the first author using a GIMP application. Each environment’s trial
results are shown below.

Fig. 8. Environments where UnReT́ was tested

Mouse and keyboard (Figure 8a). We used UnReT́ by using the mouse
with the right hand while pressing the Ctrl key with the left hand (Fig-
ure 8a�). As a result, we observed that UnReT́ worked well in the envi-
ronment. However, when the user needed to undo/redo manipulation only
several times, inputting key shortcuts was more effective than UnReT́.

Stylus interface (Figure 8b). We used UnReT́ with the stylus whose side
button (Figure 8b�) was assigned as the Ctrl key. The first author did not use
the stylus interface usually. Nevertheless, using the stylus made it easier to
perform UnReT́ than using the mouse and the keyboard. The reason is that
the stylus is a more suitable interface to trace a trajectory than the mouse.
This result was consistent with that of Accot et al. [2], which revealed that
the stylus performs better than the mouse for tracing by evaluating tracing
performance of input devices based on Steering Law [1].

Touch interface (Figure 8c). We used UnReT́ on a mobile device. In this
environment, we traced a trajectory with the left hand while holding down
the mobile device’s button with the other hand (Figure 8c�). This environ-
ment was realized by accessing a remote Linux server running our system
through a VNC client on the mobile device. As a result, using the touch
interface enabled the user to trace the trajectory directly. This result could
be applied to various touch interfaces.

5.2 Manipulations

We tested UnReT́ with various manipulations. Similar to Section 5.1, UnReT́
was used by the first author in every manipulation.

Drawing manipulation. We used UnReT́ for drawing manipulation using
GIMP. As a result, we found a technique that enabled a user to perform
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undo/redo manipulation before changing a color. The technique is performed
as follows. At first, a user draws something (Figure 9a). Next, the user
changes the color (Figure 9b) and then draws (Figure 9c). After that, the
user can look at the trajectory (Figure 9d�) when the user presses the Ctrl
key for longer. Finally, the user can undo actions before changing the color
by tracing the trajectory (Figure 9e).
We demonstrated drawing manipulation at a seminar of our university. At
the seminar, we obtained comments such as “I want to undo/redo only an
isolated action I trace”, “Is there any idea of how to apply UnReT́ to other
history models?”.
For meet these requests, we need to adapt the selective undo model [6] to
UnReT́. To implement selective undo in UnReT́, we plan to use the script
undo model [4]. In the script undo model, if there is a sequence of actions
(A1, ..., An), a user can undo/redo an isolated action (Ai(1 ≤ i ≤ n)) like
in the selective undo model. This is done by undoing An, ..., Ai+1, Ai nor-
mally and then restoring Ai+1, ..., An using a script. By restoring recorded
trajectories as the script, we can implement selective undo in UnReT́.

Fig. 9. Undo/redo before changing a color,
which is typically impossible in GIMP

Fig. 10. A user defines a mark for
undo/redo

Marking manipulation. Marking manipulation enables a user to define short-
cuts for GUI manipulations like UIMarks [7]. Figure 10 illustrates how to
apply marking manipulation to Blender3 3D modeler. In this example, first
the user performs marking (Figure 10a). Then the user deforms the 3D model
(Figure 10b). After that the user looks the trajectory of marking by hold-
ing down the Ctrl key for longer (Figure 10c�). Finally, the user traces the
trajectory and undo/redo the action until the marking (Figure 10d).

Icon manipulation. Using the reversed mouse manipulation as undo/redo pro-
cessing, we enable a user to undo/redo icon movements, which is impossible
in a typical desktop environment. In Figure 11, first the user moves the icon

3 http://blender.jp/

http://blender.jp/
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(Figure 11a). Then, the user looks at the icon movements’ trajectories by
pressing the Ctrl key for longer (Figure 11b), After that the user undoes icon
movements by tracing the trajectory (Figure 11c). Similar to UnReT́, icon
movements were automated by Sikuli [20], using a programming by example
of screenshots. In contrast to Sikuli, UnReT́ enabled the user to undo/redo
icon movements.

Fig. 11. Undo/redo icon movements Fig. 12. Undo/redo checkbox selections

Checkbox manipulation. Similar to icon manipulation, a user can undo/redo
selected checkboxes using the reversed mouse manipulation. In Figure 12,
first the user selects checkboxes from top to bottom (Figure 12a). After
that, the user clicks “Ford” (Figure 12b) while pressing the Ctrl key and
then undoes selected checkboxes (Figure 12c).

6 Conclusion and Future Work

In this paper, we presented “Undo/Redo by Trajectory (UnReT́)” and interac-
tion techniques using UnReT́. We applied UnReT́ to various environments and
manipulations to explore effectiveness of the interface. Our future work is to
implement selective undo manipulation in UnReT́ for further exploration.
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Abstract. This paper presents the methods of the multi-layer control and the 
graphical feature editing by the server side rendering on Ajax-GIS. Ajax-GIS uses 
divided raster image file called "tile" in order to keep light handling. We propose 
that the multi-layer control is realized by means of merging transparent tiled 
images in the server application as the requests of the client application. 
Furthermore we propose the graphical feature editing protocol that sent from a 
client and send back to an image in order to edit a feature such as moving vertices, 
changing color. In an evaluation experiment of an actual map data, we confirmed 
the effectiveness of these methods as compared with conventional methods. 

Keywords: Ajax-GIS, Server-Side Rendering, Multi-layer Control, Graphical 
Feature Editing. 

1 Introduction 

GIS (Geographic Information System) [1] is a computer system to display digital 
map. GIS can display a variety of  information on a map, and can share the 
information via Internet.  GIS that has these characteristics is available for area 
marketing, disaster prevention [2], facility management, and so on. 

A few years ago, a technology that is called Ajax1 (Asynchronous JavaScript and 
XML) [3] appeared. Ajax technology offers a fast-loading and asynchronous updates. 
A typical example is GoogleMaps [4]. GoogleMaps had applied Ajax technology to 
web-based GIS (hereinafter referred to as "Ajax-GIS"). Ajax-GIS uses divided raster 
image data called "tile" in order to keep light handling.  Ajax-GIS can display map 
by assembling tiled raster images which are transferred asynchronous from server 
using JavaScript program. Ajax-GIS have some issues that are attributable to using 
raster images. For example, it is difficult to realize a multi-layer control and graphical 
feature editing by using only web-browser rendering engine. 
                                                           
* Corresponding author. 
1 Asynchronous communication can be achieved by an XMLHttpRequest object. An 

XMLHttpRequest is an API that can be used by JavaScript. 
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To realize these functions, we propose to apply to server-side rendering for  
Ajax-GIS. 

2 Ajax-GIS Architecture 

In this chapter, we describe the basic Ajax-GIS architecture(Fig.1). Ajax-GIS 
comprise server side and client side. Ajax-GIS server manages several maps which 
are residential map, digital road map (DRM) data, disaster information, and so on. 
These map data are raster image data made from vector maps, and they were divided 
into tiled images by the rasterizing process on the server side. These raster maps are 
created in every scale and every layer, and managed by the server, and are used as a 
background map. Ajax-GIS can display the maps by means of assembling tiled raster 
images with the JavaScript program on the client side. 
 

 

Fig. 1. Ajax-GIS operation flow 

A primary characteristic of Ajax-GIS is the increased responsiveness and 
interactivity of web pages so that entire web pages do not have to be reloaded each 
time there is a need to fetch data from the server. When a user operates a map, for 
example scrolling the map, classic Web-GIS can’t accept the user’s next operation. 
But if Web-GIS applies Ajax technology, a user can repeat an operation without 
getting a reply from the server. Fig.2 shows the difference between Classic Web-GIS 
and Ajax-GIS. In this way, this system offers fast-loading, asynchronous display 
updates, and smooth map scrolling. Moreover the execution environment on the client 
side requires only a web-browser without particular plug-in software (e.g. Java 
Runtime Environment [5], Flash [6]), making this system highly convenient. 
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Fig. 2. Classic/Ajax Web-GIS model 

3 Multi-Layer Control 

In this chapter, we describe multi-layer control for Ajax-GIS. We propose that the 
multi-layer control is realized by means of merging tiled images in the server 
application as the requests of the client application on the fly.  

3.1 Conventional Method 

Typical implementation for Ajax-GIS realizes the multi-layer control by means of 
overlaying some transparent tiles at the client side (hereinafter referred to as 
"conventional method1"). With low number of overlaid images, this is simple and 
efficient. However, if larger quantities of layers are displayed by this way, the html 
tree that stores the image data will grow large, then the performance of map operation 
as a map scroll will be slow. As a result, Ajax-GIS client application should draw 
many tiled images. The sums of images are determined by multiplying the number of 
tiles by the number of layers. We developed the sample application to examine this 
conventional method1. As a result, we found that the display time is proportional to 
the number of layers. In this test, the number of layers is more than five, the map 
display feel very slow. 

On the other hand, there is another conventional method to create image from 
vector data in real time by server side (hereinafter referred to as "conventional 
method2"). However, this method has issues that processing load becomes larger and 
created images are difficult to reuse by reason of client particular operations. 
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3.2 Proposed Method 

In order to solve these issues, we apply the server-side rendering to Ajax-GIS. Fig.3 
shows the architecture of multi-layer control by proposed method. At server side, tiled 
images with transparent background are created from map database every layer and 
every scale, and these images are stored in tiled image database.  At client side, client 
map are displayed by assembled tiled images. 

 

Fig. 3. Multi-layer control by proposed method 

Fig.4 shows the multi-layer control process. At client side, client (1) selects display 
layers. This display layer information is transferred server via Internet using URL 
parameter. URL parameter contains display layer names. At server side, after received 
this information, if there is no tiled image that is selected layer in the tiled image 
database, the server (2) creates tiled images of selected layers. If all layers images are 
created in advance, this process can skip. Then server (3) merges selected tiled images 
into a image. Then server (4) returns the image that is overlaid selected layer images 
to a client. At client side, client application (5) displays merged images.  

 

 

Fig. 4. Multi-layer control process 
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3.3 Evaluation 

We developed a test application, and verified the effectiveness of our proposed 
method. The evaluation process is done with a JavaScript automatic map navigator. 
The path which is randomly generated is broken into 100 drag-and-drop steps where 
after each step (mouse release), queries for layer operations and for images are 
dispatched. As a result, we found that the proposed method is 1.5 times faster than the 
conventional method2 (Table.1). 

Table 1. Graphical feature editing protocol 

 
Number of 

tiles 

Total 
processing 

time(s) 

Average 
processing 

time per one 
tile  (ms)  

Total data size 
of tiles (kb) 

conventional 
method2 

1160 78.9 68.0 3105.5 

proposed 
method 

1190 50.9 42.8 3101.1 

4 Feature Drawing Function 

In this chapter, we describe the feature drawing function for Ajax-GIS.  We propose 
that the graphical feature editing protocol that sent from a client and send back to 
an image in order to edit a feature. 

4.1 Conventional Method 

In conventional method, graphical editing feature was realized by drawing function 
which is implemented in web-browser.  Some rendering engines such as VML 
(Vector Markup Language)[7], SVG (Scalable Vector Graphics)[8] and Canvas are 
implemented in a web-browser. However conventional method has a main issue that 
implementation of drawing functions by JavaScript is dependent on these rendering 
engines. Therefore, we should implement drawing functions for some web-browsers. 
As a result, software development costs and maintenance costs will be increased. 

4.2 Proposed Method 

In order to solve this issue, we apply the server-side rendering. Server-side rendering 
can centralize drawing operations at a server, so a dependence issue associated with 
web-browser will be solved. This proposed method has merits which are not to need 
cross browser compatibility. When a client operates the feature editing such as 
moving coordinates or changing color, these operations are transferred as a URL 
parameter such as GET or POST. In order to draw feature, we defined the specific 
protocol to communicate between client and server. Table.2 shows the some protocol 
elements. 
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Table 2. Graphical feature editing protocol 

Key Contents Overview 
cid Client identification ID identify uniquely the client 
oid Editing feature ID identify uniquely the feature 
t Editing feature’s coordinate ID identify uniquely the editing 

feature’s coordinate ID 
lc Line color line color(e.g. blue, black) 
fc Face color face color(e.g. gray, white) 
w Line width line width(e.g. 2point) 
ls Line style line style(e.g. dotted line) 
fs Face style face style(e.g. fill) 

 
For example, this protocol is used such as below. 

http://localhost:80?cid=1555372038&oid=2&op=L&t=n20003&v=
n20003[1067,1388]&i=1193.5,1351.5,136.5,117.5&lc=255,143,
0&fc=255,255,255&w=3&ls=0&fs=0&s=0.5 

4.3 Geometry Editor Infrastructure 

We developed the prototype called "Geometry Editor" that is implemented our 
proposed method.  Geometry Editor is a web-based editor currently supporting 
polyline and polygon editing through node manipulation. Nodes can be inserted, 
removed, and moved while an object can be shifted, scaled, and rotated in its entirety. 
The editor aims to support easy integration with other applications. There are two 
separate blocks of html code that must be included in the target application, one being  
 

 

Fig. 5. Geometry Editor Screen 
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the component defining the editable region, the other being the component defining 
the property editor. 

Fig.5 shows the Geometry Editor screen. The screen consists of two parts: a left side, 
displaying the menu panel that has some components to edit editing parameters (i.e. 
outline color, outline width, fill color, and so on), and the edit panel to draw shapes on 
the right side. When a client draws shapes on the edit panel, the client sends the 
information written by the editing protocol to the server. After the server receives the 
information, and then creates an image by means of server side rendering, and returns it 
to the client. We describe about this process in detail in the following section.  

Fig.6 shows the HTML div structure of the editor. The layers related to the editor 
are contained in the editor layer which is in turn contained in the layer of the 
application to be integrated with. 

editor

application

        node
 menuediting layer

auxiliary
line

     object
selectobject 1   ......  object n

       object
imagenode 2node 1     ......

 

Fig. 6. Geometry Editor HTML Architecture 

4.4 Ajax-GIS application 

We built the Geometry Editor into out Ajax-GIS. Fig.7 shows the feature editing 
process between client and server. First, client (1) selects the layer of the editing 
target, then (2) selects region in order to narrow down the target. Next, client (3)  
 

 

Fig. 7. Feature Editing Process 



 Multi-layer Control and Graphical Feature Editing Using Server-Side Rendering 729 

sends this selection condition to the Ajax-GIS server. After Ajax-GIS receives the 
selection condition, Ajax-GIS server (4) searches for features from Map database, and 
then (5) return candidate editing feature list to the client. The client (6) selects a target 
feature from the list. Then the client can (7) edit a target feature by (8) server side 
rendering using defined protocol. After finishing editing, the client (9) commits 
update data to Ajax-GIS server. When Ajax-GIS server receives the update request, 
Ajax-GIS server (10) updates the Map database. Then Ajax-GIS server (11) re-creates 
tiled image including this feature, and sends this tiled image to the client. Finally the 
client (12) updates map display. 

For example, a time to generate a polygon fill hundreds of coordinates on the 
server side was less than 100ms. As a result, the proposed method has been real-time 
editing feature without user stress. 

5 Conclusion and Feature Works 

In this paper presents the methods of the multi-layer control and the graphical feature 
editing by the server side rendering in Ajax-GIS. In the future, we will seek further 
efficiency and rationalization of our method, and enrich the graphical feature editing 
protocol. And we will work toward practical application of a real system. 
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Abstract. Music ensemble players discuss musical expression of the
piece of music they perform, and determine how to play each note in
a score such as the length and the dynamics of tone or phrases in every
detail of the music. This paper introduces our system that supports the
discussion about musical expressions on the web. Our system enables
the users to write comments, draw symbols, and link videos on the score
where they are discussing about. We also conducted an informal usability
study to evaluate the usefulness of the system.

1 Introduction

Most music ensembles, groups of musicians, discuss musical expression to make
their performance more impressive. They consider every detail of the piece of
music they perform, i.e. the length, the dynamics, the articulation such as accent
or staccato, and so on. They also discuss together what they feel and imagine in
the piece of music and how the music is written by the composer. However, it
is time-consuming to discuss them face-to-face. When they meet together, they
prefer taking time to practice playing together rather than discussing. Therefore,
there is a great demand for a system that enables the discussion about musical
expressions asynchronously and remotely.

Current BBS and other web-based systems for remote and asynchronous dis-
cussions have problems to use for discussing musical expressions. First, since
they are basically text-based system, it is difficult to specify the part in the
score where the user wants to discuss. Specifying the position in the score in
text requires lengthy explanation. Second, it is difficult to express various musi-
cal notations in text, since they are usually represented graphically. Third, it is
not easy to refer to sound and video data.

This paper proposes a method to describe musical expressions and describes
our web-based asynchronous discussion system. In our system, the users proceed
discussions based on writing or drawing directly on the scores, so the users can
always associate all discussions with the scores. The users can post text-based
messages, musical symbol, freehand drawings and links with images and videos
hosting sites. Our system can be also used for the purpose of sharing decided

M. Kurosu (Ed.): Human-Computer Interaction, Part IV, HCII 2013, LNCS 8007, pp. 730–739, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



A Method for Discussion Musical Expression Using a Web-Based System 731

directions of music ensemble i.e. fingering, timing of breath, and so on. Our
system has three features:

Distant and Asynchronous Web-based System. Our system provide dis-
tant and asynchronous communication especially for amateur ensembles that
cannot spent enough time for practicing. We implement our system as a web
application so that the user can use various devices such as PCs and Tablets.

Discussion Along the Context of a Musical Score. In our system, the
users write comments on a musical score, which makes them easy to specify
the part they want to discuss about.

Visualized Description of Articulation. Articulation in the field of music
means adjusting the shapes of tones, phrases and links of tones by put dy-
namics, emotion, and so on. General musical symbols (i.e. staccato, tenuto,
portato, etc.) only represent basic articulation, not precise one in detail.
In our system, the user can draw articulation “shapes” in various colors to
exprese their feelings.

2 Related Work

2.1 Asynchronous Collaboration

In the studies of asynchronous discussion using graphical annotations on web
browser, Heer et al. developed sense.us that supports asynchronous collabora-
tive information visualization[1]. sense.us provides information visualization of
census data in the U.S. and communication system for analyzing on web browser.
Phalip et al. also developed the system that supports filmmaker and composer
to make videos at a distance[2]. The feature of the system is web-based video
editing sequencer that can attach annotations to its screen. Farooq et al. devel-
oped the system for scientific and creative discussion between distant places[3].
The system, named BRIDGE that means Basic Resources for Integrated Dis-
tributed Groupe Environments, provide virtual spaces containing timeline, chat
rooms and representation to share the users’ opinions. Cadiz et al. researched
communication between web editors by implementing the system that can write
notes directly to web pages and making an long term experiment for a few han-
dred participants[4]. Ellis and Groth developed an asynchronous communication
system that can attach annotations including texts, images and sounds to the
video[5].

We supported distant and asynchronous discussion concerned with musical
expression. Our system possesses faculty to attach annotation along the context
of a musical score and to represent concrete shapes as image of the music.

2.2 Computer-Supported Ensemble

As the study of computer-supported musical performance, Bellini et al. re-
searched supporting of real-time music performance[6]. They developed MOODS:
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a cooperative editor for musical scores that can automatically synchronize writ-
ten notes on their sheets of music. Sawchuk et al. developed DIP that enables
players to participate their practice at a distance[7]. Akoumianakis et al. devel-
oped the prototype toolkit for the purpose of distant and asynchronous ensemble
practicing[8]. The system DIAMOUSES records performance every part of the
music and enable the users to enjoy distant ensemble by using the recorded data.

This study does not support realtime performance but discussions of the
performance. We focused on discussions that is a significant part of ensemble
practice, and had an eye to indirect supporting musical performance.

3 Web Client Interface for Discussing Musical
Expressions

This system enables ensemble players to discuss musical expression anytime
anywhere not only when they are together. In this system, the users can post
their comments and reply to the other users’ comments on a musical score.
They can also describe graphical tone shape as their images of articulation and
represent pictures or videos for their argument. The users can write musical
symbols to a musical score directly in order to explain or write the result of the
discussion.

Fig.1 shows the interface of the web client in this system. Tool palette(Fig.1
[A]) and help bar(Fig.1 [B]) are fixed at the left and the top of the browser. Click-
ing the tool palette changes the mode of this interface. There are three modes:
“view”, to view comments of others and to reply to them, “post”, to create new
comment regions on a musical score, and “stamp”, to write musical symbols
on a musical score. The help bar always displays advices and tips depending
on the mode of the system. On a musical score(Fig.1 [C]), there are comment
regions(Fig.1 [D]) and comments(Fig.1 [E]). Clicking a comment region shows
or hides the list of comments there.

Comments on a Musical Score. In our system, all comments are attached
to a specific region on a musical score. This makes it easy to specify the part in
the musical score the comment is referring to without writing a lot of words.

When the user clicks the “post” in the tool palette, the user can create a
new comment region to post a new comment. A comment region is created by
a dragging operation on the musical score. When the user drags on the musical
score, the system displays a comment region represented as a red and transpar-
ent rectangle (the top of Fig.2). After the dragging operation, the system also
displays a comment posting box where the user can enter a text message and
an articulation figure (the bottom of Fig.2). The comment posting box consists
of an area for a text message, a checkbox for whether articulation is posted,
and three buttons labeled “articulation”, “post”, and “cancel”. The articulation
button starts the editing an articulation figure. The user can post the entered
text comment to the server by clicking the post button, or cancel it by clicking
the cancel button.
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Fig. 1. Web Client Interface. [A]Tool palette. [B]Help bar. [C]Musical Score.
[D]Comment region. [E]List of comment belonging to the region([D]).

A posted comment is displayed as shown in Fig.3. It has two buttons labeled
“reply” and “delete”. By clicking the reply button, a new comment posting box
appears, where the user can enter a reply comment. The delete button deletes
the comment. The comments to the same region are listed vertically as shown
in Fig.1[E].

Articulation Figures. To represent and post the image of how to play the
specific part in a musical score, our system provides an interface to draw an
articulation figure. The articulation figure represents the image of the volume
variation and the color of a specific phrase. The user can easily edit and color it
only with dragging operations.

Clicking the articulation button in the comment posting box starts the edit-
ing of an articulation figure (Fig.4). The figure in the articulation editing box
represents the dynamic transition of the phrase. The left end of the figure corre-
sponds to the attack of the phrase and the right end corresponds to the release
of it.

The attack and release expression of the figure changes continuously by drag-
ging up and down on or near each end. The color of the articulation figure can be
also changed continuously by dragging at the middle. The brightness is changed
by dragging vertically and the hue is changed by dragging horizontally.

After the editing of the figure, the user can post it with the comment by check-
ing the checkbox at the left of the articulation button(Fig.4). The articulation
figure is resized to fit in the comment box (Fig.3).
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Fig. 2. Comment region(higher, red) and
comment posting box(lower, green)

Fig. 3. Posted comment including edited
articulation

Fig. 4. Articulation editing box under the comment posting box

Referring to Images and Videos on the Web. In discussing musical ex-
pressions, it is very important to know the background of the piece of music
deeply such as the character of the composer, especially in classical music. So,
often the users want to refer to the other web site pages in their comments.
In addition, ensemble players often think of the other players’ performance as
examples of how to play a music. Referring to videos is also a necessary function
for our discussion system.

Therefore, in our system, the user can link to images and videos on the web
to interchange these knowledge. If the URL of an image or a video is included in
the entered comment, it is automatically displayed in the comment box (Fig.5).
Currently, URLs of PNG/JPEG/GIF files and YouTube videos are supported in
our system.

Stamping Musical Symbols. Ensemble players often write various musical
symbols on music scores in order to remember how to play the part in the
performance. Musical symbols are better to recognize than a textual annotation
when playing a music.

Our system also provides an interface to put musical symbols on a musical
score. The user can open the stamp palette (Fig.6) by clicking “stamp” in the
tool palette. Then the user chooses one in the stamp palette, and put it on the
musical score just like stamping.
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Fig. 5. Representing a video in comment Fig. 6. Stamp palette beside tool
palette

4 Implementation

4.1 System Overview

This system consists of the server and the web client(Fig.7). The web client is
implemented as a web application in HTML, CSS and JavaScript for crient-side,
PHP for server-side and MySQL for operating database. The system benefits
from HTML5 canvas and jQuery. Comment regions and comment are imple-
mented by unordered list of HTML, and click events are controlled by JavaScript
/ jQuery. The database stores the informations of comment regions, comment
and stamps. When the user starts this application or posts new comment, the
application loads or saves them.

4.2 Implementation of the Web Client Interface

Comment on a Musical Score. When the user clicks the “post” in the tool
palette, canvas element that covers the musical score will be active by changing
the CSS. Dragging on the canvas, a red and transparent rectangle is dynamically
drawn according to the coordinates of the mouse events in jQuery. When the
new comment region is created, the system appends a new HTML li element
that size and position are same as the red and transparent rectangle.

Every comment and comment posting box are formed like a balloon by CSS.
When the user clicks a comment region, the list of comment belonging to the
comment region toggles between expanded and collapsed states. All information
of the comment and comment region are stored in database such as position,
size, text message, articulation, timestamp, etc.
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Fig. 7. System overview. The users post their opinion to musical scores. Every anno-
tation is attached to specific region on musical scores. The database maintains data of
all annotations.

Representing Image of Articulation. Editing articulation is imple-
mented as HTML canvas. The methods of lineTo(straight line), quadratic-
CurveTo(quadratic Bézier curve) and fill(paint the closed area) render the shape
of articulation. The system has several parameters that decide attack, release,
brightness and hue of the shape. These parameters continuously increases or de-
creases according to the movement of dragging on the canvas(Fig.8). The system
uses toDataURL method of HTML canvas to convert the image of articulation
into PNG image which is displayed in a comment.

Fig. 8. Editing the articulation by dragging operation. (a)Reshaping its attack by
dragging up & down at left end. (b)Reshaping its release by dragging up & down at
right end. (c)Changing its brightness by dragging up & down in the middle of the
shape. (d)Changing its hue by dragging left & right in the middle of the shape.
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Representing Images and Videos. When the user posts a new comment,
the system checks the value of textarea for containing image or video data. If
the value of the textarea contains .png, .jp(e)g or .gif, the system convert the
string into HTML img element. If the value of the textarea also contains URL of
YouTube, the system convert the string into HTML iframe element that enables
the users to watch the video immediately.

Stamping Musical Symbols. When the users clicks “stamp” in the tool
palette, the stamp palette(Fig.6) appears, and the user clicks the musical sym-
bol in the stamp palette, canvas element that covers the musical score will be
active by changing the CSS. The selected musical symbol in the stamp palette
is rendered near the mouse pointer, and the user can stamp it by clicking on
the musical score using drawImage method. Then the stamped information as
position, the kind of symbol, timestamp is saved to or loaded from the database.

5 Preliminary Experiment

We conducted preliminary experiment to evaluate the interface of this system
and our approaches.

5.1 Procedure

The subjects were six university students including one female and five male.
All of them has played in ensemble at least three years. We used “Eine Kleine
Nachtmusik” composed by W.A.Mozert downloaded from IMSLP1 for the mu-
sical score of this system.

The task for the subjects was to use the all functions of the discussion inter-
face: posting a new comment, replying to a comment, editing and posting an
articulation figure, putting musical symbols on a score, and posting a video of
YouTube.

After finishing the task, the subjects were asked to answer to the seven point
Likert scale questionnaire shown below.

(1) Usefulness of posting comments on the musical score.
(2) Ease of posting a new comment.
(3) Ease of replying to a comment.
(4) Usefulness of articulation figures.
(5) Ease of editing the shape of articulation figures.
(6) Ease of editing the color of articulation figures.
(7) Usefulness of ‘stamp’.
(8) Ease of putting a stamp on a score.
(9) Usefulness of posting videos and images.
(10) Demand to use this system.

Finally, we asked them open-ended question about the whole system.
1 IMSLP: International Music Score Library Project(http://imslp.org/)

http://imslp.org/)
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5.2 The Result and Discussions

Fig.9 shows the result of questionnaire. The following are the answers to the
open-ended question.

– I want to edit the articulation figure more in detail. For example, I want to
change the length of the tone, too.

– I don’t understand clearly how to change the color of the articulation figure
as desired. Choosing from several colors may be better.

– It’s interesting to be able to hear the sound adjusted by the articulation figure.
– Stamping is very useful for inform the decisions.
– Colored stamps is useful for discussion.
– I want to write chord names on musical scores for music understanding.
– The screen is cluttered when many comments are posted.
– I want to use this system very much when my ensemble does not has enough

time to practice.

Fig. 9. Result of questionnaire

Overall, the subjects wanted to use our system (from the the question 10).
The result shows that our approach that posting comments on the specific point
of the musical score is welcomed by the subjects. All subjects understood how to
post or reply to a comment in a short time. However, one of the subject posted
a new comment to the title of the musical score, and another subject posted a
new comment to the margin of the musical score. In some cases, the user may
want to post a comment unrelated to the specific part of the score.

The subjects also favored the idea of articulation figures. One subject said
that it is intuitive and interesting to view the continuously changing articulation
figure. However, the editing interface must be improved. It seems it is difficult
to change the shape and color as they wishes.

Stamping was also mostly liked by the subjects. They said stamping is useful
for informing decisions to others, but it may be not so useful for discussions.
In the experiment, a lot of symbols were stamped which were not related to
discussions. This result tells us, if anything, this system can be used for other
process regarding music ensemble beyond discussions.
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From the high score for the usefulness of videos, most ensemble players feel
that it is essential to listen to other ensembles’ performances. Since some video
postings were not related to specific part of the score, the video posting interface
can be improved to enable the posting that relates to the whole score.

Some subjects add the words that they want to use this system only when
they have few time to practice, but not they have plentiful time. We believe it
makes this system more demanded to enhance the features using particularity
of computers such as articulation figures or referring to images and videos.

6 Conclusion and Future Work

This paper proposed a method for discussing musical expression remotely. We
developed a web-based discussion system that enable the user to discuss musical
expressions on the musical score. We also informally evaluated the usability of the
system. The result confirms the usefulness of the system and also indicated some
challenges. As future work, we will conduct the user study in actual situation
and improve our system based on the result of this study.
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Abstract. Recently, the digitization of paper-based documents is rapidly
advanced through the spread of scanners. However, tagging or sorting a
huge amount of scanned documents one by one is difficult in terms of
time and effort. Therefore, the system which extracts features from texts
in the documents automatically, which is available by OCR, and classi-
fies/retrieves documents will be useful. LDA, one of the most popular
Topic Models, is known as a method to extract the features of each doc-
ument and the relationships between documents. However, it is reported
that the performance of LDA declines along with poor OCR recogni-
tion. This paper assumes the case of applying LDA to Japanese OCR
documents and studies the method to improve the performance of topic
inference. This paper defines the reliability of the recognized words us-
ing N-gram and proposes the weighting LDA method based on the reli-
ability. Adequacy of the reliability of the recognized words is confirmed
through the preliminary experiment detecting false recognized words,
and then the experiment to classify practical OCR documents are carried
out. The experimental results show the improvement of the classification
performance by the proposed method comparing with the conventional
methods.

1 Introduction

Scanners and printers containing function as a scanner are growing popular, so
that the digitization of paper-based documents to handle them on computers
is widely advanced today. Since Japanese companies were permitted to save
documents electronically which were obligated to be preserved by law in 2005,
a lot of paper-based documents have been rapidly digitized. And in general
consumers, a large amount of document data has been stored to read them
electronically because of the spread of low-cost scanners and tablet computers.
Moreover, the opportunity is growing to manage various types of documents in
a lump due to the diffusion of Cloud Computing. On the other hand, the larger
the number of accumulated documents becomes, the more time and effort to find
the required document(s) by a user are needed.

Most electronic documents on a computer have various attributes not just
texts, so that document retrieval can be available by using that information.
However, the scanned documents do not have even text information because
they are treated as images. Texts can be embedded into digitized documents by
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using Optical Character Recognition (OCR), which is the software to import
printed characters into computers. OCR text usually contains some recognition
errors and conversion errors. Although the recognition accuracy of OCR has
been improved in recent years, that is still low in blurred documents that are
often printed in the old days or handwritten ones[1]. In particular, OCR er-
rors are more likely to occur in languages which have large number of types of
characters such as Japanese and Chinese[2]. However, it is almost impossible
to correct these enormous OCR errors manually. Likewise, tagging or sorting
a huge amount of scanned documents one by one is also difficult in terms of
time and effort. Therefore, this study aims to construct the system to retrieve
the required documents by a user based on their text information from a huge
amount of ones which contain texts with OCR error and are tagged without
their attribute information.

Probabilistic Latent Semantic Analysis (pLSA)[3] and Latent Dirichlet Al-
location (LDA)[4], which are called “Topic Model,” are the method to extract
the feature of documents. Topic Model is known as the method to catch latent
“topics” in the documents with high performance, which are inferred by the
number of appearance of words in each document. Topic Model has been mostly
applied to the documents containing correct texts so far. However, it is reported
that the performance for the topic inference by Topic Model declines under the
application to the documents containing OCR errors[5]. This paper studies the
application of LDA to Japanese OCR documents and proposes the method to
improve the performance of topic inference.

This paper focuses on that the parts incorrectly recognized by OCR are ap-
peared as unnatural alignments in the language. Those parts are expected to
become low probability in the N-gram probability obtained from large corpus.
This paper defines the reliability of the recognized words, and it proposes the
method weighting the appearances of words in LDA based on their reliability.

This paper supposes the system to grasp similarities among documents visu-
ally. The system calculates the distance between documents after the inference of
topic distributions and visualizes them onto two-dimensional space. Two exper-
iments are carried out by using actual OCR documents embedded classification
label. First, adequacy of the reliability of the recognized words is confirmed as
the preliminary experiment by the detection of false recognition. Then the clas-
sification of the OCR documents is carried out and it evaluates the classification
accuracy how much the documents with correct label are located closely. The
proposed LDA weighted by the reliability is compared with the conventional one,
and the result shows the significance of the proposed method.

2 Related Work

A lot of studies on the information retrieval using Topic Model have been
reported[6][7][8]. However, most of them suppose the application to the doc-
uments containing correct texts, not noisy texts. Although some studies use
OCR texts in the experiments, most of previous work ignore the presence of
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OCR errors or only attempt to remove low frequency words[9][10]. Walker et al.
studied the effect of the presence of OCR errors on the performance of Topic
Model. This research applies LDA to OCR documents with varying the recog-
nition rates. The result shows that the more OCR errors appear, the more the
performance of topic inference descends. However, the specific method to solve
this problem is not mentioned. In addition, no study assuming the application
of Topic Model to Japanese OCR documents in spite of that many studies apply
it to Japanese documents recently[11][12].

On another front, the term weighting method in LDA is proposed by Wilson
et al.[13]. However, the aim of this research is to improve the performance by
diminishing the effect of high frequency words and function words, which is
distinct from the aim of this paper.

3 Latent Dirichlet Allocation

The LDA algorithm models the D documents in a corpus as the mixtures of
latent T topics where each topic generates the distribution of V words. The
original LDA proposed by Blei et al.[4] assumes the appearance of topics as
multinomial distributions and introduces Dirichlet distributions to their prior
distribution. The LDA expanded by Griffiths et al.[14] introduces the Dirichlet
distributions into the distributions of words. This paper employs the Griffiths’s
LDA. The generative process of LDA is represented as follows:

1. For each topic t ∈ {1, · · · , T },
(a) Draw word distribution, φt ∼ Dir(β)

2. For each document i ∈ {1, · · · , D},
(a) Draw topic distribution, θi ∼ Dir(α)
(b) For each word j ∈ {1, · · · , Ni},

i. Draw topic, zi,j ∼ Mult(θi)
ii. Draw word, wi,j ∼ Mult(φzi,j )

In the above process, Dir(·) and Mult(·) means the Dirichlet distribution and
the multinomial distribution, respectively. α and β are the Dirichlet hyperpa-
rameters, and Ni is the number of tokens in document i.

Topics are inferred via collapsed Gibbs sampling[14]. The algorithm calcu-
lates by repeatedly sampling zl, which is the topic of lth token, based on the
distribution conditioned on the values of all other elements in z except zl. Nijt

denotes the number of tokens of word j assigned to topic t in document i, and
the summation over all values of an index is indicated with (·). And the num-
ber of tokens excluded lth is represented as N−l

ijt . The sampling formula of topic
inference is:

p(zl|z\l,w) ∝
N−l

(·)jt + β

N−l
(·)(·)t + V β

·
N−l

i(·)t + α

N−l
i(·)(·) + Tα

(1)

After a sufficient number of iterations for updating topics, the MAP estimators
of the topic distributions for all documents θ and the word distributions for all
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(a) Result of “R jeBVXe” (b) Result of “R =fCVXe”

Fig. 1. Example of Morphological Analysis by MeCab

topics φ can be obtained. When θit and φt
j represent the generated probabilities

of topic t in document i and word j in topic t, these are calculated by eq. (2).

θit =
Ni(·)t + α

Ni(·)(·) + Tα
φt
j =

N(·)jt + β

N(·)(·)t + V β
(2)

4 Proposed Method

4.1 Purpose

Topic Model estimates topics in documents using the information of the words
and their occurrences. The languages such as Japanese or Chinese which do not
have space between words must be applied morphological analysis in order to
devide them into words. However, inadequate divisions frequently occur in noisy
texts, then the words acquired by the morphological analysis are also inadequate.

Here we describe an example that OCR confused “R jeBVXe” with
“R =fCVXe” in Fig. 1. The results were obtained by MeCab1, the most popular
Japanese morphological analysis engine, are shown in Fig. 1. In Fig. 1(b), the
parts of false recognition are separated as noun inadequately. This paper con-
nects the successive nouns and unknown words and treats as a combined word.
Then, the reliability on the recognition of the word is defined based on the prob-
ability of collocation using N-gram probability, and the reliability is introduced
to topic inference. First, we define the reliability of the recognized words. Then,
we propose the weighting method of topic inference based on the reliability.

4.2 Reliability of Recognized Words

The probability of word-level N-gram is that a certain N words (morphemes)
occur contiguously. The N-gram probability is obtained from a large corpus, and
it can be said that high probability pattern is general and natural sequence of
words but low probability pattern is unnatural. This paper employs word-level
Bi-gram (N=2) to calculate the reliability of words. In the case that a word w
consists of the morphemes t1t2 · · · tn, the Bi-gram probability of the word w is:

p(w) = p(t1)
n∏

i=2

p(ti|ti−1) (3)

1 http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html

http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html
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The reliability of word wi is described asm(wi), which is defined by the geometric

mean in combination probability in wi pt(wi) = p(wi)
1
n as eq. (4). W denotes

the all words in the documents. When p(w) is 0, m(w) is assigned to 0.

m(w) =

log pt(wi)− arg min
w∈W

log pt(w)

arg max
w∈W

log pt(w)− arg min
w∈W

log pt(w)
(4)

4.3 Term Weighting LDA

Wilson et al. developed term weighting LDA (TW-LDA)[13], which weights on
the words in LDA and infers topics. It can be considered that the weighting in
this method corresponds to the expansion of the multinomial distribution into
real number, while it is not specified in [13]. In the conventional LDA, the word
and the topic of lth token are shown as V and T dimensional vector described
“1-of-K.” “1-of-K” is the vector in which only one element is “1” and the others
are “0.” TW-LDA allocates the real number instead of “1” into the element to
reflect weights of words in the topic estimation. Mijt denotes the sum of the
weights of tokens of word j assigned to topic t in document i. Topics are inferred
via collapsed Gibbs Sampling, and the formula is:

p(zl|z\l,w) ∝
M−l

(·)jt + β

M−l
(·)(·)t + V β

·
M−l

i(·)t + α

M−l
i(·)(·) + Tα

(5)

This paper uses the reliability of the recognized words described in 4.2 as the
weight of TW-LDA. It is expected that the emphases of high reliability words
make the performance of topic inference improved in poor OCR documents.

5 Experiments

5.1 Applied Documents

The experiments employed some documents picked out from the proceedings
of the 74th National Convention of Information Processing Society of Japan.
Two data sets were picked out: Data 1 was 31 documents and they consisted of
four sessions, and Data 2 was 48 documents and they consisted of six sessions.
Each data set had the texts without errors embedded electronic documents cor-
rectly and with OCR errors obtained from the scanned documents. Some noise
level were prepared as the OCR texts by adding various degree of noise onto
the documents artificially. The session belonging to was regarded as the correct
classification label. We assume that users usually manage both originally digi-
talized texts and OCR texts. Thus the documents with OCR errors and without
errors were mixed 50:50 in this experiment. Error rate of OCR was measured by
PER (Position-independent Word Error Rate)[15], which is a common metric of
the performance in the areas such as machine translation. The PER of the OCR
documents without artificial noise was about 0.25.
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Table 1. Comparison of performance to extract false recognized words

(a) Data 1

Low frequency Reliability
PER P R F P R F

0.28 0.305 0.924 0.459 0.568 0.674 0.616
0.57 0.452 0.956 0.613 0.756 0.809 0.782
0.53 0.508 0.936 0.659 0.806 0.754 0.779
0.60 0.508 0.958 0.664 0.837 0.794 0.815
0.65 0.568 0.947 0.710 0.879 0.804 0.840
0.70 0.566 0.957 0.711 0.823 0.807 0.815

(b) Data 2

Low frequency Reliability
PER P R F P R F

0.23 0.292 0.910 0.442 0.569 0.763 0.652
0.34 0.443 0.952 0.604 0.728 0.765 0.746
0.43 0.530 0.954 0.682 0.782 0.803 0.792
0.51 0.601 0.948 0.736 0.823 0.770 0.795
0.57 0.626 0.969 0.761 0.858 0.813 0.835
0.66 0.670 0.937 0.781 0.896 0.808 0.850
0.70 0.692 0.940 0.797 0.917 0.814 0.863

In these experiments, Adobe Acrobat2 was used as the OCR software and
morphological analysis was carried out by using MeCab. N-gram probability
was derived from Web Japanese N-gram Version 13.

5.2 Preliminary Experiment

This preliminary experiment was done to investigate the adequacy of the reli-
ability of words defined in 4.2. The experimental dataset described in 5.1 were
employed. We picked out 1000 words in total randomly from each noise level and
labeled them whether correct recognition or false one manually. Two methods
were compared: one was the removal based on the reliability of words in 4.2 and
the other was that of low frequency words[9]. The former extracted the words
with the reliability below the threshold4 and the latter extracted the words ap-
peared once in the documents. Precision and recall of the false words in the
extracted words were calculated, and F-measure, the harmonic mean of the pre-
cision and the recall, was acquired. The results of the comparison are shown in
Table 1. In Table 1, precision (P), recall (R), and F-measure (F) are listed.

In the point of precision, the method removing low frequency words was much
worse than that based on the reliability, because the removing method also
removed a lot of words recognized correctly. By contrast, the reliability method
could extract the false words appropriately because this method is independent
of the frequency. On the other hand, recall of the reliability method became lower
than the removing method. The reason was that the most of false words were
occurred only once, so they could be removed by the frequency. In Table 1, the
holistic evaluation index F-measure shows that the proposed reliability method
performed much better than the removing method. Therefore, it was confirmed
that the low reliability words in the proposed reliability of words represented
false words adequately.

2 Adobe Acrobat 9.46, http://www.adobe.com/jp/
3 Taku Kudo, Hideto Kazawa,“Web Japanese N-gram Version 1”, published by Gengo
Shigen Kyokai

4 The threshold was set to 0.30 by the result of the prior experiment.
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Fig. 2. Example of visualization of Data 1. “2Y-1” represents the proceeding number
and the color of a node represents the corresponding session.

5.3 Experiment of Documents Classification

The comparison of the proposed method with the conventional methods was
carried out based on the accuracy of documents classification shown in 5.1.

Visualization System. Here we explain the visualization system which was
used in this experiment. First, this system estimates the topic distribution of
each document. Then, distances between documents are calculated based on
the topic distributions. This system employed Jensen-Shannon divergence[16]
which is the symmetric index of Kullback-Leibler divergence and is known as
the distance between probabilistic distributions as the index of distance[17].

D(di, dj) =

K∑
k=1

[
p(zk|di) log

(
2p(zk|di)

p(zk|di)+p(zk|dj)
)
+p(zk|dj) log

(
2p(zk|dj)

p(zk|di)+p(zk|dj)
)]

(6)

Finally, documents are allocated into two-dimensional space. This system used
Multi-dimensional Scaling (MDS)[18] as the method for the dimension reduction.
MDS can preserve the distances among data in the original space as much as
possible while it embeds the coordinates of data onto lower (two) dimensional
space. When li,j denotes the original distance between di and dj and l∗i,j denotes
the distance in the visualization space, the coordinate of each document χ =
{xi ∈ R2, i = 1, 2, . . . , D} is available from the minimization of the following
error function:

E(χ) =

N−1∑
i=1

N∑
j=i+1

(l∗i,j − li,j)
2 (7)

In this function, l∗i,j is given by the Euclidean distance, l∗i,j = ||xi − xj ||.
The example of visualization of Data 1 is shown in Fig. 2.
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(b) Data 2

Fig. 3. Comparison of classification accuracy in each PER. Horizontal axis is PER,
and Vertical axis is the classification accuracy.

Evaluation Measurement. The purpose of this visualization system is to
support a user to understand documents’ relationship intuitively. Thus, we eval-
uated the result of visualization based on the accuracy of the labels predicted
with the k-nearest neighbor (k-NN) method in the visualization space[8]. This
method predicts a label of a document by a majority vote of correct labels of k
nearest samples. Classification accuracy was defined as the ratio of the number
of labels predicted correctly to all documents. This accuracy becomes higher
when the same label documents are allocated in the neighborhood and different
ones are allocated far each other. This experiment was applied with k = 5. The
accuracy of Fig. 2 was 84%.

Experimental Condition. The hyperparameters of the Dirichlet distributions
in LDA and TW-LDA were α = 0.1 and β = 0.1, and the sampling was run for
1000 iterations. The classification accuracy of 50 trials was averaged by the
reason the topic inference depends on the initial topics given randomly. The
number of topics was determined by the best one in terms of the accuracy in
electronic documents in the prior experiment: T = 4 in Data 1 and T = 6 in Data
2, which were the number of sessions (correct labels) as a result. We compared
with two conventional methods: one was a general LDA (called “LDA method
1”) and the other was a LDA after the removal of words appeared once described
in 5.2 (called “LDA method 2”).

Results and Discussions. The results of classification accuracy are shown
in Fig. 3. It was observed that the accuracy of LDA method 1 was declined
drastically at around 0.5 in Data 1 and around 0.3 in Data 2. This result sup-
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port with the description of Walker et al.[5] in which the performance of LDA
descends by the presence of OCR errors. Though LDA method 2 shows little im-
provement around PER = 0.6− 0.7 in Data 1, overall results were almost same
with LDA method 1. By contrast, the proposed method worked better than the
conventional LDA methods in each error rate of both data sets. There were the
significant differences between LDA method 1 and the proposed method and
between LDA method 2 and the proposed method, respectively, which were con-
firmed by the paired t-test considering multiplicity by Sidak’s statistical method
(p < 0.01). Particularly in Data 1, the proposed method could keep higher
accuracy at the error rates in which the performance of LDA method 1 got
drastically worse. This result shows that the proposed method preserved the
depression caused by OCR errors.

Although it was confirmed that the accuracy was improved by the proposed
method, accuracy tended to decline in all methods according to decreasing the
word error rate. It is thought to be due to the approach of the proposed method
that was not to correct error words but to diminish the effect of error words.
The use of the information of error words which would be effective for LDA if
they were recognized correctly. We will try the corrections of error words and the
reflection of their information such as similarity in shape to the topic inference.

6 Conclusion

This paper studied the application of LDA for Japanese OCR documents to
extract their features and proposed the method to reduce deterioration of the
performance of topic inference caused by OCR errors. The proposed method
focused on the unnatural alignment in the part of false recognition, and quanti-
tatively defined the reliability of the recognition of words. Then it put weights
on words in LDA based on the reliability and tried to improve the performance
of topic inference.

First, the preliminary experiment was done to confirm the adequacy of the de-
fined reliability of the recognized words by the detection of false recognition, and
showed that the proposed reliability could extract the error words better than
the conventional preprocessing which removed low frequency words. Then the
significance of the proposed method was shown comparing with the conventional
methods in the classification performance.

We will study the correction of error words and the use of the information to
improve the performance of topic inference more. Also the extraction of signifi-
cant words and putting weights on them will be discussed. In addition, we try
to construct the document retrieval system based on the proposed method.
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Abstract. In this paper, we describe an interactive multimedia art project, 
namely FaceGrid, using mosaic photography art concept for digital storytelling. 
Inspired by mosaic photography and a montage concept, FaceGrid was pro-
duced by using many small image tiles that were woven and stitched together to 
form the pixel art design pattern. FaceGrid documents the different ways of liv-
ing and lifestyles of ordinary folks in a multi-cultural and diverse ethnic society 
in Malaysia. We use audio-visual documentation methods (photography and 
film-documentary techniques) to record, capture and archive the different facets 
of lives and user stories by ordinary people. We then transform those slices of 
life via digital storytelling technique into an interactive multimedia art project.   

Keywords: Audio-visual documentation method, digital storytelling, multime-
dia art, ordinary folks. 

1 Introduction 

In the past decade, the prevalence of various new media platforms has enabled ordi-
nary people like us being able to be seen or heard on the ‘news’. On many occasions, 
people like to share, to hear, to read, to check and to receive everyday news. We also 
like to share stories with others about ourselves, our experiences, and about the news 
we hear and read through various forms of media such as newspaper, radio, televi-
sion, blogs, and social networks (i.e. Facebook, Twitter). As a result, the exclusivity 
and media coverage received by celebrities and politicians can now be shared by  
ordinary folks who, in this project, are provided an opportunity to share their snippets 
of their life stories and experiences via convergent media. 

2 Motivation: Why Ordinary Folks 

Ordinary communities living in a developing nation such as Malaysia have invaluable 
life stories, culture and experiences. A multi-cultural and multi-ethnic society have 
much to share about what it means to be free, to have dreams, to uphold principles, 
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values and religious beliefs, to have families and lives, and many of them untold. [1] 
described how researchers can encounter the ‘unnoticed’ as:   

‘Everyday life is something we tend to take for granted, 
something that just is, something unnoticed. But everyday life 
is perhaps the most important dimension of society – it's 
where we live most parts of our lives with each other…. 
Looking at everyday activities and experiences, from lan-
guage and emotions to popular culture and leisure, encoun-
tering the everyday explores what social structures, orders 
and processes mean to us on a daily basis.” 

As a result, FaceGrid1 multimedia art project addresses the absence of the voices of 
ordinary folks. It aims to document and portray the extraordinary stories of the untold 
life stories by ordinary people in Malaysia in digital storytelling format. Based on a 
series of short interviews using audio-visual documentation methods (photography and 
videography) on Malaysians from all walks of life, the multimedia art project captures 
the many ways that they experience living, working, communicating, and ageing. 
Through the use of vignettes, a glimpse of the livelihood, cultural practices, and free-
dom of the population. This multimedia art project, using research-creation process, 
critically and creatively explores the potential of multimedia forms and formats to depict 
the extraordinary diversity within the so-called ordinary lives of Malaysians. 

3 Research Creation Process 

This research-creation project provides its audience an insight towards the intersec-
tion of storytelling, multimedia art, and interactivity. Rather than presenting single 
unified images of a local ordinary folk’s profile, the many dimensions, and contradic-
tions, is presented to the audience of what it means to live in a multi-cultural and  
multi-ethnic community in the context of multimedia art installation and online web 
(www.facegrid.info) platforms. 

There are 3 stages involved in the research-creation process. Firstly, we formulate 
the conceptual design of FaceGrid based on an inspiration of faces montage. Second-
ly, we use audio-visual documentation method to conduct a series of in-depth  
interviews with the local folks. Lastly, the process involves transcription, translation, 
video-and-photo-editing in the media production process to transform into an interac-
tive multimedia platform.   

3.1 Conceptual Design of FaceGrid User Interface 

FaceGrid project is an interactive multimedia art project produced by an interdiscipli-
nary research team consisting of photographers, videographers, interface and interaction 
designers, an ethnographer, and a sound artist. FaceGrid was inspired by mosaic art  
and is a montage of image tiles created from photography that is woven and stitched 

                                                           
1 FaceGrid multimedia art project can be accessed online via www.facegrid.info 
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together to form a grid (design pattern). The image montage was then analysed and 
arranged, so as to match the overall concept design of its intended artistic form. With 
the transition of images in a pixelated grid manner, FaceGrid interface enables scalabili-
ty and zoom-ability for the audience to interact with any multimedia content and ele-
ments (i.e. audio, images, text, video) through each art pixel. The users will experience 
ordinary folks’ lifestyles through digital storytelling while interacting with our interac-
tive multimedia platform, thus stirring every audience for their insights towards the 
diverse ethnic unity and multi-cultural integration. 

There are two platforms for FaceGrid, which are multimedia art installation and 
online website version. Users are allowed to toggle, interact, drag and move the pro-
file content “pixels” around FaceGrid multimedia art project. For FaceGrid multime-
dia art installation platform, an audio controller is also presented to allow the user to 
turn on or mute the background audio as desired (Fig. 1). Whenever each pixel is 
selected, users are able to view, interact, interpret and re-create with the selected pix-
el’s (profile) content (Fig. 2). However, one will notice that every pixel of multimedia 
content that is shown will not be deemed as a discrete whole, but contains several 
irreconcilable and contradictory meanings - an amalgamation of photography, audio 
and video into a dense interactive format. It portrays that any one pixel should not  
be interpreted literally, but consists of alternative perceptions, and will invoke the 
audience into making various opinions and having a mixture of experiences. 

This project provides its audience the different facets of ordinary folks’ life stories 
and an insight through the intersection of digital storytelling, multimedia art, and 
interactivity. Rather than presenting single unified images of a local subject, the many 
dimensions, and contradictions, of what it means to live in a multi-cultural and multi-
ethnic community is presented to the audience in context of a country that achieved 
its independence over 50 years ago. 

Fig. 2 is a content page, which shows a Malay warrior descendent, an amateur 
weapon collector, whom likes to collect all the Malay weapons i.e. lady dagger, keris 
 

 

Fig. 1. User interface of FaceGrid multimedia art installation project (All rights reserved) 
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3.2 Audio-Visual Documentation Method in FaceGrid  

We document the different ways of living, experiences and work using audio-video 
documentation methods (photography and videography) of ordinary local folks [1, 2, 
3, 4]. We seek consensus from the local folks using either oral or written consent 
before the interview. Subsequently, all of these inputs were transferred, re-packaged 
and transformed into an interactive design platform. 

We use structured interview given in a set of interview questions to document the 
ordinary’ life story; their passion towards what they are currently doing, any particu-
lar hobby/artifact/interest they have, experience of technology, and to explore their 
perception about being a Malaysian. Thus far, we had conducted 66 interviews (in-
clude photo-documentary). As this project is still on-going, the total user profiles will 
be growing as time goes along. In terms of sampling selection, we use a snowballing 
method to recruit our user profiles. We attempt to encompass different ethnicity as 
stated in Malaysian society section, with various educational and socio-economy 
backgrounds. Hence, we approached our relatives, colleagues, and friends whom 
possess different backgrounds, various culture and also diverse ethnicity. Some are 
also strangers whom we approached them about the notion of project through our 
fieldwork.   

Due to diverse cultural society of Malaysia, we usually conduct the interview in 
various languages. For those who can converse English fluently as spoken language, 
the interview was conducted in English whereas would be conducted in their mother 
tongues such as Mandarin, Cantonese (a dialect of Southern China, normally spoken 
by Hong Kong citizens), and Malay language. We then convert those local languages 
into English sub-title in our video captions during our multimedia production phase. 

During the research-creation process, we employ photo-documentation [4] as one 
of the visual research methods in visual methodology. Unlike most of the visual me-
thods where the researcher studies images created by artists e.g. photo-elicitation 
method [4], photo-documentation method invites the researchers make the images 
with their own creation in different forms such as film, video, photographs, maps, 
diagrams, paintings, drawings, collages. In photo-documentation, a researcher takes a 
carefully planned series of photographs to document and analyze a particular visual 
phenomenon [4, p. 298]. Rose [4] mentioned that photo-documentation method is not 
commonly employed by researchers as compared to photo-elicitation method, which 
makes this project unique and more authentic as our own research creation. 

In our context, we extend the photo-documentation method, and employ audio-
visual documentation method to document their ways of living by using a combined 
photography and videography techniques. Each profile was informed about their dis-
closure of identity when briefed the consent form and purpose of project. With their 
consensus, we took photograph of their hobbies that they like to share with others (i.e. 
artifacts, material objects), their living or work environment, family and beloved pho-
tos (See an example of Fig. 4). For some photos which we could not capture on the 
spot, we asked the interviewee whether s/he can share their old photos, which they 
considered as memorable in their lives. We then scan and return those photos to them 
after the transcription and video-editing work.  
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Images such as photographs are seen as valuable for the local folks profile in por-
traying their individual life story. Collier [1] claimed that ‘photographs are precise 
records of material reality’, and photography are taken in a systematic way in order to 
provide data which the researcher then analyses and interprets its meaning. Besides, 
[1] also argued the use of photographs alongside interviews. Grady [5] also stated that 
‘pictures are valuable because they encode an enormous amount of information in a 
single representation’. According to Becker [6], photos are valuable for the way they 
convey ‘real, flesh and blood life’, especially making their audiences ‘bear witness’ to 
that life [7].  

In the FaceGrid project, multimedia art installation and online website platforms 
share the similar content elements e.g. photos, videos and text description except user 
interface and its arrangement. The following describes the user interface of FaceGrid 
multimedia art platform, in which a profile content interface is divided into three re-
gions (Fig. 4). Region A: Photo Collage portrays some snippets of life stories of the 
user profile. Region B is a brief text description to provide users or audience the pro-
file’s background information. Region C allows users to toggle the interview in a 
video form. For instance, the photo collage at the left panel in Fig. 4 tells the relation 
of cultural artifacts for a 75 year-old trishaw peddler (Uncle Ah Peng) at the 
UNESCO world heritage site, Malacca historical town. During the interview, the 
informant shared his passion of spending over RM10,000 for ornament decorations on 
his trishaw as his hobby with the motive for welcoming his passengers as hospitality 
of Malaccan tourism. He was so proud when he talked about his trishaw, and how he 
decorated his trishaw given thoughts on his ornaments. For example, the top right 
photo in the photo collage below (see Region A as in Fig. 4) shows a Malay yellow 
‘tengkolok’ (headdress), which represents the symbolism of Malay Sultanate  
 

 

Fig. 4. A profile content page that portray a snippet of a senior’ ordinary life stories in FaceGr-
id multimedia art installation platform (All rights reserved). A: Photo Collage. B: Brief Text 
Description. C: Video Interview (All rights reserved). 

A 
B

C
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(Emperor)’s royalty. The mouse deer and hibiscus flower (in second row left in photo 
collage) symbolizes the State of Malacca and national flower respectively. The  
camels (below left in the photo collage) denote the mobility of a vehicle in ancient 
time that carries passenger, which indirectly signifies the meaning of trishaw fetching 
the passengers from one place to another place. Region B of the right top panel  
denotes a brief description of the informant. 

It is arguable that the criterion of images must be considered carefully taken, and 
the audience who view photographs and interpret the meaning of the photographs is 
always context-specific. We agreed that the role of photograph itself has to be clearly 
present, either as self-evident evidence or as evidence whose significance is  
established through the research-creation process [4]. More importantly, in photo-
documentation method, photographs are used to examine the social effects of images 
with which this method is most concerned centered on the relations between the  
researcher, those people they are researching, and the photos [4].    

Apart from the visual photography, the session is usually followed by an in-depth 
interview of each local folk’s profile that is documented using videography. (This is 
shown on Region C: Video Interview in Fig. 4.) The purpose is for the users to have a 
view of understanding the local folks sharing their life story and views of livings and 
work in documentary film. The interview is structured interview with several sections, 
which are: the local folk’s life story, perception on current livings, work, hobbies, 
interest or artifacts, challenges in life, and perception being a Malaysian. Before end 
of the interview session, they are also given a chance for them to share their life wis-
dom or experience that gives advice to others.  

According to Appadurai [8], “we follow the things themselves, for their meanings 
are inscribed in their forms, their uses, their trajectories. It is only through analysis of 
these trajectories that we can interpret the human transactions and calculations that 
enliven things. Thus, even though from a theoretical point of view human actors  
encode things with significance, from a methodological point of view, it is the  
things-in-motion that illuminate their human and social context.”  

From the kaleidoscopic intersection of many voices, a collective tale emerges from 
a combination of distinct narrative fragments [9]. Narrative is all around us when we 
share our experiences, our beliefs, our history, our wellbeing, etc. in various means be 
it in static or moving images, audio, video or in print [10]. In this project, we trans-
form the user profile’s life stories into a digital storytelling platform in the FaceGrid 
multimedia art using audio-visual documentation method.  

4 Users Interaction with Facegrid 

For FaceGrid multimedia art installation, a user can use a touch pad to interact with 
the individual user profile. FaceGrid will be projected out on a wide screen (using 
white cloth or portable projector screen) with projector at the background, and  
audio-visual multimedia system (Fig. 5). The grid somewhat acts as a structured  
manner in an artistic form to provide the users a vehicle to delve, and to participate in 
a stranger’s experiences on a computer-based platform.  
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Fig. 5. Users/Audience interacting with FaceGrid multimedia art installation using a touchpad 

5 Conclusion 

This paper demonstrates the many facets of lifestyle, work and living in a multi-ethnic 
nation of Malaysia in an interactive multimedia art platform known as FaceGrid. As 
the country celebrates its 55th independence anniversary, this work commemorates 
the freedom, the livelihood, the struggle, the biodiversity, and the developments ex-
perienced by Malaysians in their everyday lives. This project is an on-going exercise 
accumulating the community sharing of sustenance, experiences, careers, history, 
artefacts and many more on a unified platform as a means for sharing and disseminat-
ing information. It uses a multimedia approach in capturing and documenting, and 
illustrates these captured moments in an interactive platform known as FaceGrid.  

Certainly, we have extended the photo-documentation method [4] to encompass 
videography into audio-visual documentation method in this research-creation project. 
As stated by Rose [4], photo-documentation method is not widely used in the interac-
tion design discipline and visual research studies, so does audio-visual documentation 
method. As the project is still on-going, we still have rooms to argue and debate the 
viability of its research method in the context of interaction design and visual  
methodology. However, we believe audio-visual documentation method can serve as 
a rigorous visual method in design process, with careful way of documenting visual 
and aesthetical appearances and relating them to social processes, in which the  
researcher engages in a reflexive discussion of the coding in the research-creation 
process. 
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Bröhl, Christina III-127

Brooks, Anthony L. III-418
Brouwers, Aurélie III-136
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Bützler, Jennifer III-127

Cagiltay, Nergiz E. I-310
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Kühn, Romina IV-698, V-46
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Maekawa, Yasuko II-134
Majewski, Martin IV-147
Majima, Yukie II-134
Makedon, Fillia IV-43
Maki, Atsushi V-411
Malagardi, Ioanna IV-13
Manssour, Isabel H. III-117
Manthey, Robert V-196
Marani, Alessandro II-434
Marcus, Aaron I-13
Marinc, Alexander IV-147
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