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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Masaaki Kurosu, contains papers focusing on the
thematic area of Human–Computer Interaction, and addressing the following
major topics:

• HCI in Healthcare
• Games and Gamification
• HCI in Learning and Education
• In-Vehicle Interaction



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker
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• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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Franco Eusébio Garcia and Vânia Paula de Almeida Neris

SWord: A Concept Application for Mitigating Internet Terminology
Anxiety . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

Santosh Kumar Kalwar, Kari Heikkinen, and Jari Porras

Extreme Motion Based Interaction for Enhancing Mobile Game
Experience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

Youngwon Kim, Jong-gil Ahn, and Gerard Jounghyun Kim

Influence of Gaming Display and Controller on Perceived
Characteristics, Perceived Interactivity, Presence, and Discomfort . . . . . . 258

Hyunji Lee and Donghun Chung

A Cross-Cultural Study of Playing Simple Economic Games Online
with Humans and Virtual Humans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

Elnaz Nouri and David Traum

Best Practices for Using Enterprise Gamification to Engage
Employees and Customers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

Marta Rauch

Gamifying Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
Anthony Chad Sampanes

The Motivational GPS: Would a Rat Press a Lever to Get a Badge? . . . . 292
Kes Sampanthar



XX Table of Contents – Part II

Designing Serious Videogames through Concept Maps . . . . . . . . . . . . . . . . 299
Jaime Sánchez and Mat́ıas Espinoza

The Business Love Triangle- Smartphones, Gamification, and Social
Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Lynn Rampoldi-Hnilo and Michele Snyder

Building Internal Enthusiasm for Gamification in Your Organization . . . 316
Erika Noll Webb and Andrea Cantú
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Abstract. The patient's medical record, containing the reasons for hospitaliza-
tion, clinical evolution, laboratory tests, prescription drugs and other relevant 
information is of utmost importance to medical management care. Information 
technology plays a key role in communicating and disseminating the patient’s 
clinical data [1]. The Sana Mobile, originally developed by MIT (the Massa-
chusetts Institute of Technology) for mobile platform, consists of an open 
source electronic medical record. It has revolutionized the delivery of health-
care services in remote areas in a clear and objective way [2]. The mobile de-
vice stores Sana medical data, text files, audio and video containing patient’s 
clinical information while transmitting data over the mobile platform to a web 
server, the Open Medical Record System – OpenMRS. This system gathers in-
formation about medications, diagnoses, and others crucial data from a patient, 
making them available to consultations by many medical experts.  

Our tests with Sana Mobile - OpenMRS focus on the development of an ex-
perimental extension of this mobile platform and its use in supporting education 
and training of medical students encompassing routine free ambulatory care and 
multidisciplinary research project. Participating in this study are researches and 
students of Software Engineering, Medicine and Design, respectively Software 
Engineering Lab - LES of the Department of Informatics of the Pontifical Cath-
olic University of Rio de Janeiro - PUC-Rio, the School of Medicine and Sur-
gery of the State University of Rio de Janeiro - UNIRIO which includes Gaffrée 
and Guinle University Hospital - HUGG, Laboratory of Ergonomics and Usa-
bility - LEUI of the Department of Arts and Design at PUC-Rio, under the 
coordination of LES. 

Keywords: Software Engineering, Multidisciplinarity, Telemedicine, Learn-
ing, Mobility, Usability, Collaboration. 
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1 Introduction 

This document presents the results of this research, the product of human-computer 
interactions among these three groups with different characteristics and experiences to 
improve the education and training of medical students in ambulatory care, in this 
case, patients of Gaffrée and Guinle Hospital - HUGG, with the support of this mobile 
platform extended to achieve this purpose. 

2 Survey 

This work is part of a three year project [3], started in January of 2011. The context of 
Software Engineering tells its evolution to the present day, with the conception and 
development of the Sana Mobile’s extension and respective applicability in experi-
ments performed in a hospital routine. 

The starting point was the interaction between the project coordinators LES, 
UNIRIO and LEUI in the area of health, the possible scenarios for applicability of the 
research considering particularly the target corresponding characteristics, constraints, 
opportunities and difficulties in light of the achievement of the project. Between the 
various analyzed scenarios, the experiments considered the most important are: Indi-
genous Populations, Health Care Workers, Nursing Staff and Medical Teams. 

The main points considered presented below led to the choice of Medical Teams, 
which does not prevent new scenarios to be incorporated. 

• Indigenous Populations: Difficulties in ranging and restrictions on usability that 
require additional time to search for participants and adequate training. 

• Health Care Workers: Dispersion of the target audience and its particular interest 
in the location of the population served led to a massive use of voice communica-
tion that alone does not characterize research activity. 

• Nursing Staff: Needs of the population for laboratorial attendance considering 
statistical data, include the use of equipment already established for data collection, 
not relevant to the goals of this project. 

• Medical Teams: With teams of doctors and students of medicine, it was easier to 
concentrate different target groups in this region. Another favorable aspect, rele-
vant to the applicability of this scenario, is its alignment with the goals of the re-
search currently carried out in the Lab. of Software Engineering - LES PUC – Rio. 

In parallel, other important interactions of the coordinating group were made, consi-
dering besides the LES visits to the Center for Telemedicine UNIRIO and also to the 
Department of Arts and Design at PUC-Rio, the surveys of: 

• Equipment requirements for specific infrastructures; 
• Human resources for students to be engaged, experiments needed to develop the 

project; 
• Mobile devices to be acquired for the various types of experiments. 



 Software Engineering in Telehealth, an Extension of Sana Mobile 5 

 

About the last item and its use in multiple medical settings, several references were 
raised and made available for further research studies conducted by multidisciplinary 
group of participants [4, 5, 6, 7, 8, 9, 10]. 

3 Studies 

As a result of the previous phase, equipments for the infrastructure and various mo-
bile devices were purchased as well as the completion of a multidisciplinary team 
with the incorporation of students in three areas linked to the LES, UNIRIO and 
LEUI. These actions will potentialize the subsequent studies and research. 

Considering the scenario of Medical Teams chosen to lead the experiments, soft-
ware systems that contemplated all or part of the following segments of the medical 
field were studied: Monitoring, eHealth and Electronic Medical Record. 
The following examples illustrate but do not exhaust the possibilities of use. 

• Monitoring: Patient connects Bluetooth device attached to its home mHealth de-
vice that receives and sends the results to other doctors mHealth from its social 
network of telemedicine system that can visualize and analyze the results graphi-
cally, instructing the patient. 

• eHealth:  The patient arrives at a hospital with a serious injury caused by trauma. 
The emergency medical team does not have much experience in this case, but im-
mediate surgery is required. The alternative is a high-level monitoring surgical dis-
tance by experts on call who would be "biped" to connect their devices mHealth to 
the sound, images and electrocardiographic parameters, pulse oximetry, heart rate 
produced by telemedicine system that would guide Local team. 

• Electronic Medical Record: Built from the monitoring that sends to the patient 
profile in its network of telemedicine system data files, graphics, photos and videos 
and exam reports, informing in real time to authorized physicians about the exam 
which in turn can make diagnoses and prescriptions that are sent to the patient pro-
file that immediately can start the new treatment. 

The patient records "how are you doing" and includes ancient laboratory tests in 
its electronic medical record system in telemedicine. 

The largest laboratories (three or four) of clinic and image of the city would 
make an agreement with the telemedicine system and send the results (diagnoses, 
photos and videos) in standardized formats, from the patient's request, to the cloud 
of social network making them available immediately to the patient, referring phy-
sician and all other doctors already authorized to receive them in their respective 
mHealth's and so they could interact soon after in order to obtain the optimal colla-
borative diagnosis. 

In these studies, besides Sana Mobile - OpenMRS, Open Source Platform for Patient 
Monitoring Medical distance, developed at MIT, two additional significant platforms 
were available: 
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• D2L - Capture: A Cloud platform for creating, recording, editing and publishing 
Web presentations live or on demand, with perfect synchronization between media, 
audio and video, developed by the Canadian company Desire2Learn Innovative 
Learning Technology - D2L [11]. 

• Nokia Data Gathering - NDG: Open Source platform that enables the creation 
and sharing of forms (for Patients, for example) for quick use at a distance, devel-
oped by Nokia [12]. 
 

We must remember that, while Sana Mobile Platform - OpenMRS is crucial for expe-
riments and project development, Capture has a significant role in the project docu-
mentation as a whole. The NDG assisted in the preparation of the initial draft of the 
forms of new records. For the operation of Sana Mobile - OpenMRS, we performed a 
set of installations: 

• In mobile devices, Sana Mobile on the Android operating system; 
• On the server, the OpenMRS. 

After configuring the Android mobile devices purchased for the research, we installed 
the Sana Mobile in each one, and then we tested some of its native functionality 
through query simulations. The collection of data in text format and image occurs 
from a procedure materialized by a succession of screens on the device where the user 
of the Medical Staff selects the options according to the evaluation of the patient, like 
a normal consultation. Upon completion of data collection, you can try to connect the 
device to the Internet to send data to OpenMRS. If there is no connectivity at the mo-
ment, the data is queued and sent when the device restores Internet access. The next 
step was the installation of OpenMRS server to establish the connection to Sana mo-
bile devices. With this goal, we use the operating system Ubuntu 10.04 server and 
follow the step-by-step installation of OpenMRS documentation MIT, which covers 
the installation of System Management Databases - DBMS MySQL and Tomcat web-
server 6 for its proper operation. Finally we see how the receiving of the OpenMRS 
data collected is done by the devices and how they can be manipulated by the medical 
staff on the server. The Sana Mobile, installed on an Android mobile device, works in 
conjunction with the OpenMRS server as follows: 

• A user of the Medical Staff enters the medical records of a patient through Sana; 
• These records are sent to the server via an Internet connection; 
• Another member of the staff receives data through the OpenMRS interface; 
• The health care provider performs the necessary steps so that the patient has the 

appropriate care. 

Upon completion of this phase, this Sana Mobile - OpenMRS Platform original MIT 
was made available for initial tests by the group of researchers and medical students 
of the UNIRIO, the set of people that shapes the scenario of the Medical Staff of the 
project. 
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4 Tests 

The results of the experiments follow the different phases of the evolution of the 
project and the multidisciplinary group interactions. The first refers to those obtained 
by initial tests with the original MIT Platform. The second, the presentation of the 
definition of Sana Mobile Extension. The following, the new tests conducted after the 
development and installation of the extension. The subsequent, the presentation of 
changes in extension with the adjustments recommended by the application of the 
previous tests. The final results, obtained after installation of updates in Extension, are 
the subject of the next item - Results that leverage new experiments to be conducted 
until the end of the project. 

4.1 Initial Tests  

The Sana original MIT was used extensively by the medical staff, particularly by 
medical students of the Gaffrée and Guinle University Hospital - HUGG through 
mobile devices of the project (Android tablets and smartphones), to understand its 
methodology and usability in collecting data and at the same time, see this data 
transmitted via the Internet server platform, the OpenMRS. We studied the various 
models of pre-ready medical records of Sana, covering different topics such as oral 
and cervical cancer, patient care with TB and HIV, ophthalmological and dermatolog-
ical screening, Image exams and Prenatal. It was found that for the creation of a new 
patient form you must fill in the fields with the patient's first and last name, its regis-
tration number in the clinic and its date of birth. With these data, you can enter the 
patient's clinical case since this is already established in the system. Each model of 
clinical medical records follows its own pattern in recording information, indicating 
for example the main complaint, the onset of the disease, signs and symptoms rele-
vant to that disease, the patient's medical history, family history, co-morbidities, re-
quest and laboratory test results, medications and diagnosis. You must take a picture 
of the patient through the mobile device associated with the file being created. With 
all this data filled in, you can save the file on the device and later send it (upload) to 
the server where it is stored in OpenMRS database platform and can be viewed by the 
medical staff at any time. 

The use of Sana in this first phase of testing has brought new experiences to the 
multidisciplinary group, but there were difficulties concerning data collection and 
usability of the models pre-ready medical records of Sana Platform, as described be-
low. 

Regarding this last item, the problem of initial use of Sana Platform - OpenMRS 
was caused by storing dates in the original system MIT (U.S. format "mm/dd/yyyy"), 
which led to inconsistency in DataBase Management System - DBMS, with the dates 
of birth of patients (Brazilian format: "dd/mm/yyyy"). This was solved by students of 
software engineering project with the collaboration by exchanging messages with the 
Sana MIT team, particularly Erick Winkler. 

Experiments using the Sana made by medical students at this early stage were per-
formed by compiling data from patients already registered with HUGG paper forms. 
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The difficulties of data collection were caused by organizational problems, such as 
missing documents and exams that should be attached to the form of the patient, as 
well as filling in the paper forms with errors of language (Portuguese) and illegible 
orthography. Moreover, it was found that the models pre-ready Sana did not cover 
most of the needs of data collection for patient care at HUGG, given the scope and 
variety of medical topics, restricting its usability, signaling the importance of defining 
an Extension of Sana and their development in the project. 

4.2 Sana Extension 

The experience gained in the previous phase was the starting point for the definition 
by the Medical Team, particularly the group of medical students from the HUGG, of a 
new model medical record that encompassed the needs of registering patients in am-
bulatory and infirmary of the HUGG and could print their records soon after register-
ing through OpenMRS. Through the Nokia Data Gathering - NDG, quoted above, the 
group of students from UNIRIO created the model of two medical records, called 
First Step, which covers initial care, and Second Step, for subsequent registration. The 
records contain the following information about a patient: 

• First Step: Identifier (Patient registration), First Name, Last Name, Date of Birth, 
Sex, Photo of the patient (may be more than one), the main complaint, other com-
plaints, comorbidities, other comorbidities, Blood Pressure, Body Temperature, di-
rection, Other Exams and Observations. 

• Second Step: Identifier (Patient registration), First Name, Last Name, Date of 
Birth, Sex, Photo of the patient (may be more than one), Provenance, Prescription 
Drugs in use, Blood Pressure, FR IRMP, Situation, Other complaints, Red blood 
cells and Creatinine. 

The LES team, particularly the group of software engineering students, design  
software from these medical records created in NDG by medical students of HUGG – 
UNIRIO, implemented the corresponding medical records in Sana Mobile. The de-
velopment of this Sana Extension includes new elements called Concepts in 
OpenMRS server. Each Sana medical records item is associated with a given Concept 
in OpenMRS. For example, to create a new field - Heart Rate in the medical record on 
the mobile device with Sana, this concept needs to be inserted before in OpenMRS for 
the data about Heart Rate can be stored in the mobile device Android with Sana in-
stalled, and later, after its transmission via Internet at the Database of the Platform in 
OpenMRS server. The eXtensible Markup Language - XML was used as the primary 
tool in the process of building this extension. 

4.3 Tests with the New Version 

The group of medical students from UNIRIO used extensively the initial Sana Mobile 
Extension to test the whole before putting it into practice in patient care at the Ambu-
latory and Infirmary of HUGG, which, as planned in the project, will happen only 
after the development phase and installation of the Extension Settings. 
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The group HUGG – UNIRIO found two types of problems with the massive use of 
the Sana Extension: Operational and Usability, as reported: 

• Operational: At this stage, the interactions between UNIRIO students (users of 
Sana) and of LES (the developers) resolved the following problems: 

─ "Upload unsuccessfully", i.e. the records generated in Sana were not sent to the 
OpenMRS: Solution with the explanation that the new version of Sana was accom-
panied by a new server. 

─ "Reload Database": This option must be executed only at the very beginning of 
loading the new version and not all the time causing the loss of data transmitted 
from Sana to OpenMRS. 

─ The Portuguese orthography caused errors in the data. This is corrected by the 
current configuration using Portuguese words in English orthography. 

─ Topics in OpenMRS were out of order which hindered the clinical thought. This 
was solved by explaining the use of commands in OpenMRS server. 

─ Delay in data transmission from Sana mobile devices to OpenMRS server, which 
was caused by low speed connection to the Internet that HUGG had at the time. 

• Usability: The following problems reported in detail by medical students of 
UNIRIO, users of the platform, served as input for the next phase of adjustments in 
the Extension. They are: 

─ New version of Sana: The extension Sana, containing only the records created for 
the first and second attendances (called First and Second Stage, respectively), both 
have limitations in their use in the Ambulatory and Infirmary. Relating to First 
Stage was found the need to insert a field that could detail the aspects related to the 
patient's pain near the field of the same name present in this medical records re-
garding to the use in the Ambulatory. In Infirmary, an adaptation should be made, 
since it is not a first attendance. It is to replace the main complaint of the first call 
for the motivation of hospitalization because very often the patient already has a 
diagnostic exam and brings it. Therefore, not all the information found in the pa-
tient of the Infirmary can be placed in the medical record first attendance devel-
oped in Sana. The second attendance record of these patients was adapted for use 
as the latest clinical performance made in the patient. The data from their medical 
records, such as test results, vital signs and medications during hospitalization 
complete the registration. 

─ Form of the Second Stage: In this medical record, in a determined topic the setup 
is geared for entering only numbers and not letters, which prevents the addition of 
other relevant exams, with their names and results. In another, the patient's condi-
tion should be added to the existing options of improvement, deterioration, new 
complaints and healing. 

─ Medical records of the original Sana: The records of the original Sana were dis-
carded in this new version. However, in despite of having limitations, they are use-
ful in the patient record of the Infirmary. The addition of some of these original 
records of the MIT model is complementary to the current model of Sana. 
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4.4 Adjustments in the Extension 

Every phase of this project, as the previous and the following, were accompanied and 
developed in an integrated manner between the teams of LES, UNIRIO and LEUI. 
The group LEUI interacted more strongly in the phase of adjustments of the Exten-
sion. Effective communication among project participants was done through various 
interactions via the Internet (including teams of discussion groups – Google Groups 
and sharing of data and information - Dropbox), and meetings both at PUC-Rio (in 
LES and LEUI) and at the Gafrée and Guinle Hospital - HUGG (UNIRIO). 

From the above interactions, adjustments were performed by students of LES, de-
veloping topic images for exams, adding and altering records to other topics of the 
First and Second Step, and incorporating the medical records of HIV, Tuberculosis, 
Prenatal, Dermatology, Radiological Exams of the original Sana, according to the 
requests Medical Staff - UNIRIO. 

With the adjustments developed, the LES team delivered the final version of the 
Sana Extension for use by Medical Staff UNIRIO with patients at the Ambulatory and 
Infirmary of the HUGG Hospital. The results obtained with this are presented in the 
following section. 

5 Results 

Along four months, data from 136 patients of the Ambulatory of HUGG were col-
lected by medical students. It was observed that the time spent in completing a medi-
cal record using the Extension Sana on mobile device gradually narrowed, because 
medical students have gained experience with the weekly practice using the system 
installed in tablets and smartphones, developing assertiveness and also security ap-
proach for patients. It was concluded that Sana Extension works as a true facilitator in 
collecting patient information, optimizing this process, and had contributed greatly to 
the academic development of the students. 

After this period, the multidisciplinary group focused on interactions between 
UNIRIO and LEUI with the intermediation of LES related to tests using the new plat-
form by medical students of HUGG - UNIRIO. As a result, students test participants 
showed great familiarity and usability of mobile devices in Sana Extension (as de-
tected in the previous phase above), but not so much with the OpenMRS that until 
now had not been properly tested, solely for storage purposes of records registered by 
Sana Extension in its database. 

Therefore, the proposal of the new usability test was covering OpenMRS basic 
functions, such as searching for medical records of patients, organization and editing. 
We used as parameters the guidelines of students in software engineering of the LES 
that intermediated the contact of students LEUI and UNIRIO. They were created by 
LEUI students testing scenarios in OpenMRS with pre-set tasks for students of medi-
cine HUGG - UNIRIO. 

During testing, the medical students showed unexpected agility with OpenMRS, 
because once warned of the test on the system, they studied and learned many of their 
functions. Therefore, these tasks were performed with reasonable ease. The comments 
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and behavior of the participants during testing the scenarios showed that the domain 
about the system is more concerning due a sequence of memorized actions than intui-
tion and understanding of an interface. 

It was concluded that the OpenMRS offers valuable resources for physicians, but 
its interface is not yet able to serve this audience. With a language and mechanics 
facing to software developers and not for doctors, it shows itself unnecessarily com-
plicated and inhibits the insertion of this tool on a doctor’s everyday, which does not 
occur with the interface Extension Sana Mobile. 

We should remember that the primary purpose of using Sana Mobile by medical 
students of UNIRIO, with its extension developed by the project, was experiencing 
Platform as a fixation method of learning, especially for: 

• Practice what was learned in lectures; 
• Develop security of medical student towards the patient and  
• Evaluate the preparation of the students coursing the first year at HUGG hospital. 

All this set has been fully satisfied, understanding that these results will lead to a posi-
tive conclusion of the project, signaling the incorporation of new facilities from the 
continuity of ongoing experiments, as described below. 

6 Conclusions 

The Extension Sana brought a great contribution to the academic development of 
medical students engaged in the project. They tested their knowledge acquired in the 
classroom making medical records and collecting data of patients, through a little 
anamnesis and basic physical examination such as measuring blood pressure, measur-
ing respiratory frequency and cardiac, capillary glucose and axillary temperature. 
With this practice, security in managing patients had increased, bringing other good 
results, including more quickness and efficiency in dealing with them. 

Regarding the latter point, it seems that the experimental platform developed be-
sides responding positively to the objective of this part of the project within the con-
text of fixation method of learning for medical students, brought the light of the re-
sults, the viability of its incorporation in the process of the daily routine of patient 
care, particularly in ambulatory care, bringing gains already described as well as the 
preservation of the patient's history for future visits and possible interactions with 
other health professionals through the Platform, for example, to share patient data. 

For the end of this project, which finishes late this year of 2013, we intend to in-
clude also the extension options using GPS, filming and sound recording, existing in 
original Sana. In addition, a new challenge: incorporating to the platform Sana - 
OpenMRS the Medical Records Builder which would include the role now performed 
in a non-integrated mode with the NDG system, as was previously used to define the 
forms of the extension, as well as the automatic generation of new Concepts in the 
Platform. This facilitates the definition provided by the construction of new medical 
records, for example, they can track additional data obtained in the diagnostic investi-
gation of unsolved cases by stages (first and second) established by the project so far, 
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as they were loaded and the use of them in mobile devices with this new Sana in-
stalled. 

Simultaneously, we intend to survey the computational resources of OpenMRS, 
through interactions of groups of LES and UNIRIO defining Use Cases that the medi-
cal staff would like to use in OpenMRS. With this result and new interactions be-
tween these groups together with the LEUI, a software layer interface on OpenMRS 
will be built by the team of LES with the design of LEUI for the Medical Staff of 
UNIRIO can use the cases previously chosen. 

With this interdisciplinary research project and their interactions, we intend to con-
tribute effectively for the education and training of students in medicine and facilitate 
the routine care in hospitals, particularly the poor people without costs, integrating 
health, usability, mobility and collaboration. 
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Abstract. Increasing number of health care providers are leveraging the power 
of technology to provide access to medical practitioners and patients on a global 
scale. However, there is limited research in the area of cross cultural design of 
the tools being used. This paper presents a work-in-progress in the area of cross 
cultural design of health care tools. The main interest is to outline some of the 
cross cultural challenges of designing and implementing healthcare tools on a 
global scale and some possible solutions.     
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1 Introduction  

The use of technology in the administration of healthcare is increasing at an explosive 
rate. However, usability research in this field is lacking. Too often healthcare provid-
ers and patients alike are faced with using tools that they are unaccustomed to within 
their local culture [1-3]. These tools are often forced into usage by market forces ra-
ther than local user needs. As a consequence, medical providers often spend more 
time dealing with the intricacies of the new tools and less time with patients [1-3]. 

In many developing countries, the modern day health care provider is not bound by 
an office. In many instances the care provider will travel to the site of the patient to 
gauge the extent of the illness and provide necessary care. Armed with new technolo-
gies such as diagnostic tools and decision support systems, the new breed of care 
providers can: take better readings; make more accurate diagnosis; and offer more 
effective treatments. These new tools have changed the nature of the relationships 
between healthcare providers and patients in rural settings. However, there are signif-
icant cultural ramifications of this new status quo. In many environments, there is a 
degree of distrust with the new tools that recommend alternate treatments. These new 
treatments often come with smaller prescriptions than what the patients are accus-
tomed. In some instances the direct questions asked in the data gathering process 
using the new tools can be deemed offensive and lead to resistance in the sharing of 
vital personal information. This can lead to inaccurate assessments of the health con-
dition and subsequent treatment. Often, the misunderstandings can be attributed to the 
poorly designed interfaces of the respective tools being used in the healthcare. Since 
these tools are typically developed in countries other than where they are used, there 
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is usually a gap between the end user and the developer. This may lead to cross cul-
tural misunderstandings. This paper describes some of these cross cultural challenges.  

The remainder of the paper is organized as follows. Section 2 proposes a working 
definition of culture and the internationalization and localization process. Section 3 
introduces the SLICK model and describes its various components. Section 4 de-
scribes the experiment design and what will be carried out and section 5 draws con-
clusion that can be expected out of the findings. 

2 Background 

2.1 Culture 

Culture is hard to define. Various researchers have developed their own definitions. 
Ting-Toomey defines culture as “a complex frame of reference that consists of pat-
terns of traditions, beliefs, values, norms, symbols, and meanings that are shared to 
varying degrees by interacting members of a community”[4].  A signification amount 
of Human Computer Interaction (HCI) research applies Hofstede’s findings towards 
the understanding of culture and its significance to their product [5]. Hofstede carried 
out perhaps the largest study of culture by surveying over 120,000 IBM employees 
worldwide about people’s behavior’s in large organizations. Using this survey he 
discovered significant differences in people’s behaviors using which he developed 
national rankings. However, critics of this cultural model cite the lack of correlation 
between Hofstede’s anthropological findings and cultural attitudes towards informa-
tion technology[6]. 

2.2 Internationalization and Localization 

The literature is filled with examples of product acceptance failures due to cross cul-
tural misunderstandings. A product designed for an international audience must be 
carefully designed to gain acceptance within the local community[7].  Internationali-
zation refers to the process of isolating the culturally specific elements from a prod-
uct; for example the isolation of French text from a program development in France. 
Internationalization occurs in the country where the product is originally developed. It 
is not uncommon for development groups to focus only on elements related to text, 
numbers and dates [7].  

Localization refers to the process of infusing a specific cultural context onto a pre-
viously internationalized product [8]; for instance, translating French text and mes-
sage files into Spanish for Spanish users. Like internationalization, localization is 
usually limited to translating the text, date and number formats. But creating a product 
that functions in another culture involves more than this. Properly localized software 
applications, just like properly localized automobiles, toasters, beverages, and maga-
zines, reflect the values, ethics, morals and language (or languages) of the nation in 
question [8]. In localizing a product, in addition to idiomatic language translation, 
such details as time zones, currency, local color sensitivities, product or service 
names, gender roles, and geographic examples must all be considered. A successfully 
localized service or product is one that appears to have been developed within the 
local culture [9]. 
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3 The SLICK Model 

Any healthcare tool that is localized carefully has a greater chance of acceptance. 
Research findings indicate that mobile health and electronic health product launches 
in several countries have met with varying degrees of acceptance from the local 
community. The objective of this paper is to propose a new methodology for testing 
the design of the product using the SLICK model [10]. The SLICK model was  
developed as a result of a meta search of the most widely used cultural variables – 
symbolism, local variables, individualism, color and knowledge gathering patterns. 
Culturally specific examples of each variable could easily be identified in the litera-
ture and tested with the specific product.  

3.1 Symbolism 

Russo and Boor [7] claim that “Images are the visual language of culture that does not 
always translate – just like words.” Images or symbols that may reflect one meaning 
in one culture may not map the equivalent meaning in another. Del Galdo [11] and 
Marcus and Gould [12] point out the use of symbolic representations from a culture in 
user interface design will increase the preference and acceptance of the application. 

3.2 Local Variables 

One of the first steps in the preparation of entering a product into an international 
market is the issue of translation of all interface text into the local language. This can 
be a very complicated task as the translation must make accommodations for issues 
such as computer-human interaction [13]. The list of local variables that can be tested 
for the internationalization of user interfaces can be extensive. The list includes: 
Translation, Jargon, words that don’t exist, product names, text flow, character sets, 
number date time formats, phone numbers, people’s names, masculinity, religious 
practices and holidays. 

3.3 Individualism 

Triandis defines Individualism “as a social pattern that consists of loosely linked indi-
viduals who view themselves as independent of collectives; are primarily motivated 
by their own preferences, needs, rights, and the contracts they have established with 
others; give priority to their personal goals over the goals of others; and emphasize 
the rational analysis of the advantages and disadvantages to associating with 
others”[14]. Triandis defines Collectivism as “a social pattern consisting of closely 
linked individuals who see themselves as parts of one or more collectives (family, co-
worker, tribe, nation); are primarily motivated by the norms of, and duties imposed 
by, those collectives; are willing to give priority to the goals of these collectives over 
their personal goals; and emphasize their connectedness to the members of these col-
lectives.” Triandis explains that as these terms are used by many people in different 
parts of the world and are given various meanings, they can be difficult to measure 
[14]. 
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3.4 Color 

What color represents and how it is interpreted varies greatly across cultures [15]. 
Findings from Courtney [16] and Russo and Boor [7] suggest that color can impact 
the acceptance of a user interface design.  
 

 

Fig. 1. The meaning of color in different cultures (Russo and Boor, 1993) 

3.5 Knowledge Gathering Patterns 

Kaplan [17] indicated that cultures have different thought patterns. Kaplan’s work has 
highlighted the correlations between language and thought pattern. Kaplan’s study 
reports several types of thinking patterns namely linear, parallel, and circular or indi-
rection (random). Kaplan attributed the differences in these language styles to cultural 
variations. 

 

Fig. 2. Kaplan’s Cultural Thought Patterns (Kaplan, 1966) 
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4 Experiment Design 

The SLICK model can be applied in the design of culturally sensitive healthcare tools 
for an international setting. To test the effectiveness of the model, data about user 
preference of healthcare tools will be collected from an existing framework where 
eHealth tools are currently being used. A partnership with a healthcare provider in 
rural Uganda is currently being developed for this study. It is envisioned that for this 
study, data will be gathered from eHealth providers and recipients in a two-step 
process after IRB approval.  

In the first stage, user satisfaction data will be collected from 10 randomly selected 
adult users of eHealth tools. This will include both providers and recipients of the 
service. This data collection will be carried out using a closed questionnaire that will 
be administered by personnel in Uganda. The responses from the questionnaire will 
be used to measure the levels of satisfaction with the cultural sensitivity of the user 
interfaces of the eHealth tools.  

Based on the findings of the data collection, a modified prototype of the user inter-
face of the same eHealth tool will be developed by applying the SLICK model. 
Through the SLICK model, we can assume the following information about the 
Ugandan culture: 

 
Symbolism: From the literature, we know that the Ugandan culture has certain     
symbols that are unique to the country. For example, the waste basket symbol used  
in the West should be modified to resemble a closed trash can for Uganda. The use  
of any symbols in the user interface of the eHealth tool should be carefully selected  
not to cause offense. 
Local Variable: From the literature, we know that British English is the primary  
language of Uganda. Therefore, all translation should employ British English  
standards. We also know there are certain customs that are indigenous to the  
Ugandan culture. For example, Uganda has a high degree of masculinity and the  
user interface of the eHealth tool should be aware of this fact. 
Individualism: From the literature, we know that Uganda is a collectivistic country  
where the greater good of many outweighs the good of one. An example of the 
possible implications of this cultural factor could apply to the sharing of sensitive 
medical information. In the Western cultures, medical information is highly sensi-
tive and is not shared with anyone else but the patient. However, in collectivistic 
countries, medical information will be readily shared with members of the local 
community.  
Color: From the literature, we know that certain colors have different meanings in 
different parts of the world. While color in Uganda is not as sensitive, there are 
still color preferences within the culture. For example, Green, Red and Black are 
the national colors of Uganda and are more commonly used in the culture. 
Knowledge Gathering Pattern: From the literature, we know that Ugandan culture 
has an Oriental language pattern. An implication of this could be that direct ques-
tions might be deemed offensive. For example, information about medical history 
should be sought out using indirect questioning techniques. 
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Once the modified prototype of the interface is developed, it will be shown to 10 adult 
users of eHealth tools. User satisfaction data will then collected from these end users 
using the same questionnaire used in step one of the data collection process. The two 
data sets will then be statistically compared to determine if the cultural modifications 
made using the SLICK model resulted in any improvements with the end user satis-
faction with eHealth tool. The resulting outcome of the study would be shared with 
the eHealth tool developer to incorporate in any future versions. 

5 Conclusions 

The goal of this research paper is to outline some of the cross cultural challenges of 
designing and implementing healthcare tools on a global scale. The results of the 
experiment described in the paper will shed light on some of the cultural factors that 
affect user satisfaction and a possible solution. The paper also highlights the need for 
more user experience research to better understand the international end user. User 
experience research would assist software developers to develop cross culturally sen-
sitive products that would be well received within the local community. The results 
from this study will further research in this field. The findings of the study can be 
further strengthened by replicating the study in another environment and also by using 
a different eHealth tool. The findings from such a comparative study would extend 
our understanding of the field of cross cultural interface design.   
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Abstract. There has been much UbiComp research into motivating people to 
live more active and healthy lifestyle with sports. The idea behind these 
approaches is centered on social and peer effects in enhancing exercise 
adherence. While research of this kind has been prolific, there has very little 
work been done to identify factors that embody comfortable and informed 
accompanied exercise experience. This paper takes an increasingly attractive 
cycling theme as a testbed and proposes an unobtrusive and intuitive interface 
arrangement based on light. It can create a sense of being together with each 
other for distant apart cyclists. The initial results yield a good level of 
comprehension and motivation towards the use of the interface. The hope is that 
the elicited recommendations can guide the design of UbiComp technologies 
for social motivational physical exercises. 

1 Introduction 

The increment in habitual physical inactivity has brought multidisciplinary domain 
experts together including behavioral, social, mechanical, and computer scientists to 
confront this via their consensus of motivating people to discard sedentary lifestyle 
[1][2][3][4][5][6][7]. Specifically, this paper looks for answering the question: How 
we should take steps to encourage personal exercise through technology. 

Nowadays, mechanical and computer technologies have jointly shown their 
popularity to provide people with variety of controlled exercises within stationary 
settings. Jogging on a treadmill and riding on an exercise bike are the most common 
forms of synergy between the two. The measurement and support of attuned exercises 
can simply be done by the relevant sensing and reasoning technologies. The estimated 
level of fitness is then delivered, perceived, and experienced mainly through the 
computerized console. There are also liberal research attempts on the advantages of 
social-enhanced applications for physical exercises [8][9][10]. The implementations 
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mostly focus on the techniques of tracing and sharing progress of physical activities. 
However, guided directions to the embodiment of how the motivation is set up in 
terms of the interface design are surprisingly limited. 

This paper aims to elicit the design recommendations for interfaces that can create 
a sense of mutual awareness for distant physical exercisers. Specifically, this research 
investigates the possibilities of using light to peripherally convey workout 
information, which notifies personal and partner’s physical status, while doing 
exercises in the real scene. Although a number of exercises could act as a potential 
testbed to better understand the insight on designing interface of this kind, cycling is 
selected not only due to its nature to health and environment but the appreciation and 
its increasing popularity as a means of exercise [11][12][13][14]. In order to look into 
the implications of designing the interface in context, a prototype for case study has 
been developed based on the concept of user-centered design. The focus is on 
discovering the parameters, which the interface is made of, along with the manner of 
how a medium for communication within exercise settings is chosen and positioned.  

The following pages expand this by presenting the design and implementation of 
the prototype. The second half of the paper describes the user studies in an attempt to 
identify the perception, comprehension, and experience of the interface usage. The 
closing sections then focuses on eliciting recommendations for the design of the 
interface for social motivational physical exercises. 

2 Design of the Prototype 

The aim of this design is to create a sense of cycling together via bridging the 
physical distance between cyclists without explicitly demanding much of their 
attention. The target scenario in this paper is a two-person cycling activity. This 
specific case was selected in an attempt to echo the atmosphere of busy lives these 
days. Hard to find mutually convenient time and place to do exercise with partner is 
the common cause that hinders turning exercise into habit. The initiative herein is to 
identify what information can be tracked and how it is shared to form the sense of 
cycling with a companion. As can be seen from most of the recent exercise bikes in 
the market, the information they provide is about level of personal activity, which 
comprises speed, distance, heart rate, calories burned, and etc. Also, as noted by 
social comparison theory, humans have an instinct to gauge the self through 
contrasting themselves with those contextually relevant others [15][16]. It is, 
therefore, synchronously sharing the activity information between cyclists could 
create a sense of copresence and motivate them to be more active towards the  
exercise [17]. 

The progress in mobility with a range of sensors and actuators has provided the 
possibility to move from immobile to ubiquitous exercise experiences. However,  
the challenge facing is how technology should act to enhance which sensory abilities 
in order to implicitly restore a sense of copresence as in locomotion and exercise. The 
emphasis at this stage is on the selection of an appropriate medium to convey the  
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Fig. 1. Prototype schematic diagram 

activity information via augmented existing sport equipments. Ishii et al. argued that a 
more engaged personal experience could be realized by virtue of allying the metaphor 
of artifacts with the way they prompt human senses [18][19][20]. Cycling helmet and 
glasses are the most common wearable accessories for safety purposes. They share the 
metaphor of cover and protection. The glasses, however, has yet another symbolic 
meaning of assistive viewing. Colored and prescription lenses allow cyclists with 
different level of eyesight to adopt to see properly in various weather and lighting 
condition. To elaborate the metaphor further, the glasses could have lenses, which can 
allow seeing and feeling the remote cycling partner in an ambient manner. It is, 
therefore, use of light as the stimulus to increase the expressiveness of a cycling 
glasses has its inherent nature of sensory mapping. 

The prototype utilizes variables of light, such as color, intensity, and frequency of 
flashing to deliver a general overview of the personal activity and the progress of the 
distant cycling partner. More importantly, the prototype intends to act and present in 
the light of intuitive and unobtrusive fashion, thus keeping the augmentation of the 
glasses as simple as possible is the key to this approach [21][22]. To go along with the 
idea of simplicity, there is a need to filter out the least data from the personal activity 
information. Speed is conceivably the core among the information. The rest of the 
data can be implicitly derived from it based on the idea that the higher the speed and 
time, the greater the heart rate and calories burned [23]. 

The mapping between the data and the light is as follows: The speed data 
corresponds to the intensity of light while the difference in riding distance determines 
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to the color of light. When the cyclist exerts more effort into their speed, the brighter 
is the light [24]. Green and red indicate the relative position, in front or behind, to 
each other. In addition, the flash of light notifies approaching of the distance in 
between. To keep pace staying or placing a light competition with their partner, in 
either case, correlates to the aim of the design. The prototype is made of a Hall-effect 
wheel speed sensor, an ArduinoBT microcontroller1, a cycling glasses with two LED 
built-in temples, and an Android-based mobile phone. The placement of each part is 
shown in figure 1. 

3 Testing 

A two-phase, in-lab and in-field, user study with 12 participants (postgraduates and 
undergraduates in both phases, 6 females, 6 males, M = 22.75 years, SD = 1.48) was 
conducted to see whether the design of the interface can be accurately and 
unobtrusively perceived. Three among the participants exercise regularly at least four 
times per week. The rest all expressed positively to the idea of exercise as a health 
behavior and go with it on friends-invitation basis. Prior to beginning of the in-lab 
study, a brief instruction regarding the information coding was given. The result 
indicates 92% of the participants can accurately identify the personal and remote 
partner’s activity level. However, one female participant argued that the change in 
frequency of flash has more apparent implications on speed. 

In the second phase, the participants were randomly paired. They all geared up as 
shown in figure 1 and took a 5km test ride in a riverside park on different bikeways. 
After completing the ride, all the participants gathered and rested up in a cafe and 
were asked to verbally express their perceived level of personal activity. During the 
discussion, they all reported the increase in their activity level and considered that it is 
mainly due to the more aware of their personal activity as well as the comparison with 
remote partner’s provided by the interface. Also, none of them felt distracted while 
riding. One pair of participants, a relatively active in doing exercise and a mild one, 
said that it started like a subtle competition, then in a matter of about ten minutes, it 
became more like a group ride. The more exercise-experienced peer naturally took the 
lead in terms of riding speed and so as distance. The other peer, at first, attempted to 
attack off the front and later figure out the different physical ability in between, then 
slow down to their moderate pace. At this point, the experienced peer also lowered 
their speed in order for the other peer to catch up. 

4 Recommendations and Conclusion 

This paper contributes towards a better comprehension of the copresence interface 
design for cycling. The hope is that the recommendations presented could help 
designers who are interested in this trend have a guided experience of placing 
technologies to create a motivational illusion for physical exercises. The 

                                                           
1 ArduinoBT: http://arduino.cc/en/Guide/ArduinoBT 
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recommendations are as follows: (1) identifying personal physical activity 
information and the way it is delivered; (2) selecting and augmenting already-in-use 
accessories with relevant display media; (3) applying intuitive information encoding 
semantics. Hence, applications with an interface designed following the 
recommendations can be more assistive in motivating their users to exercise. 

This research is in its early stages. The initial results that have raised a host of 
further questions: 

• Will increased feelings of presence increase motivation in the long term so that the 
health and fitness goals will be achieved? 

• Can the feedback be used to sustain the sense of presence in the longer term and 
will users find ways to appropriate the feedback mechanisms in ways that the 
designers never intended? 

• Will the use of these complementary feedback mechanisms increase the feeling of 
presence without increasing the risks through distraction and ideally reducing the 
risks of cycling in large groups on busy roads? 

The next stage will involve thorough usability evaluation of the prototype base on the 
above questions to see the influence on the cycling experience.  
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Abstract. There is an impending requirement for healthcare providers to enable 
widespread access to their electronic health record systems for the patients they 
serve.  Programs such as the Department of Health and Human Services' Mea-
ningful Use are providing monetary incentives to providers for offering this 
type of access but affording virtually no guidance as to how it could be accom-
plished.  This research proposes a solution to this challenge by creating a  
flexible, proven framework that sets the stage for ubiquitous patient access to 
electronic health records, while preserving security and privacy.  Using tech-
nologies such as OpenID and federated authentication, this research establishes 
a standardized approach for healthcare providers to follow to bridge their EHR 
systems to the Cloud and offer the type of pervasive electronic access the con-
nected world demands. 

Keywords:  Healthcare Information Security, Identity Assurance, OpenID, 
Portable Identity, Identity Management, Federated Authentication. 

1 Introduction 

Healthcare providers are faced with mounting pressure to provide their patients easy 
and immediate access to their health information.  The federal government has 
insttuted numerous programs and initiatives that account for much of this pressure. 
While these programs have mandates to provide access, virtually no stipulations have 
been given for usability or guidance for how this should be accomplished, merely that 
access provisions must exist.  As such providers are left with the daunting task of 
making the process of electronic patient access simple and straightforward, while 
ensuring privacy and security.  This research addresses the looming requirement of 
widespread electronic access to electronic health record (EHR) systems by patients. 

The healthcare industry, like most industries, entered the digital age with each pro-
vider creating its own silos of data stores and corresponding security frameworks to 
access that data.  The traditional model for authentication for all electronic systems, 
including EHR systems, is credentials used to validate identity are stored within the 
application being accessed, as depicted in Figure 1.  This model involves users - 
practitioner and patient alike - being issued a credential such as a username and pass-
word, within their particular healthcare provider's EHR system.  When the user  
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attempts to access the EHR system, they must enter the credential associated with that 
system to validate their identity.  Therefore, if an individual interacts with multiple 
healthcare providers, thereby needing access to multiple EHR systems, they are re-
quired to have provider-specific credentials for each system.  The establishment, 
issuance, and maintenance of digital identities and corresponding credentials creates a 
usability barrier for patients and similarly an efficiency barrier for healthcare provid-
ers.  Now, many healthcare providers are finding themselves poorly positioned to 
enable the types of distributed access that EHR systems are supposed to facilitate.  
One of the most visible forces driving electronic patient access is the Department of 
Health and Human Services' (HHS) Meaningful Use programs.  These programs 
authorize incentive payments to healthcare providers that use EHR technology to 
accomplish specific objectives in care delivery.  Amongst the Meaningful Use objec-
tives are requirements to provide patients timely access to their health records[1].  
The recently released Stage 2 objectives, that start in 2014, require hospitals to grant 
patients access to view, download, and transmit their health information online within 
36 hours of discharge; Eligible Professionals (EP) must provide this access within 4 
business days[2].  These same regulations and programs that are driving EHR adop-
tion provide almost zero guidance on how to address these enormous usability issues 
and efficiency challenges. 

 

Fig. 1. Traditional EHR Access Model 

In addition to the regulatory and financial pressures created by HHS, the White 
House is now creating yet another impetus.  In April 2011 the White House released 
its final draft of the National Strategy for Trusted Identities in Cyberspace (NSTIC).  
NSTIC is singularly tasked with creating an "Identity Ecosystem" of interoperable 
technology standards and policies to be used across all sectors to provide increased 
security and privacy, but most importantly ease of use for individuals[3].  This strat-
egy will force the healthcare industry to structure their identity access approaches to 
use a distributed model.  All federal government agencies, including the HHS, are 
intimately involved in the development of NSTIC so it is imperative that healthcare 
providers ensure they are strategically aligned for participation. 
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This research proposes a solution to this challenge with a framework for healthcare 
providers to allow access of their EHR systems by their patients from the Cloud.  The 
framework involves creating identity assurance profiles that follow National Institute 
of Standards and Technology (NIST) e-Authentication specifications.  By conform-
ing to the NIST standards, the profiles will introduce varying degrees of trust and 
assurance for the different identities the providers manage or interact with.  Health-
care providers can then establish trust relationships based on these profiles with ex-
ternal authentication systems or Identity Providers.  This would enable patient access 
to their EHR system using the patients' familiar Cloud credentials.  These trust ar-
rangements work within the HIPAA compliance guidelines to meet the Meaningful 
Use objectives while preparing providers to become engaged in cross-industry initia-
tives such as NSTIC.  Specifically, the key contributions of this research to the 
healthcare information technology industry are: 

• A comprehensive framework for healthcare providers to follow to enable external 
authentication systems to be used for patient access;  

• A set of identity assurance profiles for Identity Providers to follow to ensure their 
practices conform to industry standards and meet HIPAA guidelines; 

• Enhanced patient access for a national healthcare provider that assisted in the qua-
lification for Meaningful Use Stage 1. 

The remainder of the paper is as follows:  Section 2 describes the federated access 
model and its components; Section 3 details the criteria external Identity Providers 
must meet in order to participate; Section 4 describes how the Cloud is specifically 
incorporated as an authentication source for a healthcare provider; Section 5 explains 
how this research is already being applied and benefiting a national healthcare organi-
zation; finally Section 6 summarizes the goals of this research and its importance to 
the landscape of information security in healthcare. 

2 Federated Access Model 

When it comes to electronic access to applications, there are 3 core questions to be 
addressed:  1) who does the digital identity belong to, 2) how does the individual 
prove their identity, and 3) what should the user be allowed to access or carry out in 
the application?  Within the digital identity space, these questions are known as iden-
tity management (IdM), authentication, and authorization respectively.  The IdM 
aspect of access consists of the systems that establish and track who an individual is 
and allows other systems to relate a digital identity to an physical human.  The ma-
jority of individuals have any number of identifiers that make up their digital identity 
and it is the IdM system that correlates that information.  Authentication and authori-
zation are often confused and mistakenly used interchangeably, but it is important to 
understand their distinct purposes.  The authentication step is how users assert their 
identity to an application whereas authorization deals with what that user can do with-
in that application such as read, write, or modify data.  It is important to understand 
this differentiation as this research is specifically aimed at the authentication portion 
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of the access equation.  The authentication event itself can be broken down into 3 key 
pieces:  the user, known as the Subject, with possession of some set of credentials; an 
authentication system that can validate credentials, known as the Identity Provider 
(IdP); and the application to which identity is attempting to gain entry, known as the 
Service Provider (SP).  As Figure 1 shows, traditional systems have the credential 
repository or IdP built into the application itself.  This model creates a dependency 
that in order to access the application the corresponding, internal credential must be 
used.  A primary objective of this research is to eliminate this dependency.  While 
authorization decisions must inherently be made with the application itself, the au-
thentication decisions can almost always be externalized.  The premise of this re-
search contends that all EHR systems should allow the authentication process to be 
externalized from the rest of the EHR application.  Fundamentally, EHR applications 
need to be able to use other identity stores to validate credentials, beyond those stored 
in the local EHR database.  Luckily, this basic functionality is supported by all the 
major commercial EHR offerings in some fashion and the real effort lies in getting 
these EHR systems to play by the same basic rules. 

 

Fig. 2. Federated EHR Access Model using the Cloud 

By leveraging the ability to separate the authentication process from the EHR  
application, this research proposes a framework by which multiple authentication 
systems can be used by a single EHR system, as shown in Figure 2.  As long as the 
authentication is performed by a trusted Identity Provider, the EHR system can be 
assured the user has adequately verified their digital identity.  The true value of this 
model is realized in healthcare providers effectively outsourcing the entire patient 
credentialing effort to other entities that have already made significant investments in 
that arena.  The central function of an IdP is to be an authoritative source for estab-
lishing and maintaining identities and corresponding credentials.  As such, potential 
IdPs could be commercial vendors like Verizon, Comcast, or AT&T that have exist-
ing business relationships with individuals.  These companies already have processes 
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in place for validating the identity of their customers and providing them credentials.  
Likewise, an IdP could be an entity such as Google, Yahoo!, Microsoft, or MySpace, 
that may have a different type of business relationship but nonetheless tracks relevant 
identity information and credentials. 

It is essential to recognize that while the federated access model moves the authen-
tication of users to an external system, the healthcare provider must have an internal 
identity management system to map the external IdP’s identifiers to EHR users.  It is 
extremely unlikely that the healthcare provider and the external IdPs all have the same 
key identifier.  For many of the free IdPs, this identifier is an email address, whereas 
most EHR systems will likely use something entirely different such as a Social Secu-
rity number, Patient code, or some other such identifier.  Once these different identi-
fication schemes are reconciled, a healthcare provider’s IdM system can translate an 
external identifier into the internal identifier.  Beyond the identifiers of a digital iden-
tity, it is imperative to analyze the security requirements and practices of each Identity 
Providers for establishing their identities and credentials.  Depending on how these 
practices are carried out, IdPs should effectively be extended a proportionate amount 
of trust for their digital identities.  It is upon this concept of varying trust or levels of 
assurance (LOA) that this research builds a foundation for regulating external creden-
tials for EHR access.   

When examining trust for identities, there are 2 basic qualities that dictate assur-
ance:  1) the degree of confidence in the vetting process for establishing the identity 
and matching credential, and 2) the degree of confidence that the user of the creden-
tial is the owner of the credential.  The more confidence achieved for each of these 
aspects, the higher the level of assurance connected systems can have in the external 
credential.  Depending on the requirements of the system being accessed, a minimum 
LOA can be required of the credentials allowed to be used.  In order to align the 
healthcare industry with national standards, this research proposes identity assurance 
profiles that map directly to the NIST e-Authentication specifications and their cor-
responding levels of assurance. 

3 Identity Providers Profiles 

In 2003, NIST was mandated by the Office of Management and Budget (OMB) to 
establish technical standards to support 4 key levels of assurance.  As a result, NIST 
published the Electronic Authentication Guideline[4] which still serves as the regula-
tory standard for all electronic authentication of federal agencies. The four levels are: 

• Level 1: Little or no confidence in the asserted identity’s validity.  
• Level 2: Some confidence in the asserted identity’s validity.  
• Level 3: High confidence in the asserted identity’s validity.  
• Level 4: Very high confidence in the asserted identity’s validity. 

In response to the NIST standards, the Centers for Medicare & Medicaid Services 
(CMS) issued detailed requirements for  e-authentication and levels of assurance 
when accessing electronic protected health information (ePHI) covered by the Health 
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Insurance Portability and Accountability Act (HIPAA)[5].  CMS requires the equiva-
lent of NIST LOA 2 identity assurance for accessing your own health information and 
LOA 3 for accessing someone else's.  Therefore potential IdPs for EHR systems must 
be able to achieve the appropriate identity assurance equivalence depending on the 
activity.  This research provides detailed identity assurance profiles for IdPs to fol-
low to achieve NIST Levels 1-3, enabling them to reliably guarantee the LOA their 
digital identities assert.  For the purposes of EHR access, the LOA 1 profile is out 
scope, although it does have a number of other useful applications.  While many of 
the criteria are the same for all the profiles, key difference is the higher the LOA of 
the identity being asserted, the higher the standard for how the identity was estab-
lished, how the credentials issued, how the user asserts their identity, and the general 
integrity of the business practices of the IdP.  A summary of the criteria for each 
profile is provided in Table 1. 

Table 1. Criteria for Identity Provider LOA Profiles 

Category Criteria LOA 1 LOA 2 LOA 3 
A. Organizational 
Requirements 

1. Certification ♦ ♦ ♦ 
2. Legal Status ♦ ♦ ♦ 
3. Liability Provisions ♦ ♦ ♦ 
4. Policies and Practices ♦ ♦ ♦ 

B. Infrastructure 
Guidelines 

1. Software Security  ♦ ♦ 
2. Physical Security  ♦ ♦ 
3. Network Security  ♦ ♦ 

C. Identity Creation 
and Proofing 

1. Identity Establishment  ♦ ♦ 
2. Identity Proofing  ♦ ♦ 

Existing Relationship  ♦ ♦ 
In-Person Proofing  ♦ ♦ 

Remote Proofing  ♦ ♦ 
3. Record Retention  ♦ ♦ 

D. Identity Man-
agement Practices 

1. LOA Classification per Identity ♦ ♦ ♦ 
2. Consistent Data Definitions ♦ ♦ ♦ 
3. Informed Consent ♦ ♦ ♦ 

E. Credential Man-
agement 

1. Subject Interactions  ♦ ♦ 
2. Revocation  ♦ ♦ 
3. Reissuance  ♦ ♦ 
4. Record Retention  ♦ ♦ 

F. Authentication 

Guidelines 

1. Unique Identifier ♦ ♦ ♦ 
2. Minimum Entropy of Authentication 
Secret 

14 bits 20 bits 64 bits 

3. Protection of Authentication Secrets ♦ ♦ ♦ 
4. Assertion Security ♦ ♦ ♦ 
5. Multi-Factor Authentication   ♦ 

G. Risk Mitigation 1. Acceptable Use Policies ♦ ♦ ♦ 
2. Business Continuity ♦ ♦ ♦ 
3. Attack Resistant ♦ ♦ ♦ 
4. Single Sign-on (SSO) ♦ ♦ ♦ 
5. Credential Sharing Resistant ♦ ♦ ♦ 

The Organizational Requirements category details the basic guidelines for each IdP 
to obtain certification for each level of assurance.  IdPs must demonstrate they are a 
legitimate entity and qualify to be recognized as an authoritative source of identity for 
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other organizations.  IdPs must also establish they can provide appropriate levels of 
liability for their actions.  Finally, IdPs must guarantee they possess documented 
policies and procedures and their actual practices are consistent with those  
documents. 

The Infrastructure Guidelines section provides guidelines the Identity Provider's IT 
environment must follow.  All software used for: transactions of identities, creden-
tials, and assertions; the authentication process; credential issuance and maintenance; 
and identity data storage must be kept up to date and patched to ensure appropriate 
security.  Similarly, IdPs must have adequate physical and network security at the 
locations where their identity data is stored. 

The Identity Creation and Proofing category covers how identities are created, vet-
ted, and proofed.  While LOA 1 provides no true confidence that the identity being 
asserted matches an actual person, LOA 2 and 3 must verify the identity data col-
lected is based on public records or government-issued IDs.  Following identity reg-
istration, the identity must be proofed to ensure the information collected represents 
an actual person, that the information can uniquely distinguish a single individual 
within the IdP's system, and that the person requesting the registration matches the 
identity being registered.  There are 3 basic methods that can be used to perform  
the identity proofing:  the person is already known through an existing relationship; 
the person can be proofed in-person; or the person can be proofed remotely using 
additional verification checks against established accounts at financial institutions or 
utility companies.  This category also includes requirements for record retention. 

The Identity Management category describes how each Identity Provider defines, 
asserts, and releases identity information.  IdPs must assign their digital identity to a 
specific LOA and address the possibility of accidental LOA elevation.  This section 
lays out a standard set of data definitions for identity data for all IdPs to utilize to 
ensure interoperability with EHR systems. Finally, IdPs must incorporate informed 
consent capabilities into their transactions such that users are presented the specific 
data being released about them and have the ability to consent or deny its release. 

The Credential Management section covers how credentials are to be used in trans-
actions.  IdPs must ensure users reassert their identity for each transaction in some 
reliable fashion.  IdPs will also guarantee that credentials will be revoked immediate-
ly if they are no longer valid for any reason.  Additionally, if credentials are ever 
reissued, users must provide information from prior transactions like pre-registered 
questions and responses before the identity is reinstated.  Lastly, IdPs are required to 
maintain a record of all credential management activities including issuance, revoca-
tion, expiration, and reissuance for a period of at least 180 days.  This amount of 
documentation is vital for IdPs to satisfactorily establish non-repudiation for the user's 
transactions. 

The Authentication Guidelines category covers the requirements of the authentica-
tion  process for the different levels of assurance.  This includes IdPs ensuring all 
issued credentials are universally unique to a single individual.  The authentication 
secret portion of the credential - often a password - must meet a minimum entropy or 
resistance to guessing, depending on the LOA.  Entropy can be impacted by a variety 
of methods such as the length of the password, complexity requirements of characters 
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included in the password, and expiration period and reuse of the password.  For LOA 
2 and 3, the CMS-approved LOA for ePHI access, a minimum entropy for the authen-
tication secret is 20 bits and 64 bits respectively.  This means LOA 2 secrets must 
have no fewer than a 1 in 1,048,576  or 220 chance of being guessed and LOA 3 resis-
tance is 264.  Additionally, IdPs that assert LOA 3 identities need to employ  
multi-factor authentication when validating the user.  All levels require that IdPs use 
industry-standard encryption algorithms to provide ample protection to their identity 
data both while at rest and during all transmissions. 

Risk Mitigation is described in the last section of the profile.  Every IdP must pos-
sess acceptable use policies and record their users' periodic agreement to said policies.  
IdPs must also make efforts to minimize the chance of system failures to ensure nor-
mal business continuity.  Further, if a failure does occur, the IdP must make certain 
the failure wouldn't compromise the security of their system or allow an inaccurate 
identity assertion to be sent to an EHR system.  Additionally, IdPs are required to 
show their authentication systems are resistant to various attacks including replay and 
eavesdropping.  For IdPs that utilize any type of single sign-on (SSO) technologies, 
industry-standard techniques and encryption must be employed to guarantee the inte-
grity of the identity assertions.  Lastly, each IdP is responsible for enacting safe-
guards to resist credential sharing, either accidental or intentional. 

4 Integrating the Cloud 

The identity assurance profiles provide all participating entities a known set of tech-
nical and functional rules in which to operate.  Before an actual implementation can 
begin, it is vital for the participants to standardize on a specific technology to facili-
tate the actual sharing and exchanging of identity information.  There are actually 
quite a number of organizations and foundations currently working in the identity 
space related to portable digital identities and a handful of mature standards have 
emerged.  The prominent standards that have emerged are:  1) Security Assertion 
Markup Language (SAML), 2) OAuth, 3) WS-Trust, and 4) OpenID.  While all these 
technologies can potentially offer a similar solution, this research proposes that Ope-
nID is the most suitable identity standard currently available.  As many organizations 
decide to adopt one standard or the other, significant work is being done in parallel to 
erect bridges between the technologies to expand the possibilities of interoperability 
even farther.  Therefore it is arguable that the specific standard decision is as critical 
as the commitment to adopt a standard and then move quickly and surely to make the 
necessary organizational and technical choices. 

There is a clear advantage to choosing a standard that has wide adoption already as 
it lowers the barriers for entry.  OpenID consists of the most common Identity Pro-
viders in the Cloud including Google, Yahoo!, Flickr, MySpace, and AOL.  Its  
corporate members include such companies as Microsoft, PayPal, Symantec, and 
Verizon, which combine to form an organization with momentous market share in the 
digital identity space.  Over a billion OpenID enabled accounts exist already and are 
in use by more than 50,000 websites today[6].  The federal government legitimized 
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OpenID as a key integration technology by certifying an OpenID profile for LOA 1 
and expansion to include LOA 2 and LOA 3 is currently underway.  This only further 
signifies the wide adoption of this technology by the public and private sectors.  
OpenID is a seasoned, established standard and has been incorporated into this pro-
posed framework to be the underpinning for identity and credential creation. 

While the OpenID standard accommodates the authentication event, it is critical 
providers have a mechanism by which a user's OpenID identity can be correlated to 
the organization's record of that identity.  This mapping process can happen any 
number of ways, either with end-user involvement or not.  A simplistic approach 
offered by this research is a user-driven registration process.  This process involves 
the patient going to a registration site, hosted by the healthcare provider, and entering 
key pieces of personally identifiable information to establish their identity with the 
provider.  Next, the patient would choose an OpenID IdP and enter the corresponding 
credentials.  After the credentials are validated by the OpenID IdP the correlation is 
complete and the user then can use their Cloud credentials to access the healthcare 
provider's systems.  This straightforward approach is used extensively within the 
Cloud today by many merchants and web resources, presenting options such as 
'Register with Google'.  Healthcare providers can easily emulate this process by let-
ting their patients attach a Cloud credential to their identity in the provider's EHR. 

5 Pilot Implementations 

To demonstrate the feasibility of this research, a partnership was formed with a large 
national hospital to host a series of pilots and proof-of-concept activities. The partner 
hospital has over 800 licensed beds and more than 300,000 patient admissions every 
year.  As such, this hospital wanted to leverage industry standards and technologies, 
without taking on additional overhead, to solve their patient access issues.  Using this 
research's framework, the hospital was able to integrate with Cloud IdPs as well as act 
as an IdP itself for some federal government resources.  By acting as an IdP, the hos-
pital was able to provide their practitioners access to 11 National Institutes of Health 
(NIH) resources using their hospital credentials, most notably PubMed, the Clinical 
Translational Sciences Award (CTSA) Management System, the Flow Cytometry 
Experiment and Reagent Management System (FERMS), and the Address Lookup 
Tool (ALT) for National Children's Study.  The hospital also implemented an Ope-
nID pilot project for a variety of scheduling applications including the radiology and 
diagnostic testing.  These integrations allowed their patients to schedule, modify, and 
view appointments using their Cloud credentials and then viewing results following 
their visits.  These pilots have noticeably improved the usability of these systems for 
patients, while reducing the associated support costs of the hospital.  Reducing user 
support overhead is a key benefit of the Cloud access model.  With only a very mod-
est time investment, healthcare providers can effectively outsource patient account 
support to the Cloud and get out of the business of supporting an internal system that 
issues, maintains, and revokes identities and credentials for all their patients.  The 
projects and pilots at the partner hospital have demonstrated this research offers  
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practical solutions to the dilemma of providing widespread patient access to a health-
care provider's resources.  The hospital is evaluating how this model can be extended 
to other and e-Prescription applications based on the success thus far. 

6 Conclusion 

There is significant work being done in the digital identity space across all industries.  
It is not surprising all this work is moving in the same relative direction resulting with 
all industries and technologies converging to form a larger interoperable community.  
Ubiquitous access is rapidly becoming both a reality and expectation of our connected 
society.  The Meaningful Use programs are just a piece of this larger evolution and 
force healthcare providers to enable patients greater and easier access to their health 
information.  Concurrently, NSTIC is building a solid foundation for cross-industry 
collaboration of user access to a multitude of electronic resources within both the 
private and public sectors.  With healthcare providers contemplating when not if, it is 
imperative that they adopt scalable and interoperable solutions to not only satisfy the 
immediate needs but be poised for the future.  This research combines and builds on 
many of the lessons learned by other industries to provide a practical solution to a 
potentially overwhelming issue.  Even with the early success being realized by the 
adoption of this initial research, there is much work left to complete to further broa-
den its application.  The next stage of this research involves examining how the  
different federating technologies and standards can work together.  The next permu-
tation of the proposed access model is to become technology-agnostic to only expand 
the horizon of possible integrations even further.  This framework, with OpenID at 
the core, will bridge the gap from the healthcare industry to the commercial/social 
identity space and ensure interoperability with all other industries into the future. 
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Abstract. Two case studies of the development of Smartphone self-reporting 
mHealth applications are described: a wellness diary for asthma management 
combined with Bluetooth pulse oximeter and manual peak flow measurements; 
and a questionnaire for ecological assessment of distress during fertility treat-
ment. Results are presented of user experiences with the self-reporting applica-
tion and the capture of physiological measurements in the case of the asthma 
diary project and the findings from a phone audit at an early stage of design in 
the case of the in vitro fertilisation (IVF) study. Issues raised by ethics commit-
tees are also discussed. It is concluded that the optimal adoption of Smartphone 
self-reporting applications will require a good appreciation of user and ethics 
panel requirements at an early stage in their development, so that the correct de-
sign choices can be made. 

Keywords: mHealth, Self-monitoring, Adherence, User experience, Consumer 
and User, Ecological interfaces, Evaluation methods and techniques, Human 
Centered Design and User Centered Design, Human Factors Engineering Ap-
proach, Meaningfulness and Satisfaction, New Technology and its Usefulness. 

1 Background 

Mobile health (mHealth) applications based on cellular phones, Smartphones and 
tablet computers are a rapidly growing trend in healthcare. The World Health Organi-
zation recently surveyed fourteen categories of mHealth services: health call centres, 
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emergency toll-free telephone services, managing emergencies and disasters, mobile 
telemedicine, appointment reminders, community mobilization and health promotion, 
treatment compliance, mobile patient records, information access, patient monitoring, 
health surveys and data collection, surveillance, health awareness raising, and deci-
sion support systems [1].  

In the area of patient monitoring, the recording or self-reporting of patient health 
state or well-being has the potential to become ubiquitous through the use of Smart-
phone Apps.  Furthermore, connection of Smartphones to sensors capable of physio-
logical measurement (carried or wearable on/in the body or clothes, or present in the 
near environment) and storing or transmitting the data, promises to expand the estab-
lished uses of medical ‘remote’ and ‘ambulatory’ monitoring based on conventional 
medical devices.  These innovations should enable individuals to better monitor their 
own health, keep carers informed, or aid healthcare professionals in giving advice or 
informing treatments. Examples of applications in existence include self-reporting of 
physical health states or mood, behaviours (such as alcohol use) and those recording 
regular or continuous readings from devices (e.g. weight, level of exercise, blood 
glucose levels), entered either manually or through wireless connections. Another 
example of self-reporting that could transfer well to Smartphone technology is eco-
logical momentary assessment, a methodology which highlights the benefits of re-
peated sampling in real time in subjects' natural environments [2]. 

With Smartphone technologies the distinction between health service remote moni-
toring and patient self-monitoring is becoming blurred. For instance the involvement 
of clinicians in presenting or interpreting results for the patient may be reduced with 
users either expected to, or wishing to, do more for themselves.  

Whilst the usability of Apps and mobile devices is a natural area of study for HCI 
researchers [3] and context of use has been studied for medical devices from a human 
factors systems perspective, including adherence to self-monitoring [4], the contextual 
user requirements of mHealth have been little explored. McCurdie et al. have noted 
that mHealth interventions are often designed from the healthcare system perspective 
rather than with a user-centred approach [5]. Whilst Smartphones (and tablets) are 
becoming ubiquitous, potential users of mHealth applications will also have different 
existent practices for communication and receiving reminders, e.g. text messages on 
non-internet mobile phones, and different prior experiences in their use of the Inter-
net, e.g. on a Desktop or Laptop PC, or none at all.  

2 Case Studies 

2.1 First Case Study: Mild Asthma Self-reporting with and without 
Physiological Measurement 

The first case study concerns persons with mild asthma. This condition presents a 
measurable lowering of blood oxygenation levels both leading into and during an 
exacerbation, such that sufferers are often given oxygen following an attack [6]. Fur-
thermore asthma can be directly or indirectly related to psychological states such as 
anxiety, panic or depression [7] which may be manifest in other physiological mea-
surements, e.g. heart rate. Severity of asthma can also be measured by lung function, 
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one measure of which is Peak Expiratory Flow (PEF). This project was a pilot study 
of self-reporting by means of a daily Smartphone questionnaire with or without regu-
lar additional physiological measurements, to study user requirements and interac-
tions between self-reporting and measurement tasks. Eleven volunteers self-reported 
their wellness once a day for two weeks using a Smartphone web App, with physio-
logical measurements taken in the second week only. Participants were males of age 
18+ who reported having mild asthma, recruited by emails to university mailing lists 
and poster advertising. Ethical approval was obtained from the University of Notting-
ham Computer Science ethics committee and participants received a cash inconve-
nience allowance of £25 each week of the two week study. Volunteers were  
scheduled to visit the university to begin their participation, where they were provided 
with a Participant Information Sheet and given an opportunity to ask questions and 
ensure that they fully understood the information before signing a consent form. 

The ethics committee initially expressed a concern for data security which was ful-
filled by using an HTTPS connection with password protection. For analysis, the data 
was downloaded over a secure connection to university computers, with the usual 
safeguards restricting access to named personnel. Smartphones were lent to the users 
by the project researchers and no user identification was collected or stored on the 
phone. In addition, participants were able to set a passcode to lock the phone, prevent-
ing unauthorised access. 

Each participant first completed a questionnaire devised by Juniper et al. [8] which 
involves choosing up to five activities in which the individual feels limited by their 
asthma and answering a series of questions about their health over the last two weeks. 
The questions included the extent to which the person was limited in their activities, 
the frequency of specific symptoms and emotions (e.g., breathlessness, interference 
with sleep, fear of not having medication available) and degree of discomfort or dis-
tress experienced (e.g., from coughing). The responses were then used to pre-populate 
an electronic version of the questionnaire (Fig. 1) that was closely based on Juniper et 
al. but modified in our study to ask only about the current day and prefaced with an 
additional yes/no question, ‘Have you had a severe exacerbation of your asthma to-
day?’. The daily questionnaire was hosted as an online form, to be accessed through 
the Smartphone web browser.  

For the additional physiological measurements (collected in the second week only) 
the study used off-the-shelf technologies (Fig. 2): an Android phone running the Sim-
pleEye Live Pulse Oximeter App [10] in association with a Nonin 9560 Onyx II Blu-
etooth-enabled fingertip pulse oximeter which is able to record heart rate and blood 
oxygen saturation (SpO2) data with a one second sampling period. In addition, peak 
expiratory flow was measured using a Mini-Wright Standard Range peak flow meter, 
using the EU scale in accordance with ISO 23747. 

The details of the self-monitoring task were as follows: 

─ First week 
• Each weekday evening 

■ Complete the questionnaire on the Smartphone. 
─ Second week 

• Each weekday morning 
■ Take 3 peak expiratory flow measurements and enter on the Smartphone. 
■ Record 5 minutes of pulse oximeter data using the App. 
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• Each weekday evening 
■ Take 3 peak expiratory flow measurements and enter on the Smartphone. 
■ Record 5 minutes of pulse oximeter data using the App. 
■ Complete the questionnaire, as done in the first week. 

 

   

Fig. 1. Screenshots from the Asthma Self-Reporting Wellness mHealth web App 

   

Fig. 2. SimpleEye Live Pulse Oximeter App, pulse oximeter and peak expiratory flow meter 
(screenshot and photograph by authors) 
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Table 1. Adherence in the asthma pilot study: Diary data 

Participant 

 

Days with diary 

entries, week 1 

(of  5) 

Days with diary 

entries, week 2 

(of 5) 

Days with diary 

entries,  total 

(of 10) 

Days with full 

diary data 

(of 10) 

1 5 3 8 6 

2 3 0 3 3 

3 1 1 2 2 

4 2 2 4 3 

5 4 5 9 8 

6 1 5 6 4 

7 4 1 5 4 

8 2 0 2 2 

9 3 3 6 4 

10 4 4 8 4 

11 2 1 3 3 

Average (%) 56 45 51 39 

Table 2. Adherence in the asthma pilot study: Physiological data 

Participant 
 

Mornings 
with 

oximeter 
data 
(of 5) 

Afternoons 
with oxi-

meter data 
(of 5) 

Mornings 
with peak 
flow data 

(of 5) 

Afternoons 
with peak 
flow data 

(of 5) 

Days 
with 
some 
phys. 
data 
(of 5) 

Days 
with 
full 

phys. 
data 
(of 5) 

1 4 4 3 3 5 1 

2 0 0 0 0 0 0 

3 2 2 5 5 5 2 

4 3 4 1 2 4 1 

5 4 5 4 5 5 4 

6 3 4 4 5 5 3 

7 4 3 2 2 5 0 

8 2 2 1 0 2 0 

9 3 3 3 3 4 1 

10 1 1 4 4 5 0 

11 3 3 3 1 4 1 

Average 
(%) 53 56 55 55 80 24 

 
The time of each data collection episode was recorded in order to analyse user ad-

herence to the self-monitoring. A short semi-structured interview was conducted at 
the end of the two week session to ask participants questions about: ‘Using the tech-
nology’; ‘Effect on Lifestyle’; ‘Effect on Condition’; ‘Thinking about Condition’; 
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‘Difference between the two weeks’. Statistical analysis of the data in SPSS using the 
Wilcoxon Signed Ranks Test was also performed to compare the questionnaire an-
swers between the two weeks (although no significant correlations were subsequently 
found, which may be due there being no difference or because of the small sample 
size). 

It can be seen from Table 1 that, on average, participants completed the diary on 
around half of the intended number of days, with a maximum of 5 days in both weeks 
and a minimum of 1 day in week one and 0 days in week two.  On average, the 
second week with the additional physiological readings resulted in a smaller number 
of diary days being completed (although this difference was not statistically signifi-
cant in a Wilcoxon Signed Ranks Test). No participant fully completed the diary 
every day for the full ten days. Users fully answered the questionnaire on an average 
of four out of the ten days (with at least one answer omitted on the other days). In the 
second week adherence to (or ability to perform) physiological data collection was a 
little over half of the maximum number of days with little difference between morn-
ing and afternoon, however the proportion of days with full physiological data was 
only one quarter overall (Table 2).  

From summarising the post-study interview transcripts it was found that: 

• 5/11 participants said they found the technology ‘nice’ or easy to use. Two found it 
‘interesting’. Six experienced some (mostly minor) technical problem either with 
internet/Wi-Fi, Bluetooth or battery. One was not confident about data upload hav-
ing succeeded. One said it was ‘sometimes a bit of a hassle … overkill for mild 
asthma’. 

• 5/11 participants said that taking part had had little to no effect on their lifestyle or 
that they had ‘got used to it’. One said he had been more cautious about remember-
ing his inhaler. One reported the need to plan when going out. One reported inter-
ference with daily activities. Two reported difficulty or annoyance scheduling the 
recordings correctly. One mentioned the inconvenience of having to sit down to 
take measurements. 

• 11/11 participants said that taking part in the study had no effect on their condition 
itself, although one had experienced a worsening during the study. 

• 7/11 participants said that they were thinking more about, or were more aware of, 
their condition whilst taking part. Two qualified this by saying it was a ‘good 
thing’. One expressed the opinion that ‘thinking about a cough exacerbates it’. 

• 8/11 commented on differences between the two weeks. Two commented on the 
quantitative nature of the recordings and its relation to how they were feeling. 
Three said the second week with the physiological recording was ‘less convenient’ 
or ‘took a bit more time’. One said it was ‘a lot more difficult’. One reported ‘no 
inconvenience’. 

2.2 Second Case Study: IVF Treatment Stress Diary 

The second project concerned women undergoing in-vitro fertilisation (IVF) treat-
ment. It is known that IVF is a ‘multidimensional stressor’ and the treatment itself is 
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most likely to evoke anxiety [10]. Ecological momentary assessment during IVF 
treatment may shed light on the dynamics of distress, using a technique that is already 
considered to be highly promising for mood disorder research, see [11] for example. 
76 women attending a fertility clinic completed a questionnaire about mobile phone 
usage in order to inform the App design in a forthcoming study to examine distress 
during IVF treatment. The new App would be run on patients’ own phones, allowing 
them to complete entries in a stress diary in a secure manner [12]. First, information 
was obtained regarding phone usage and preferred modes of communication amongst 
the user group (since this was an audit it did not require ethical approval). Audit ques-
tions were posed as follows: 

1. What type/model of mobile phone do you have?  
2. Is your mobile phone a smart phone? 
3. Which air time provider are you with? 
4. Is the phone on pay as you go or on contract? 
5. Do you use email or internet access on your phone? 
6. Is internet coverage included in your contract? 
7. Do you use an alarm clock function? 
8. Are you familiar with the use of ‘Apps’ on your phone? 
9. How regularly do you use an ‘App’ on your phone? 

10. If you were to be asked to report your distress levels throughout your treatment 
which of the following methods would you prefer? 

Table 3. Results of phone audit (a) Phones & functions  (b) Frequency of App use (c) 
Communication preference 

(a) Phones & functions Yes 

% 

  
 

 (c) Communication 
preference % 

Is your mobile phone a smart 

phone? 

75 (b) Frequency 
of App use % 

 
App 

 
58 

Do you use email or internet 

access on your phone? 

80  
Not at all 

 
26 

 
Text Message 

 
30 

Is internet coverage included 

in your contract? 

82  
Everyday 

 
53 

 
Telephone conver-

sation 

 
8 

Do you use an alarm clock 

function? 

92  
Weekly 

 
17 

 
Questionnaire 

 
1 

Are you familiar with the use 

of ‘Apps’ on your phone? 

80  
Monthly 

 
4 

 
Other 

 
3 

 
From the survey, in which all participants had access to some kind of mobile device, 
it was found that 75% of users owned what they considered to be a Smartphone. The 
majority (74% of all phone users) had either Apple iPhones or ones that were Android 
based. Minority phones included Blackberry devices or Nokia handsets (mostly  
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without internet access). App use was found to be prevalent amongst 74% of all 
phone users (and almost all Smartphone owners). In addition, 90% of all phone users 
were on a contract with the rest on Pay-As-You-Go (across a wide variety of net-
works). Communication preferences are given in Table 3 that also contains details of 
responses to the other audit questions. These results show a majority preference for an 
App but also include preferences for other modes of communication (SMS text, voice, 
paper questionnaire). Email was mentioned in the ‘Other’ category. Furthermore, 
there was a high usage of an alarm clock function. 

The subsequent ethics committee submission to an NHS panel raised some inter-
esting points. In particular, the panel thought that text messaging could potentially 
compromise confidentiality and security of the data if the phone was lost. In contrast 
an advantage of using an App would be that data would be recorded on a secure serv-
er with password protection. Also for this particular project, the potential use of  
telephone conversations as a method of prompting/signalling users to carry out the 
ecological assessment was considered to be an unacceptable burden because this 
would entail ringing the patients every two days; it would also have been a burden to 
the researcher. 

The panel did not specifically comment on the use of email as a means of commu-
nication, although there are similar issues to that of texting with respect to confiden-
tiality. However, the main issue with email from a study point of view is that  
signalling the patient and their response by email would be subject to delays, depen-
dent upon how their inbox is updated. A benefit of developing an App with immediate 
prompting is that the signal to the patient and their response are expected to be as 
close in time as possible, which is fundamental to the method of ecological momenta-
ry assessment. 

3 Conclusions 

The results of the two case studies highlight some important user considerations when 
using Smartphones for patient self-reporting of wellness. In a patient population, even 
one where all users have experience with some kind of mobile device, there will be a 
spectrum of phone capabilities and different existent preferences for modes of com-
munication. This is a shifting landscape which will continue to change as newer  
mobile devices become more prevalent (e.g., iPads/tablets) and older ones become 
obsolete. Furthermore, some communication preferences will not be easily supported 
by a single stand-alone App, especially if the implementation is not a native App that 
is able to access all of the functions of the phone (e.g. the alarm clock).   

If patients/users are using their own phones there are additional ethical concerns 
with respect to confidentiality compared with a study where phones are supplied by 
researchers. Modes of communication that are ethically acceptable are dependent on 
the security of the data handling and their burden on the user. Security concerns may 
limit the use of SMS texting or email as alternative modes of communication in con-
trast with more secure server-based methods that can be used via an App. Texting and 
voice calling to signal a patient may place an unacceptable burden on them if a high 
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frequency of self-reporting is required. Ethics experts may therefore need to be in-
cluded as stakeholders in the App development process before committing to particu-
lar aspects of technology or study design. Regulators are also clearly aware of the 
potential risks of Apps, especially those that are associated with medical devices.  

A self-reporting task inevitably interacts with a user’s lifestyle, which whilst it may 
not be a problem to some can cause difficulty, inconvenience or annoyance to others. 
Even if the self-monitoring task does not detrimentally affect their condition, as we 
found in our small asthma study, some users may become more aware of it and find 
this intrusive. However, this could be viewed as a positive effect that could result in 
better adherence to medication (as referred to by the user who was reminded to take 
his inhaler out more often during the study). Alternatively, users may believe that 
thinking about a symptom (e.g., a cough) can act to exacerbate it, although this effect 
was not reported. 

Obtaining self-reported data on only half of all possible days in the asthma diary 
study was not entirely unexpected, since treatment adherence is known to be low for 
chronic conditions, but this clearly has implications for study designers who wish to 
ensure consistent data collection and achieve a statistically significant sample size. 
Adherence to self-reporting can also be affected by the intensity of the task. It is seen 
in the asthma diary case study that in the second week with more intensive testing 
(with the addition of physiological measurements), self-monitoring was found to be 
more inconvenient to some users and this is also possibly borne out by the smaller 
number of days of self-reporting, on average, compared to the first week (although 
this difference was not statistically significant). An intensity effect has also been 
noted in patient self-monitoring of blood glucose, where adherence was lower for 
more intensive self-monitoring during a research trial [13]. Such effects should be 
noted when introducing multiple measurements or more frequent sampling with a 
self-monitoring App, or if the App is used in parallel with other forms of data  
collection.  
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Abstract. Since healthcare institutions have to manage efficiently many tera-
bytes of data on their patients, they need tools that allow them to have an easy 
access to their data and that enable them to share their data with every specialist 
involved in the treatment of a patient. That’s why they increasingly adopt EMR 
and EHR systems. As they are quite recent systems, healthcare institutions 
usually lack of experience to implement these systems. The purpose of this pa-
per is to do a case study on the implementation of an EHR system in a local 
healthcare institution, and then to analyze this case study to give directions so 
as to avoid some arising issues. 

Keywords: EHR, EMR, Implementation, Case Study. 

1 Introduction 

Health services play a crucial role in society. By curing people adequately, they par-
ticipate to the increase in their lifetime. According to the Bureau of Labor Statistics 
[1], there were about 661,400 physicians and surgeons in the US in 2008, which 
means that for a population of about 310 million, each one has about 470 patients. 
When we consider this number, we think that the doctors should be very well orga-
nized to collect and analyze information on their patients, in order to deliver an 
adapted treatment. That’s why information systems are very useful to help healthcare 
institutions to manage large quantities of data on their patients. There are mainly two 
types of information systems dedicated to the healthcare industry: the Electronic Med-
ical Record (EMR) and the Electronic Health Record (EHR). 

“An Electronic Medical Record (EMR) is a computerized medical record created 
in an organization that delivers care, such as a hospital or physician's office.” (Wiki-
pedia). EMR is the legal record created by healthcare providers.  Essentially, it is just 
an electronic version of the same paper form doctors have used for decades. EMR 
allows physicians to get rid of large quantities of stored paper files on their patients, 
and enables them to have easily access to structured information. In the electronic 
form, the information is allowed to be shared and viewed much more quickly by those 
who need the information. The main limitation to this technology is that it is cannot 
easily be sent out from the original location to other doctors or caregivers.  In this 
way, they are similar to paper records in that many times they must be printed out and 
sent physically to other locations for processing. 
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The term EHR can briefly be defined as the concept of a longitudinal and cross-
institutional record of a patient’s health and healthcare. [2] 

Tatum states, “Electronic health records are copies of an individual’s medical his-
tory that is stored as electronic data” [3]. According to Walker, Bieber, and Richards 
[4], EHR improves communication of clinical data that facilitates doctors and con-
cerned health professionals carry out their duties effectively and efficiently. EHR is 
one of the most important aspects of any healthcare company or organization because 
it helps doctors and employees manage all administrative and professional activities 
using the information stored in the EHR system by the authorized employees.  

Carter states, “EHR systems designed for physicians’ offices represent the simplest 
architecture consisting of three basic components: the database management system, 
user interface, and external interfaces” [5]. An EHR system is not only used for col-
lection of patient related data but also it is used to process, analyze, and disseminate 
the collected information or data in order to carry out different activities related to 
provision of healthcare to the patients. “The medical records can cover a wide range 
of aspects of the patient’s health while stored in a format that is easily transferable 
between health providers” [3]. 

It is necessary to understand the difference between Electronic Medical Record 
(EMR) and Electronic Health Record (EHR).  Often these terms are used interchan-
geably however these terms are certainly different.  

The main difference between EHR and EMR is the ease of transmission.  EHR is 
designed to allow the patient records to be sent and received by those who need the 
information.  The information moves with the patient wherever they go.  Whether it 
is a specialist or simply a laboratory which is conducting blood analysis, the informa-
tion can be shared quickly with EHR.  Additional EHR functionality is that it may 
allow the patient to review and look at their own medical records.  By being able to 
look at a timeline of blood tests the patient may be able to ask his or her doctor more 
informed questions.  Patients may also be more motivated to make lifestyle im-
provements if they are able to view their progressively worsening health.  This is 
done much more quickly via electronic means.  EHR possesses this capacity and are 
thus the direction the health industry is moving towards. 

As EHR is better adapted to the current needs of healthcare institutions, and as 
EHR is a quite recent trend in the industry, we focus our study on the implementation 
of EHR in a local healthcare institution. 

Many vendors now offer EHR systems. But as this type of systems is quite recent, 
their functions may not be well adapted to physicians’ needs yet. Moreover, the expe-
rience in the implementation of EHR is not very extensive. However, any error in the 
information on the patient may make the doctor interpret wrongly symptoms and 
deliver an inadequate treatment, which may lead to devastating consequences for the 
patient. 

This study investigates the problems that a typical physician may encounter while 
implementing and then using EHR systems. Through an investigation in a local 
healthcare institution, which has recently adopted EHR, we look for the common 
problems that any physician can encounter while implementing EHR systems, and 
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then we analyze them to give directions on how to solve them. This study is aimed at 
helping healthcare institutions to manage the implementation of their EHR. 

2 Literature Review of Success Factors in Implementing EHR 

The success of a healthcare company without implementation of an EHR system is 
impossible in the today’s world. It is because there is a lot of competition between 
companies these days and only those companies can get competitive advantage which 
keep up to date information about different issues related to diagnostic methods and 
treatments. An EHR system provides companies with various benefits related to the 
information management. A health company can make use of an EHR system to en-
sure quick processing of data needed to provide quick treatment to the patients.  

The benefits and efficiency of using EHR system can be evaluated by comparing 
the past and present organizational performances. EHR systems definitely improve 
the performance of any healthcare organization by providing them with many consi-
derable benefits, such as, documentation of patient-doctor interactions, retrieving 
medical histories quickly, making referrals, increased storage capacity, and custo-
mized view of relevant information. “An EHR also represents a huge potential for 
cost savings and decreasing workplace inefficiencies” [12]. Considering these advan-
tages, a well-structured EHR system is definitely productive for any healthcare  
organization. 

The implementation of electronic medical records (EMR) decreases patient suffer-
ance, which often occur because of medical errors [13]. Quick collection of informa-
tion and provision of accurate information to the healthcare providers are two of the 
most significant aspects related to the EMR systems. As we know that doctors often 
write in illegible style, which leads to inaccurate data entry into files by a second or 
third party. “With EMR this problem will mostly become a thing of the past” [14]. 

“Electronic health records reduce the chances for medical errors because they con-
tain all information necessary, which in turn creates more accurate and clearer re-
ports” [15]. Data security is another key aspect of EHR because the computerized 
data prevents unauthorized people from accessing the data. An efficient EHR system 
not only improves data security but also provides benefits to the health consumers. 
Moreover, the data is not lost in case of any hazard because it can be saved at more 
than one place. EHR also helps health professionals in the analysis of information by 
providing them with accurate and up to date information about the patients. Complete 
medical histories of the patients can be stored in their respective folders, which can 
help health professionals retrieve that data easily and quickly when needed. Quick 
retrieval of accurate information also helps doctors provide instant medical care to the 
patients, which is a considerable benefit for the health consumers. 

ERP systems also facilitate healthcare companies in managing their business 
processes through providing them with efficient mechanism in the form of electronic 
health record system to manage information. Oz states, “Information is the lifeblood 
of any organization” [16]. An Electronic Health Record system means management of 
all medical information, which is required to administer different business activities. 
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An EHR system is a part of internal business control system that manages company’s 
documents, people, procedures, and information technology. Stahl found that infor-
mation systems promote efficiency and optimal control of business processes [17]. 
Today, a health services providing company can never be successful without imple-
mentation of an EHR system because such systems keep proper record of all informa-
tion that is needed to run the business activities effectively. 

There are a number of factors, which make a healthcare company implement an 
electronic health record system. Let us discuss some of those factors in some detail in 
order to get a better understanding of how those factors influence the working of the 
healthcare companies. 

One of the main challenges in the implementation of this system in a healthcare 
setting is the ability of the employees to use such system. Management of the health-
care organization where such system is to be used, should first provide proper training 
to all concerned employees regarding use of this system and then they should go to 
implement it. The management should consider all technical and social issues while 
training the employees. The employees should be made aware of the importance of 
information security or privacy of the patients’ information so that they should not 
disclose any patient’s information to any unconcerned person. Young found that some 
other problems in the implementation of electronic health record system are organiza-
tional and human issues, such as, untrained medical professionals and rise in unem-
ployment due to automated systems that need to be resolved in order to implement for 
an electronic documentation record system in the healthcare companies [19]. Al-
though money is saved by using electronic medical records, such as, reduced cost of 
papers and labor, but the concerns arising due to these factors should not be ignored. 

Next important element of an EHR system is its consistency and reliability. Only 
authorized employees are allowed to collect the data. The EHR system processes the 
data in a consistent manner. It is because if the data will be processed consistently, the 
users of the EHR system will not have any difficulty in using the information generat-
ed by the system. The management of any healthcare company needs to apply such 
mechanisms that should be able to bring necessary changes to the system when re-
quired. Data consistency acts as the foundation for an efficient EHR system. If the 
data will not be processed and compiled in a consistent manner, it will be very diffi-
cult for the users of the EHR system to run the business operations of any organiza-
tion efficiently. 

Accuracy is another key element of an EHR system. It means that information pro-
vided to the users of the system should be precise and accurate in all aspects. All de-
partments of an organization make use of reports generated by the system, so it is 
essential for an EHR system to generate accurate and properly checked information in 
the reports. Accuracy of internal controls is of extreme importance for the proper 
functioning of the system.  

Another important element of an EHR system is relevance, which means providing 
relevant information to the concerned departments. The EHR system provides rele-
vant information to the concerned professionals. Irrelevant or unrelated information is 
of no use and it leads to time wastage and ineffective decision-making. An efficient 
EHR system is one that provides relevant and desired information to the users. 
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Completeness is also one of the key elements of an EHR system, which means to 
provide users with complete information regarding any matter. However, complete-
ness does not mean that the report should have a huge detail about any specific matter 
as it creates information overload, rather only relevant and pertinent information 
should be provided to the concerned departments. 

3 Research Method 

Data was primarily collected for the case study using semi-structured interviews with 
doctors, transcriptionists and the resident EMR specialist at the Cape Coral office 
location.  Qualitative and quantitative data was collected including certain e-mails 
regarding the implementation of the system. 

4 Analysis and Discussion 

Southwest Florida Neurosurgical Associates (SWFNA) is a full service medical prac-
tice which treats patients showing symptoms of back, spine or brain injury.  The 
company employs six different doctors which are spread throughout the three loca-
tions.  SWFNA offices are located in Fort Myers, Cape Coral and Punta Gorda.  The 
practice was begun with only three neurosurgeons in 1990.  At this time they only 
provided surgical care.  The organization now includes six neurosurgeons, two phys-
ical therapy divisions, an onsite spinal decompression unit, five physiatrists and a 
therapy suite which includes onsite MRI capabilities.   

The practice is board certified to treat such symptoms as neck/lower back pain, 
herniated disks, arthritis of the spine and degenerative disc disease.  SWFNA regular-
ly prescribes over 100 prescriptions per month to their patients.  Due to the nature of 
their field, many times these prescriptions are for pain medication to be taken after 
surgery.  The abuse of pain medication by certain individuals has made it necessary 
for any EMR platform to track and monitor all prescriptions for such drugs. 

After gaining an understanding of why EHR is superior to EMR it is easy to see 
why healthcare providers may wish to make the switch.  This was the case with 
Southwest Florida Neurosurgical Associates.  SWFNA had employed EMR in the 
form of Misys, a popular platform used by many healthcare providers.  This system 
had been in place for some time and the employees were able to become adjusted to 
the system.  The system was well liked by the staff and performed all functions 
which were deemed necessary. 

Although the system was functioning properly and there were few complains, the 
management team was compelled to change to EMR.  Management feared that soon 
EHR would be mandated.  In addition to this the government was offering subsidies 
to medical practices which would make an early switch to EMR.  Motivated by this 
favorable environment, management decided to make the financial decision to adopt 
the new EHR system at this opportune time.  The decisions about switching to a new 
system fell into the hands of the chief financial officer.  This individual acts as the 
CEO of the organization.  Research was done primarily online and through speaking 
to salespeople.  Finally the CFO decided on Allscripts EHR solution. 
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The timeline for implementation was somewhat rushed due to time constraints in-
volving the government subsidy to migrate to EMR.  As a result, employees were 
only alerted to the fact that the switch would be taking place approximately one 
month before the go live date.  Due to the small size of the organization, SWFNA did 
not employ a CIO or even any in house technical staff.  The practice outsources all of 
its IT needs.  Many of the decisions that were made prior to the implementation were 
made solely on the information provided by the proposed EHR provider. 

SWFNA elected to use Allscripts EHR solution.  Again, due to the size of the or-
ganization SWFNA would rely on Allscripts to implement the EHR themselves and 
provide any technical support needed.  Allscripts informed the practice that their 
employees would need twenty hours of training each prior to the implementation.  
This training was scheduled to take place online at the leisure of the employees.  
Allscripts has a website called AllscriptsAcademy.  At this website trainees are al-
lowed to log in through a portal and access a sample of Allscripts EHR.  The em-
ployees however had their own ideas.  They were paid for an eight hour work day.  
These eight hours were filled with medical related tasks that fit their job description.  
The employees would be required to use their own free time if they were to receive 
training on the system.   

Obviously this did not create great motivation on the employees end to go out of 
their way to receive the needed training.  The staff communicated to management 
that if they were not being compensated, they would not be willing to receive this 
extra treatment.  Management was then faced with a decision to either stop their 
business processes for a period of time to allow training or alter their plans.  Unders-
tandably, the revenue generating business processes were given priority and the train-
ing was reduced to a single training session on 9/12/2011 which did not include hands 
on experience for the trainees.  One employee however in each office received exten-
sive training with the system.  In interviews, the employees admitted that they 
viewed the training session as unneeded and did a very poor job of paying attention.   

For the implementation Allscripts sent down three EHR specialists from North 
Carolina to oversee the process and troubleshoot any issues for the first three days of 
implementation.  One specialist was stationed at each office.  A big bang approach 
was used as all offices went live on the same day.  The system first went live on 
4/18/2011.  Employees of the company described this day as a day of chaos. 

On the day the system went live, employees hated the new system.  They had not 
received training and were not able to use the Allscripts platform.  Employees hated 
the new platform and expressed that they liked the old system.  The new Allscripts 
system was not used on this day by the employees.  Employees would instead hand 
write prescriptions for patients.  They also had no access to patient information.  In a 
very embarrassing situation, each patient had to be asked about their medical history 
as it could not be retrieved from the system by the untrained staff.  The staff hated 
the new platform.  The first day of implementation was extremely embarrassing and 
unproductive for the employees. 

In each office there was one employee (usually a transcriptionist) that received ex-
tensive training with the system.  On the second day of implementation this em-
ployee took the time to show the rest of the staff how to use the basic functions that 
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were needed to treat patients.  If an employee had a problem they would call the 
extensively trained individual over for help.  Over time, the employees learned the 
new system and can now appreciate its benefits.  Although the lack of training disal-
lowed the system to support the staff initially, the system in itself performed exactly 
as it should and no major technical glitches were observed during the implementation. 

There was little to no modification of the Allscripts EHR.  SWFNA employed a 
small R implementation strategy.  Minor changes in business processes however did 
occur.  These small changes mostly included learning the new steps to complete the 
same task as well as adjusting to the process of sending and receiving EHR informa-
tion.  The system does not match the business process requirements of SWFNA ex-
actly.  In some instances which are detailed later employees are forced to perform 
certain tasks manually or without the help of the Allscripts EHR.  The practice how-
ever lacks the ability and motivation to change the Allscripts EHR to better fit the 
needs of the employees and patients and simply makes do with what they were given. 

In interviews with employees it was learned that overall the Allscripts EHR works 
very well.  The main resistance with the program stems from the initial learning 
process employees had to undergo to learn the program.  The biggest complaint 
about the system is the amount of information the employees are required to enter into 
the system.  Every small piece of information must be entered in the system whether 
it may be a new allergy or test results.  This however is more a matter of medical 
bureaucracy and thoroughness of care and has little to do with the Allscripts platform.  
Employees are required to keep extremely detailed records regardless of EMR or 
EHR platforms. 

The Misys EMR which was used prior to Allscripts is still used in one regard.  
SWFNA employees were not impressed with the Allscripts appointment system so 
they retained the Misys version.  There is no single individual responsible for the 
EHR system.  At each of the three offices there is one person assigned to look over 
the system.  These individuals receive very little training and typically get in touch 
with Allscripts support to fix any problems.  In addition to this minimal training 
these individuals are also in charge of medical coding at the office.  Their time is 
divided and mostly spent on the medical coding portion of their job. 

Each employee at the practice has their own computer station.  So that they can 
access the needed information the employees use a remote desktop application.  In 
this way employees can access the EHR when they are on call and at home without 
ever walking into the office or hospital.  The system typically updates every few 
weeks and users are asked to be logged off at that time to avoid any issues.  
Allscripts provides any support the SWFNA employees require.  There is no on site 
EHR specialist.   

The employees of SWFNA like that Allscripts allows them to easily look up pa-
tient history such as allergies.  Another major advantage of Allscripts is that em-
ployees are able place and view flags on certain patients.  These flags are useful for 
those patients who are often no-shows or have a history of abusing pain medication.  
Employees also value the ability to see what other doctors have dictated during their 
visits with a patient.  The sharing of this information makes it much easier when 



 Electronic Health Records: A Case Study of an Implementation 53 

 

conducting a second opinion or reviewing past visits.  Overall the system does exact-
ly what it is meant to. 

SWFNA employees however do not like the system Allscripts uses to identify 
when patients in the waiting room are ready to see a doctor.  Often times patients are 
filling out paperwork and the physician’s assistant is not able to discern if they have 
finished yet to know when to call them back.  Also the system does not display what 
room a patient is in for the appointment.  This can lead to the doctor seeing patients 
out of order and long wait times for some patients.  Another con to this system is that 
it takes so long to chart the patients vitals in the Allscripts system that the employees 
often do not have time to enter them into the system.  These valuable records are 
often lost due to time constraints.   

Another major problem employees had with the system was a malfunction which 
appeared after an update of the system.  Allscripts performed an update which was 
incompatible with the firm’s appointment system.  This incompatible update caused 
roughly half the appointments to not shown in the Misys appointment system.  The 
next Monday patients were coming in without the staff knowing they were going to 
come in.  One of the doctors had even left the office under the false impression he 
had no patient appointments.  Allscripts was contacted and found a solution within 
three days.  For those three days all patient appointments had to be entered and 
tracked manually to ensure accuracy. 

SWFNA employees also complained about the patient message system.  When a 
patient has a question for the doctors the phone number of the patient and the question 
are entered into the Allscripts EHR so that the employees can call this patient back.  
The Allscripts solution does not allow employees to identify if the patient has been 
responded to by another employee.  This leads to confusion and often times repeat 
calls to the patient increasing the work load of the staff.  The last complaint of the 
staff is that the EHR does not differentiate which doctor the patient belongs to.  The 
staff must then sometimes spend time to figure out which doctor the patient is seeing.  
These redundant tasks take away from the efficiency of the practice. 

5 Conclusions 

The SWFNA implementation of Allscripts yields some valuable information about 
small business EHR implementation.  In particular one of the main lessons learned 
was that it is extremely difficult to get employees to actually receive training.  Em-
ployees have long workdays and must even be called in to perform emergency surge-
ries.  The last thing an employee wants to do when he or she gets home is begin EHR 
training.  

It is suggested that another firm undertaking a similar implementation should pay 
their employees to learn the system before the go live date.  Employee resistance 
should be expected as any change will require additional work on their part.  The 
employees will lack motivation to learn new systems if they are not forced to do so.  
One critical factor in the implementation that prevented training to occur was the lack 
of a project champion.  The CFO of the company was the driver for change.  This 
individual knows very little about EMR software implementation.  He simply relied 
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on the information given to him from Allscripts.  He did not realize the problems the 
lack of training would induce. 

Management should also make a point of notifying their employees of the EMR 
change more than a month prior to implementation, as was the case in this example.  
Employees must be well informed and not surprised by any changes to the system.   

The decision to have one Allscripts EHR staff member at each location seemed to 
work very well.  These employees were sorely needed to teach the staff how to use 
the EHR and deal with any glitches the implementation may have ran into. Staying for 
three days appears to be a reasonable amount of time to train employees. 

The strategy of extensively training one employee at each office location seems to 
have worked very well.  SWFNA made it one specific person’s job to learn the EHR 
program extensively.  This person was a transcriptionist meaning they use the pro-
gram very often and never see patients.  This allows them to always be available for 
any questions other employees may have.  This is a very economical solution to not 
having any in house IT staff.  By blending jobs they kill two birds with one stone.  

Overall SWFNA performed admirably in implementing Allscripts EHR.  Other 
than some minor glitches the system works very well.  None of the employees have 
any technical experience with any EMR software yet they were still able to identify a 
suitable EHR solution and implement it on budget and on time.  Such an accom-
plishment is not easy for a small business which does not have a CIO or any IT staff 
of its own. 
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Abstract. Thanks to recent medical record standards and distributed technolo-
gy, the exchange of medical documents has become readily available.  Health-
care institutions are able to share documents with other providers; however,  
patients who require medical transport are still subject to rudimentary exchange 
of information through verbal reports and outdated hand written medical notes.  
An ongoing exchange of medical documents between patient transport units and 
the facilities they serve would help reduce medical errors.  Our approach 
searches for available documents that are relevant to the patients’ current condi-
tions based on medical coding within these documents, clinical document archi-
tecture (CDA) documents, using HL7 message exchange mechanism in SOAP 
envelopes.  These CDA documents are then consolidated into a single transport 
record summary (TRS) document to filter out redundancies and provide desti-
nation medical service provider with the most pertinent information that is rea-
dily accessible to both human and machine. In a time critical environment, 
access to multiple documents from difference sources is not likely feasible.  
For this reason, we proposes a CDA document consolidation tool, the TRS 
Constructor, which creates a TRS by querying and analyzing patient’s multiple 
CDA documents. The new TRS will be registered into the Health Information 
Exchange (HIE) environment for cross-reference across healthcare facilities and 
other providers. 

Keywords: Enterprise architecture, electronic health records (EHR), electronic 
health record, hospital IT management, health information technology, intero-
perability, clinical document architecture (CDA), Health Level Seven (HL7), 
Transport Record Summary (TRS). 

1 Introduction 

Sharing a single medical record among medical facilities is the goal of the US  
Government defined meaningful use directive.  It is not only the adoption of the elec-
tronic health record (EHR), but the ability to use it in multiple specific ways.  Blu-
menthal [1] objectifies the need to exchange key clinical information electronically 
between providers.  Our proposed method addressed this objective in a patient popu-
lation that is transported annually by critical care transport teams.  Johns Hopkins [2] 



 Healthcare Interoperability 57 

estimates 27,500 patients are transported by the Johns Hopkins Lifeline Critical Care 
Transport team.  This accounts for only one hospital in one state. Currently transport 
medicine clinicians do not have access to patients’ electronic health records. Boock-
var [3] hypothesized transitions of care without an EHR would lead to increased ad-
verse drug events.   EHR absences can also lead to unrecognized medical drug aller-
gies, incomplete medical histories and poor access to previous care provided.  Our 
methods provide access to a health information exchange (HIE) to retrieve current 
medical documents on a patient requiring transport, reducing errors and improving 
patient outcomes through more directed cares and accurate medical histories.   

 

 

Fig. 1. Proposed Medical Transport Business Process Model 

We propose new methods to querying medical documents during patient transport 
and consolidating them into a single XML compilation based on relevant information 
for the specific problem.  This query uses the local HIE and the eHealth Exchange, 
formerly the Nationwide Health Information Network [4].  Through these two step 
processes, we form a machine readable XML-based CDA document that provides up-
to-date information of the patient. 

In section 2 we review meaningful use and explain its objectives and how our me-
thods meet some of these objectives and provide benefits to providers.  In section 3, 
we show our analysis methods used to develop our proposal through various enter-
prise architecture scenarios affecting health IT.  Section 4 details our plan for medi-
cal record consolidation and proposes a tool for the construction.  Section 5 and 6 
wrap up our findings along with our plan to implement the proposed tool. 
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2 Meaningful Use 

In the American Recovery and Reinvestment Act the US government details a staged 
approach to standardizing electronic health records.  Only the first two stages have 
been released to date with the second only recently released.  We concentrate on 
stage one for our proposal.  There are 15 specific criteria for Meaningful Use [6] 
stage one.  Among these basic criteria includes computerized medication order entry, 
drug-drug and drug-allergy check lists, generate and transmit electronic prescriptions, 
and maintaining medication, problem and allergy list.  Many larger institutions will 
have some degree of meaningful use already achieved through current systems and 
will then decide if adding additional modules or starting from scratch is their best 
option.  While larger institutions may have the financial status to achieve meaningful 
use, many smaller single physician practices are struggling to adopt an EHR system 
that meets the goals of meaningful use. 

Consolidation of medical records during patient transport meets the following 
meaningful use stage one objectives: 

• Maintenance of medication, problem and allergy lists. 
• Documentation of vital signs 
• A medical summary of the encounter with the transport unit 
• Information exchange to other providers.   

3 Process Development 

We decomposed each aspect of the interoperable health information exchange 
processes into four subgroups: business process, information process, application 
process and technical process.  These scenarios describe the necessary components 
for determining how and what to retrieve patient’s health information during the 
transport. 

3.1 Business Scenario 

Fig 1. shows the proposed business process model.  The darker colored sections indi-
cate where changes have been made to the current process.  The doctor creates a 
medical summary document based on the current visit and stores it in his office on 
their local data store that participates in the state HIE.  A transport request is made by 
the doctor to 911.  The transport clinicians are now able to query the HIE for any 
relevant documents about this patient.  The transport unit creates a transport record 
and stores it in their local data store which also participates in the HIE.  The transport 
unit also updates the destination hospital with estimated time of arrival (ETA).  Upon 
notification the hospital team can query for records that include both the doctor’s 
office visit medical summary and the Transport Record Summary (TRS) [8] which we 
previously developed.  They are then able to begin to treat and determine the appro-
priate care plan for this patient upon arrival, which may include an additional medical 
transport to a higher level of care. 
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3.2 Information Scenario 

Information during the patient visit is compiled into a medical summary XML docu-
ment.  When the document is stored, the type of document and patient identifiers are 
updated in the HIE registry.  Steel’s ontology describes messaging resources using 
on call type and location to dispatch a transport unit using EDXL Sharp [9].  The 
transport unit queries the HIE for information. 

During this process relevant information about the patient is gathered.  The goal is 
to provide pertinent medical history that can assist with the current problem.  A se-
mantic search will produce these results based on current factors and additional medi-
cal coding available in all documents.  It is formatted into a single XML document 
that eliminates redundancies, but highlights areas of concerns based on current patient 
conditions and past medical histories.  The transport unit also interacts with the pa-
tient and updates the local data store with a TRS document.  The receiving hospital is 
electronically notified about the incoming patient.  This notification allows the hos-
pital to access all available documents. 

3.3 Application Scenario 

The doctor’s office can view the Personal Health Record for updated information 
through their EHR system.  This system also allows creation of continuity of care 
documents.  Two applications are in use during the medical transport: Computer 
Aided Dispatch (CAD) and an EHR.  The calls are triaged by dispatch by entering 
details gathered during the phone call as well as the location information which can 
be acquired through the Enhanced 911 (E911), permitting emergency response per-
sonnel to pinpoint the location of a cellular telephone caller anywhere in the United 
States following the events of “9/11” [10].  The CAD determines the closest and 
appropriate level of transport unit. 

 

  

Fig. 2. Transport Application Interface Screenshots  

The transport unit has an EHR system which will access the HIE and produce a 
single document, by consolidating CDA documents, comprising of all relevant infor-
mation based on a semantic search.  An example of such a system is shown in Fig 2.  
This EHR will also update the HIE with a new TRS document based on the care  
provided. 
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Fig. 3. Interoperable Transport Architecture 

3.4 Technical Scenario 

Fig 3. shows the applicable software architecture along with the messages to post and 
retrieve documents.  The client application interface is used to interact with the HIE.   
There are multiple ways Health Level Seven (HL7) messages can be specified. The 
transport interface has the ability to use client or server side connections such as 
HTTP [11] and mirthconnect [12] as an interface engine.  The HTTP can be broken 
down into HTTP headers and bodies.  Packaging can be handled through a SOAP 
envelope.  The doctor’s office can make an HTTP SOAP message request for an 
available documents based on the patient’s history or update made in the PHR [13].   

We propose a module within the transport units EHR that collects the queried CDA 
documents, strips each document of redundancy, based on XML tags, ICD Codes, and 
other recognized standards, and creates a single CDA document with relevant infor-
mation about the transported patient. 

Chiu [14] describes standards used in global e-commerce, with trade agreements 
stored as documents between business entities; this registry and repository concept 
can be applied to healthcare information technology.  The standard is called Cross 
Enterprise Document Sharing (XDS).  The goal is for a healthcare institution or enti-
ty to be able to provide and register an HL7 continuity of care document set [15].  
The clinical documents are organized into three levels: the narrative documents, sec-
tion level content and entries for unique coding and semantics [16].  The documents 
are provided to the repository and then the repository is asked to register them with 
the registry.  This request must contain the metadata describing the documents, at 
least one object per document, a link to the new documents and references to existing 
documents.  If the request does not complete, the repository will send an error. 
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Fig. 4. Network Model 

Fig 4. shows that collection starts at the personal medical environment of patient 
monitoring devices such as an Electrocardiography or EKG.  These can be connected 
via USB or Bluetooth methods and even low powered local area networks such as 
ZigBee Health [17].  Aside from the connection of local monitoring devices, the 
transport unit would use Wide Area Networks technologies such as Cellular GPRS, 
EDGE, 3G/4G and WiFi.  Wired networks such as Ethernet or DSL are more unlike-
ly given the mobile environment of the service.  

Databases can consist of MSSQL servers and messages between these doc-
tor/hospital systems are handled through Message Oriented Middleware (MOM).  
MOM allows applications to talk over different systems and network protocols which 
would be encountered when moving between systems.  Applications would typically 
run on computer equipment designed for a rough environment.  These devices are 
manufactured to withstand the rugged environment of 911 and interfacility transport 
providing waterproof, impact proof and drop proof systems. 

4 CDA Document Consolidation 

A CDA document is an XML-based clinical document standard to be exchanged 
across health care community [15], [18], [19].  The HL7 CDA is a document markup 
standard that specifies the structure and semantics of a clinical document (such as a 
discharge summary, progress note or procedure report) for the purpose of exchange 
[15]. The CDA scheme provides the healthcare interoperability by presenting syntac-
tic standard of clinical documents. Accordingly, the adoption of the CDA document 
results in enhancing the healthcare information sharing and decreasing interface bur-
dens across the related parties.  

Generally, CDA documents are too complex and huge for emergency medical 
workers to check all the scattered medical information from multiple documents while 
transporting a patient in emergency situation. Given the limited amount of time a 
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transport unit has with a patient and the time critical interventions that must be per-
formed, viewing each CDA document is not realistic.  

We propose creating a single CDA document for the patient by consolidating 
available CDA documents through the HIE search of all available documents pre-
sented to the transport unit. Upon receiving the list of available documents on the 
transport unit EHR, the proposed mechanism will search each document for redun-
dancies based on the specific XML tags, remove redundancies, reformat each compo-
nent with unique information found from each document, and present the single CDA 
document as described in Fig 5.  These documents will not be stored within the HIE, 
but the function will be used as a reference tool for any time critical document query.  
This CDA document may be used to create a new TRS document for the transport 
unit.  Template IDs and code systems will not be changed from their original format, 
but the new document will be saved in new data storage called Transport CDA data 
store (DS) as shown in Fig 6.   

4.1 TRS Constructor  

The TRS constructor module is composed of patient query manager, CDA XML pro-
cessor, transport CDA consolidator, and CDA document optimizer. A TRS construc-
tor module is installed within a transport unit and generates a TRS document by 
searching for patient’s CDA documents and analyzing and optimizing the documents 
in order to create a pertinent TRS document. 
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Fig. 5. CDA Document Consolidation 

The TRS constructor module provides a transport unit interface which includes a 
user authentication procedure which identifies a patient by patient identifier and addi-
tional recognizable information such as birth date, address, race, etc. In addition, 
CDA filtering function of patient query manager provides extended search options 
like symptom and keyword-based search and semantic-based extended search. 
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Fig. 6. TRS Constructor with CDA Consolidation 

XML-based CDA documents are decomposed by CDA XML parser. Decomposed 
patient’s health records are analyzed to extract appropriate patient records by CDA 
semantic analyzer within CDA XML processor.  The extracted records are filtered to 
remove redundant information by CDA document optimizer. The suggested optimiza-
tion presents two options for generating both preliminary CDA document based on 
the associated symptom and keyword analysis and extended CDA based on semantic 
analysis. Transport CDA consolidator organizes a new TRS document and provides 
the transport staff with the consolidated document through the transport unit interface. 
The TRS documents are stored in the transport CDA data store.  

The TRS constructor searches for available CDA documents through HIE interface 
which provides HIE connection and is implemented by applying mirthconnect [12], 
an open source HL7 healthcare integration engine. 

4.2  CDA TRS Document 

The following example shows a consolidated TRS CDA document written in XML:  

<ClinicalDocument xmlns='urn:hl7-org:v3'> 
  <typeId extension="POCD_HD000040" 
   root="2.16.840.1.113883.1.3"/> 
<templateId root='1.3.6.1.4.1.19376.1.5.3.1.1.1'/> 
<templateId root='1.3.6.1.4.1.19376.1.5.3.1.1.2'/> 
  <id root=' ' extension=' '/> 
  <code code=' ' displayName=' ' 
   codeSystem='2.16.840.1.113883.6.1' 
   codeSystemName='LOINC'/> 
<title>Medical Summary</title> 
  <effectiveTime value='20081004012005'/> 
<confidentialityCode code='N' displayName='Normal'  
    codeSystem='2.16.840.1.113883.5.25' 
    codeSystemName='Confidentiality' /> 
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5 Conclusions 

In this paper, we have proposed a consolidated single medical record with our TRS 
constructor using an HL7 interface for the exchange of available CDA documents. 
This aids institutions in adhering to meaningful use stage one standard that demands 
maintenance of medication, problem and allergy lists.  Creating a report of conti-
nuous vital signs through a medical summary of the transport unit’s encounter with 
the patient is also included in stage one.   Our document is accessible to other pro-
viders and to the patient through their personal health record.  This XML document 
provides up to date information about the current patient and aids in defining imme-
diate treatment and long term care plans.  The opportunity for this type of document 
may not be realized in the controlled environment of a hospital, but in resource poor 
settings such as medical transports, ease of immediate access to relevant information 
is paramount. 

6 Future Work 

Our future direction will be on using semantic queries with the TRS Constructor to 
build our CDA document.  Our ontology based approach will first utilize existing 
medical protocols to determine differential diagnosis based on a group of symptoms; 
utilize a combination of measurements through a framework approach that is repeata-
ble, reliable, consistent, complete and optimized.  We will then retrieve the available 
data in the HIE and consolidate it using the TRS constructor based on the patient’s 
particular symptoms. 
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Abstract. As development of mobile applications continues to expand, 
accessibility and utility for users who are differently-abled will become 
essential. One aspect that impacts a large portion of the differently-abled 
population is the process of medical transition. Medical transition for patients 
with chronic diseases from pediatric-based care to adult-based care is one that 
has been studied, developed and implemented for a number of years; recently, it 
has become a top priority in healthcare. Due to the complexities of the 
transition process, a well-designed, intuitive mobile application may improve 
the standardization and ease of care for these patients. This paper proposes and 
analyzes the design for a mobile transition navigator application (MTNA) while 
taking into account some of the most common considerations when working 
with differently-abled users. Specifically, three aspects of mobile application 
design are examined: (1) mobile user interfaces are different than traditional 
interfaces; 2. a variety of mobile platforms exist; and, 3. mobile platforms 
generate benefits and concerns such as the wide variety of screen sizes and 
resolutions.  

Keywords: mobile applications, differently-abled technologies, human-
computer interaction, accessibility. 

1 Introduction 

As mobile applications become ubiquitous in our everyday lives, accessibility and 
utility for users who are differently-abled becomes essential [1]. Both Google and 
Apple have spent considerable resources including new accessibility tools into their 
most recent versions of their mobile operating systems in order to help support the 
differently-abled populations [2][3]. One important topic that impacts a large portion 
of the differently-abled population is the process of medical transition. The period of 
transition is when an individual is required to move from one healthcare team to 
another. In the medical field, transitions commonly occur when a young adult 
transitions from pediatric care to adult care, typically between the ages of 18 and 21 
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[4]. If the transition fails or is incomplete, it may cause physical and/or mental health 
issues for adolescents with chronic conditions [5]. Medical transition for patients with 
chronic diseases from pediatric-based care to adult-based care is one that has been 
studied, developed and implemented for a number of years; recently, it has become a 
top priority in healthcare [4]. Due to the complexities of the transition process, a well-
designed, intuitive mobile application should improve the standardization and ease of 
care for these patients. The significance of this applied research is to bring needed 
attention to the evaluation and necessity of a mobile application that assists with 
pediatric-to-adult transition which is considered to be a critical issue in healthcare 
today. 

Helping children and young adults with chronic conditions (e.g., people with 
inborn errors of metabolism, such as phenylketonuria or individuals who have Down 
syndrome) transition from their pediatric care team to an adult care team is a much 
more common occurrence than it was just thirty years ago [6]. For children without 
known chronic medical issues (including physical, emotional, or behavioral issues), 
transition to adult medical care is typically not a task that is noteworthy or 
challenging. Specifically, most typically functioning individuals would be expected to 
identify and meet with a new primary care physician, typically an internal medicine 
specialist, without much thought or planning [6].  

A mobile application is being developed and will be tested on a small pilot study 
group after the application has been implemented. This paper provides a design 
framework for an application to be used on a tablet computer to help with the medical 
transition for young adults with a chronic disease. The work presented in this paper is 
a part of a larger effort to enable a smooth transition for children with chronic 
diseases to adult care through a comprehensive, usable mobile application. 

The remainder of the paper is organized as follows. Section II provides the 
background of the pediatric-to-adult care transition process. Section III discusses the 
Mobile Transition Navigator Application (MTNA) and the related software 
engineering considerations. Section IV introduces additional considerations such as 
mobile user interfaces, the different mobile platforms, and hardware differences. 
Section V examines the pilot study and the expected outcomes. Section VI provides 
some concluding remarks and thoughts. Finally, the resources appear in Section VII. 

2 Transition 

The primary period of transition in medicine occurs when an adolescent transfers 
from pediatric to adult care between the ages of 18 and 21 [4]. A transition that 
provides uninterrupted, high-quality care is an important goal, yet it can be 
inconsistent. According to the American Academy of Pediatrics, “The goal of a 
planned health care transition is to maximize lifelong functioning and well-being for 
all youth, including those who have special health care needs and those who do not” 
[4]. For people with chronic medical conditions, this transition process is both 
complex and critically important [6] [7]. Transition most commonly involves the 
following key topics: 
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1. Transferring care between large health care teams which may include multiple 
physicians, allied health professionals, nurses, and counselors [4]. 

2. Changing insurance coverage and practices. 
3. Learning to discuss the disease, medications, and self-promotion. 
4. Helping to ensure that all aspects of the transition are completed via checklists. 

Orchestrating the transition from a pediatric team to an adult care team requires 
significant planning and execution. In order to help minimize obstacles and maximize 
independence required to successfully implement and monitor this transition, a mobile 
application will be designed for users who may be differently-abled. 

As the number of children with chronic medical conditions who are surviving into 
adulthood increases, it is becoming essential to create and maintain an efficient 
transition process that is patient driven. Adolescents with a wide variety of chronic 
conditions make up almost one-fifth of children (18%) in the United States [8]. 
Transition plans are often complex because they need to integrate patients, caregivers, 
and health care professionals. As the child transitions to adult care, health care 
providers who frequently have a different philosophy and approach to medicine than 
their pediatric counterparts often assume responsibility for the now adult patient [8]. 
These adult medicine health care providers may not be familiar with the nuances of 
the patient’s particular condition as well as current treatment and management 
regimens. This can make the transition challenging for both the patient and the 
medical care team. 

Many chronic conditions require a team of health care providers to meet the unique 
needs of all of the prospective issues that may arise. The loss of a pediatrician and 
pediatric subspecialists can be a traumatic experience for the adolescent because the 
pediatric provider is likely to have had a long-standing relationship with the patient 
and family. In some cases, specialists (or subspecialists) may act as the primary care 
physician due to the complexities of the condition which may complicate the 
coordination of the transition. Also, finding an adult facility that has all of the 
required specialties and subspecialties may be difficult, especially in more remote 
areas [9]. 

A failed transition process can have severe effects on the physical and mental 
health of adolescents with chronic conditions. Many adolescents with a chronic health 
care condition have established a long-term relationship with their pediatrician and 
other health care providers [5]. Research suggests that most pediatricians and internal 
medicine doctors do not feel comfortable providing primary care for young adults 
with chronic illnesses of childhood origin. For example, only 15% of internists stated 
that they would feel comfortable providing primary care for a patient with cystic 
fibrosis compared to 38% of pediatricians. Similarly, 32% of internists thought they 
would feel comfortable providing primary care to an adult with sickle cell disease 
compared to 35% of pediatricians [10]. 

As many parents become comfortable with their child’s health care providers over 
time, it becomes more difficult to try and motivate individuals to transfer care from 
their current pediatric care team for a variety of reasons. First, people are resistant to 
change especially when it involves their children who have chronic medical 
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conditions. Second, the transition process is complex as it involves changing doctors, 
locations of care sites, reeducation, and changes to insurance coverage. Transition is 
sometimes initiated by the change in insurance that occurs when the patient reaches 
the ages of 18-21, which is when many children are no longer eligible to receive 
coverage under a parental policy [9]. This motivation for transition may be changed 
by the Patient Protection and Affordable Care Act that was signed into law on March 
23, 2010; this law increases the dependent age limit to 26 [11]. Lastly, patients may 
not feel pressured to complete transition by the pediatric team and so lack motivation 
to undergo the complex transition process.  

3 Mobile Transition Navigator Application 

The proposed mobile application will be called the Mobile Transition Navigator 
Application (MTNA). It is being designed to help children and young adults facilitate 
the transition process. Children and young adults with chronic conditions may also 
have a wide variety of visual, hearing and motor impairments. Thorough evaluation of 
the accessibility of the MTNA during the design process will improve ease of use for 
the intended users. Similar accessibility considerations that affect web design may 
also affect mobile application design because of the user diversity.  

 

Fig. 1. Schneiderman’s Eight Golden Rules [12] 

As technology within tablet computing advances, a primary challenge is to identify 
novel research within the human-computer interaction subspecialty. Additionally, as 
this young field continues to evolve, additional resources will be identified and 
assessed for interface design and utility. A significant piece of interface design 
research, not specific to tablet computing, has been reported by Shneiderman and 
colleagues at the University of Maryland. The research identified Eight Golden Rules 
of Interface Design (Figure 1) [12] that one must adhere to for a well-designed 
interface. These rules should be considered during the design of the MTNA. 

As discussed in Schneiderman’s Eight Golden Rules, designing a consistent 
display can increase the usability of the application [12]. There are several aspects 
relating to the organization of the display that need to be taken into consideration. As 
the MTNA will be required to gather data from the users based on responses to the 
transition plan, it is important that the display is well organized. Smith and Mosier 
identified several aspects of data display to be taken into consideration. Most 
importantly, data displayed needs to be consistent. That is, each aspect of the interface 
should use the same vocabulary, abbreviations, form design, colors, and navigation 
[13]. 

1.       Strive for consistency

2.       Cater to universal usability

3.       Offer informative feedback

4.       Design dialogs to yield closure

5.       Prevent errors

6.       Permit easy reversal of actions

7.       Support internal locus of control

8.       Reduce short-term memory load
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Designing an appropriate user interface that is usable has additional complications 
as the size of tablet devices vary in size from ~5” to ~10”. Importantly, because the 
user interface will be accessed using a multi-touch interface, the menu system needs 
to take into consideration the size of the user’s forefinger as well as gross and fine 
motor skills. Research by Chen et al. suggests that for users without disability, a 
button size of 0.78” is optimal while users with a disability’s performance continued 
to improve as button size increased [14]. Specifically, the menu system should 
provide an icon or click point to on the interface which is easily accessible by people 
with a variety of finger sizes and mobility. Tablet devices have the ability to be used 
in either a portrait or a landscape orientation. There is a significant difference whether 
the screen is 9.5” x 7.5” or 7.5” x 9.5” regarding the amount of text that is available 
on the screen. By taking advantage of some of the larger screens greater than 10”, 
some of the accessibility considerations may be improved as the screen will be larger. 

The MTNA will use a 2D menu structure using a broad hierarchy. This will allow 
the full height of the screen to be maximized so that scrolling will be reduced. The 
primary, and most commonly used parts of the tool, will be emphasized [15]. 

Data entry will be done by either tapping a virtual keyboard or by using Swype 
technology [16]. Swype technology allows users to drag their fingers across a virtual 
keyboard rather than having to lift their fingers up between characters. As an add-on 
to the virtual keyboard that is common on mobile devices, Swype does not interfere 
with more traditional tapping [16]. 

From an accessibility standpoint, children and young adults with chronic 
conditions may have a wide variety of visual, hearing and motor impairments. 
Because so many prospective users may have accessibility requirements, evaluating 
accessibility considerations during the design improves the available population of 
testers. Some of the same accessibility considerations that affect web design may also 
affect mobile application design because of the user diversity. In this section, some of 
the more common accessibility considerations are discussed for a mobile application. 

The web content accessibility guidelines (WCAG 2.0) describe a variety of 
recommendations for making web content more accessible [17]. While these are 
intended for use on a web site, many of the same accessibility concerns may affect 
mobile application. For applications that use any non-text content (e.g., images, 
graphs, or figures), it is important to provide a means with which to translate that 
content into a form more usable by users. Users with visual impairment may require 
the text or text alternatives to be in large print or Braille. Other users may require text-
to-speech or symbols. Creating a clearly distinguished foreground and background 
can also help make the screen more easily viewed. It is important to choose a color 
scheme that is easily readable for users who may have partial or full color blindness. 
For visually impaired users, providing a mechanism for resizing the text will be 
worthwhile consideration. Some users who have chronic conditions may have an 
increased risk of seizures. Thus, the applications designed for this population should 
not have content that can increase the likelihood of seizures. Specifically, applications 
should not flash more than three times in a one second period [17]. Additionally, a 
small study conducted by the University of Washington suggests that screen readers, 
voice input, large buttons, screen magnification, improved contrast, and optical 
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character recognition may considered for designing an application for differently-
abled [18]. 

The MTNA will aid with transition by helping the patient answer some of the 
critical key questions. Based on recommendations from the American Academy of 
Pediatrics, the application will help guide a patient through four main components of 
transition. First, the application will illustrate key questions to help decide if a patient 
is ready to initiate the transition process. If the patient is not ready to start the 
transition process, the application will provide guidance as to what tasks need to be 
established prior to starting the transition. Second, the application will help a patient 
plan the transition process. It will provide suggestions for goals along with realistic 
timelines. The main goal of this phase is to help educate a patient as to what is 
involved in a successful transition. Third, the application will help initiate patient 
transition. The primary goal of the implementation phase is to educate all involved 
parties as to the situation. In many cases, this will require the patient, caregivers, 
family members and the healthcare team to be educated as to a patient’s condition, the 
expectations of care, and the timeline for completion. The application will provide a 
list of resources, and talking points to help with the implementation phase but will not 
provide any disease-specific resources. Finally, the application will help document 
important aspects of the transition process, such as important insurance information, 
contact information for the healthcare team, and checklists to help ensure that nothing 
is missed [4]. 

4 Additional Considerations 

The widespread availability of mobile devices introduced a number of challenges to 
traditional software engineering, including: 1. mobile user interfaces are different than 
traditional interfaces; 2. a variety of mobile platforms exist; and, 3. mobile platforms 
generate benefits and concerns such as the variety of screen sizes and resolutions [1]. 

There are a wide variety of mobile devices that could be used with many 
differently-abled users. By using a mobile device, it is expected that users will 
increase their efficiency by having increased access to the computing device [19]. 
Further, many mobile devices have a variety of features to help the differently-abled 
interact with a mobile device. Specifically, many mobile devices have the ability to 
use text-to-speech, haptic feedback, alternative input devices (trackballs and D-pads) 
and audio feedback. 

Most table devices today have a multi-touch interface that would be compatible 
with a wide variety of application designs. In order to meet the needs of all of the 
transitional aspects of the MTNA, the devices will have to have at least a 9” multi-
touch screen with WiFi. In order to keep the maintenance and services costs of the 
pilot study at a minimum, as well as maximizing connectivity, the devices will not be 
required to be 3G or 4G cell enabled. Based on current advances in the mobile device 
chip technology, tablet speed is not expected to be a consideration for this application. 

One of the initial considerations for developing for mobile devices is that there are 
two distinct options: native and web [20]. Native applications are programs that use 
the programming language most commonly associated with the operating system 
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(OS) of the device. For these native applications, the device supports embedded 
software development kits (SDK). The most prominent are Android SDK, iOS SDK 
and BlackBerry Java SDK. For the most part, native applications are different for 
each of the operating systems. Specifically, an application developed for the Android 
OS has to be recoded for a device running iOS. Native applications are often installed 
directly onto the mobile application by way of an App Store (i.e., Google Play or 
iTunes). A mobile web application, however, is designed to run from a web browser. 
Web based applications can be installed directly on the device or accessed from a 
remote server. In many cases, these web applications can run across devices and 
operating systems with minimal additional code but without the ability to use some of 
the native rich functionality. 

Recently, software reusability options for mobile application development have 
improved because of technologies such as PhoneGap and Sencha Touch [21]. In the 
early days of iOS, Android, and Blackberry, application development was difficult 
because each application needs to be developed for each platform. PhoneGap, Sencha 
and other similar cross-compilation technologies allow the developer to code an 
application once that is then usable across platforms.  

Sencha Touch uses a Model-View-Controller (MVC) architecture that is a design 
pattern that separates data from an application, the user interface, and the logic of 
business in three components. The origin of the MVC architecture or paradigm goes 
back to 1979 but the concepts introduced then are valid in modern mobile device 
software development. The three primary objects to the MVC each provide a 
specialized task. The visual representation (view) provides feedback to the user is the 
first task. The view would display the images and textual output. The second task 
connects the user input from a mouse, a keyboard, or a touchscreen to the model and 
the view [22]. Of the third task, the model, Burbeck states, “Finally, the model 
manages the behavior and data of the application domain, responds to requests for 
information about its state (usually from the view), and responds to instructions to 
change state (usually from the controller)” [22].  

  

Fig. 2. Screenshots of the MTNA on both Android (left) and iOS (right) 

Figure 2 shows the prototype MTNA on an Android-based phone and an Apple-
based phone as developed using Sencha Touch 2. The application can run on all 
HTML 5 enabled phones, tablets and personal computers. 

Ultimately, Sencha Touch allows developers to create HTML5 based mobile apps 
that work on Android, iOS and Blackberry devices. While the application was not 
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developed specifically for the device specific OS, in some cases it can take advantage 
of native functionality. Since Sencha Touch can be used to create an application that 
is cross-platform compatible while leveraging the MVC architecture, it will be used to 
create the MTNA application. 

5 Pilot Study 

The application will be tested using a small cohort of young adult patients, between 
the ages of 14-25 years old. While the users are new to the MNTA application, they 
are expected to have some familiarity with touch screens as most individuals in this 
demographic have access to or experiences with this technology. Successful 
implementation of the MTNA will be determined by the following criteria: 

• Users will successfully complete their transition in less than 6 months. 
• Users will have no lapses in medical care during the transition process and for the 

six months after the transition has been completed. 
• The MTNA will receive generally positive reviews from both the patients and care 

givers. 

The data collected from the pilot study will be analyzed using a mixed methodology. 
1. survey data will evaluate the ease and success of the transition process when using 
the MTNA; and, 2. semi-structured interviews will collect comments, suggestions, 
and future features for the MTNA and will undergo thematic analysis. This 
combination of data will help drive future direction of the MTNA. 

The survey will generate data assessing overall ease of usability and frequency of 
application use for the participants. Additionally, it will assess perceived helpfulness 
of the application and motivation to use the application based on physical access to a 
tablet computer. Participants will be asked to report the frequency of use of the 
transition timelines and self-assessment check lists as well as degree of helpfulness of 
discussion question prompts. Lastly, participants will be asked to propose additions to 
the application as well as features that should be considered for elimination from the 
application.  

While survey data is collected, participants will be asked to participate in semi 
structured interviews.  For those that agree, interviews will be used to explore and 
expand themes identified in the survey as well as allow for participants to further 
qualify feedback regarding the application so as not to be limited to only those 
choices provided in survey responses.  The interview structure will also allow for 
participants to propose additional concepts that should be considered in development 
of the application. Lastly, the interviews will provide feedback regarding the benefits 
and limitations of medical transition using a phone or tablet based application.  

In addition to the pilot study, data will be collected during a more traditional 
usability study. The usability study will be used on a variety of adolescents both 
typically functioning and differently abled. Tasks and/or interviews evaluating 
efficiency, accuracy, recall, and emotional response will be conducted prior to the 
pilot study. Additional data such as demographics will be included as part of the 
usability study. 
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6 Conclusion 

The best transition experiences are those where the care is uninterrupted and high 
quality. The design, implementation and testing of a mobile application may 
significantly help with the transition process. By leveraging modern cross-
compilation tools, the MTNA application can be implemented on multiple mobile 
operating systems. This will lead to a variety of users, including those who may be 
differently-abled, to have a more fluid transition to their new health care providers. 

Providing high quality healthcare to a person going through the transition from 
pediatric care to adult care can be a complex and time consuming effort. The best 
transition experiences are those where the care is uninterrupted and high quality. 
Currently, there are a variety of checklists and tools available to help people who are 
going through the transition period to complete the process but with varying results. 

Advances in medical knowledge and skills are helping children and young adults 
with chronic conditions live much longer than in previous generations. Due to this, 
the population of people going through the transition process is increasing. By 
designing a mobile application framework that helps with the transition process, the 
efforts required to successfully complete this may be improved. Once the application 
is developed and validated, the application may be distributed to a broader patient 
base throughout the medical system to determine effectiveness to a global patient 
population. 
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Abstract. Hallux valgus is one of the most common foot deformities. Plantar 
pressure technologies are used widely for determination of biomechanical 
changes in foot during walking. There are already published claims relating to 
the pressure distribution of HV condition. However some of these claims are 
disputed and challenged. Although, disputed or otherwise, association of HV to 
sole pressure widely presented as a means of identifying such condition. Or 
knowing that HV exist, establishing what kind of pressure variation is expected 
may lead to better foot wear design for HV patients. Despite of extensive work 
on sole pressure patterns of patients, there has been no reported work found on 
conditions which leads to HV. Considering the fact that 23% of adults develop 
such condition during their life time, understanding HV is badly needed. 

To have better understanding of how plantar pressure patterns can be linked 
to the deformity progression or existence, extracting some patterns out of force 
and pressure measurements can be beneficial in recognising the patients with 
and without deformity during their gait cycle. We examined the dynamic 
changes of the forces that applied to the whole sole of the feet in control group 
and in the patients group when they walked at different speeds. 

It was observed for those with HV condition having higher forces on 2nd and 
3rd metatarsal heads, and less force on the 1st metatarsal head compared to those 
without the condition. Although this finding was previously reported in the lite-
rature what was new was the fact that, speed of walking shown to have a signif-
icant influences on plantar force distribution. This finding in itself is significant 
as no sole pressure distribution given in conjunction with walking speed in the 
past.   

It was observed that there was significant variability of pressure distribution 
of the same individual from one trial to another indicating that getting consis-
tent pressure pattern is an important hurdle to overcome. After many trials indi-
viduals’ walking regulated giving consistent readings. After achieving this, it 
was further discovered that pressure pattern very much depended on walking 
speed. Considering the fact that inconsistency of pressure of unregulated (ca-
sual) walking and variability of due to speed raises doubts of validity of pre-
viously published work on HV which ignored such factors.  Having said that, 
in our studies too, raised loading is observed on Metatarsal 2 and, 3 although it 
was not possible to give statistical significance to these finding. Although the 
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loading on metatarsal 2 and 3 may indicate existence of HV, in authors’ opi-
nion, there is little chance of using pressure pattern as a predictive tool as no 
such pressure increase observed on those appeared to be at the start of HV con-
dition or any individual with normal feet. 

Keywords: Hallux Valgus, Force pressure pattern. 

1 Introduction 

Hallux Valgus (HV) is an angulation of the big toe of more than fifteen degrees [3]. 
23% percent of people develop this disease during their lives. It is postulated that HV 
causes abnormal pressure distribution on the fore- and mid-foot especially at the joint 
next to the HV zone. HV is associated with pain, poor balance, inflammation, reduc-
tion in motion and risk of falling [1, 2]. Furthermore, it is accompanied by collapse of 
the forefoot transverse arch during standing, metatarsal pain and callus formation.[10] 

 

 
Fig. 1. (a) A foot with Hallux Valgus deformity [4]; (b) typical X-ray image of a HV foot be-
fore and after operation [5] 

Severity of HV and intervention are determined by several factors such as age, gait 
deviation, pain location and duration [10]. 

For redistributing the pressure evenly over the sole of the foot in patients with HV, 
Gait analyses are widely used to determine how anatomical variations and disorders 
of the foot affect walking patterns [11]. 

This paper investigates the differences between foot plantar pressure pattern in foot 
with and without HV in order to evaluate the possible effects of various gait patterns 
on the progression of HV. 

Recent studies have shown that women are more predisposed to HV than men by a 
ratio of 2 to 1 [6]. There is genetical predisposition to HV, but it could be the case that 
the footwear aggravates the condition. 

Wearing narrow toe box and high-heels shoes have direct effect on reconstruction 
of the bones. Studies on the early humans show that once they started wearing foot 

b a 
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support mechanical factors over their feet changed, and as a consequence foot defor-
mities appeared [7]. 

A direct relationship claimed by many between changes in distribution of pressure 
underneath the foot and changes in the shape of the first metatarsal bone. 

In the foot with HV the pressure from the first metatarsal head is transferred to the 
2nd and 3rd metatarsophalangeal joints [8].  

The first quantitative study of plantar pressure in HV has been done and found sig-
nificantly lower peak force under the great and second toes and higher peak force 
under the third to fifth metatarsals. However, other studies found decreased peak 
pressure under the fourth and fifth metatarsals and increased pressure under the first 
to third metatarsals [10].  In hallux valgus feet the medial plantar peak and mean 
pressures are higher under the first, second and third metatarsal heads [12]. 

Plank conducted the study on plantar pressure and patients with Hallux valgus ob-
served to have the highest pressure on the third, second, first, fourth and fifth [9]. 

HV can be treated using surgical methods by cutting the first metatarsal bone and 
relocating the bone to a new position, but designing suitable shoes and shoe support 
can reduce the progression of the HV. 

2 Methodology 

2.1 Subjects 

10 volunteers recruited, six without HV and four who had developed HV. The forces 
to the foot in different anatomical zones at walking race of 0.5 Hz stride frequency 
have been studied. Foot-scan advanced & hi-end system (RSscan International NV, 
Belgium) was used to record pressure distribution over the 10 anatomical zones under 
the feet to evaluate the differences between different speeds and zones, especially in 
the metatarsophalangeal joints.  

HV diagnosis was based on the first metatarsal angel relative to the first proximal 
phalanx for more than 15 degrees. 

There were eight females and two males participated in the study with the mean 
age of 39.25 years old, and mean weight of 68.75 kg. 

Informed consent was obtained from each participant before data collection and the 
experimental procedures were approved by the ethical committee of the Brunel  
University. 

2.2 Data Collection 

The plantar measuring system [RsScan Inc.] was used to measure the plantar force 
distributed over the right foot of each volunteer. The pressure plate was 578 mm*418 
mm*12 mm in dimensions. And the active sensor area was about 488 mm *325 mm. 
The pressure range is between 0 – 200 N/cm2. 

Initial results proved to be inconsistent; the same individual found to produce 
widely varying pressure distributions from one walk to another, in some cases as 
much as 20% on the maximum pressure values. In order to regulate the results to 
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achieve consistency the influence of various parameters were studies.  The most 
important element found to be the speed of walking.  It was observed that at certain 
speed, individuals appeared to be walking steadier giving more repeatable pressure 
distributions. To achieve this start and end points of the walking was defined for vo-
lunteers. They were asked to walk between those points to be familiarising with the 
process of the experiment. They were asked to have 4.6 second speed when they past 
the mat. The tenth of a second accuracy seems to be too precise but soon found to be 
achievable and individuals managed to remain within +/- 0.1 second of 4.6s.  Any-
body failing to achieve this was asked to repeat the walk. Each individual performed 
10 successful trials. Ten valid trials were collected for each subject. A valid trial 
means that individual’s foot is completely within the pressure mat and that individual 
does not change his walking speed or gait in order to step in the mat. In other word 
the walking style should not change as he or she steps on the mat. 

2.3 Data Analysis 

The software, “foot scan”, divides each foot to the 10 anatomical zones; the relative 
force related to each region of the foot was data logged and saved in excel sheets. 
There are options for data logging, either force or pressure.  In this case force option 
is chosen because pressure depends on the size of the region as well as the actual 
force value, whereas force value is the total force carried by each region which seems 
to be more meaningful. The force values recorded are normalised against the body 
weight. For each region the time axis was also normalised. Then Mean, standard dev-
iation and the cross correlation of regions has been calculated.  

3 Results and Discussion 

A typical result is shown in Figure 2. Here 10 trials of normal walking force pattern 
for metatarsal 2 is plotted. It is important to see such large variation despite of great 
care taken in running the experiment. Two of the graphs appear to be smaller than the 
others, 3 of the graphs are in the mid-range and the rest are very much together. It is 
shown that keeping repeatable pattern depended very much on the individuals. It is 
also found that at faster walking speed consistency appeared to increase, as it will be 
discussed later. Furthermore consistency is influenced if individuals taken up walking 
as regular exercises. Those “walkers” presented more regular walking patterns at slow 
or fast walking speeds. 

Starting the experiments, the very first thing was done is to ensure that the results 
were reliable and for that any weight and speed influences were eliminated, the force 
readings were normalised with respect to the weight of individuals. Furthermore time 
axis was normalised. The second thing was done is to ensure that the results were 
repeatable and for that any fluctuations in the mean value and standard deviations 
were studied. The Figures 3 shows normalised mean weight plotted against standard 
deviation for 2nd metatarsal as an example of all the experiments carried out. Repea-
tability and consistency of results were equally good in individuals with or without 
HV condition. It can be seen from the graph that both the mean and the SD fluctuates 
no more than +/-3%. 
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Fig. 2. The sample of the force graph in the 2nd metatarsal 

 
Fig. 3. Mean against standard deviation for 2nd metatarsal 

3.1 Correlation 

Although it was reported by previous researchers that the load during walking shifts 
to 2nd and 3rd metatarsal heads, studying load patterns shows that there is some difficul-
ties with this kind of conclusion. In some cases although the maximum load may shift 
from one metatarsal to another, the actual values of load remain very close and if one 
plots the maximum pressure line, as shown in Figure 4, screen dump from foot-scan 
software, in some cases load almost equally distributed among several metatarsals. 

It is probably much more reliable to study correlation of load distribution among 
metatarsals.  With the correlation, the time element is removed but similarities of 
patterns are compared, thus how similar the loading on each metatarsal is investi-
gated. This approach removes the uncertainty of attributing the maximum load to 
specific metatarsal and identify if they are similarly loaded (although not necessarily 
at the same moment in time). 

A typical (a normal walking individual) correlation results are shown in Table 1(a) 
among all 5 metatarsal. The best correlation is between 1 and 2, 2 and 3 metatarsals. 
Furthermore, all neighbouring metatarsals show good correlation (1 and 2, 2 and 3, 3 
and 4 etc). Table 1(b) shows the same individual walking a faster speed Table 1(a). 
These results give a strong indication that correlation results are unaffected by  
walking speeds.  
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Fig. 4. Force distribution under the foot 

Table 1. (a) Presents the correlations between metatarsals at normal speed. (b) Presents the 
correlation between metatarsals at fast speed. 

 
 

 

3.2 Speed of Walking 

Speed of walking from the correlation appears to have a little influence on the force 
pattern of each region. However it was observed that consistency of pattern was very 
much speed dependent. The correlation appears to be inconsistent with observed fluc-
tuation of pressure patterns not only among individuals but among samples of the 
same individuals. This can be observed in the results below, the first graph(a) shows 
normal walking and graph (b) shows faster walking with improved repeatibility.  
 

 

(b) MET 1 MET2 MET3 MET4 MET5 

MET1 1 

MET2 0.997054 1 

MET3 0.951535 0.968637 1 

MET4 0.710258 0.749726 0.876622 1 

MET5 0.255242 0.305956 0.467135 0.815737 1 
 

(a) MET1 MET2 MET3 MET4 MET5 

MET1 1 

MET2 0.987665 1 

MET3 0.89879 0.948886 1 

MET4 0.628394 0.725185 0.899859 1 

MET5 0.22128 0.353986 0.584925 0.852624 1 
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Fig. 5. Metatarsal 2 nd force distribution pattern (a) in the fast speed (b) in the normal speed 

3.3 Loading on 2nd and 3rd Metatarsals 

It is reported by many that load increases on the 2nd and 3rd metatarsal.  In this report 
this is also investigated.Figure6 (a), shows force loading of a person without HV and 
one with HV condition. It is shown that such increase may be observed, Figure 5, 
although what we observed also support the generally accepted finding, combining 
this finding with the difficulty of measuring reliable force patterns raises serious ques-
tions. It is therefore in the opinion of the authors that results are reliable only when 
studied together with the influence of walking speed.  

 

 

Fig. 6. Metatarsal force distribution in normal speed (a) in the normal foot (b) foot with HV 
condition 

4 Conclusion  

It is shown that there is variability of force distribution under the sole when measured 
on the same individual. Getting consistent patterns proved to be challenging. This 
finding raises questions of reliability of previously reported results. A great deal of 
work has gone into achieving consistent results. Variability of due to walking style 
and variability of possible effect of HV condition is roughly the same order of magni-
tude which put doubt on the pressure mat measurements. 

Furthermore it was discovered that the speed of walking also had a significant  
effect on the force distribution.   
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Although many investigations have been done in previously published works on 
HV, many of them neglected the importance of speed and the style of walking. 

In this study, higher force on 2nd and the 3rd metatarsals for foot with HV condition, 
in comparison with the normal foot is observed. It is difficult to make a conclusive 
remark that this is a firm indication of the condition given that other variations re-
ported in this report. Even if such results were taken to be a conclusive indicators of 
the condition as claimed by many previously, it is worth stressing that our investiga-
tion showed no such pressure increase within the population considered to be vulner-
able to the condition.  
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Abstract. This paper describes a design of training-diary system intended for 
motor learning regarding daily outdoor activities including sports. As for motor 
skill, both monitoring and advising based on the key points which are hard to 
obtain, are significant factors for improving such motor skills. The points com-
prise the timing of advice and content. Therefore, we propose a system which 
automatically generates coaching materials based on real-time monitoring data. 
It aims to become helpful in finding out such points. During training, the server 
provides learners and the coaches with an annotation on timeline messages of a 
mobile-device application by adjustable biomechanical/physiological threshold 
parameters while receiving the data via the mobile device with wireless sensors. 
After training, s/he can reflect the reconstructed annotations as diary for next 
training. Thus, the learners can discuss the key points with the coaches through 
a trial and error process concerning the threshold adjustment. 

Keywords: Bio-feedback, remote coaching, wireless sensor, annotation,  
content management system. 

1 Introduction 

Physical training in our daily life is recognized as one of requisite human activity in 
order to promote our health. Some people tend to try to begin the easy training by 
themselves anytime and everywhere. Those people face dropout problems because of 
less motivation based on lack of training knowledge through communication with 
others who take roles like physical educator [1]. To learn the knowledge and acquire 
the fundamental skill is called as “motor learning” in sense of basic learning in rela-
tion to physical activities. Additionally the skill is called as “motor skill” [2]. When a 
learner is new to a specific task of physical training, s/he needs to acquire appropriate 
strategies as such knowledge. 

On the other hand, in the field of sports athletes require effective methods to im-
prove their performance. Especially it depends on methodologies of monitoring and 
advising by coaches. The advice from monitoring corresponds to feedback based on 
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finding out key points. Motor learning literatures reports that feedback combined with 
practice is one of significant factors for affecting motor learning [2-3]. Therefore, an 
appropriate feedback derives remarkable promotion regarding performance and moti-
vation as a result. Thus, in physical training including sports, educational environment 
which offers such a feedback through coaching, is essential regardless of athlete or 
non-athlete. 

Generally the key points are hard to obtain because of difficulties in the analysis 
and detection. In many cases, the process frequently takes much time compared with 
actual training time. Therefore, such complex procedures are conducted after training. 
However, the key point comprises the appropriate timing of advice in addition to the 
content. The timing often means a certain point which appears bad habit concerning 
posture, movement and so on. Thus, real-time feedback is desirable from the view-
point of practice reflecting the timing. Moreover, after training, reflective learning 
which promotes comprehension in real-time learning should be considered because 
learner generally discuss problems with coaches for next training and makes a note in 
the training diary. 

Meanwhile, current bio-feedback technologies which support by computer-based 
system with sensors can facilitate improvements of the above mentioned requirement. 
Feedback system assists learners by monitoring their training and providing relevant 
specific information during training for the purpose of achieving better performance 
[4-6]. Therefore, in daily training, a feedback system which consistently can support 
aforementioned real-time and reflective learning activities has potential to promote 
motor learning more efficiently. In particular, it contributes daily outdoor activities 
which coaches do not stay on-site because of need from remote coaching. 

Thus, this paper describes a design of training-diary system intended for motor 
learning regarding daily outdoor activities including sports. We propose a server-
based system which automatically generates coaching materials based on real-time 
monitoring data. It aims to become helpful in finding out such points. During training, 
the server provides a learner and the coach with an annotation on timeline messages 
of a mobile-device application by adjustable biomechanical/physiological threshold 
parameters while receiving the data via the mobile device with wireless sensors. After 
training, s/he can reflect the reconstructed annotations as her/his diary for next train-
ing. Thus, the learners can discuss the key points with the coaches through a trial and 
error process concerning the threshold adjustment. 

2 Motor Skill in Dynamic Environment 

2.1 Engineering Approach for Motor Learning 

Researches on motor skill were conducted with a central focus on scientific field. 
That is to say, principal results of this domain to the present were based on analytical-
ly-based efforts. For instance, potential technics of Olympic gold medalists or other 
excellent athletes are ideal topics for such projects. In contrast, a process of under-
standing simple actions on early childhood learning environment is typical target too. 
When desirable or not desirable performance appears as a result of actions, research-
ers analyze features by sensors, video, interviews, and so forth to clarify reasons 
which making a difference in results. Many studies thus far are conducted  
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quantitatively and qualitatively in different cases. However, as for professional skill in 
such a technique like passing the ball of soccer game, some reasons in a certain cases 
would be not effective to recommend a way of improvement for the next training. It is 
because either environmental or physical conditions of trials would be different from 
those in the past. In the same way, as for fundamental skill limited to the specified 
environment without any outside influences like a vertical jump test of kindergarten 
children, some reasons would be inapplicable to more complex conditions such as 
jumping rope. 

Therefore, these describes that the scientific approach has a certain limitation to de-
fine reasons. The main concern of this study is not the scientific approach but the 
engineering for learning with sensor/feedback devices and server-based system. 

2.2 Skills in Daily Outdoor Activities 

Regarding types of skills, Poulton defined skills displayed by performance in a con-
sistent, typically as stationary environment as closed skills [7]. On the contrary, open 
skills is in a moving and dynamic environment. Allard and Starkes claimed the differ-
ence between open skills and closed skills in two respects [8]. The first difference 
point is the environment in which the skill is displayed. Most open skills are trained in 
a dynamic environment. For closed skills, the environment is a stable situation in 
addition to exercise in predictable conditions. 

The second difference between open and closed skills involves the role of a partic-
ular motor pattern. Closed skills assume that motor patterns are the skills; it is critical 
that the learner is able to reproduce consistently/reliably a defined/standard movement 
pattern. In other words, once a learner developed the skill, s/he can do it again in the 
same situation. On the other hand, for open skills, it is effectiveness of a motor pattern 
in producing a particular environmental outcome that constitutes the skill. Concretely 
speaking, a learner tries something in facing different conditions at every trial time. 
Since most daily outdoor activities mainly requires open skills. 

In respect to physical training, it is a type of gross motor skill that interlocks whole 
body with coherent movements. Gross motor ability shares connections with other 
physical functions. In the case of road cycling as an example, repetitive actions itself, 
combined with pedaling is regarded as closed skills. However, from another view-
point discussed previously, the outdoor activity is considered as open skills because 
outdoor cyclist always meets different physical conditions, course conditions, compet-
itor and so forth. 

According to a retrospective discussion, regarding training of open skills, it is ne-
cessary for learners and the coaches to discuss the key points through a trial and error 
process because of updated conditions each time. Additionally, remote-coaching envi-
ronments are required as real-time coaching and reflective learning. Because there are 
many outdoor activities like road cycling in sports. Therefore, from the viewpoint of 
engineer approach, we discuss a methodology of real-time and reflective learning for 
open skills of training in daily outdoor activities which are dynamic environments. 
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coaches. Therefore, this stage helps learners and coaches to deepen their consideration 
of awareness from feedbacks in order to enhancement of upcoming training for both 
learners and coaches. From the viewpoint of effective feedback and reflect, it is sig-
nificant for both learner and coaches to improve communication which they under-
stand the intention behind sensor data and feedback. For instance, coach’s intention is 
equivalent to indication contained in feedback. Moreover, learner’s intention appears 
as change action according to feedback. 

Training-diary CMS gives them a web interface which they can replay streaming 
video linked feedback triggers during the entire training on a time-series plots in addi-
tion to sensor data. By showing such a synchronous video archive with the traces of 
feedbacks and the chart of sensor data concurrently, the system facilitate the reflective 
leaning that learner and coach can remember the situation (e.g., biomechanical condi-
tions) when feedback triggered. For this reason, they can check each other’s intention 
surrounded by several conditions. Thus, this stage contributes to the improvement 
regarding quality and quantity regarding feedback and reflection. 

4 System Configuration 

One of the requisite factors regarding the sensor system is to avoid excessive fatigue 
of learners. Generally the complexity of a setup of sensor and application link includ-
ing transmitting data is comparatively high. Therefore, difficulties regarding the  
sensor equipment and the application need to be managed in order to minimize inter-
ferences for learners during training under realistic conditions like outfield activity.  

Meanwhile the continuous progress in up-to-date technologies such as sensors and 
mobile device contributes to the development of current feedback system. Wireless 
sensors allow a convenient setup and easier usage during the data acquisition on pa-
rallel with training. Therefore, interference which attached to the learner can be re-
duced dramatically. In addition to the progress, recent sensor technologies have the 
advantage of low power consumption, allowing their use during long-term training 
sessions (e.g., Marathon). 

Besides modern mobile devices (e.g., smartphone) provide not only the wireless 
communication tools in relation to the Internet technologies such as a social network-
ing service, but also various wireless sensor protocols (Bluetooth Low Energy, Zig-
bee/IEEE 802.15.4 etc.). It enables a wide range of mobile training-applications. 
Therefore, such devices can be used for mobile data relay which realizes the reception 
of sensor data, storage and transmission to a web server. For example, commercial 
systems and services (e.g., Nike+) are capable of recording training, thereafter allow-
ing other learners to monitor their training data via social networking services. The 
mobile system integrated with such wireless sensor could create the potential for the 
feasible remote coaching environment which prevents excessive fatigue. 

Furthermore, live video streaming service (e.g., Ustream) which can now improve 
the utilization of broadcast because of a simple method and convenient equipment 
with only a few devices. Moreover, in the case of broadcast regarding training scene, 
it means that at least one of coaches can monitor learner’s training data at individual 
remote places. Monitoring sensor data synchronized with streaming video of training 
can enhance coaches’ analysis towards feedback.  
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Thus, our objective is to develop training-diary CMS system linking up with a mo-
bile devices (smartphone, tablet PC etc.) which are capable of integrating the afore-
mentioned wireless sensor and live streaming technologies. We tackle to a remote 
coaching which makes use of a high compatible sensor platform named “ANT+” 
connectivity solution. The system functionality comprises two services. As a syn-
chronous/real time service, the server provides coaches with analysis and feedback by 
remote access. They take advantage of data of ANT+ sensors and live video stream-
ing. In this way, coaches are able to analyze the parameters which reflect learners’ 
performance and return the feedback in almost real time. Also for an asynchron-
ous/subsequent service, after training learners and coaches can replay streaming video 
linked feedback triggers during the entire training on the web interface. 

5 Conclusion 

This paper describes a design of server-based system of training diary which provides 
real-time coaching in training and reflective learning after it. On the stage of training, 
sensor monitoring and feedback is constructed from data transmission between a mo-
bile device and the server via wireless network and the Internet. Coaches can monitor 
learner’s situation by browsing consecutively-updated sensor chart and live video 
streaming. Feedbacks during training are invoked by judgment of coach. On the stage 
after training, coaches and learners can reflect their coaching/training through the web 
interface. 

In this framework, learners are equipped with wireless sensors using ANT+ proto-
col during training. Our main focus in this paper is set on cycling, running and fitness. 
Therefore, we chose HRM, speed/distance monitors and cadence sensors as such ex-
amples of wireless sensor device. Of course, there are several kinds of sensor function 
and extension including analog input in this sensor series. Therefore, it is sufficient to 
cover many activities. Thus, our system has the potential to be capable of supporting a 
wide range of skill acquisition and so on. 

Our future work concentrates on the implementation and experimentation. For im-
plementation, we have a plan to develop the system, in particular software on mobile 
device, in several major platforms of mobile devices in order to meet practical de-
mands. Moreover, for experimentation regarding improvement skill, we will obtain 
knowledge for knowledge-based and expert systems for the automatic generation of 
feedback [5]. Therefore, we aim to investigate the identification of movement patterns 
from the viewpoint of coaching by experts [9].  
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Abstract. The study evaluated the usability of a voluntary patient safety report-
ing system using two established methods of cognitive task analysis and retros-
pective think-aloud protocols. Two usability experts and ten end users were 
employed in two separated experiments, and predicted and observed task execu-
tion times were obtained for comparison purpose. According to the results, 
mental operations contributed to the major effort in reporting. The significant 
time differences were identified that pointed out the difficulty in human cogni-
tion as users interacted with the system. At last, the data collected by retrospec-
tive think-aloud technique, e.g. the response consistency on structured questions 
and the user’s attitudes, revealed the frequent usability problems impeding 
completion of a quality report.   

Keywords: patient safety, voluntary reporting, cognitive task analysis, retros-
pective think-aloud. 

1 Introduction 

The Institute of Medicine called for nationwide reporting systems to collect medical 
incidents for patient safety improvement in 1999, the year when “To Err is Human” 
report was released [1]. It is believed that the reporting systems would be a data 
source to learn from the lessons, if safety events were collected in a properly struc-
tured format for the detection of case patterns, discovery of underlying factors, and 
generation of solutions. Since 2008, 26 States had implemented hospital medical error 
and incident reporting systems [2]. However, there are gaps between the status quo 
and the potential of the reporting systems, because of the challenges in user engage-
ment [3] and data quality[4, 5]. As a critical contributing factor, usability has received 
little attention in dealing with the challenges.  

In this study, we employed two usability methods of cognitive task analysis and re-
trospective think-aloud protocols to evaluate a patient safety reporting system. The 
difference between predicted and observed time from two experiments drew attention 
to the sites where the user’s performance was significantly affected. The analysis of 
task responses and think-aloud protocols helped identify usability problems and their 
underlying factors at the sites.  
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2 Methods 

2.1 The Study System 

The development of the tested system was based on the navigational structures of an 
implemented reporting system in a local health organization [6]. It implemented the 
Common Formats (CFs) for collecting case details. Developed by the Agency for 
Healthcare Research and Quality (AHRQ), the CFs aim to diminish the disparity of 
categorizing and describing patient safety events among the existing patient safety 
organizations and reporting systems. For each event category, CFs offer a standar-
dized list of multiple-choice questions (MCQs) to promote case reporting.  

2.2 Cognitive Task Analysis, GOMS and KLM 

Cognitive task analysis (CTA) is a widely used usability evaluation method to de-
scribe the tactics and knowledge that underlay task performance. The method em-
ploys usability experts and GOMS (Goals, Operators, Methods, and Selection rules) 
model to examine the user’s physical and cognitive steps and barriers in the task ex-
ecution. For the measures of execution time and mental-physical ratio, Keystroke 
Level Model (KLM) was used to estimate mental and physical operations in seconds. 
It refers to seven operators with estimated execution time on each. 

• K – Keystroke : 0.28 Sec 
• T (n) - Type a single chuck of n characters in a sequence on a keyboard : n*K Sec 
• P - Point with mouse to a target on the display : 1.1 Sec 
• B - Press or release mouse button : 0.1 Sec 
• BB - Click mouse button : 0.2 Sec 
• H - Home hands to keyboard or mouse : 0.4 Sec 
• M - Mental act of routine thinking or perception : 1.2 Sec 

Differing from the peers under the GOMS family [7], GOMS-KLM considers the 
individual operations in a linear sequence and sum them up for predicted execution 
time as shown in Table 1. In the study, the predicted time  served as a baseline of 
reporter’s performance, to pinpoint the observed data that significantly varied from 
the prediction. 

Table 1. "Entering occurrence time of an event" subtask using GOMS with KLM technique 

Step # 

GOMS KLM 
Step description Distributed cognition 

Physical/Mental operator 
Operators Time 

(s) 

Step 1 Locate the field for date entry Mental M 1.2 
Step 2 Point the mouse to the field Physical P 1.1 
Step 3 Click to put the cursor into the field Physical B 0.1 
Step 4 Verify the date field that obtains the focus Mental M 1.2 
Step 5 Hand keyboard Physical H 0.4 
Step 6 Retrieve the date Mental M 1.2 
Step 7 Interpret the date value into required format Mental M 1.2 
Step 8 Type the formatted date Physical T(10) 2.8 
Step 9 Verify the date and its format are correct Mental M 1.2 
Step 10 Home hand to mouse Physical H 0.4 

   Total 10.8 
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2.3 Retrospective Think-Aloud Protocols  

We applied the retrospective think-aloud (RTA) to measuring user’s performance in 
aspects of execution time, data quality and user’s attitudes. The method asked partici-
pants to verbalize their thoughts after the reporting session activity, instead of during 
the session. The method avoids obtrusive task disturbances that were usually intro-
duced by concurrent think-aloud technique to the performance.  

2.4 Participants  

Two usability experts and ten end users were recruited for the CTA and RTA experi-
ments separately. In RTA, the invitation letter and screening form were emailed to the 
School of Nursing and the School of Medicine at the University of Missouri for quali-
fied participants. The qualified respondents were those who had reported patient falls 
at least once and were interested in online patient safety reporting systems. The first 
ten available candidates became the testing participants. Every study participant was 
required to sign on an informed consent form, according to the approval of the Institu-
tional Review Board in the university. 

2.5 Task Scenarios and Testing Steps 

The task was to report three patient fall events in the system. Three fall cases in a 
written format were selected from a library of 346 fall reports. The cases were re-
viewed by domain experts to ensure quality and readability. Fall event cases were 
chosen for the test because the fall reporting form in the CFs is simple and structurally 
representative, and falls are typical in hospitals at all levels. An example of a fall 
event scenario selected from the library is shown in the following excerpt: 

… the patient indicated need to be toileted. He stood with a walker and 
walked to the bathroom. He noted less steady than yesterday, dragging 
right leg. He turned while in the bathroom toward the sink …    

Table 2. Time performance and material accessibility by subtask 

Subtask Task name Time (s) Access to written materials 

#1 Answer initial questions 18.3 Yes 
#2 Rate a harm score 28.1 No 
#3 Enter patient related info 100.8 Yes 

#4 Answer structured MCQs 102.2 No 
#5 Document further comments 34.5 No 

 Total 283.9  

 
In both experiments to fulfill a reporting task, the participants needed to complete 

five subtasks sequentially as shown in Table 2. In practice, the reporters at the work 
site documented case-specific information upon memory. Thus, in a simulated setting 
as it was in the RTA test, the participants were not allowed to review the written ma-
terials for completing case-specific subtasks #2, #4 and #5, once did the reporting 
start. 
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In CTA, GOMS was performed on the set of five tasks to identify common task 
steps. Two evaluators (LH and RG) independently conducted GOMS on each of the 
five tasks. Inter-rater reliability was calculated to determine the extent to which two 
evaluators agree with each other on dividing task steps and assigning physical/mental 
operators.  

In RTA, the ten participants were assigned separate time sessions for the test. They 
were trained by a video demonstrating how to manipulate the system for completing a 
report. Each session was audio and video recorded using Camtasia Studio® 7. Ten 
participant’s task performance and verbalization were collected for data analysis.  

2.6 Processing of the Data 

For the purpose of comparison, we focused on time performance in the two experi-
ments. Predicted and observed execution times were collected from the two  
experiments and then contrasted by tasks and subtasks. The time performance in CTA 
consists of two parts. The sum of six physical operators’ time on the task represents 
user’s physical execution time, and the amount of mental operators involved deter-
mines user’s mental execution time. These predicted time values were served as a 
benchmark to contrast with counterparts observed through RTA, in which the ob-
served execution time was split into two parts based on the collection of physical 
operators and execution times by the session review. The difference between the pre-
dicted and observed time served as an indicator of the system usability problems that 
users encountered in RTA. 

Since the usability problems might have negative effects on the quality of reports 
and user’s attitudes, related data were collected for the evaluation. The response con-
sistency on structured questions was calculated by generalized Kappa[8], to account 
for the kind of easiness that users were able to reach a consensus. A low consistency 
inferred the existence of usability issues on the question. In addition, the participants’ 
think-aloud verbalizations were transcribed and coded by a scheme developed by 
Zhang et al[9]. The coding scheme comprised 14 usability heuristics assisted in classi-
fying usability problems that influenced participant’s performance in the test. Any 
disagreement in classification was resolved in discussions among research team 
members until a full agreement was reached. 

3 Results 

In CTA, the mean counts of task steps was 225 that consisted of 93 physical and 132 
mental operations. In total, a report took 266.6 seconds averagely for a report and 
108.2 seconds and 158.4 seconds respectively. The ratio of mental/physical operators 
was 58.67% as shown in Table 3.  

In RTA, the mean of reporting completion times is 277.9 seconds. 102 physical 
operators were involved for each report and accounted for 96.5 seconds. The differ-
ence between total and physical times of 181.4 Sec is construed as the mean of actual 
mental times on a report. All above results are listed in Table 4.    
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Table 3. Time performance and material accessibility by subtask 

Task # Task name 
Total  
steps 

Operators % Mental Est. time (s) Time in total 
(s) 

Kappa 
Mental Physical  Mental Physical

1 Answer initial questions 22 11 11 50.00% 13.2 6.9 20.1 0.937 
2 Rate a harm score 14 10 4 71.43% 12.0 2.4 14.4 0.606 
3 Enter patient information 103 56 47 54.37% 67.2 32.4 99.6 0.888 
4 Answer structured MCQs 72 49 23 68.06% 58.8 34.2 93.0 0.802 

5 
Document further com-
ments 

14 6 8 42.86% 7.2 32.3 39.5 0.651 

 Total 225 132 93 58.67% 158.4 108.2 266.6  

Table 4. User Testing with KLM and think-aloud technique 

Task # Task name 
Total 

 Time(s)
Observed Physical  Mental time (s) 

Diff. 
Operators Time(s) Obs. Pred. in Table 3

1 Answer initial questions 18.3 11 11 11.4 13.2 -13.64%
2 Rate a harm score 22.1 10 4 19.7 12 64.17%
3 Enter patient information 100.8 56 47 65.5 67.2 -2.53%
4 Answer structured MCQs 102.2 49 23 76.9 58.8 30.85%

5 
Document further com-
ments 

34.5 6 8
7.9 7.2 9.72%

 Total 277.9 132 93 181.4 158.4 14.52%
 

Considering CTA results as a benchmark, the majority of observed execution times 
from RTA were within the error limit of +-21% suggested by GOMS-KLM[10]. Task 
#2 and #4 were exceptional as shown in Table 4. We thus looked into them at the 
single question level as subtasks as shown in Table 5. Half of the subtasks (6 out of 
12) were beyond the limit that took either much less or more time than the prediction. 
The agreement of the choice selection on each of the subtasks was calculated and 
attached except for subtask #4.9 that allows checking multiple choices for the answer.  

Table 5. Comparison of estimated and actual mental time on subtasks of task #2 and #4 (multi-
choice questions), with agreement rate of 10 subjects’ choice selection 

Subtask # 
Subtask name # of 

choices 
Mental time (s) Generalized 

Kappa 
 Obs. Pred. Diff. 

       
2.1 Rate a harm score 6 19.7 12 64.17% 0.385 
4.1 Q(1) Assisted fall or not 3 3.57 3.6 -0.93% 0.748 
4.2 Q(2) Observed fall or not 3 1.97 3.6 -45.37% 0.867 
4.3 Q(3) Observed by who 2 2.68 3.6 -25.51% 0.719 
4.4 Q(4) Patient Injured or not 3 3.23 3.6 -10.19% 0.933 
4.5 Q(5)* Type of injury 5 9.00 4.8 87.58% 1.000 
4.6 Q(6)* Prior doing ahead of falling 11 12.45 4.8 159.31% 0.304 
4.7 Q(7) Fall risk assessed or not 3 7.41 3.6 105.74% 0.363 
4.8 Q(8) Patient at risk or not 3 3.95 3.6 9.72% 0.833 
4.9 Q(9)*~ preventive protocols 16 24.76 20.4 21.37% N/A 

4.10 Q(10) Med increased risk or not 3 4.06 3.6 12.78% 0.630 
4.11 Q(11) Med contributed to fall or not 3 3.87 3.6 7.41% 0.696 

   76.9 58.8 30.85%  
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In the think-aloud protocols, fifty-seven comments were coded into nine categories 
of usability problems reflecting user attitudes. Some comments that referred to mul-
tiple categories were categorized into the best fit. The most frequently identified prob-
lem was the language problem – 15 comments (26.3%) and every subject had at least 
one comment on CFs questions. The common issues were match (22.8%), memory 
(15.8%), visibility (12.3%) and feedback (8.8%).  Most of the coded problems in the 
top five categories were commenting on cognitive difficulties that subjects encoun-
tered in the task completion process.  

4 Discussion 

In two experiments using different usability techniques, three types of data were col-
lected with respect to the reporting time, consistency and user’s attitudes. Supposing 
the time variables from CTA as a benchmark, the comparison identified several sig-
nificant differences between the prediction and observation. The data regarding the 
response consistency and user’s attitudes from RTA accounted for the underlying 
factors that might lead to the differences. 

Overall, the predicted and observed execution times for a report completion were 
very close. All time differences regarding physical and mental operations were under 
the error limit regulated in KLM for time prediction. It indicated that the unknown 
disturbances, if the RTA had, did not influence the execution times in the observation 
significantly in comparison of the predicted values.  

To complete a report, 93 physical operators were predicted comparing 102 opera-
tors in the observation.  Not in an ideal circumstance as the testers in CTA that had 
no hassles on unpredictable redo and typo, the ten participants in RTA might need 
extra keystrokes or mouse clicks in the real context.   

On the other hand, the differences of mental execution times between the two ex-
periments exceeded the error limit on task #2, #4 and some corresponding subtasks as 
shown in Table 5. For example, the percent variations were 159.31% and 105.74% on 
the subtask #4.6 and #4.7. Meanwhile, the low responding consistency (considering 
0.600 as a dividing threshold [11]) might occur accordingly. It indicated in a few of 
subtasks reporting case details, extra mental operators and user errors were introduced 
for unpredicted problems in human cognition. According to the coded comments, 
usability problems of language, information mismatch, visibility and feedback domi-
nated the cognitive issues that burdened the participants and lowered the participant’s 
performance.  

5 Limitation 

The findings were based on a specific domain and obtrusive study techniques that 
might limit the generalizability of identified problems and user’s performance in a 
natural context. To make a comparison of mental execution times between two expe-
riments, we subtracted estimated time of physical operators from the total to obtain 
the mental time values based on an arguable assumption. It assumed the estimated 
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execution times of physical operators by GOMS-KLM were accurate and physical 
and mental operations in RTA could be treated in a linear sequence of execution.     

6 Conclusion 

The study showed that mental operation accounted for the majority of effort in a re-
port using the system. The mental effort could be affected by usability problems as a 
reporter interacted with the system interface that slowed the process and undermined 
the quality of reporting. Cognitive task analysis and think-aloud user testing was help-
ful to identify these problems and pave the way towards the system usability  
enhancement.  
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Abstract. Studies show that healthcare and other government systems suffer 
from poor usability. In this research, we aim to understand the reasons and 
propose solutions to this problem. We conclude so far that (1) the critical phase 
where to address usability in government system development contracting is 
request for proposals (RFP), (2) the appropriate place for usability in a RFP is 
requirements rather than selection criteria and (3) usability requirements should 
based on user performance, rather than on design principles, usability 
guidelines, process requirements, or such. We find that defining user 
performance based usability requirements is a challenging task and a most 
relevant subject for further research. 

Keywords: Usability; government systems; RFP, request for proposals; 
usability requirements; performance requirements; process requirements; design 
requirements; usability measures.  

1 Introduction 

Government organizations widely suffer from poor usability. Studies show that 
doctors find the healthcare systems difficult to use [14]. A widely used travel 
management system is another example of what kind of consequences the usability 
problems lead to. Users report that making a single travel expense report may take 
three hours, and requires contacting user support every time. 

Why do these kinds of usability problems exist? Obviously, this should not a 
matter of the application area: commonly used office software (word processing, 
spreadsheets, etc.) represents at least reasonable good usability. It should be quite 
feasible to develop usable travel management systems - the web is full of easy-to-use 
travel services.  

We find that it is reasonable to examine the specific context of how government 
systems are developed. European Union legislation requires that the development of 
government systems has to be open for free and fair competition. Any interested 
contractor should be in a position to submit a proposal. Therefore, government 
authorities must issue a public request for proposal (RFP) for the development of a 
new system.  

A RFP is includes two main elements: (1) the requirements for the system to be 
developed, and (2) selection criteria. The system contractor has to meet – or promise 
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to meet – the requirements; otherwise it will be excluded from the competition. From 
those contractors that (promise to) meet the requirements, the one is selected as the 
contractor who gets the highest points based on the selection criteria. 

One selection criterion is always price; in addition there may be quality criteria. 
The selection criteria are defined so that maximum total is 100 points. The weight for 
price could be, for example, 60 points, and the weight of quality factors could be 40 
points. It is the choice of the purchaser to define what are the selection criteria and 
their the weights. The selected contractor is then committed deliver what is stated in 
the requirements in the RFP.  

Related Research. Usability in government system acquisition has not been a big 
topic in literature. A late contribution is a recent book on usability of government 
systems [2], including one chapter on usability in contracts  [7], co-authored by one of 
the authors of this paper. He also has done earlier research where RFP’s issue by 
Finnish public authorities were examined [10]; and a RFP case study is presented [8]. 

Lauesen [9] addressed earlier the issue. He proposes usability requirements in 
performance style and process style) metrics and target values. He, however, does not 
report practical experience.  

Some authors have studied software contracting [1], [11], [4] but their focus has 
been usability after the system developer is selected.  

The aim of our research is to understand how this kind of competitive system 
acquisition setting explains the poor usability of government systems; and what would 
be the solutions for improve the acquisition process. 

2 Description of the Work So Far  

We have achieved the following outcomes so far:  

• We conclude that request for proposals (RFP) is the critical phase where usability 
should be addressed in government system acquisition  

• We conclude that the appropriate place for usability in a RFP is requirements, 
rather than selection criteria. 

• We argue that usability requirements should based on user performance, rather 
than on design principles, usability guidelines, process requirements, or such. 

The Criticality of Request for Proposals (RFP) in Government System 
Development. The system procurement process starts when the government authority 
launches a RPF. The selection of the contractor is a formal process, with two main steps: 

1. Exclude those contractors that to not meet – nor do not promise to meet - the 
requirements defined in the RFP.  

2. Select to contractor that get the highest score based on the selection criteria.  

What does this selection process mean from the contractors perspective? Any ‘wise’ 
contractor would make a proposal that (1) exactly fulfills the requirements with 
minimal costs and (2) gets high points in terms of the selection criteria with lowest 
cost. 
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As a consequence, it is natural that a wise contractor allocates resources for 
usability activities in their proposals only to the extent to which usability is among the 
requirements and selection criteria. If usability is not among the requirements or 
selection criteria, it is not wise to assign resources to usability, because it would make 
the proposal less competitive.  

As a conclusion, request for proposal (RFP) is a most critical phase in government 
system development. The contractors consider usability only to the extent that 
usability is required in the RFP.  

What is the Right Place for Usability in a RFP? Usability may be included in the 
requirements, the selection criteria, or both of them in a RFP.  

What would be the right choice? Our conclusion is that the right place for usability 
is requirements.  

The reasoning is quite simple: only requirements guarantee that usability is truly 
considered in the development. Usability of the system must meet the requirements 
(to the extent that stated in a verifiable way).  

If usability is among selection criteria, good usability naturally contributes to the 
total points of the proposal. But it is always possible that a contractor with low – even 
zero - points in usability will be selected. A contractor that gets low points from 
usability but high points from other criteria may be selected if the total sum of points 
is higher than with competitors.  

How Should One Define Usability in Requirements in RFP’s? We have concluded 
that usability must be in requirements of a RFP. To have impact, usability 
requirements should be such that their satisfaction truly results to a usable system.  

What makes such requirements? The requirements should be verifiable, valid, and 
comprehensive: 

• Verifiable: It is possible objectively determine whether a requirement is satisfied or 
not. Actually, if a ‘requirement’ is not verifiable, it is not a true requirement at all.  

• Valid: The content of the requirement is correct, so that its satisfaction means that 
the system is appropriately usable. 

• Comprehensive: The requirements cover the system substantially enough. 

In an earlier study on government issued RFP’s [10], it was found that usability was 
included in requirements with four main types of approaches:  

• General usability requirements 
• Usability process requirements  
• Usability design requirements  
• User performance requirements 

Which types of requirements are verifiable, valid, and comprehensive? 

General Usability Requirements. An example of a general usability requirement is 
“The system must be easy to use”.  
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These kinds of general ‘requirements’ are, simply, not requirements at all because 
they are not verifiable. These kinds of statements do not have any impact on system 
development. A contractor does not need to pay any attention to this kind of 
‘requirement’.  

Process Requirements. Examples of process requirement are that a contractor “must 
do three cycles of prototype – usability testing”; or “the contractor must present a 
proof, declaring that the system was usability inspected”.  

These kinds of process requirements have a problem: there is a risk that the 
contractor cannot provide a satisfactory design by “three iterative cycles”. The reason 
is simple: if the original design is poor, even a large number of usability tests do not 
guarantee good usability.  

Another problem with process requirements is that processes as such do not ensure 
quality. The CUE studies [12] have shown that the quality of even the very basic 
activity, usability testing, may greatly diverse.  

Design Requirements. Design requirements are about requiring to follow general 
design guidelines, such as 9241-110 [6]; examples:  

• “The format of input and output should be appropriate to the task.” 
• “The steps required by the dialogue should be appropriate to the completion of the 

task.” 

We find these kinds of guidelines most relevant to the system. We conclude, however, 
that these kinds of requirements are problematic. 

First, we could not think any other way of referring a guideline in a measurable 
way, but the number of design solutions that violate the guidelines. And the only 
target value that we could think of was ‘zero’: no violations against the guidelines 
accepted. And this is obviously not realistic. 

Another problem is that most of the guidelines are not verifiable; e.g. the examples 
above.   

User Performance Requirements. Our conclusion is that the only valid way of 
defining usability requirements is through user performance. In other words, one 
should state in the requirements how well users should perform – carry out their tasks 
and achieve the desired accomplishments – with the system to be developed.  

If one can define valid and comprehensive enough performance requirements in a 
verifiable way, they form a solid basis for truly achieving usability.  

3 Future Work 

Our research has indicated the need for developing a pragmatic method for defining 
user performance based usability requirements.  

We find this a challenging task because usability is always context sensitive:  

• The method should guide for determining appropriate measures. Which should one 
measure: effectiveness, efficiency or satisfaction? 

• The method should also guide to defining the target level: how good usability one 
should aim at? 
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• It is essential to define the right user accomplishments; this is also a challenging 
task if one wishes to cover the users’ world comprehensively.  

There are other interesting research questions, too. So far, earlier research has 
examined RFP’s issued in Finland [10]. It would be interesting to do similar studies in 
other countries. Especially, do practices in other European countries differ the ones in 
Finland? 

It also would be interesting to learn where the current – and inappropriate – 
practices of RFP’s stem from?  

Recommendations for Practice. Our two basic pieces of advice for practitioners – 
i.e. to the government authorities, who prepare RFP’s - are:  

1. Include usability in the requirements, rather than in selection criteria 
2. Base usability requirements on user performance; do NOT use general 

requirements, design guidelines nor process requirements  

The challenge is that how define such user performance based requirements in a valid, 
verifiable and comprehensive way. As said, this is a challenging task that we find a 
new research agenda. Therefor, we can give another, a bit provocative advice: Unless 
you know how to define proper user performance based usability requirements – do 
NOT include any usability requirements or criteria in a RFP at all! This way you at 
least avoid self-delusion: thinking that *some* usability requirements would lead to 
usability. (As the history shows, this is simply not true).  

Impact on HCI Community. Usability requirements has not been a major research 
topic recently. The main papers are from 1980’s, such as [3][16][5][13], and[15].  

Our conclusions indicate that usability requirements should be considered in 
practitioners’ work – especially among government authorities – and in the research 
focus again. There is a need for methods for defining valid, verifiable and 
comprehensive usability requirements. It just seems that such requirements are 
critically needed to ensure the usability of government systems.  
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Abstract. We present principles and techniques for design of
Web-enabled data aggregation, storage, and visualization software for
structural health monitoring of civil infrastructure: the process of col-
lecting and analyzing sensor data related to the condition or behavior
of constructed facilities (e.g., bridges, dams, tunnels) to promote safe
and efficient service at a reasonable cost. Due to widely variable user
requirements and the vast range of data types and display methods re-
quired, good human-computer interfaces for engineering applications are
still difficult to design and implement, and continue to be constructed in
more-or-less ad hoc manners. We approach human-computer interaction
in the civil engineering domain through common HCI methods, such as
user interviews, use case design and analysis, representation in UML,
and so on. However, this paper is focused on two special techniques that
are not commonly found in HCI development: (1) a rigorous analysis of
the nature of the data and how it will be used, and (2) a general method
for sending data into functions for display on the user interface. The ad-
dition of two techniques like the above adds new tools to the engineering
HCI toolkit and increases HCI designers’ ability to meet the needs of
engineers who examine large volumes of engineering data.

1 Introduction and Application Domain

Good human-computer interfaces for engineering applications are still difficult
to design and implement, and continue to be constructed in more-or-less ad hoc
manners. The widely varying needs of users of such systems and the vast range
of data types and display methods makes development of a small number of
techniques to cover all such interface design problems difficult. Therefore, it is
important to see examples of such interfaces. This paper illustrates useful design
principles and considerations for design of an engineering software interface.
The application is structural health monitoring (SHM) in the civil engineering
domain: the process of collecting and analyzing data related to the condition
or behavior of constructed facilities (e.g., bridges, dams, tunnels) to promote
safe and efficient service at a reasonable cost. In addition to steps common
to most human-computer interaction (HCI) applications — user interviews, use

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 107–116, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



108 D.E. Kosnik and L.J. Henschen

case design and analysis, Unified Modeling Language (UML) representation, and
so forth — we developed two special techniques that are not commonly found in
HCI development: (1) rigorous analysis of the nature of the data and how it will
be used, and (2) a general method for sending data into functions for display on
the user interface.

Several factors guide development of SHM software and data requirements.
First, data required for SHM can come from a large variety of sources, includ-
ing, among others, sensors in the structure, data entered by hand by engineers
or other stakeholders, and live data streams such as meteorological and hydro-
logical data feeds from government agencies. All these data must be piped to a
single point from which useful SHM information can be distilled and displayed.
Second, various representations and scales of time play a crucial, but difficult,
role in SHM analysis and interpretation. Third, special care is required in SHM of
constructed facilities due to system uniqueness — unlike factory-manufactured
systems such as airplanes, each bridge, tunnel, or building is unique in terms of
design, loading, and field conditions [1]. Consequently, many measurements (in
space and time) may be required to characterize structure behavior and inform
mechanical or stochastic models of structure behavior. A well-planned data man-
agement scheme supports human engineers’ interpretation of structure behavior
to identify (1) normal or baseline behavior and (2) deviations from that behav-
ior. Such deviations can be interpreted as various changes in the system, whether
from changes in loading or the onset of damage, which may be characterized in
a variety of ways [2].

A Web application service, dubbed Ramses-CI (Remote Autonomous Mon-
itoring Software Environment Service for Civil Infrastructure) provides a con-
venient mechanism for displaying SHM data to a variety of stakeholders. As
an application service, it operates independently of the information technology
architecture of the agencies that own the monitored infrastructure. The Ramses-
CI system was developed as part of long-term structural health monitoring de-
ployments at 27 real-world sites in ten states and the District of Columbia, 12
of which are active at this writing.

2 Taxonomy of SHM Data

Classification of data and analysis of how each type is used and how different
types of data relate to each other were crucial first steps in HCI design for
engineering SHM. Specifically, recognizing that civil infrastructure SHM data
may be obtained or derived from a wide variety of sources and may take a number
of conceptual forms, it is useful to define a taxonomy of data for analysis. Types
of data range from time series data (e.g., read a sensor every minute) to burst
data (e.g. when an event occurs, wake up and record at millisecond intervals
until the event is over) to single point entries (e.g., the weight of a truck crossing
over a bridge) to mixtures of these.
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2.1 Time Scales and Granularity

Classification of SHM data is determined in large part by varying time scales
and representations found in civil infrastructure and related engineering do-
mains; such time-related data require careful treatment in storage, visualiza-
tion, and analysis [3]. Unfortunately, fundamental assumptions and concepts
relating to time may be suppressed or simplified away when stored electroni-
cally [4]. The rate at which data will vary depends upon the quantity being
measured and the physical behavior of the structure to be investigated. If one
is interested in quasi-static phenomena, it is sufficient to keep time in familiar
human-readable year-month-day, hour-minute-second format. However, if one is
interested in short-term dynamic phenomena (quantities varying quickly over a
few seconds or minutes) — particularly those which occur randomly without a
priori notification, such as a triggered burst of dynamic time history data as a
truck crosses a bridge — two distinct time scales describing the event must be
considered: (1) the year-month-day, hour-minute-second timestamp at which the
event began, which establishes the time of the event in context of long-term mea-
surements, and (2) the sub-second resolution elapsed time since the beginning
of the event, which establishes the time base for analysis of structural dynamics.

2.2 SHM Data Types

We adapt an information visualization taxonomy from the literature to fit SHM
data. In a type-by-task taxonomy of information visualizations, Shneiderman de-
fined seven key data types: one-dimensional, two-dimensional, three-dimensional,
temporal, multi-dimensional, tree, and network [5]. The tree and network types,
which describe collections of and relationships among items, are outside the scope
of this analysis; however, the other types are readily adapted to the domain of
civil infrastructure monitoring. Following Shneiderman’s classification scheme,
we propose the following basic types for structural health monitoring data, with
the corresponding type from Shneiderman [5] in brackets:

1. continuous time histories — measurements made more or less contin-
uously at regular intervals, e.g., hourly measurements of the response of a
structure to changes in ambient temperature [temporal data]

2. burst time histories — measurements made at high frequency for a short
period of time, e.g., recorded at 100 Hz for five seconds when a trigger condi-
tion is met [temporal data], as is the case for structure response recording as
a heavy truck crosses a bridge. Many burst time histories may be recorded
over the course of a project.

3. discrete and continuous external events — measurements with various
degrees of time granularity [temporal data]. For example, a truck crossing
a bridge is a discrete event with granularity on the order of seconds, while
changes in river stage are continuous external events with granularity of
hours or days. Examples of continuously-varying, discrete, and mixed con-
tinuous/discrete events are shown on the external event spectrum in Fig. 1.
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Fig. 1. Spectrum of external events

4. measurements distributed in one dimension — for example, lateral
movements along a borehole [1-D data]

5. measurements distributed in two or three dimensions— for example,
readings from a field of instruments around a construction site [2-D data]

6. heterogeneous data—data containing comparisons between two arbitrary
measurements [multi-dimensional data]. Other heterogeneous data include
still photographs or video clips associated with trucks crossing a bridge or
other events. These data are not “plotted” per se, but are included in SHM
reports in other ways.

3 Principles and Techniques for SHM Data Aggregation

The Ramses-CI data management system is designed to aggregate SHM and re-
lated data from various sources, store it in a central database, and process queries
against the database to support engineering analysis. This is accomplished by

1. converting data from the various formats associated with different data
loggers, sensor networks, and external data streams into standardized ab-
stracted formats

2. storing the abstracted data in a relational database, where the database
tables fit stereotypes designed for each of the SHM data types described in
Sect. 2.2 above

3. serving user requests by executing queries against the database and reporting
the data in a graphical Web report

Data are sent to the central point in many forms and formats. However, each dis-
play function requires data in a particular format. We propose a general method-
ology based on four steps that allows easy specification of how raw data can be
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reformatted and reformulated into a database from which each display function
can extract what it needs:

1. Convert datalogger output to a plain text intermediate format, if
it is in a binary format, using a preprocessor module developed for each
data stream. While the numerical data will eventually be stored as integers,
floating-point numbers, or packed decimal numbers in database tables, it
is convenient to use plain text files as a common intermediate format to
encourage modularity and reuse of existing tools; furthermore, plain text is
readable by humans and machines alike, promoting easier development and
debugging.

2. Establish a common time base and, for each data mode, an appropriate
time concept, as noted in Sect. 2.1. For quasi-static measurements, a cal-
endar date and time with minute or second accuracy is sufficient. However,
for burst data, the datalogger clock may not have sufficient resolution to
uniquely identify each measurement within the burst (particularly in cases
where dataloggers store elapsed time as a floating point number which loses
precision as the magnitude of the number increases). In such cases, the two-
part timestamp system introduced in Sect. 2.1 is employed.

3. Write preprocessed output to temporary text files. The text prepro-
cessor creates a delimited text output file for each data mode extracted from
the input file generated by the polling computer.

4. Import the preprocessed data into a database table for final process-
ing and storage. Factors to convert from datalogger voltages to engineering
units are applied if necessary. The final storage table includes the entire
history for a particular data type over the course of the project.

Four agents take part in this preprocessing and import procedure:

Polling Computer. The polling computer obtains raw data from the field
sites, and, if necessary, converts the raw data to plain text for subsequent
processing. Typically, the polling computer is a dedicated machine (or vir-
tual machine), such that the Web server is insulated from problems that
might arise during the polling and text conversion process, such as crashes
of datalogger interface software.

Conversion Script. The conversion script invokes a text preprocessor to create
importable temporary text files for each data mode and initiates import of
the temporary files to appropriate database tables. The conversion script
is also responsible for notifying an administrator by e-mail if part of the
conversion process fails.

Text Preprocessor. The text preprocessor reads files from the polling com-
puter and establishes the time base for each data mode. The text preproces-
sor may be a component of the conversion script or a stand-alone program
invoked by the conversion script. The text processor outputs a delimited
text file for each data mode which can then be imported into the appropri-
ate database tables.

Database Engine. An off-the-shelf SQL database provides data storage and
search capability.
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4 Software Model

To promote modular design and extensibility, the implementation follows Model-
View-Controller principles [6], separating the code that stores and updates object
data (the Model) from the code that displays results to the user (the View) and
the logic that makes calculations and executes queries against the data (the
Controller).

4.1 Site/System Descriptor Classes

The proposed model includes classes to describe metadata for the monitored
facility, the SHM system, and the quantities being measured: Site, DataSource,
and Channel, respectively. A UML class diagram showing the properties of and
relationships between Site, DataSource, and Channel is presented in Fig. 2.

Site
name:string
prettyName:string
location:string
notes:string

DataSource
name:string
prettyName:string
clockSource:string
timeZone:int
DST:bool
NTP:string

Channel
name:string
prettyName:string
dbTable:string
dbTimeCol:string
dbColumn:string
units:string

1 * 1 *

Fig. 2. UML class diagram illustrating properties of and relationships between the
Site, DataSource, and Channel objects

Site: A top-level Site object represents a monitoring field site, e.g. a bridge
or tunnel under continuous SHM. The Site object encapsulates metadata for
the monitored facility, such as its name, identification number, location, and
notes; more importantly, Site is a container for data sources associated with
the monitoring program, such as autonomous data acquisition systems, external
data streams, or manual readings; these are represented by the DataSource

object.

DataSource: Sources of monitoring data — autonomous data acquisition sys-
tems or manual readings on the monitored facility, nearby weigh stations, or
government weather or stream flow data, to name a few — are encapsulated
by the DataSource object. As indicated in Fig. 2, each DataSource belongs
to exactly one Site and contains zero or more Channel objects, each of which
represents a given sensor or instrument.

Channel: The Channel object encapsulates an individual sensor or observation.

4.2 View Classes

The user’s interface to the data is represented by instances of the Report class,
which serves as a container for individual report elements — instances of the
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Site
name:string
prettyName:string
location:string
notes:string

Report
name:string
filters:string

ReportElement
name:string
type:string
filters:string

1 * 1 *

Fig. 3. UML class diagram illustrating properties of and relationships between the
Site, Report, and ReportElement objects

ReportElement class — which may be graphs, tables, text fields, or other items.
Associated with each ReportElement subclass and each display platform is a
function which displays the data in the selected format on the selected platform.
A UML class diagram showing the properties of and relationships between Site,
Report, and ReportElement is presented in Fig. 3.

Report. The Report class encapsulates a generic view of some set of data from
the Site with which it is associated. Each Report is associated with exactly
one Site, though in the future it may be useful to share Report templates
among Sites with similar properties. Report is a container for zero or more
ReportElements, which actually provide a graph, table, or other means of dis-
playing data.

ReportElement. The abstract ReportElement class represents any component
that may be included in a Report, such as graphs, tables, listings, or external
documents. The properties of ReportElement include the element name and
element type (i.e., the name of the concrete subclass of a given ReportElement

instance).
Any concrete subclass of ReportElementmay be included in a Report. Thus,

configuring the Ramses-CI software to display certain data in a particular man-
ner is a matter of creating instances of the appropriate ReportElement sub-
class. New report elements may be created with a small amount of coding.
Some of the currently available report elements include TimeSeriesGraph, to
plot one or more Channels against time with day, hour, or minute granularity
(SHM Data Type 1); BurstGraph to plot short bursts of data from Channels
against time with second or millisecond granularity (SHM Data Type 2); and
SimpleEventListing to provide a tabular listing of the start times of dynamic
events, wherein each start time is shown as a link to a particular Report showing
the event.

4.3 UML Model Summary

The complete UML model for data organization and display is summarized in
Fig. 4. As shown in the figure, a given Site may have zero or more DataSources
and Reports associated with it. Each DataSource has zero or more Channels.
Each Report acts as a container for zero or more ReportElements, which may
be instances of Graph or Listing, or other elements that might be created in
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Site DataSource Channel
1 * 1 *

Report

ReportElement

Individual ReportElements may be
associated with multiple Reports

Listing Graph new ReportElement
subclasses may be added

SimpleEventListing
new subclasses
of Listing
may be added

BurstGraph TimeSeriesGraph ZTPScatterPlot

Distributed1DGraph Distributed2DGraph new Graph subclasses
may be added

1

*

*

*

Fig. 4. UML class diagram summarizing relationships and multiplicities among
Ramses-CI data display abstractions

the future. A given ReportElement may appear in multiple Reports. A given
concrete subclass of Graph will typically draw data from one or more of the
established Channels; a single Graph instance may include data from Channels
associated with different DataSources. This removes an artificial barrier between
analysis of data from different sources.

5 Use Cases

The proposed model and implementation are designed to promote easy transi-
tions from identification of use cases to new data views. Administrators and users
may develop and customize Reports to support each use case. No programming
skills are needed, as instances of Report are created through an administration
Web interface. Three use case stereotypes were identified from user interviews:

On-line monitoring: an engineer interprets SHM data as part of a daily de-
cision to keep a structure or facility open. If the data remain within normal
limits, the engineer’s confidence to keep the facility in service is increased.
If data exceed normal limits, the engineer may close the facility or order
additional investigation.

Periodic reporting for asset management: an engineer interprets the SHM
data at regular (e.g., monthly, quarterly) intervals to identify trends and
investigate outliers that may be relevant to ongoing management of the
monitored infrastructure facility, including scheduling of maintenance and
rehabilitation interventions.

Post-hoc reporting: a researcher investigating a specific phenomenon or be-
havior identifies trends and outliers to draw conclusions directly or import
data into analytical or numerical models.
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6 Lessons Learned

Different Users Interact Differently. Individual users of the data manage-
ment system — e.g., engineers, technicians, researchers, government officials —
interact with the data management system and computing resources in general in
varied and sometimes unanticipated ways. Thus it is important for the system to
be extensible and adaptable to meet various user expectations with a minimum of
additional effort. One way of examining user expectations, and therefore software
requirements, is through identification of user attitudes and habits. While it may
be reasonably assumed that nearly all engineers possess at least a modest level of
experience with computing in general and Web sites in particular, the speed and
enthusiasm with which users adopt new technology is based upon users’ knowl-
edge, experience, and attitudes, and varies considerably. Three user types identi-
fied in HCI literature [7] are particularly descriptive. Anxious users are afraid of
somehow “breaking” the system, while Enthusiast users enjoy experimentation
with new technology for its own sake; Efficient users want to use new technology
only insofar as it adds immediate value to their work. If it is to be useful at an orga-
nizational level, an SHM data management system must be sufficiently (1) robust
to assuage the Anxious user’s fear of breaking something, (2) flexible to enable
the Enthusiast user to customize the system for specialized investigations, and (3)
streamlined to allow the Efficient user to accomplish a well-defined task quickly
without experimentation.While these requirementsmay seemmutually exclusive,
a balance may be struck by classifying users such that each is granted permissions
according to personal needs and skill level. For example,Basic users may only view
Reports; they may not create nor edit them, and thus fears of breaking the sys-
tem are relieved. Meanwhile, Advanced users may view, create, and edit Reports
and ReportElements and may grant read-only access to their Reports to basic
users. Power users may view, create, and edit Reports, ReportElements, Sites,
DataSources, and Channels;Administrators have all the privileges as power users
as well as control over the underlying database and Web server software.

Screen — Print — Mobile. One key aspect of user interaction with SHM
data (and data in general) is the user’s preferred method of viewing a report;
that is, some users prefer to look at reports on a desktop or laptop computer
screen, while others prefer hard copy. Mobile devices such as smart phones and
tablets are an emerging and increasingly popular display method, particularly
among engineers who are frequently in the field and thus away from the office.
Nevertheless, we have found that some users are comfortable only with hard
copy reports. There are a variety of possible reasons for this: ability to mark
the report with a pencil for easier interpretation; ability to bring the report to a
meeting in which a computer is unavailable or would be considered disruptive; or
eye discomfort from computer displays. This preference became apparent during
an urban tunnel monitoring project, wherein a city official printed the tunnel
data Web page daily to bring to his morning construction meeting. Even with
proliferation of mobile devices, the importance of hard-copy output must be
considered when designing SHM data management reports.
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7 Conclusion

We have presented a theory, taxonomy, and model of SHM data. The theory
and taxonomy were built upon ideas from the literature. The SHM data taxon-
omy informed development of procedures for processing and storing data from
a variety of sources in a relational database. A set of data storage and display
abstractions were then developed and implemented in software.

The generic view model and implementations associated with ReportElements
enable civil engineers to design sophisticated SHM interfaces without the need
for programming. Furthermore, systems such as Ramses-CI could easily be
adapted to other engineering fields where data monitoring is a key factor, such
as monitoring of manufacturing processes, chemical plant processes, and so on.
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Abstract. Overweight is one of the major health problems in the Netherlands. 
Young adolescents with a lower socioeconomic background are especially vul-
nerable to overweight. This study examines the potential of mobile applications 
to influence the unhealthy behaviour of young adolescents. A mobile applica-
tion is proposed to assist in the prevention of overweight using persuasive  
technology. The application encourages young adolescents to increase fruit 
consumption and decrease snack consumption. Results of the evaluation show 
that participants perceive the app as easy to use and useful. Overall, participants 
showed a more positive attitude and self-efficacy regarding the consumption of 
fruit, and a more negative attitude towards snacks, which is subsequently ex-
pected to influence their behaviour in the long term. According to participants, 
social influences generated by the app further contribute to this change in atti-
tude and behaviour. 

Keywords: Persuasive technology, overweight, behaviour change, attitude -  
social influence - efficacy model, Fogg’s behaviour model, theory of change. 

1 Introduction 

Overweight and obesity are considered to be one of the worldwide risk factors that are 
associated with increased mortality and morbidity [1]. Several diseases may result 
from overweight and obesity, such as cardiovascular diseases, diabetes, several types 
of cancer, and non-fatal diseases such as arthritis. According to the National Institute 
for Public Health and the Environment (RIVM), 40 to 50% of the Dutch population 
has overweight, and approximately 10% is obese [2]. They either fail to achieve the 
standard of physical exercise or, moreover, do not meet the required daily intake of 
fruit and vegetables. Although behaviour of exercising and healthy consumption has 
not worsened for several years, more than half the Dutch do not meet the standards 
for healthy nutrition. This indicates that a change in healthy lifestyle is required. 

According to both the World Health Organization (WHO) and RIVM, people with 
a lower socioeconomic position are especially at risk to become overweight and 
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obese. In a study by Pigeot et al. [3], worldwide statistics regarding overweight were 
combined from several large organizations such as the WHO. Their results show that 
overweight is also a worldwide problem for adolescents, as an increasing number of 
children between the age of 2 and 20 weight too much. 

1.1 Target Group and Target Behaviour 

The present study focuses on encouraging changing the behaviour of young adoles-
cents. One of the major problems contributing to overweight in the Netherlands is the 
unhealthy consumption of adolescents [4]. Their unhealthy lifestyle generally entails 
low fruit consumption, skipping breakfast and the consumption of many high-fat 
snacks. The habits of adolescents are still weak at this age and can be influenced more 
easily than those of older people. Improving nutritional habits of this target group can 
prevent diseases in later stages of their lives. Adolescents with moderate overweight 
are especially relevant in this regard as their health problems do not yet require medi-
cal intervention, and problematic overweight (i.e. obesity) can still be prevented. 

As overweight is predominantly a problem for people with a low socioeconomic 
background, we focus on pupils of VMBO (preparatory secondary vocational educa-
tion) which is the lowest regular high-school education in the Dutch school system. 
This results in the following research question: How can VMBO adolescents between 
the age of 12 and 15 with moderate overweight be persuaded to eat healthier, using 
mobile technology? The main purpose of this study is to examine the motives for fruit 
and snack consumption of adolescents, and to develop a mobile persuasive interface 
that targets these motives. This paper also presents the results of an early evaluation 
of this interface. 

The Health council of the Netherlands advices young adolescents to eat at least two 
pieces of fruit each day, and reduce the consumption of saturated fat (snacks) to less 
than 10% of the total energy intake. Young people often do not meet these guidelines 
[5]. Meeting the guidelines of the Health council of the Netherlands will thus be the 
ultimate goal of the proposed intervention. 

2 Persuasive Mobile Healthcare and Previous Work 

This study aims at changing the inapt eating behaviour of adolescents using mobile 
persuasive technology. Previous research has shown that web-based tailored nutrition 
education is appreciated better and has more impact on the intention to change behav-
iour than traditional nutrition information [6]. Computer technologies have the ability 
to reach many people on a daily basis with persistent messages. This strategy is called 
persuasive technology, and aims at changing people’s attitude and behaviour via in-
teractive computing systems [7]. In the past few years, more researchers have started 
using mobile phones for persuasion because mobile technology provides further bene-
fits such as the possibility of push messages without any time and location con-
straints, location based intervention, and always availability of a mobile device for 
relevant intervention. 
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A large number of mobile applications have already been created to assist people in 
making healthier food choices. To date, no mobile application could be found that 
focuses specifically on adolescents of 12 to 15 years old. The majority of the applica-
tions aim at young adults, with for instance grocery advice or calorie counters. More 
importantly, commercial applications that have been developed so far, are rarely 
evaluated on their effectiveness. This is confirmed in a review article by Tufano and 
Karras [8], who state that “there are no evaluation studies of these tools currently 
available in the published literature”. Furthermore, research on existing eHealth inter-
ventions provides indecisive results. This is in agreement with a review of 23 eHealth 
interventions by Enwald and Huotari [9], who state that “the evidence of the effec-
tiveness of these interventions was inconclusive”. 

3 Conceptual Framework 

The conceptual framework of this study is primarily based on the ASE model, Fogg’s 
behaviour model and the theory of change. Each of these frameworks is examined 
during user research and subsequently used in the design and evaluation of the pro-
posed persuasive intervention. 

The attitude - social influence - efficacy (ASE) model states that an individual’s at-
titude, self-efficacy and social influences predict the behavioral intention, and that the 
behavioral intention subsequently determines whether he or she will carry out a given 
behaviour [10]. Adolescents are at an age where they become responsible for their 
own nutrition and are prone to social influences (of friends and other external factors 
such as the media). These influences can be used to change their attitude and efficacy.   

According to Fogg’s behaviour model (FBM), three elements must simultaneously 
occur for behaviour to take place, which are motivation, ability and triggers [11]. 
Both the ability and motivation to perform a given behaviour should be high for that 
behaviour to occur. Motivation can be established by creating core motivators (e.g. 
pleasure, hope or social acceptance) and an individual’s ability can be enhanced by 
making the behaviour easier to perform. In addition, a trigger relating to the behaviour 
that needs to be changed must be present in order for the target behaviour to occur. 
Nearly 50% of the young adolescents accesses the internet on their mobile phone 
[12], indicating the potential of reaching adolescents via their smartphones. Triggers 
can thus be transferred via this medium to enhance motivation and ability. 

The theory of change states that people undergo five stages while changing addic-
tive behaviour, which are pre-contemplation, contemplation, preparation, action and 
maintenance [13]. Adolescents with moderate overweight are generally in the stage of 
contemplation. They are aware of their problem and want to change the behaviour, 
but have not committed themselves to do so. They often do now know what ‘healthy’ 
precisely entails as they are unaware of the Dutch recommendations [2]. In some 
cases, adolescents are in the stage of pre-contemplation, which means that they are 
not aware of their health problems yet. The persuasive intervention should thus create 
awareness for this group, and create knowledge for the group in the stage of contem-
plation.  
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The general objective of the persuasive method is to increase fruit intake and de-
crease snack intake. The ASE model is used to determine needs and current behaviour 
of the target group. Fogg’s behaviour model is applied to establish triggers that con-
tribute to an improved ability and motivation to eat fruit (and the opposite for snacks). 
The theory of change helps to determine in which stage adolescents are and which 
behaviour change is required. The study aims to assist adolescents up until the action 
stage, when they perform the target behaviour and meet the recommendations of the 
Health council of the Netherlands. 

4 User Research 

Seven adolescents participated in a longitudinal user research. All participants were 
12 to 15 years of age and studied preparatory secondary vocational education 
(VMBO). Privacy concerns made it infeasible to recruit more participants with mod-
erate overweight in this age group. 

Procedure. A semi-structured interview was used to assess the determinants of fruit 
and snack consumption. After this interview, participants recorded their fruit and 
snack consumption for seven consecutive days, which provides insight into the habits 
and consumption behaviour of adolescents. A post-test interview was used to assess 
the awareness of habits of participants and their underlying attitudes and beliefs re-
garding those habits. 

Measures. Four major measurements were done to obtain the relevant information, 
which include i) theory of change (consumption pattern, knowledge and awareness), 
ii) ASE model (attitude, social influence, self-efficacy), iii) mobile application use 
and iv) Fogg’s behaviour model (motivation, triggers and ability). 

Theory of Change. As expected, participants are in between the stage of pre-
contemplation and contemplation. However, they do not know how their snack con-
sumption relates to the Dutch recommendations. Most participants were unaware of 
their consumption pattern, though a clear pattern was found when the results of the 
interviews and diaries were compared. Keeping track of their habits assisted in creat-
ing this awareness. 

ASE Model. Results show that attitude towards snacks overrules the positive attitude 
towards fruit, causing participants to choose a snack over fruit. The positive attitude 
towards the ease and availability of snacks should make place for reminders to eat 
fruit. Participants were predominantly influenced by friends to eat snacks (at school) 
and by their family members to eat fruit (at home). Furthermore, the number of loca-
tions where fruit is consumed should be increased, causing an automatic decrease of 
snack consumption to reduce hunger.  

Fogg’s Behaviour Model. Participants are generally not intrinsically motivated to eat 
fruit, which is why triggers are often not activated. Extrinsic motivational factors have 
the greatest impact on participant’s behaviour, which are the availability and social 
influences. In general, fruit is not triggered at all, while there are too many triggers for 
snacks. Participants suggest goal setting, an alarm and a weekly schedule as triggers. 
With the schedule, they can justify their choice for a snack on a specific day (they will 
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eat more fruit the next day), and overcome habits as they follow a structured con-
sumption pattern. Goal setting and an alarm will create awareness about their aims 
and produce triggers with immediate call for action. Feedback and daily messages 
could further motivate them to improve their behaviour. 

Mobile Application Use. Most participants possess a smartphone and all of them use 
it to play games or contact others. The majority accesses social media via their smart-
phone and uses his or her smartphone for other informative and entertaining purposes 
(e.g. travel information, news and photo editing). Participants indicate that they do not 
use an app when it is too complex, although they enjoy games that require active in-
volvement and multiple routes.  

5 Design 

User research resulted in design requirements, as previously described. The require-
ments were processed into three design alternatives, of which a final design was cho-
sen. The design consists of a real life kitchen with multiple items that users can click 
on. These items include all aspects of the design requirements (i.e. an alarm, goals, 
tips, consumption records, view consequences and friends). The progress of goals is 
shown with a barometer below the kitchen screen. A major consideration for choosing 
this design is that the target group becomes engaged in a playful manner. To remove 
initial errors and assess the first impression of the target group, a paper prototype test 
was developed (Figure 1).  
 

 
Fig. 1. Paper prototype with the home screen (left) and ten sub screens 

Results of the paper prototype test were processed into a final design. The final de-
sign (described in figure 2) is based on results of the user research, and provides users 
with motivation (consumption record, tips, messages, a mirror and friends), triggers 
(goal setting, alarm and a planner) and ability (alarm and tips). A point system is in-
cluded to create a point of reference for users and compare their own behaviour to that 
of others. In the persuasive tool, users are triggered by push messages, either by 
means of a spark, facilitator or a signal.  



122 L. Kroes and S. Shahid 

 

Fig. 2. Final design including descriptions of each functionality (four sub screens are shown 
above). Note. The app is in Dutch because of the Dutch target group. 

A spark is a trigger that creates motivation, a facilitator triggers behaviour by making 
it easier to perform, and a signal simply reminds people to perform the task [11]. Feed-
back and progress of friends serve as a spark, creating motivation. The mirror, in which 
users can see the negative or positive consequences of their behaviour, also serves as a 
spark. The alarm mainly functions as a signal, as users are reminded of eating fruit by 
this functionality. The agenda, point system and entering fruit and snack consumption all 
serve as facilitators. These functionalities make the behaviour easier to perform, as they 
provide a point of reference and make users aware of their consumption.  

The final application was design for an iPhone. The app has been called the 
Krachtvoer app (in English: Powerfood app), as it connects to an existing offline pro-
gram (called Krachtvoer) with a similar goal and target group. Consequently, the app 
can be promoted via a multiple channel strategy and the brand name is already famil-
iar among pupils.  
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6 Evaluation 

An evaluation of the mobile application has been performed to provide support for the 
persuasive power of the Powerfood app. A usability test was performed to detect final 
usability issues. The design was evaluated by questioning participants about the at-
tractiveness of the application and their perceived ease of use of the system. Finally, 
the effects on the ASE model were tested with a similar diary study and post inter-
views. The constructs information quality and openness to influence, adopted from a 
study by Nass, Fogg and Moon [14], were added to the final interview. Results were 
analyzed using qualitative data analysis. The interviews were fully transcribed and 
subsequently translated into a data matrix.  

To rule out an interview bias, an additional online questionnaire was performed. 
The questionnaire was based on the technology acceptance model (TAM) [15]. TAM 
suggests that users are influenced by their perception of usefulness and ease of use 
when they are presented a new information system. Although this model originally 
does not measure behaviour change, the model does measure the intention to use the 
application and to what degree users perceive the app to be beneficial. A total of 
seven participants completed all three phases of the evaluation.  

6.1 Results 

The results showed that some tasks could not be completed properly as the intention 
of buttons was unclear or clickable items did not stand out enough. An improved ver-
sion of the app have already been made based on this feedback (as presented in Figure 
2). Participants often tried several buttons before reaching their destination. They said 
they were exploring the app, indicating the app engages them in a playful manner.  

Results also indicated that participants expect a positive change in attitude when 
using the app in the long run. Confrontation with negative consequences and positive 
social influence especially contribute to this predicted shift in attitude. One participant 
said that “Attitude will probably change for snacks, because you are confronted by the 
consequences, especially by the mirror”. Two participants were not sure to what de-
gree their attitude will change by the app. 

Participants feel that the app makes the behaviour easier to perform because they 
are reminded by the alarm in the app. One of the participants described this improved 
efficacy by saying “Normally you don’t think about it and this helps reminding to eat 
fruit, for instance by the alarm”. Two other participants stated that many children are 
constantly busy with their mobile phones, indicating the potential persistency of the 
app. Majority of the participants thought that social influences would help them to 
change their unhealthy behaviour. One participant stated that “Because of the point 
system you know you’re not doing well and you can see that others perform better. 
You do not want to lose”. Another participant was unsure if social influences would 
work, and thinks it would only make a difference when many other people do not 
approve his behaviour.  

Information quality and design were appreciated by participants. According to par-
ticipants, all information and buttons in the app are relevant and complete. The re-
minder, goal orientation and monitoring consumption especially contribute to the 
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perceived usefulness of the app. All participants find the appearance attractive and the 
interface easy to learn and easy to use. Participants indicated it would be beneficial if 
the app is distributed by school and therefore the connection with Krachtvoer is very 
useful. Finally, participants suggested that social media should be included in the app.  

The items of the questionnaire could be answered on a scale from 1 to 5, ranging 
from strongly disagree (1) to strongly agree (5). Interestingly, all participants indi-
cated they would download the app as soon as it becomes available (mean scale value 
4.6). Four scales were two-sided, of which all participants opted for the maximally 
positive side of the scales (good, wise, favourable and positive), suggesting their posi-
tive attitude towards the app. Participants find the app easy to use (mean 4.3) and 
indicate that the app does what they want and they find the design clear. Nonetheless, 
two participants indicated it costs much mental effort when using it for the first time, 
which could be solved with a short tutorial for new users. Participants were divided in 
whether they think their behaviour would permanently change (and eating habit 
would not go back to the old routine) when using the app on daily basis and in long 
run (mean 3.6). A possible explanation is that participants cannot fully predict behav-
iour that would result after the actual use of the app over a longer period of time, 
which indicates that longitudinal research is necessary for more decisive evidence.  

7 Discussion and Conclusion 

This paper examines the motives for fruit and snack consumption of adolescents, and 
proposes a mobile persuasive application that targets these motives. As predicted by 
the ASE model, one’s attitude predicts the intention to carry out a given behaviour. 
Hence, when an individual’s attitude is influenced by the application, the intention 
and subsequent behaviour could also be influenced. One’s perceived control over the 
behaviour (i.e. self-efficacy) might further influence the intention, as the app makes 
the behaviour easier to perform by providing a reminder at relevant moments. Finally, 
users are challenged by other users and thereby encouraged to eat more fruit and less 
snacks. Results of the evaluation shows that all concepts of the ASE model are tar-
geted with the Powerfood app. Thus, it can be predicted that the mobile application 
positively influences the attitude and self-efficacy of users, which is further reinforced 
by social influences in the application.  

Currently, users are in between the stages of pre-contemplation and contemplation 
of the theory of change. The Powerfood app guides users to the preparation phase as it 
creates awareness, knowledge and subsequently a shift in attitude. One major limita-
tion is that, due to a number of constraints, the mobile application could not be fully 
developed, which made a it difficult to run an independent comprehensive longitudi-
nal study. Results from this study should only be taken as predictions and trends of a 
specific behaviour. These results do not fully show the actual change in behaviour. 
Consequently, the action stage of the theory of change could not be validated with this 
study. For future research it is recommended to examine whether the application 
causes an actual increase of fruit intake (to 2 pieces a day) and a decrease of snack 
intake (to less than 10% of the total energy consumption).  
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Another limitation regarding the evaluation is that the target group was too small 
for the questionnaire to obtain statistically significant results. Although, we were able 
to get quite rich qualitative data, the quantitative analysis requires bigger sample size. 
For future research we would like to to use a larger sample, or a small sample that can 
be tested for weeks if not months. Furthermore, the period after use of the application 
has not been taken into account with this study. It is possible that users relapse into 
their old habits when they stop using the application. The aim of the Powerfood app is 
to create new strong habits, and therefore in future research we will examine these 
effects over time. 

The study provides support for several existing frameworks, such as the ASE 
model, Fogg’s behaviour model and the theory of change. Although these models 
were not fully validated in practice, the evaluation does indicate results that support 
the models. In addition, the models have been adjusted to frameworks for testing 
health interventions, which can be used for future research.  Only few existing 
frameworks were found that evaluated health interventions, which is partly because 
each intervention requires tailor made and different evaluation methods. Nonetheless, 
future research could make an attempt in creating a general framework for evaluating 
persuasive mobile healthcare applications. 

This study contributes to an increase of insight into the problems associated with 
the prevention of one of the greatest health problems, namely overweight. It provides 
handgrips for future research and supports existing research on overweight and health 
interventions. The application will additionally be of practical use when it is fully 
developed by the Dutch institution Krachtvoer or one of its partners. What the Power-
food app will eventually bring about for young adolescents remains to be proven in 
practice, but the hereby presented design and analysis create a strong foundation for 
an operational version of the Powerfood app. 
 

Acknowledgments. We would like to thank the participants for their contribution to 
the user research and evaluation of this study. Especially their willingness to record 
their food consumption is highly appreciated. We also thank the organization of 
Krachtvoer for their support. 

References 

1. World Health Organization: World Health Statistics 2011. WHO press, Geneva (2011) 
2. Van der Lucht, F., Polder, J.J.: The Dutch 2010 Public Health Status and Forecasts Report, 

Bilthoven (2010) 
3. Pigeot, I., Buck, C., Herrmann, D., Ahrens, W.: Overweight and obesity in children and 

adolescents. The Worldwide Situation 53, 653–665 (2010) (in German) 
4. Martens, M.K., Assema, P.V., Brug, J.: Why do adolescents eat what they eat? Personal 

and social environmental predictors of fruit, snack and breakfast consumption among 12 - 
14-year-old Dutch students. Public Health Nutrition 8, 1258–1265 (2005) 

5. Van den Berg, G., van Dijk, S.: Description worksheet intervention: Powerfood. RIVM, 
Dutch youth institute, Maastricht (2011) (in Dutch) 



126 L. Kroes and S. Shahid 

6. Oenema, A., Brug, J., Lechner, L.: Web-based tailored nutrition education: results of a 
randomized controlled trial. Health Education Research 16, 647–660 (2001) 

7. Fogg, B.J.: Persuasive Technology: Using computers to change what we think and do. 
Morgan Kaufmann, San Fransisco (2003) 

8. Tufano, J.T., Karras, B.T.: Mobile eHealth Interventions for Obesity: A Timely Opportuni-
ty to Leverage Convergence Trends. Journal of Medical Internet Research 7, e58 (2005) 

9. Enwald, H.P.K., Huotari, M.A.: Preventing the Obesity Epidemic by Second Generation 
Tailored Health Communication: An Interdisciplinary Review. J. Med. Internet Re-
search 12, e24 (2010) 

10. De Vries, H., Dijkstra, M., Kuhlman, P.: Self-efficacy: the third factor besides attitude and 
subjective norm as a predictor of behavioural intentions. Health Education Research 3, 
273–282 (1988) 

11. Fogg, B.: A behavior model for persuasive design. In: Proceedings of the 4th International 
Conference on Persuasive Technology - Persuasive 2009, article no. 40. ACM Press, New 
York (2009) 

12. Statistics Netherlands (2011),  
http://www.cbs.nl/en-GB/menu/themas/vrije-tijd-
cultuur/publicaties/ artikelen/archief/2011/ 
2011-3438-wm.htm?Languageswitch=on  

13. Prochaska, J.O., DiClemente, C.C., Norcross, J.C.: In search of how people change. Appli-
cations to addictive behaviors. The American Psychologist 47, 1102–1114 (1992), 
http://www.ncbi.nlm.nih.gov/pubmed/1329589 (retrieved) 

14. Nass, C., Fogg, B.J., Moon, Y.: Can computers be teammates? Int. Int. J. Human - Com-
puter Studies 45, 669–678 (1996) 

15. Davis, F.D.: A Technology Acceptance Model for Empirically Testing New End-User In-
formation Systems: Theory and Results. Unpublished doctoral dissertation, MIT Sloan 
School of Management, Cambridge (1986) (retrieved July 2, 2012, from MIT database) 



M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 127–133, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Telemedicine and Design: Relationships  
that Create Opportunities 

Carlos Alberto Pereira de Lucena1, Claudia Renata Mont’Alvão1,  
Felipe Pierantoni1, and Leonardo Frajhof2 

1 Pontifícia Universidade Católica do Rio de Janeiro, PUC-Rio - Rio de Janeiro, Brasil 
2 Hospital Universitário Gaffrée e Guinle, Núcleo de Telemedicina,  

Universidade Federal do Estado do Rio de Janeiro, UNIRIO -Rio de Janeiro, Brasil 
beto.lucena@izzui.com, cmontalvao@puc-rio.br, 

{felipepiera,leonardo.frajhof}@gmail.com 

Abstract. Every Project that involves Design in its process requires the 
gathering of information related to the current contexto, the technologies 
involved and concepts to be approached. In this research, the first step after the 
delimitation of the scope of the project was to develop a profound analysis of 
the related areas to Design. In accordance to this procedure, it became possible 
to start understanding the relationship between different areas. Telemedicine 
being the central issue of this research, it becomes necessary to limit its 
connections with the other areas, such as Design. To begin with, it is necessary 
to explain the topics of interest of the researchers: Design, HCI (Human-
Computer interaction) and ergonomics. From this point on, it could be added 
the interest in areas such as collaborative learning and mobility, that could 
influence the paths of the research. Moving forward, such concepts can be 
explored. 

Keywords: Human Centered Design, Design, Telemedicine, Collaborative 
Learning, Mobility. 

1 Introduction 

Azin Raskin, entrepreneur, renowned interface designer and CEO of Massive Health 
dedicated the theme of his lecture TEDxSF (local version of San Francisco Event 
TED - Technology, Education and Design) to the relationship between Design and 
Medicine. Throughout the lecture, Raskin shares the need of the increasing 
involvement of Design in projects related to medicine so that methods and tools 
applied in Design can contribute to the efficiency of the interaction between patients 
and doctors. According to Raskin: 

 
One in every 5 patients in the U.S. who need to take their antibiotics 

prescribed by your doctor stops ingesting the drugs before the time 
stipulated by the physician. How can this happen in an age where we have so 
many technologies to monitor our treatments? Is this a medical problem? Is 
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it a technologycal problem? No... it is a Design problem. (...) If you cannot 
use the remote control of your VCR, the fault is not yours but the designer’s 
who designed the control. If you do not follow the medical treatment that is 
prescribed to you, the blame should also rely over the designer of the 
intervention. If we want the success of Medicine in this country, attacking the 
deeper problems that we face, we need to use the human constraints to our 
advantage. We need to bring Design to Medicine. (RASKIN 2012) 

 
The research of Raskin, integrating Design, Medical, Mobility and collaboration 
brought practical results such as the application The Eatery 
(https://eatery.massivehealth.com/#/main), for use on mobile devices. This app brings 
an interesting concept of sharing food habits, based on studies that argue that by 
sharing your own eating habits with a community, the trend is that these habits 
become healthier. Today the application already is widespread in the U.S. and used by 
thousands of users divided into different communities. 

 

 

Fig. 1. Application picture of The Eatery company Massive Health 

The PhD research of Luiza Novaes that took place in the university PUC-Rio 
(2007), raises issues related to the relationship between Design and Telemedicine. In 
accordance to this research, there are innumerous possibilities and opportunities for a 
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designer to act in projects related to Telemedicine. Nowadays projects related to 
Telemedicine are planned and executed by interdisciplinary teams that gather 
professionals from different fields such as Health, Education, Communication and 
Technology. Therefore, it becomes necessary the intervention of the designer in this 
context. 

Novaes adds that it exists a strong ongoing context of projects related to 
Telemedicine in Brazil and in the world, many times supported by important 
organizations such as the World Health Organization (WHO). Such projects have 
extreme relevance, especially in countries under development, and count with strong 
structures of research and development. The designer already participates in projects 
like this, but still in small proportions, in contexts that prioritize the aspects of the 
interaction between the user and the solutions developed. Novaes suggests a deeper 
relation: 

 
In front of many levels and types of interactions found in the field of 

Telemedicine, it becomes clear the necessity of prepared Design 
professionals to face the challenges presented. Designers should participate 
in the productive chain of health in a more effective way, contributing with 
creative and original solutions for the field. (NOVAES, 2007) 

 
The designer has the opportunity to participate in such multidisciplinary teams, with 
the possibility to contribute in different fases of planning and execution of a project. 
Each phase involving the gathering of data, common practice in the Design area, 
should be enriched by the perspective of a designer. From this point on, the 
possibilities become innumerous once the designer can add in aspects such as the 
elaboration and evaluation of the solutions proposed. This research tries to 
demonstrate such possibilities. 

Telemedicine, therefore, has the objective of using the channel offered by 
technology in order to exchange relevant information to the medical field between 
doctors, professionals connected to Health and patients. In accordance to this analysis, 
Novaes determines Telemedicine: 

 
Telemedicine is the exercise of Medicine through the use of interactive 

methodologies of audiovisual and data communication, with the objective of 
assistance, Education and research in Health. (NOVAES, 2007) 

 
It is possible to identify throughout the world many iniciatives related to 
Telemedicine. We can observe projects that involve technological resources 
extremely advanced, in contexts of highly recognized institutions that use advanced 
laboratories that broadcast surgeries and other interventions. In the US, as an 
example, the University of Miami’s Telemedicine laboratory uses technology to 
identify cases located in distant locations of the country. 
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2 Design Presence 

High end technology is being developed constantly in order to meet the needs raised 
by the field of Telemedicine. Companies like American Liberstream 
(www.librestream.com) dedicates their efforts on designing products that allow 
specialists to interact in telemedicine projects. An example of a product designed by 
Liberstream is the camera Onsight, that allows the transmission of video and images 
to equipment located at a distance. The camera allows the user to exchange 
information in real time with another specialist in possession of a computer so that the 
product can be presented in operating rooms or in the search field. This solution is 
focused on mobility concept that includes both the design of interventions product 
planning and in its communication interface. 

 

 
Fig. 2. Illustrative image of a doctor manipulating the Onsight camera 

On the other hand, countries that have difficulties in allocating health care 
professionals in remote locations develop scalable and creative solutions. A group of 
researchers at the University of California (Berkeley) and the INTEL company, 
located in Ghana, Africa, use Design methods to gather the required data to develop 
the solutions needed. In the article entitled "Applying user-centered Design in 
Telemedicine in Africa" (HO, 2009), the group demonstrates the approach developed 
for the creation of a system designed for remote consultations, focused on the specific 
needs of groups located within the country. Acting as Telemedicine solution 
integrators, the group analyzed the actual contexts of activity of the project, including 
the locations, resources, technologies, and government support specialists involved. 
The use of user-centered design methods contributed to the adaptation of the research. 
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Fig. 3. Images of the sites of the research project 

In another initiative, located in India, a country with large population and 
difficulties with standardization of its health system across the country, we can also 
identify the need for contextualization of projects related to Telemedicine. The 
foundation Apollo (http://www.telemedicineindia.com/) has inumerous local projects 
with the goal of prevention of diseases and medical care for patients across the 
country. One initiative that calls attention is the "Hospital on Wheels," that enables a 
bus equipped with medical experts and resources for disadvantaged communities 
throughout India. With the equipment contained in the bus, the experts can meet local 
people and communicate directly with teams on duty in hospitals located in large 
urban centers. Thus diagnosis can be performed instantly, drugs can be ordered 
quickly and sent to needy regions. According to Professor K. Ganapathy, President 
and Head of the Foundation in an interview with team communications company 
Ericsson, the practice of telemedicine can be defined simply as: 

“The basic goal of telemedicine is to provide physicians where there aren’t 
any.” (GANAPATHY, 2011) 

 

Fig. 4. Illustrative image of buses equipped with technologies dedicated to communications 
with hospitals in major centers 

Another good example is the online community for Physicians: Sermo 
(www.sermo.com) . This community allows physicians to communicate and to share 
valuable information about specific topics related to Medicine. The community 
already counts with over 125 thousand users and can be accessed through computer 
desktops and mobile devices. 
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Fig. 5. Illustrative image of the online community Sermo being accessed both by computer 
desktop and mobile device 

3 Conclusion 

It is possible to assure that in fact there are many opportunities for design 
professionals in the field of Telemedicine. Inside and outside Brazil. They are 
opportunities that go around planning, research, product Design, interface Design, 
Ergonomics and others.  

This research explores such possibilities bringing examples and cases. The main 
focus of the research is to bring together options for designers to understand the 
relations of their practice with Telemedicine with the perspective on the use of 
learning interfaces that can engage learners and teacher during the process of 
exchanging knowledge.  
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Abstract. It is necessary to acquire not only specialized knowledge but also ap-
propriate nursing skills in nursing education. In this paper, we propose an e-
learning system model to support a high level of technique learning, such as 
“tacit knowledge” and “proficient art” in nursing skills, which have been here-
tofore learned only from experience. This e-learning system enables self-
learning in addition to intellectual learning, thereby enhancing knowledge of 
procedures and understanding of nursing skills. The results of evaluation expe-
riments showed that each system had learning effects. However, simultaneous-
ly, they indicated the importance of the capability of self-training with actual 
trial-and-error to acquire skills. For that reason, adding “check point learning” 
to the already developed cognitive learning support system as a new function, 
we made improvements to provide nursing skills training covering detailed 
items. Based on this, we propose step-by-step learning after completing learn-
ing in the cognitive domain through spiral learning, which is the first step (from 
intellectual learning support to skill learning support again to intellectual learn-
ing support), learners move on to the second step (technique learning support) 
in a phased manner. We think that other evaluation given by instructors by 
checking between the first and second steps, as well as checking self-leaning, 
reduces the sense of loneliness, which is a common pitfall an e-learning, and 
which provides satisfaction with self-learning outcomes and a motivation for 
additional learning development.  

Keywords: Nursing skill, E-learning, Cognition, Tacit knowledge, Finger mo-
tion capture. 

1 Introduction 

Medical care as it is practiced today is highly sophisticated and specialized, as 
represented by genetic medicine and transplant medicine. Furthermore, against the 
backdrop of changes in social structure, the diversity of people’s lives and quality of 
life, and the diversity of patient needs, it is readily apparent that people demand health 
and medical services that ensure their safety and security. Because of the progress of 
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aging society, with fewer children and more numerous elderly people who must be 
cared for, the importance of nurses is becoming increasingly recognized. In Japan, 
nursing education is being taught increasingly in universities at a rapid pace: the 
number of programs offered increased from 11 universities in 1991 to 200 universities 
in 2011. Because of the lack of nursing teachers, efficiency and quality improvement 
in nursing education have become daunting challenges. 

It is necessary to acquire not only specialized knowledge but also appropriate nurs-
ing skills in nursing education. Nursing skills are direct actions with a sense of pur-
pose for security, comfort, and self-help of subjects based on specialized nursing 
knowledge. They reflect practitioners’ views of nursing and levels of skill acquisition 
[1]. Nursing skills of different types are classifiable into classes such as “skills for 
living assistance”, “skills for assistance associated with medical care”, “skills  
for interpersonal relationships”, “skills for developing the nursing process”, “skills for 
hearth assessment”, and “skill for education and advice”. 

Intravenous injection, which draws much attention among all nursing skills, is re-
lated to body invasiveness by inserting a needle and infusing medicine into a blood 
vessel. In recent years, after the change of the new administrative interpretation to 
“intravenous injection conducted by a nurse is treated as a category of auxiliary action 
of medical treatment” in Japan (Health, Labour and Welfare Ministry, 2003), it has 
been noted that education related to intravenous injection must be improved (Japanese 
Nursing Association, 2003). Consequently, nursing students are now required to mas-
ter the skills to administer intravenous injection safely. 

Nevertheless Hagi et al. [2] reported that “self-learning of intravenous injection” 
and “technical training in college” are less useful for skill acquisition of intravenous 
interjection of new nurses, presumably because few students feel that learning at col-
lege is useful in a field or because new nurses tend to be passive in skill acquisition. 
Moreover, “reviewing one’s own failure” and “knowing one’s own tendency by per-
sonal experience” are described as highly valued factors for skill acquisition. There-
fore, encouraging a support system to enable a nurse to review personal failures and 
ascertain personal tendencies is important. 

In many cases, the evaluation of nursing by patients tends to base on whether nurs-
ing skills are good or bad. For example, we often hear it said: “That nurse is good at 
injections”, or “That nurse is sloppy, so I do not want her/him to wipe my body 
clean.” It is necessary for learning support to make nursing skills understood and to 
make them familiar. Inaba [3] states: “Embracing both the scientific (knowledge), 
which skills themselves have, and the humane (mentality) sides, nursing skills are a 
specific and meditating instrument that actually embodies role functions of nursing.” 
It can be said that nursing skills that people being treated evaluate here incorporate 
not only the mere accuracy of procedures, but also something like the invisible at-
mosphere surrounding each nurse, including interpersonal relations skills that produce 
tender-ness and politeness and an ethical perspective that includes respect for others. 
Such empirical knowledge and technique that cannot be verbalized are called “tacit 
knowledge [4]”. We can learn more from tacit knowledge than we can learn from 
what we can verbalize. 
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In this paper, we propose an e-learning system model to support a high level of 
technique learning, such as “tacit knowledge” and “proficient art” in nursing skills, 
which have been heretofore learned only from experience, and also to enable self-
learning, in addition to intellectual learning that deepens procedures and understand-
ing of nursing skills. 

2 Theoretical Background 

In conventional classes designed to teach nursing skills, instructors first explain the 
purpose, necessity, and procedures of nursing skills in lectures and then demonstrate 
them in technical seminars. Nursing students gain skill training individually or in a 
group in a series of learning processes. In skill training, even if the students some-
times teach each other in a group, they often put questions directly to the instructor. 
However, few teachers can answer their questions adequately on the scene. Therefore, 
students might be unable to gain nursing skills sufficiently within college classes, 
given present conditions. 

In nursing education, learning using videos is well known to be effective. Libraries 
of nursing training institutes have numerous nursing skills video materials. Watching 
corresponding materials is often necessary as a task before the class. For novices, 
imaging of procedures using videos is effective to make learning go smoothly. Today, 
because of the development of information and communications technology, includ-
ing the internet, e-learning and learning support systems incorporating nursing skills 
videos have been increasingly introduced into the field of nursing education [5]–[9]. 

The definitions of e-learning vary. The Japanese Ministry of Economy, Trade and 
Industry (2005) defines it as “independent learning using communications and net-
works based on information technology; the content is edited according to learning 
objectives. The interactivity is ensured between learners and content providers (In-
formation Services Industry Division, Commerce and Information Policy Bureau, 
Ministry of Economy, Trade and Industry).” Majima (2005) defines it as “what is 
provided in a learning environment using ICT, and a form of learning which can be 
provided solely by self-learning or collaborative (group) learning or in combination of 
them [10].” E-learning in the field of nursing skills education often aims to make 
students learn procedures and grounds of skills. Jacqueline B. et al. report that (com-
puter-assisted learning versus conventional teaching methods on the acquisition and 
retention of hand washing theory and skills in pre-qualification nursing students), 
learning with computers is at least as effective as face-to-face learning [11].As de-
scribed, studies of learning support using videos to learn procedures have been active-
ly conducted in nursing skills education, but almost no studies exist on learning  
support systems to learn proficient techniques (art). 

Regarding techniques in nursing care and their verbal description, Tanaka [12] ar-
gues that “Even if one forcibly verbalizes techniques (techniques that can be trans-
formed into formal knowledge such as manuals) that have already been verbalized, 
techniques which can be verbalized but have not been verbalized yet and techniques 
which are impossible to be verbalized (non-verbalizable techniques), by their nature, 
cannot be used unless each nurse understands the circumstances of each case and the 
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other individual party, namely patients. Put another way, for some knowledge (tacit 
knowledge), verbalization is apparently completely meaningless.” (emphasis added).  

To date, we have examined “nursing techniques which can be verbalized but which 
have not been verbalized yet”. We have also begun to analyze characteristics of 
skilled nurses’ techniques in intravenous injection techniques; it has begun with me-
thods and the line-of-sight in practice. Results revealed that line-of-sight flows dif-
fered between novices (nursing students) and experts (nursing personnel) and that 
experts move their lines of sight to the next practice (prior treatment). Many nurses 
believe that once they have identified a vein, they are able to perform an intravenous 
injection. They often verbally express the moment when they have done it well as 
“feeling like entering a blood vessel ‘smoothly (‘sutto’ or ‘kukutto’ in Japanese)’”. 
Nonetheless, they consider that it is difficult to express exactly how they feel. In con-
trast, novice nursing students consider that the knack for techniques is to remember 
procedures. It is therefore important for the process of learning support to compel 
novices to master procedures before their advancement to sharing the performance 
characteristics of experts. 

Using medical simulators is also effective to acquire skills. There are widely di-
verse medical simulators available. In recent years, an increasing number of training 
centers are using dolls to master lifesaving emergency treatment through experience, 
costing 10 million yen or so per doll [16]. However, such training is not available to 
all learners, and its cost performance is far from good [17]. This does not also teach 
items such as tacit knowledge that nursing skills have. To clarify tacit skills and 
knacks included in nursing skills [18] and support to learn them, we have produced a 
system with which learners can conduct self-learning for the two sides––the intellec-
tual side [19] [20] [21][22][23] and the technique side [24][25]. Now we are verifying 
the system [26]. 

3 System Supporting Cognitive Learning of Nursing Skills 

3.1 System Configuration 

This learning support system aims to acquire nursing skills through self-evaluation 
and self-reflection. The system has four learning functions as follows: 

(1) Skill procedure study function: Identification of one’s own skill’s procedures 

This function enables nursing students to learn technical procedures. Nursing students 
understand that the knack of skills should be to conduct the procedures precisely, 
suggesting that learning methods allowing learners to remember the procedures 
among others are good for them. Figure 1 below shows that this function is a type by 
which a user can confirm procedures by checking a radio button. 

(2) Skill video comparison function: Comparison of model images with one’s own 
technical images 

This is a function by which a user can work with two video images simultaneously or 
alternately to compare them. If the learners use this function, then they are helped by 
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comparison to experience and consider the difference of time between that required 
by a skilled nurse and by themselves. 

(3) Reflection function: Comparison of each image in one’s own practice  
progressions 

With this function, nursing students can enter text while answering questions. Learn-
ers can think by themselves through comparison and freely describe what they have 
found. It helps learners to promote their reflection and think by writing using the sys-
tem. The questions are set so that learners can make a comparison in every procedure 
of intravenous injection. 

(4) Portfolio function: Output and identification of learning results 

With this function, users output the procedures that they have input by themselves or 
described what they have found. It is also used as a portfolio of the process of skill 
acquisition, by which the learners can be conscious of their own findings and can 
thereby advance their own learning. 

3.2 Evaluation 

Results of two verification experiments using the system are explained in 3.2.1 and 
3.2.2. 

3.2.1   Evaluation of the Acquisition of Nursing Skill Procedures 

We asked that five nursing students use the system to learn intravenous injection 
skills and examined their usefulness. The skill evaluation was conducted at three 
times: (1) pre-testing, (2) testing after practicing self-skills training, and (3) testing 
after practicing the learning support system. Results show that four students became 
able to insert a needle into a vein correctly at stage (2), but mistakes in the procedures 
had not been corrected. Results showed that the improved intravenous injection skills, 
such as performing correct procedures and correctly injecting medicine into a vein, 
were identified in stage (3) [22]. 

3.2.2   Acquisition of Tacit Knowledge Included in Nursing Skills 

Another evaluation experiment was conducted with another 16 nursing students. 
Scores for nursing skills increased significantly among the group who performed 
reflective learning with the system compared to the group (control group) who did not 
do any learning [23]. When we examined the action of “releasing a tourniquet after 
selecting a blood vessel and fixing the tourniquet again after wearing gloves and pre-
paring for disinfection”, which is not included in procedural manuals (only included 
in model video images) and sought to reduce the burden on patients, students other 
than the control group showed great improvement. It was verified that learning with 
the learning support system was useful to learn tacit knowledge and actions contained 
in the videos [26]. However, with regard to the “identification of a reverse blood flow 
(whether or not inserting into a vein)”, which is an item to notice, all the control 
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group tried to identify a reverse blood flow in the experiment this time, but only one 
person was actually able to insert an injection needle and identify a reverse blood 
flow. The results described in 3.2.1 revealed that a reverse blood flow was identified 
through self-skills training alone. Therefore, it is readily apparent that the effect of 
skills training strongly influences the acquisition of techniques to insert an injection 
needle and identify a reverse blood flow: taking skills training was found to be neces-
sary in technique acquisition, even actually trying and failing [23]. 

4 System Supporting Technique Learning of Nursing Skills 

4.1 System Configuration 

Based on the verification results of the system supporting cognitive learning, we de-
veloped a system to support technique learning [24] [25]. 

This system is intended to build a learning-support system using virtual reality by 
reproducing finger movements used in practicing nursing techniques. Those reproduc-
tions can then be used by later generations to show the non-verbalized part of nursing 
techniques that have heretofore only been learned from experience. We have already 
developed a prototype system to acquire finger position data when a syringe is 
grasped. The system was used for practicing blood drawing techniques with a finger 
motion capture system. Using the acquired data, it reproduces the practicing process 
of the techniques three-dimensionally. 

4.2 Evaluation 

We asked seven nursing students to use the system. Their opinions after completing 
the experiment were positive overall in terms of learning support by the system. 
However, because it takes 30 min to put on finger sensors, the development of devic-
es to obtain data more easily, including devising a way to repair the sensors, has be-
come a challenging task [24][25]. 

Subjects participating in the evaluation experiments learned about the cognitive 
learning support system in advance, in which instructors gave comments individually, 
with viewing of nursing skills video images in the post-test when they were wearing 
the finger sensors. The following characteristic comments were made as their opi-
nions after completing the experiment. 

 
“I think that lessons are important as knowledge for processes such as memo-

rizing procedures. However, using a computer helped me review my tech-
niques from different perspectives, such as video images, and helped me to 
compare them with others. I understood what I had been unable to under-
stand in class.” 

“For the parts which could not be recognized by the learning support system, I 
think that it is better to receive advice or instruction from a third party, 
such as a teacher, to understand the contents well. In some cases, it might 
be difficult to learn by self-learning alone.” 
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“It is better to have advice from teachers after having looked back and consi-
dered matters individually. Without some review, I think that the con-
sciousness (about the lesson) will fade.” 

These opinions suggest that the order of learning, doing technique learning after ref-
lective learning, and setting up an opportunity to receive guidance from teachers  
between the sessions of learning, in addition to self-training, will engender the im-
provement of learning enthusiasm and the enhancement of learning effects. 

5 E-learning System Model Supporting Self-learning from 
Cognition and Technique Sides in Nursing Skills Acquisition 

Although some skills can be learned with knowledge that is prescribed in a manual, it 
is difficult to learn nursing skills, which include implicit knowledge, as physical 
knowledge, according to a manual. Knowledge acquired from experience or practice 
could be called experiential knowledge, or “Deep Knowledge” (meaning the expertise 
or special skills which proficient engineers or managers accumulate from their various 
experiences). For learners to obtain such knowledge, they must acquire, experience, 
and reinforce that knowledge through additional learning including practice, observa-
tions, problem resolution, and experiments, especially under the guidance of  
instructors [27]. 

In the field of nursing education, the chances for learners to gain skills through on-
the-job training (OJT) in clinical training are offered. In the field of college education 
under the pressures of several instructors or times, however, it is not easy to use OJT 
for the learning of various skills. In addition, because nursing students have many 
skills to learn, it is difficult for them to take much time to master any one of them. 
Consequently, to support them in acquiring nursing skills, we shed light on what is an 
effective learning-support method and examine the skill-learning support model. 

The acquisition process of nursing skills is said to comprise three phases by which 
the improvement can be promoted: “the phase of knowing”, “the phase of mastering”, 
and “the phase of using”. New nurses learn practicing intravenous injections through 
first “following the instructors’ model,” “benefiting by their experience,” and “repeti-
tive practice”. Additionally, in a traditional learning method, at first, it is common that 
the nursing student imitates the technique of an expert nurse [29]. In other points of 
our previous study [18], we found that linguistic expressions differed among nurses in 
terms of the sensation of fingers that nurses recognize at perceiving blood vessels by 
touch or inserting a hypodermic needle, which suggests that formal knowledge by 
visualization would be better than that by verbalization to share and use know-how of 
nursing skills which cannot be verbalized. 

The results of our previous evaluation experiments indicated the importance of the 
capability of self-training with actual trial-and-error to acquire skills. For that reason, 
adding “check point learning”, “skill procedure study”, “skill video comparison”, 
“reflection”, and “portfolio” functions of the already developed cognitive learning 
support system as a new function, we make improvements to provide nursing skills 
training covering detailed items (Figure 1). We think that technique acquisition at the 
tacit knowledge level can be attained by learning in the following order: 1) doing 
cognitive learning of knowledge and procedures of nursing skills; 2) repeating  
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self-skills training until one becomes capable of practicing correctly; and 3) repeated-
ly following experts’ finger movements using the technique learning support e-
learning system. 

 

Fig. 1. New System Model for Nursing Skill Learning Based on Cognition and Technique 

In other words, the ideal e-learning system model to perform nursing skills self-
learning is a model which, after completing learning in the cognitive domain through 
spiral learning (the first step from intellectual learning support to skill learning sup-
port again to intellectual learning support), learners move on to the second step (tech-
nique learning support) in a phased manner. Moreover, we think that other-evaluation 
that is given by instructors by checking between the first and the second steps, as well 
as checking self-learning, will engender a reduced sense of loneliness, which is a 
common pitfall of e-learning, and provide satisfaction with self-learning outcomes in 
addition to motivation for additional development of learning. 

6 Conclusions 

As described in this paper, we proposed an e-learning system model to support a high 
level of technique learning, such as “tacit knowledge” and “proficient art” in nursing 
skills that have been heretofore only learned from experience, and also to enable self-
learning, in addition to intellectual learning that deepens procedures and understand-
ing of nursing skills. In the future, we will make improvements to the techniques of 
the learning support system to facilitate its use. 
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Abstract. This paper presents the conduction of a usability test with users of 
Sana/ Open MRS system. These users are Medicine students that performed 
four tasks, using distinct scenarios. As part of a bigger research, the objective of 
this procedure was evaluating user´s opinions and from these results, supports 
system developers in new interfaces. 

Keywords: e-health, usability testing, user´s evaluation. 

1 Context  

Everyday mobile technologies and its apps are part of our lives. Address books, mo-
bile banking, GPS, and search information at the internet are some examples that 
describe what is possible to do nowadays with a mobile phone, using 3G or 4G  
technology.  

Human factors/ ergonomic researches can and must play an important role during 
the development process of these technologies. Together, the appropriate test envi-
ronment and its tools can lead to a significant data interpretation that will contribute 
to make these applications safer, more usable, and better accepted by final users. 

As Gorlenko & Merrick (2003) mention the concept of mobile interaction is related 
not only to the device mobility, but also the users’ mobility: the equipment must be 
portable and must allow the users’ mobility during the interaction. Ballard (2007) 
affirms that the word “mobile” refers, fundamentally, to the user and not to the device 
or application.  

Usability concept and usability testing are common terms when talking about to 
users’ interfaces and human factors/ ergonomics interventions.  

The starting point of this research is Open MRS system. It´s a collaborative project 
in open code for software development that focus in care taking in underdeveloped 
countries. Based on concepts of data liberty and sharing, this system allows access 
and modifications to its code, besides its use within other systems or products. Open 
MRS is a web based platform, but can also be implemented in one unique computer 
or server.  
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As shown in Figure 1, Open MRS homepage is simple. After logged in, user can 
see a navigation bar in the top of the page, which options are: Home, Find/ Create 
Patient, Dictionary, Cohort builder, Sana, and Administration. 

When used alongside the mobile application Sana, developed by MIT, it works as 
an electronic health (e-health) recorder, which allows a data collection of health in-
formation that can be accessed from a mobile application. This system is the central 
of this research gathering professionals and students from Design, Engineering and 
Medicine areas. The main objective of this study is a usability evaluation of this mo-
bile application - Sana - based on Open MRS - taking into account its public, the as-
sistant doctors. In this way, a usability test was carried out with three Medicine  
students. 

 

 

Fig. 1. Sana/Open MRS homepage, after log in, where navigation bar can be seen 

2 Method 

To ensure the development of user-friendly products, it is important to guarantee that 
needs and limitations of users are taken into account throughout the whole develop-
ment process (Rubin et al., 2008). According to these authors, “usability testing  
employs techniques to collect empirical data of the interaction of representative end 
users with the product by completing representative tasks in a controlled environ-
ment”. In a usability test, the usability of a product is evaluated by means of user 
trials, with the aim to analyze or improve the usability of the evaluated product. 

A usability test is a good way to identify usability problems in this case. According 
to Rubin et al. (2008), some test steps must be considered: 

• Develop a test plan; 
• Choose a testing environment; 
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• Find and select participants; 
• Prepare test materials; 
• Conduct the sessions; 
• Debrief with participants and observers; 
• Analyze data and observations; 
• Create findings and recommendations, 

Following these steps, and focusing the firsts, research plan consisted of plan a test 
that, when using mobile app Sana, the user can record individual patients personal 
data, data related to his/her visit, symptoms and diagnostics. This record is sent to 
Open MRS, setting a databank - this was the test environment.  

When considering the participants, subjects in this field study, albeit being familia-
rized with Sana app, they don’t have a deep knowledge on Open MRS, using it mere-
ly as a databank for recorded data.  

From this point of view, the main proposal of the usability test was to verify their 
performance with the system - if they need to use Sana app, they must also be capable 
to complete simple tasks on Open MRS, as finding a patient record, editing it and 
organizing it. To do this, some parameters determined by the group of Systems Engi-
neering helped researchers to define the scenarios and tasks to be accomplished. Par-
ticipants were contacted and tested during August 2012, in the Ergonomics Lab, at 
PUC-Rio.  

The research problems and proposed scenarios used in this test are in Table 1.  

Table 1. Research problems and scenarios used in usability test 

Research problem Scenario description 
Search for a patient´s  
record 

Using Open MRS/ Sana, find the last registered patient  

Access and edit a record You´ve just diagnose a patient and registered him at Open 
MRS/Sana. At the end of the appointment, the patient told 
that is also a dizzy feeling. It´s good edit patient´s record, 
and add this information.  To do this, use the term “giddi-
ness” in the item “other complaints”. 

Search patient record Your patient John Smith called, once he needs the name of 
the medication you´ve prescribed. To answer him, you will 
need to open his register, and check which is the medication 
that you wrote down. Find John Smith´s record and medica-
tions registered in Open MRS/Sana. 

 
Test materials – as scenarios, debriefing formulary and the online system - were 

prepared before the test began. After arriving, participants did a cooperative evalua-
tion, using four scenarios to perform the tasks. When concluded, subjects answered a 
post-test questionnaire, and also gave their personal impressions and/or comments 
about the system, using a debriefing formulary. 
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Fig. 2. Patient Search page of Sana system, where user can find records of patient already reg-
istered or create a new patient 

 

Fig. 3. SANA Queue page in Sana system, that users must navigate to find patients already 
registered and access their data. 

3 Some Results  

During tests volunteers showed a surprising self-assurance while using the system. 
They mentioned that a couple of days before test, they logged in the system and tried 
to understand how it works. So, during test, this familiarity interfered in tests results, 
once all scenarios were concluded in an easy and fast way.  
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But besides this, participants referred that what happened during performing the 
scenarios was that they memorized which was the sequence of actions, once interface 
wasn´t intuitive, nor easy to understand or navigate.   

Testing using scenarios was also important to point out ambiguities in the website, 
as sections that can be reached using different tags and the lack of integration between 
the App Sana and Open MRS website. If patient isn´t recorded with his all data in 
Sana App, data related to the appointment can´t be created in Open MRS website.  

Answers after test and debriefing showed some similarities concerning the opi-
nions of all participants. Open MRS isn´t an attractive or stimulating interface to inte-
ract, once it´s difficult to be used, and sometimes, too and unnecessarily complex. All 
of them agreed that a tutorial is needed to learn how to use it and they also believe 
that learning process is slow. None of them said that fell confident while using the 
system. 

During debriefing phase, participants emphasized general problems in the website, 
as the need of too many steps to conclude simple tasks, a confusing interface and non-
intuitive navigation. But some other points were more specific: 

• The need of register medications and illness in a section named “Dictionary”. Just 
after each register is inserted in database, these information can be an option to be 
included in patients records; 

• To insert these data in the system user must do it manually, what constitutes an 
effortful task;  

• Manage patient records is also a problem, once there´s no way to delete some of 
them, or access a record that is filed; 

• There is no way to create patients records during appointments using Open MRS 
website - this system can be used just to register patients. To create the appoint-
ment, is necessary use Sana App. So, during appointment, doctors must use a mo-
bile device, they can´t use a laptop or desktop computer. 

4 Final Comments  

This usability testing - using the cooperative evaluation - shows that Open MRS of-
fers valuable resources to the attending physician, but its interface is not ready to this 
public yet.  

Once its language and architecture are more suited for developers than the actual 
physicians, this system appears to be unnecessarily complicated, which restrains its 
insertion in the medical practitioners’ routine. Considering the usability test results, 
new ideas of applications and further tests are to be expected. 

5 Next Steps and Future Research 

5.1 Survey of Apps that Focus the Communication and Information Sharing 
between Doctors and Patients 

Aiming a better comprehension of available tools that allow information sharing be-
tween doctors and patients, the next step of this research is a survey to identify appli-
cations (apps) that are focused in m-health.  
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The objective of this phase is identify, among apps available at Google Play Store 
– that offers apps to Android system – which are the apps that allow patients record 
their personal data, and if he/she wants, share them with his/her assistant doctor. Apps 
that are directed to doctors will be also considered, pointing out similarities and dif-
ferences with Open MRS/Sana. Google Play Store was chosen once Android system 
is the base of the system used in Open MRS/SANA system. 

All apps found in this phase will be organized and analyzed, and shared with all 
members of the research team.  

5.2 Future Usability Test of Open MRS/SANA 

Once the research team includes developers that are working with technical aspects of 
Open MRS/Sana system, after putting together all this information, it is desirable 
carry out another usability test with real users. 

This new evaluation has as objective compare and evaluate users opinions sugges-
tions and performance after changes in this system, from users perspective  
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Abstract. The use of healthcare websites is gaining importance in the United 
States. It is conceivable that when using healthcare websites, the users may not 
be in a happy or euphoric emotional state, and would like to be comforted. In 
this paper, we argue that using emotional interfaces in healthcare systems will 
attract users, and motivate them to stay, participate and return. We suggest a 
possible future state for emotional interfaces in healthcare systems. In this con-
text, we present a review of relevant theories and research studies from Com-
puter Science and Psychology, and a subjective ranking of some well-known 
healthcare websites in the United States with respect to their hedonic and emo-
tional values. Lastly, we discuss our proposal for developing emotional inter-
faces for healthcare websites. 

Keywords: Healthcare Websites, Hedonic Websites, Emotional Websites, 
Emotional Interfaces. 

1 Introduction 

Research on patterns of Internet use has found that people primarily use the Internet 
for communicating through e-mails, and for searching for information ([31]). This 
information search includes searching for health, disease, and medical information on 
healthcare websites. 

Internet use in healthcare by way of use of healthcare websites has increased sig-
nificantly between 2000 and 2013. A study by Pew Internet and American Life 
Project found that 52 million American adults, or 55% of those with Internet access, 
have used the Internet to obtain medical or health information ([15]). Health care 
websites have been created in the past few years at a cost of between $250,000 and $1 
million ([20]). It is estimated that more than 145 million people use healthcare web-
sites to get health related information ([30]). Healthcare websites satisfy the need of 
people to obtain health and disease related information in a quick and efficient man-
ner without having to step out of their homes. Before the Internet revolution, patients 
were dependent on the doctor and the hospital system to instruct and educate them 
about diseases, and describe various treatment options ([79]). In the computer and 
Internet age of today, patients are able to obtain healthcare information from health-
care websites, and are thus knowledgeable. They are in a position to discuss or nego-
tiate with the doctor about their individual situations and treatment options. Clearly, 
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access to the Internet and the proliferation of healthcare websites have changed the 
way patients interact with the doctors and hospitals ([51]).  

According to the Kaiser Foundation web site ([36]), 51% of the healthcare expend-
iture of the United States is accounted for by hospital care and physician/clinical ser-
vices. Although the spending on health care was about $75 billion (7.2% of GDP) or 
$356 per United States resident in 1970, it rose to $2.5 trillion (17.6% of GDP) or 
$8160 per United States resident by 2009. This increase in healthcare spending is 
commensurate with the increased use of healthcare facilities, hospitals, clinics, and 
doctor services by the public, which has put a tremendous pressure on the healthcare 
system. The use of healthcare websites by the public somewhat alleviates this pres-
sure, because it is conceivable that many people who find from the healthcare  
websites that their symptoms are related to common illnesses, may prefer to buy off-
the-shelf medication from a drug store, instead of spending many hours of the day to 
make an appointment, drive to the hospital, and wait in the waiting room to see a 
doctor. For this and other pertinent reasons, there has been an increasing push in re-
cent times to encourage the use of healthcare information technology ([8], [39]).  

Research literature points to differences between functional websites and hedonic 
websites. Websites are made up of user interfaces. In this paper, both terms are used 
interchangeably, because emotional interfaces and emotional websites are one and the 
same with respect to their impact on user emotions. Hedonic websites are designed to 
provide fun, emotional experiences, feelings of arousal, pleasurable experiences, and 
pleasurable outcomes, and are designed with individuals seeking sensations on multi-
sensory channels. Functional or utilitarian websites have been associated with  
business and professional purposes ([72]), and usability goals such as efficiency, ef-
fectiveness and learnability ([63]). Functional websites allow the users to accomplish 
tasks in the most efficient and effective way, and are not developed with ease of use, 
emotions or aesthetics as important considerations. The outcomes from functional or 
utilitarian websites are resultant from attentive, rational, and task-oriented actions 
([3]). By contrast, hedonic websites are designed to provide fun, emotional expe-
riences, feelings of arousal, pleasurable experiences and pleasurable outcomes, and 
are primarily designed for individuals seeking sensations on multi-sensory channels 
([32], [38], [46], [72]). Emotional websites are thus a subset of hedonic websites and 
convey the same values as hedonic websites, but with an increased emphasis on the 
emotional aspect. It should be understandable that some hedonic and emotional web-
sites may not have utilitarian values, and vice-versa.  

Laurel ([40]) states that emotions play an important role in social interaction 
through computers. Users of healthcare websites do so primarily to find health related 
information when they are sick, find ways to prevent sicknesses, or find health insur-
ance information ([15], [51], [77]). Understandably therefore, when using healthcare 
websites, they experience a range of emotions, mostly negative. They are likely not in 
a happy or euphoric emotional state and would like to be comforted. Though re-
searchers have explored hedonic, and emotional interfaces, little research has been 
done with respect to applying these to healthcare systems. Herein lies the research gap 
for our current research. We argue in this paper that the use of emotional interfaces in 
healthcare systems will attract users to healthcare websites, comfort and entertain 
users, and motivate them to stay, participate and return. This behavior, in turn, may 
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reduce or eliminate the need of face-to-face doctor-patient encounters for information 
gathering, discussion of treatment options available, and other similar purposes. 

2 Hedonic and Emotional Interfaces 

Research has shown that both rational and irrational factors play a role in user selec-
tion and continued use of websites ([24], [27], [46], and [67]). Rational factors are in 
tune with the goals of functional or utilitarian websites, and concern themselves with 
whether the websites facilitate accomplishment of tasks in an effective and efficient 
manner. By contrast, irrational factors are related to emotions, and therefore are in 
tune with the goals of hedonic or emotional websites. For example, habit is an exam-
ple of irrational behavior, whereby the website user will continue to use websites by 
habit, without subjecting the behavior and the outcomes to detailed analyses ([46]). 
Van der Heijden ([72]) found determinates of future use intentions concerning hedon-
ic systems.  Kim and Hwang ([37]) state that emphasizing the hedonic aspects of mo-
bile Internet applications make them more attractive for younger generations. Schrepp 
et al. ([63]) found that hedonic qualities have an impact on the attractiveness of inter-
faces, and the more attractive the interfaces or websites, the higher the user preference 
for them. Kim and Forsythe ([38]) found that the hedonic aspect of perceived  
entertainment value was a stronger determinant of attitude toward using product vir-
tualization technologies than perceived usefulness. Fiore et al. ([21]) conducted path-
analysis studies and found statistically significant paths between hedonic value and 
resulting emotional pleasure, and arousal variables, and also statistically significant 
paths between these three variables and global attitude, willingness to purchase, and 
willingness to patronize an online store. Hu and Chuang ([34]) found hedonic value to 
be one of the ‘value components’ that had a direct and positive effect on customer 
loyalty intention toward e-retailer websites. Pillai and Mukherji ([58]) found that the 
playfulness aspect in hedonic social networking websites had a significant impact in 
the user acceptance of such websites.  

Human computer interaction is a social process in which emotions play a signifi-
cant role ([54], [56], [57]). Research has linked emotions to the consumption of prod-
ucts and services ([3], [4], [32]). Although the term ‘consumption’ has been primarily 
associated with consumer behavior with respect to product and service purchases, the 
same could be extrapolated to apply to the use (consumption) of websites as well. 
Emotions relating to service provided have been associated with satisfaction and fu-
ture behavior intentions ([2], [5]). These studies indicate that positive emotions expe-
rienced during consumption and service actions greatly influence commitment to the 
relationship with the providers, and intention to continue the relationship.  

Picard ([56], [57]) discusses the importance of building computer systems that  
respond to user frustrations so as to alleviate them. Isbister ([35]) contemplates the 
designing of computer interfaces and websites that will translate the movements asso-
ciated with computer use to “feel good” and pleasurable emotions that will result in 
less stressful and more healthy human computer interactions.  Lim ([45]) found that 
individuals’ sensation seeking behavior and gender influence their emotional res-
ponses to visual stimuli during computer mediated slot machining gaming.  Lee ([42]) 
examined the interface-based antecedents of trust in the agent-assisted shopping con-
text, aiming at discovering potential interface strategies as a means to enhance  
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consumer trust in the computer agent. This work examined the effects of certain inter-
face design factors, including face human-likeliness, script social presence, informa-
tion richness, and price increase associated with upgrade recommendation by the 
computer agent, for their usefulness in enhancing the affective and cognitive bases for 
consumer trust. On the basis of this study, the researchers suggested that it is impor-
tant for computer agents to reduce information overload experienced by many online 
shoppers. They further suggested that future development of computer interfaces 
should aim at flexible adaptation of agents to meet the unique individual needs cus-
tomizing for situational idiosyncrasies, thus providing high performance and enjoya-
ble experiences to consumers. Tuch et al. ([71]) found through their research that the 
user’s affective experience in an online shopping environment impacts the aesthetics-
usability relationship, and contributes to altering the paradigm “what is beautiful is 
useable”. 

Gugliotta and Paterno ([25]) present a set of design criteria for designing websites 
that can be adapted to emotion-related aspects. Miranda et al. ([50]) discuss the use of 
emotional design in the development of low technology products and the addition of 
emotion causing strategies in such design that can result in a more desirable interface. 
Hao et al. ([28]) contend that the emotional response of users has become a key factor 
to be considered in product designs, and discuss how user’s emotional responses can 
be used to develop new automobile outlines. Welzel et al. ([76]) discuss the term 
“emotional ergonomics” in the light of cognitive interdependency between ergonom-
ics and marketing of products. Yung et al. ([80]) while acknowledging the importance 
of emotions for human cognition, motivation, learning, decision-making and intelli-
gence, discuss the development of adaptive interfaces, which would support the users 
with positive emotion eliciting elements. Walter ([75]) stresses the importance of 
emotional experiences and alludes to their applications in website design, which he 
states should create an experience for users that makes them feel like there is a per-
son, and not a machine at the other end. Scaglione ([60]) stresses the need to build 
emotion evoking websites to attract and retain customers for life, since at the core of 
every human being is the desire to connect and find meaning in the world. Martin et 
al. ([63]) found emotion based satisfaction to be a better predictor of future behavioral 
intention than cognitive measures of satisfaction. 

It follows from the above discussion that a healthcare web site that can provide 
comfort in the form of emotional adaptations involving appropriate emotional res-
ponses can attract and retain users, and serve its intended functions both, from an 
information system perspective, and from an emotional interface perspective. Such a 
website or interface must be able to evoke a positive emotional response from the 
user, and eventually improve their mood state by causing an emotion shift from nega-
tive to positive emotions.  

3 Subjective Evaluation of Healthcare Websites for Hedonic 
and Emotional Values 

To evaluate the extent to which hedonic and emotional values are present or absent in 
the healthcare websites that are in use today, we selected 15 healthcare websites for 
evaluation, based on rankings by the Consumer and Patient Health Information Socie-
ty (CAPHIS), a section of the United States Medical Library Association (CAPHIS, 
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2012). A thorough literature review pertaining to hedonic websites and emotional 
websites was conducted, with a view to come up with a list of measures that have 
been used by researchers to evaluate hedonic and emotional values. The preliminary 
list yielded 70 measures. This list was examined carefully to select measures that 
would be most appropriate for a subjective evaluation, because the preliminary list 
contained measures like “emotional arousal” which may be difficult to assess subjec-
tively. The final list of measures, thought to be appropriate for subjective evaluation 
purposes, yielded 27 measures which are listed in Table 1. Based on these measures, 
the authors developed a scale comprising questions of a “yes-no” nature, and also 
questions that needed an evaluation on a scale of 1 to 5 (with 1 being “very much not 
so” and 5 being “very much so”). Table 2 and Table 3 present a list of these questions 
(Tables 2 & 3 could not be included in this submission due to space constraints, and 
are available from the authors upon request). 

Table 1. Measures Selected For the Subjective Evaluation 

Authors Paper title Year Hedonic Web Site Attributes

Fiore, A., Jin, H., and Kim, J.
For fun and profit: Hedonic value from image 
interactivity and responses toward an online store 2005

Emotional pleasure (happy-unhappy, annoyed-pleased, 
dissatisfied-satisfied)

Hartmann, J.B. and Samra, 
Y.M.

Hedonic and utilitarian aspects of web use: an 
empirical study among United States teenagers 2008 download videos or movies

meet new people on the web

Hu, F.L., and Chuang, C.C.

A study of the relationship between the value 
perception ad loyalty intention toward an e-retailer 
website 2012

This site not only sells products and services, but also 
entertains me
I get so involved when I shop on this website that I 
forget everything
I enjoy surfing and shopping from this web site

Hung, W.T., Tsang, S.S., and 
Liu, H.Y.

Website characteristics and the impact of user 
perceived value on user behavior 2010

Novelty (web attribute that is perceived by web users as 
comprising novel information and information)
Flow experience ( a state of consciousness that is 
sometimes experienced by individuals who are deeply 
involved in an enjoyable activity)

Hur, Y.
Determinants of sports website acceptance: An 
application and extension of the TAM model 2007 Enjoyable or not enjoyable

Also perceived enjoyment which consists of following 
questions:

Kim, D. and Hwang, Y.

A study of mobile internet user’s service quality 
perceptions from a user's utilitarian and hedonic 
tendency perspectives 2010 chatting

sports scores or variety

Kim, J. and Forsythe, S.
Hedonistic usage of product virtualization 
technologies in online apparel shopping 2007 it is fun

enjoyable
interesting

Lee, R. and Murphy, J.
The moderating influence of enjoyment on customer 
loyalty 2008 Enjoyment (and pleasure)

Li, D.C. Online social network acceptance: a social perspective 2011 perceived enjoyment
Liao, C., To, P., Liu, C., Kuo, 
P. and Chuang, S. Factors influencing the intended use of web portals 2010 visual attractiveness (esp. color scheme & overall layout)

pleasant layout
aesthetics

Massey, A.P., Khatri, V., and 
Montoya-Weiss, M.M.

Usability of online services: The role of technology 
readiness and context 2007

No direct measures, but refers to the following wrt 
Hedonic websites:
Self-fulfilling value (interacting with  the site is an end in 
itself)
Enjoyment

Pillai, A., and Mukherjee, J.
User acceptance of hedonic vs. utilitarian social 
networking web sites 2011 Perceived ease of use

Yang, K. and Lee, H. Gender differences in using mobile data services: 2010 feel good when using 
utilitarian and hedonic value approaches enjoyable

gives pleasure
makes me want to use 
web page design style
graphics
colors
attractive visual images  
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The developed scale was used to perform a subjective evaluation of the 15 health-
care websites selected. The results of this subjective evaluation are presented in Table 
2 and Table 3 (Tables 2 & 3 could not be included in this submission due to space 
constraints, and are available from the authors upon request). From the results of the 
subjective evaluation, only 1 (Mayo Clinic) of the 15 healthcare websites evaluated 
(7% of the total healthcare websites evaluated) got an average score of better than 2.5 
on scale type 1, and only 2 (Mayo Clinic, WebMD) of the 15 healthcare websites 
evaluated (14% of the total healthcare websites evaluated) got an average score of less 
than 1.5 on scale type 2. This means that of the 15 healthcare websites evaluated, at 
best 2 websites had some hedonic and emotional values, but all the other websites did 
not. These results reflect that there is a tremendous opportunity to improve the exist-
ing healthcare websites to make them hedonic and emotional, and to develop new 
healthcare websites that are hedonic and emotional. 

4 Building Emotional Computer Interfaces  
in Healthcare Systems 

Theories from Psychology have guided computer programmers and researchers in 
Computer Science, by way of helping to understand human behavior and emotions 
during computer use ([6], [7], [36], [47], and [61]).  Emotions are very complex, more 
pronounced in evolutionarily advanced animals like human beings as compared to 
primitive animals, and valuable in producing appropriate actions to good and bad 
situations ([33], [37]). A thorough review of extant research literature in Computer 
Science and Psychology has revealed that ‘appraisal theories’ of emotion ([22], [41], 
[55], [62]) have been favored the most by computer scientists and researchers, for 
application to hedonic and emotional computer systems. Appraisal theories place the 
cognitive component at the very onset of an emotional episode, prior to bodily res-
ponses, and thus the cognitive component can be invoked as the one that determines 
which emotion should be produced and how intense it should be ([33]). This is related 
to the suggestion that an emotional web interface can help with managing the emotion 
shift of the user from a negative emotional state (Ex. depression, sadness) to a posi-
tive emotional state (Ex. hopeful, excited). 

We found further, that of all the appraisal theories, the most frequently used theory 
by researchers in Computer Science is the “Cognitive Structure of Emotions” theory 
proposed by Ortony, Clore, and Collins ([55]). In this theory, the authors try to stress 
the holistic nature of emotions, while pointing to the individual emotions evoked by 
certain conditions. According to this theory, Emotions are “valenced reactions to 
events, agents or objects, with their particular nature being determined by the way in 
which the eliciting situation is construed”. Ortony et al. ([55]) define an “event” as 
“people’s construals about things about to happen, considered independently of any 
beliefs they may have about actual or possible causes”. When an individual is reacting 
to events, that individual is reacting to the consequences of the current event, has in 
mind the consequences of past events, and may either be pleased or displeased with 
such outcomes. Ortony et al. ([55]) define an “agent” as “things considered in light of 
their actual or presumed instrumentality or agency in causing or contributing to 
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events”. Agents could be human or non-human, “animate beings or inanimate objects 
or abstractions, such as institutions and even situations, provided they are construed 
as causally efficacious in the particular context”. When an individual is reacting to 
agents, that individual is reacting to the behavior or actions of the agents, and may 
either approve or disapprove of such behavior. Ortony et al. ([55]) define “objects” as 
“objects viewed qua objects”, with the possibility that objects could be treated as both 
objects and as agents depending on the situation. They explain this with the following 
example: a person who buys a new car that is a constant sources of trouble might 
blame the car for his series of misfortunes, and in doing so treats the car as an agent 
(hence disapproves of it), and also as  an object only (hence dislikes it). The emotion 
of liking an object could have the following tokens: adoration, affection, attraction, 
liking, and love. Similarly the emotion of disliking an object could have the following 
tokens: aversion, disgust, hate, loathing, repulsion, detest and revulsion. When an 
individual is reacting to objects, that individual is reacting to the aesthetics of the 
object such as color, shape, form or size, and may either like or dislike such aesthet-
ics. This is just the starting point. Ortony et al. ([55]) then sub-classify this initial set 
of emotions into further emotional states based on the aforementioned fundamental 
hierarchy. For instance, the emotional reaction to objects may elicit “attraction emo-
tions” such as hate or love. Figure 1 shows the complete classification of emotions 
proposed by the model.   

We argue that Ortony ([55])’s theory can be applied to build emotional interfaces 
for healthcare systems by creation of events, agents and objects in the interface. We 
posit that in the context of emotional interfaces in healthcare systems, the following 
would be desirable events: having an interesting session with the website that makes 
one forget everything else during the interaction, having a web session that provides 
the answers sought by the user along with detailed explanations in one session (high 
quality of service), animated and voice-based narratives in the web session (as if one 
were interacting with a human), and a web session that loads and transitions from one 
page to the next quickly so that the user gets the desired response in a relatively short 
time (similar to a hospital visit where one can meet the doctors and nurses without 
any check-in counters or waiting rooms). In practical terms, while some of the above 
events (for example the first two) may be achieved with the inputs provided by the 
domain experts (healthcare experts such as doctors and nurses), the others can be 
achieved purely through the expertise of the programmer. Hu and Chuang ([34]) con-
sider the impact of websites that provide interesting sessions and flow, in enabling 
users to get very involved with and forget everything else. This is similar to having an 
experience involving a book of fiction, in which the reader finds it difficult to stop 
reading the book from cover to cover, because the chapters are so interesting and 
‘pull’ the reader from one chapter to the next. Massey et al. ([81]) discuss the self-
fulfilling value offered by a website, whereby interacting with the website is consi-
dered a reward in itself. Ltifi ([43]), Carlos ([13]) and Tarafdar ([70]) have explored 
the role of website quality in user satisfaction. Yeung & Lu ([80]) and Sharples ([64]) 
studied the impact of animation, graphics and narrative style in website use.  Mousta-
kis et al. ([53]), Cao et al. ([12]) and Tarafdar ([70]) investigated the impact of quick 
response times including loading times in website use.  
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We posit that in the context of emotional interfaces in healthcare systems, the fol-
lowing would be desirable agents: chat rooms and blogs that enable the website users 
to meet and interact with people with similar medical issues, play rooms with quizzes 
relating to medical issues, videos and animated movies about the medical issue under 
consideration with the ability to  be downloaded and viewed offline, human like inte-
ractions such as asking whether the user is satisfied with the information obtained so 
far or needs more information, or asking the user what they would like to see or where 
they want to go next (similar to a human like interaction with the user during a face-
to-face hospital encounter with a doctor or nurse). In practical terms, the agents men-
tioned above will primarily involve the expertise of the programmer, while the con-
tent and context of the object (for example, what animations should be provided or 
what questions should be asked) are provided by subject matter experts like doctors 
and psychologists. Curtis ([52]), Pillai et al. ([58]), Mack et al. ([48]), and Burke 
([10]) explored the role of playfulness, chat rooms and blog use in website user satis-
faction.  Hartmann & Samra ([82]), Hahn et al. ([26]) and Yeung & Lu ([80]) re-
searched the presence of downloadable materials in enhancing website use and user 
satisfaction. Aldiri et al. ([1]), Sicilia et al. ([65]), and Sundar et al. ([68]) investigated 
the impact of interactivity in website use.  

We posit that in the context of emotional interfaces in healthcare systems, the fol-
lowing would be desirable objects: vibrant and pleasing color schema (for the screen 
in general, the dialog boxes, the animations and for all related aspects), animation 
(especially two and three dimensional animations involving the human anatomy to 
explain the medical condition queried by the user), humorous narratives with interac-
tive graphics that lighten emotions and the mental load (especially when explaining 
the technical details, symptoms or consequences concerning the medical condition 
queried by the user), clipart (three dimensional in pastel colors), high brightness, and 
stability of color tones (associated with mood elevation). Wang et al. ([74]), Cook & 
Finlayson ([18]), and Cutshall ([19]) explored how beauty in a website through the 
use of color schema (influenced by cultural values) impacted its continued use. Lim 
([44]), and Content ([17]) investigated the advantages of using three dimensional 
animation to enhance website characteristics. Hem ([29]) addresses the use of anima-
tions involving body parts to help patients understand what is wrong with them, and 
understand the healing process. Webb ([78]) describes the use of animation in an 
ophthalmology practice, which helped to boost the sale of optical products and servic-
es. Gao ([23]) and Chung-Hoon & Young-Gul ([14]) studied the effects of humor in 
e-commerce. Wagner ([73]) and Tao ([69]) studied the mental load involved in web 
use. Reed et al. ([59]) and Bucy et al. ([9]) explored the use of clipart in the light of 
website complexity.  

The healthcare website user can be presented with the emotional interfaces in two 
ways, as follows. Picard and his colleagues ([56], [57]) have created new technologies 
that enable a computer to sense, understand and respond to human signs of confusion, 
frustration, anger, interest and joy. The computer is then able to respond with the 
appropriate emotional interface. Other researchers have presented the user with emo-
tional interfaces pre-fabricated to evoke particular emotions. For example, Kim and 
Moon ([83]) discuss the development of an emotional interface through the  
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manipulation of clipart (form, size and motion manipulations) and color (tone, back-
ground, brightness and symmetry manipulations), that will evoke feelings of trustwor-
thiness in users of an online banking interface, The second method seems to be the 
easiest path for deployment of emotional interfaces in healthcare systems. Since it is 
likely that healthcare website users are not in a happy or euphoric emotional state and 
would like to be comforted, emotional interfaces with appropriate events, agents and 
objects should be able to comfort the user, make him or her feel secure and enter-
tained, and thereby cause a shift in the emotional state from negative to positive. This, 
in turn will motivate the users to stay, participate and return. 

 

Fig. 1. Cognitive Structure of Emotions Theory(Source: Ortony et al., 1988) 

5 Conclusion 

This paper proposes to use Ortony’s ([55]) theory to develop emotional interfaces 
involving events, agents, and objects that may transform the emotional state of the 
user from negative to positive. The development of emotional interfaces and websites 
has much relevance in this day and age of the Internet revolution, in which a larger 
proportion of the public than ever before, are turning to healthcare websites for in-
formation about diseases and treatments. Using emotional websites and interfaces in 
healthcare systems will permit a better connection with the users and make the user 
interaction entertaining and informative. This will further encourage the use of 
healthcare websites, and help to alleviate the pressure on the healthcare system, espe-
cially in the United States. Concrete guidelines must be developed in future research 
concerning how to induce positive emotions in a healthcare website. 
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Abstract. Exposing human beings to natural light has many empirically and 
experimentally corroborated effects on health, well-being and quality of life. 
One important effect is the entrainment of the human “master clock” to the 24h 
rhythm of the solar day. In contrast, being surrounded by darkness during the 
night increases blood levels of melatonin, the brain derived “sleep hormone”, 
and thus signaling other organs aside from the brain. However, in contrast to 
earlier times, particularly in urban areas distinct periods of the day marked by 
bright and dark light conditions are scarce, as modern lifestyle has changed and 
artificial lighting is present in cities on a 24 hour basis. In addition to the merely 
“visual” effects, light also exhibits non-visual, but biologically relevant (time, 
spatial, quality and quantity dependent) effects, that are mediated by specialized 
cells in the eye. These non-visual effects, such as the suppression of melatonin 
during nighttime may potentially be regarded as a severe risk factor to human 
health. Due to the discovery of the relationship of light exposure and melatonin 
suppression, studies have been conducted to evaluate which properties of light 
are most effective in suppressing melatonin.  

In 2009 a first pre-standard for determining the non-visual effects of light 
mediated through the eye was established by the German Institute of Standardi-
zation (DIN). In this paper we describe, according to the standard, one approach 
to assess melatonin suppressing potential of light sources on the basis of ma-
thematical algorithms that can be utilized as a conceptual platform for planning 
visual and non-visual effective lighting for optimal healing environments.  

Keywords: Natural light, artificial lighting, human eye, melanopsin, retinal 
ganglion cells, melatonin suppression, sleep, circadian rhythm, Irradiance, Lu-
minance, melanopic sensitivity function, visual angle, DIN V 5031-100:2009. 
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1 Introduction and Motivation 

Natural light plays an important role in our daily lives. Living organisms have 
adapted to the 24h rhythm of light and darkness, activity and rest. The individual 
metabolism of an organism can react and adapt to specific needs of activity- and 
sleep-cycles, allowing some organisms to be night-active, while others are day-active. 
Human beings are as a consequence of evolutionary processes specifically adapted to 
day-active (diurnal) live with resting periods during dark periods. The concomitant 
metabolic imprint is useful for survival as human beings are not well prepared to re-
main active in darkness. Since time immemorial human beings have reduced their 
activity level and hidden away during night, thereby instead using the time for resting 
and sleeping. Many million years of pertinent evolutionary processes have led to the 
development of the human organism with its useful metabolic adaptation to fulfill the 
demand of optimal functioning in interaction with the environment. As organisms are 
all exposed to night- and daytime, they have developed several types of “inner 
clocks” that are synchronized and entrained by a “master clock” in the brain. Light 
exposure, i.e. daylight period entrains this “master clock”.  

Some 10 years ago, two independent research groups described a new type of pho-
toreceptor in the human eye, a ganglion cell, containing the pigment melanopsin with 
photosensitive properties. An action spectrum was found for this cell type with a peak 
of excitation in the visible blue segment (maximum at wavelength 460nm-480nm) of 
natural and artificial light. These ganglion cells were found to be responsible for the 
regulation of non-visual effects of light exposure. Specifically, the entrainment of the 
circadian rhythm is thereby realized by transducing the light signal to the Supra-
chiasmatic Nucleus (SCN), a small region above the optic chiasm where the “master 
clock” is situated. Mediated by the SCN over sympathic pathways Melatonin, a 
“sleep-inducing” hormone is secreted by the pineal gland during the night. Melatonin 
is proportionally suppressed by exposure to nocturnal monochromatic light [1, 2]. 
Moreover Melatonin also acts as a free radical scavenger, and therefore, the hormone 
may also be important for immune functions and cancer protection [3]. Since the  
industrial revolution at the end of the 19th century, artificial light has become an im-
portant factor of our economy. Shiftwork was introduced and nighttime was corres-
pondingly no longer considered to be a resting period. As gradually more efficient 
light sources were developed, artificial lighting became almost similar to daylight for 
non-visual effects. As the entrainment function of light was no longer modulated by 
natural light, but also by artificial light, concomitant altering working conditions such 
as the introduction of shiftwork has led to chronodisruption. Chronodisruption has 
been conceptualized as a relevant disturbance of the circadian organization of physi-
ology, which links light and biological rhythms. Some studies have shown that  
chronodisruption has been linked to the development of certain types of cancers. Par-
ticularly shiftwork has been identified as a risk factor for chronodisruption severely 
impeding health and wellbeing [4].  

In modern economies employees spend a considerable amount of time in reduced 
daylight conditions in buildings, sometimes in workplaces with artificial light over 24 
hours. Many of these individuals report to have sleep problems and complain about 
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distress. While different factors may be responsible for sleep problems and distress, a 
protective factor for a sufficient quantity and quality of sleep during the night is main-
taining adequate exposure to daytime light with suitable intensity and biological ef-
fectiveness (adequate exposure to blue spectral components), so as to entrain the inner 
clock. Bright artificial light can also prevent accidents as a consequence of suppressed 
mid-afternoon sleepiness [5]. Consequently, light leading to melatonin suppression 
during night time should be avoided, as melatonin is crucial for good sleep. However, 
the activating effects of light may be used in the evening, but exposure to high 
amounts of the blue spectral component may lead to delay of melatonin secretion and 
shifting of circadian rhythms [6]. This paper aims to describe one approach to assess 
the melatonin suppressing potential of light sources on the basis of mathematical al-
gorithms that can be utilized as a conceptual platform for planning visual and non-
visual effective lighting for optimal healing environments. We thereby describe the 
assessment of non-visual effects of artificial light using radiometric and photometric 
measurements in a LED-based integration sphere.  

2 Material and Methods 

The German Institute for Standardization (DIN) has established a committee for the 
standardization of the non-visual effects of light. In June 2009, the committee pub-
lished a first pre-standard known as DIN V 5031-100 with the heading: Non-visual 
effects of ocular light on human beings - Quantities, symbols and action spectra”. 
This pre-standard was intended to act as a conceptual basis for the evaluation of non-
visual effects of light, as they are mediated by intrinsic photosensitive retinal ganglion 
cells (ipRGC) of the human eye. A prototype of a goggle allowing to assess chromatic 
pupillometry, the physical properties of specific LEDs were measured in an integrat-
ing sphere, and the non-visual effects are computed. In a first step, we will define the 
integrating sphere and the characteristics of the measured solid angle and visual angle 
of our prototypical measurement instrument.  

2.1 The Integrating Sphere 

A special application for Lambert’s cosine law is the integrating sphere shown in 
figure 1. A light source (Q) is placed in the middle of a diffuse painted white sphere. 
Through an observation window (F), which is protected by a screen (S) from direct 
radiance, the intensity of the radiant can be measured. Although the light source might 
illuminate the sphere’s surface in an inhomogeneous manner, the radiance through the 
observation window is almost consistent. In our measurement prototype the integrat-
ing sphere is a half bowl with red, green and blue LEDs circular placed on the outside 
of a commercially available safety goggles that is used to indirectly illuminate the 
mounted sphere. By means of this technological setup, an almost homogenous mea-
surement of the irradiance at the eye level (with a cone shaped visual angle) can be 
performed. 
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3.2 LED Light Source Characteristics 

The measurements in this investigation were conducted with a spectroradiometer 
JETI specbos 1201. This instrument can be used for measurements of irradiance, ra-
diance, illuminance and luminance. In Table 1 the electrical and optical characteristics 
are shown. In Fig.2 the spectral distribution is displayed for the red, green and blue 
stimulus.  

Table 1. The given characteristics of the LEDs used in the measurement system with the 
measured characteristic parameters λmax and Ee,λ max. 

Name  Wavelength λmax 

(at Maximum) 

 Fwd. Current  Fwd. Voltage Maximum Spectral Irradiance

 Ee,λ max 

LED-red   655.2 nm   20 mA   1.8 V   33.7 mW m-2 nm-1 

LED-green   518.0 nm   20 mA   2.2 V   79.9 mW m-2 nm-1 

LED-blue   472.8 nm   20 mA   3.5 V   46.9 mW m-2 nm-1 

     

 

Fig. 4. In this figure the spectral irradiance of the three lighting conditions in the integrating 
sphere is shown. The maxima of the curves are described by the parameters λmax and Ee,λ max. 

With the melanopic irradiance Ee,mel (measured in W m-2), the “melanopic daylight 
equivalent illuminance” Emel , (measuring unit lux), at the eye level can be calculated 
with equation (7) 

 Emel 725,82 lm/W ·Ee,mel (7) 

Table 2. Light source, wavelength, max. spectral irradiance, measured melanopic irradiance 
Ee,mel (W m-2) and “melanopic daylight equivalent illuminance”8 Emel (lx) at eye level 

Light  

source 

Wavelength λmax 

(at maximum) 

Max Spectral 

Irradiance Ee,λ max 

Ee,mel  Emel  

LED-red   655.2 nm   33.7 mW m-2 nm-1 31.27 µW m-2 0,0227 lx 

LED-green   518.0 nm   79.9 mW m-2 nm-1 1.773 W m-2 1286 lx 

LED-blue   472.8 nm   46.9 mW m-2 nm-1 1.249 W m-2 906 lx 

 

                                                           
8  According to draft DIN SPEC 5031-100:2012. 
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If we measure the „photopic“ illuminance at eye level of the three light qualities, 
and the factor amel,v with the spectroradiometer, we can compute the melanopic day-
light equivalent illuminance according equation (6) in an alternative way (see table 3).  

Table 3. Light source, max. spectral irradiance, measured illuminance E (lx), amel,v  and 
“melanopic daylight equivalent illuminance” Emel (lx) at eye level 

Light  

source 

Max. Spectral 

Irradiance  Ee,λ max 

Illuminance 

at eye: E  

amel,v Emel  

LED-red   33.7 mW m-2 nm-1 58 lx 3.671 10-4  0,0227 lx 

LED-green   79.9 mW m-2 nm-1 1866 lx 0,649 1286 lx 

LED-blue   46.9 mW m-2 nm-1 113 lx 7,545 906 lx  

Table 4. Light source, aligned maximum irradiance, aligned melanopic irradiance Ee,mel 
(W m-2), aligned illuminance E (lx) and “melanopic daylight equivalent illuminance”9 Emel (lx) 
at eye level. Alignment was performed to better compare the melanopic effects of the light 
sources. 

Light  

source 

Aligned max. Spectral 

Irradiance  Ee,λ max 

Ee,mel 

(aligned) 

Illuminance 

at eye (aligned): E

Emel 

(aligned) 

LED-red   79,9 mW m-2 nm-1 74.1 µW m-2  138 lx 0,054 lx 

LED-green   79.9 mW m-2 nm-1 1,773 W m-2 1866 lx 1286 lx 

LED-blue   79,9 mW m-2 nm-1 2,128 W m-2 193 lx 1543 lx  

 
For a better comparison of Emel we aligned the spectral irradiances to 79.9 mW m-2 

nm-1 (see Table 4). 

4 Discussion 

With modern luminaires and light sources, we have not only the possibility to create 
good visual lighting conditions, but also to execute non-visual effects on the basis of 
“melanopic” effective lighting. During daytime non-visual effects are important be-
cause humans are in need of light for the proper entrainment and synchronization of 
the inner clocks. Today, the lighting conditions for entrainment are not always suffi-
ciently extant in work places with 24 h artificial lighting and no exposure to natural 
daylight (e.g. control rooms in ships or power plants). On the other hand human be-
ings are in need of a dark environment during the night, so as to allow them to sleep 
and recover adequately. In many instances - be it during shift work or in urban areas - 
due to outside ambient light (“-pollution”) darkness is not sufficiently present. How-
ever, as light has a distinct ability to suppress melatonin, it is essential to know how 
much light exposure is needed for entrainment during the daytime. In a similar way, if 
light exposure is needed during night time, it is also pivotal to know, how much un-
wanted suppression of melatonin may be created as a consequence of being exposed 
to the respective light source. The “melanopic daylight equivalent illuminance” Emel 
                                                           
9 According to draft DIN SPEC 5031-100:2012. 
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provides the necessary information about the melatonin suppressing effects of a given 
light source. Emel can be easily computed, in accordance with equation (6), on the 
basis of a measurement with a lux meter at eye level and a given factor amel,v provided 
by the manufacturer of the light source. If a spectroradiometer is available, Emel can be 
estimated by measuring the melanopic irradiance Ee,mel (measured in W m-2) and cal-
culated with equation (7). We conducted sample measurements of light conditions 
with different maximum irradiances at the characteristic wavelength (see table 2 and 
3). For a better comparison we aligned the spectral irradiances to 79.9 mW m-2 nm-1. 
We can observe that the red light situation has almost no melanopic effectivity. This 
result is in accordance with the fact that red light is far out of the relative melanopic 
spectral sensitivity smel(λ) range. Of interest is the finding that a green light situation 
with equal irradiance produces an approximately ten times greater measured “photop-
ic” effectivity than red or blue light, while the melanopic effectivity is comparable to 
the blue light situation. The described procedures in accordance with draft DIN SPEC 
5031-100:2012 can be used to estimate the melanopic effects of a light source. How-
ever, this pre-standard does not consider the already established effect of a spectral 
opponency in melatonin suppression [8]. Additionally the melanopic spectral sensitiv-
ity function smel(λ) is still not finally confirmed, due to unsatisfying curve fitting of 
the known measurement points. Nevertheless this method does not allow the exact 
assessment of melatonin suppression; it is an assessment of the melanopic potential of 
light and may be considered as an adequate estimate for practitioners.  

5 Conclusion 

In this paper, we have demonstrated how the melatonin suppressing potential of a 
light source can be estimated by means of calculations that are in accordance with the 
German Standard DIN V 5031-100. We consider this to be fundamental knowledge 
for biomedical engineers, light planners and architects and all individuals interested in 
designing lighting and luminaires for optimal healing environments. The considera-
tion of melanopic effects of light is not only relevant to promoting and maintaining 
health and well-being, as it may actually help to avoid accidents, raise vigilance as 
well as lead to better sleep. Moreover, as individuals may gain more resilience against 
distress and prevent depressive episodes, human adequate lighting is certainly one 
pivotal aspect of optimal healing environments.  
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Abstract. According to F.P. Brooks, werewolves are the most terrifying of all 
monsters because they are common people who are transformed into night-
mares.  Likewise, nothing can be more concerning than having a semantic  
system that produces inaccurate results due to unidentified problems in the on-
tology.  Inaccurate medical information can have catastrophic consequences.  
This paper will briefly discuss some issues with existing biomedical ontologies.  
For instance, the part-of and has-part dilemma may lead to alternative interpre-
tations and incompatibility among ontologies. Challenges concerning biomedi-
cal ontologies can cause inadequate mappings between data elements and  
contents.  Therefore, causing major problems that can corrupt biomedical on-
tologies for large multiscale and multidomain integration.  Moreover, this can 
result in problems with current methods used to manage biomedical ontology, 
and ambiguous and inconsistent relation definitions between terms. 

Keywords: Meaningfulness and Satisfaction, Service Engineering, Universal 
Usability, Biomedical Ontology. 

1 Introduction 

If a person started only eating junk food and began getting sick, would the issue be 
mainly in the person's digestive system?  The probable answer is: no.  His digestive 
system maybe working properly; however, the issue would most likely be the kinds of 
foods the body is being fed.  Arguably, to heal from the symptoms he should 'fix' his 
diet.  Arabs have a saying "stomach is the house of disease and medication".  This 
implies: what enters a body (through the stomach) can make it sick or healthy.  The 
problems may be: not identifying the concerns about junk food and discussing them.  
The same can be said about biomedical ontology.  There can exist the best semantical-
ly integrated system that uses different topics of ontologies, but if there is a problem 
with the ontology itself, the results will not be accurate.  Apparently, there are more 
articles about diet issues than there are on concerns about the challenges of ontology 
usage. 

It is important to mention that data elements are essential to decide the level of ac-
curacy at different stages of data process (Maojo et al. 2011).  Semantics enable ma-
chines to understand context and the type of data they utilize. Thus making machines 
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more able to understand at the human-level (Gangemi 2003).  Semantics are going to 
enhance the independence of knowledge management by delegating everything to the 
machines (Cayzer 2004).  An ontology is a "domain-specific dictionary",  It captures 
the semantic meaning and relationship of terms which allows for further usage of the 
term’s concept (Maojo et al. 2011).  It contains terms along with defined properties 
that can be executed by a computer.  Ontologies are created by domain-experts.  It is a 
formal representation about things that can be "talked about" in a way systems can 
handle (Simperl 2009).  "Ontology is a representation of universals; it describes what 
is general reality, not what is particular. (Maojo et al. 2011)"  Ontology differs from 
databases because databases represents instances of entities where as ontology 
represent classes of entities.  Ontology provides engineers with the semantics of data 
which can be used with problem-solving methods along with reasoning services to 
produce a great system with fewer resources (Schulz et al. 2006). 

An ontology represents and shares concepts of a domain in a formal way that can 
be understood by software agents, which makes ontology an important element in 
artificial intelligence implementations.  Ontology provides information management 
systems with a way to handle unstructured contents, which may be impossible for 
computers to handle without ontologies.  Ontologies are spread through distribution 
systems, such as the semantic web.  Ontologies are needed for knowledge description, 
natural language processing, and as a reference for standardizing language modeling.  
The more varying ontologies that are available, the greater the chance there will be of 
having more inaccurate ontologies, especially with the absent of more stricter stan-
dards on some aspects of ontology creation. 

Currently, vast amounts of data require transmission and manipulation, and without 
sharing it, the data may become useless.  Because of the amount of data, people can 
no longer manually do the necessary transmission, interpretation, and manipulation.  
The reason for this is related to the semantic web (web 3.0) (Gómez-pérez 2004).  On 
the other hand, using computers to manipulate large amounts of heterogeneous data 
can cause an integration problem.  Ontology can solve this problem by providing 
computers with an understanding of information, and using it for reasoning without 
interference from humans.  The problem here is that some ontologies are corrupted or 
unusable, and it may be difficult to find an ontology that is good enough to produce  
effective and accurate decisions or inferences.  Furthermore, it can be a challenge to 
use such ontologies because ontologies are written in different languages, and these 
languages are still in the development phase (Gómez-pérez 2004).  Another challenge 
facing ontologies in general is that ontology description is so loose unlike databases 
(Baader 2002).  However, a good ontology should consist of good concepts and speci-
fications, which can be used to make effective and accurate reasoning within in its 
domain. 

A biomedical ontology is an ontology that is developed to serve bioinformatics 
needs (Maojo et al. 2011).  There is the open biomedical ontology (OBO) library 
which was established in 2001 and, as of Aug 2008, contains 70 ontologies.  Biomed-
ical ontology "may ease the integration of heterogeneous clinical data (Sugumaran et 
al. 2002)."  The main goal for using biomedical ontologies is to enhance automatic 
information exchange between disease classification systems (Domingue et al. 2011).  
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It is good to mention that computational ontologies can be considered the most suc-
cessful scientific and practical prospective in the Biomedicine field (Maojo et al. 
2011) and biomedical ontologies are the most important and very developed applica-
tion domain of the semantic web (Domingue et al. 2011).  On the other hand, there are 
many challenges facing biomedical ontologies.  For example: the possibility of having 
different interpretations and incongruity between ontologies (Chen et al. 2005; Schulz 
et al. 2006); mapping challenges between data elements for multi-scale data (Cook et 
al. 2009); and poor relations definition between terms (Yu 2006).  However, this pa-
per concentrates on the mereological relations such as parthood relations concerns 
(Schulz et al. 2006). 

2 Parthood Relations Concerns 

In the world of biomedical ontologies, since semantic web is about machines working 
together with little or no human interference, a clear formal ontology criteria should 
be constructed.  A standardization of mereological relations in biomedical ontologies 
is needed (Schulz et al. 2006).  Literature suggesting standards for mereological rela-
tions are relatively new in biomedical ontologies (Schulz et al. 2006). 

Is-a relation shows an inheritance relation from a class, where part-of and its in-
verse has-part are mereological relations which when used in the biomedical field 
describes the structure of a biological organism (or its components).  According to 
Schulz, Kumar and Bittner, 2006, part-of and has-part are considered the second rela-
tion after is-a (Schulz et al. 2006).  Relations, especially foundational ones, should be 
well defined and characterized to prevent any "human-dependent semantic bias 
(Schulz et al. 2006)".  However, the is-a relation is relatively well-defined and has a 
formal restriction (Brachman 1983).  The definition of part-of and has-part is not 
well-defined, and has a lack of standardizations, and can be ambiguous (Schulz et al. 
2006).  For example, part-of (Toe, Foot) doesn't have that much of a difference with 
part-of (my toe, my foot) (Schulz et al. 2006).  In other words, there is no clear distin-
guished difference between the class-level and the instance-level (Smith et al. 2004).  
The parthood relations are more complex between classes and goes beyond standar-
dized mereology (Schulz et al. 2006).  However, formal mereological relations in 
biomedical definition needs to be improved to prevent alternative interpretations of 
relations among ontology engineers especially by mixing has-part and part-of rela-
tions or giving them inaccurate definitions since the structure of them is still "impli-
cit" (Schulz et al. 2006). Otherwise, the integration between systems may be broken. 

The parthood dilemma has three aspects: time challenge, location wonder, and  
occurrence doubts (Maojo et al. 2011).  The attempts to solve these aspects are rela-
tively recent (Schulz et al. 2006).  This paper will focus on the first two aspects.  
According to Schulz, Kumar and Bittner, 2006, there are "Four mutually disjoint cat-
egories for material objects and processes"(Schulz et al. 2006): 

1.  Parthood between tangible and non-tangible elements. 
2.  Parthood status over time. 
3.  Parthood based on the pertaining to space. 
4.  Parthood based on what is actually occurring or observable. 
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According to Schulz, Kumar and Bittner, 2006, biomedical ontology has four catego-
ries (Schulz et al. 2006), biomedical elements can be classified as a "universal" or a 
"particular" and either as a "continuant" or an "occurrent".  On one hand, "particulars" 
are actual entities that can be uniquely identified, counted, and pointed to e.g., my hair 
and a skin cell.  On the other hand, "universal" can be properties as well as entities 
which can be demonstrated by "particulars" e.g., Hair and Cell.  "Particulars" can be 
under two main categories: "continuants" (or "endurants") and "occurrents" (or "per-
durants") (Simons 1987). Unlike "occurrents", "continuants" are more constant (or 
persistence) over time.  A "particular" can be "continuants" at a certain period of time.  
For instance, my skin cell can be a "continuant" of my body the period before it dies. 
However, "occurrents" don't exist as wholeness at a certain instance (Schulz et al. 
2006).  "Occurrents" consist of processes among a phase or phases (e.g. phase of 
thinking of this line and the phase of thinking about the whole paper) (Schulz et al. 
2006).  Based on the definition, "universals" also have "continuants" and "occur-
rents".  For example, a "continuant universal" would be something like Skin and an 
"occurrent universal" would be something like Academic Semester.  Parthood rela-
tions in biomedical ontologies are represented between "universals" and not "particu-
lars" (Schulz et al. 2006).  For instance, part-of(Brain, Head) Brain and Head are 
"universals" and don't represent a "particular" brain or head. However, we say that is 
usually the case, but not always. For instance, part-of(my brain, my head). 

Class-level relations should be distinguished from instance-level. However, the 
fact is such distinction is ignored in biomedical definitions (Schulz et al. 2006).  A 
reason behind this fact is the focus on concepts definitions rather than working on 
their way of representation (Schulz et al. 2006; Smith et al. 2004).  This can work 
well for clinical coding purposes, but not as well for automated reasoning (Schulz et 
al. 2006).  Reiteration: automation is the main goal behind having ontology that can 
produce semantic systems.  According to Schulz, Kumar and Bittner, 2006(Schulz et 
al. 2006), there are four different readings of the class-level part-of: 

 

1. "All instances of A have part-of some instance of B." 
2. "All instances of B have part-of some instance of A." 
3. 1 and 2. 
4. "At least one instance of A which is part-of some instance of B." 

A formal definition is needed to clarify the part-of relation between classes and in-
stances (Hahn 2005).  This would help eliminate alternative interpretations of the 
part-of relation. 

The original mereology was built upon the instance-level part-of.  This can be tran-
sitive, antisymmetric, and reflexive (Schulz et al. 2006).  This can cause confusion in 
the interpretation (Schulz et al. 2006).  Such confusion can even be found in medical 
textbooks: is Y a whole structure or a part of X (Schulz et al. 2006)? 

Another challenge exist with the domain and range restrictions for the part-of rela-
tion when it comes to intangible (Casati et al. 1994), limits, and spots (Varzi 1997).  
Cavities may not be considered as part of their hosts based on some literature  (Don-
nelly 2004b; Hahn 2001; Smith 2003).  The following is a more focused look at the 
time and location challenge for the parthood relation. 
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2.1 Time of Parthood 

The biggest challenge of the time of part hood is having too many different theories 
and definitions (Hawley 2004).  A discussion is basically about whether or not "conti-
nuant" is always a part of an entity overtime (Schulz et al. 2006).  One solution is to 
add more formality and restrictions on the interpretations. A suggested solution for 
the time challenge is to add a third attribute (Thomson 1983).  For example, part-
of(Thumb, Hand, Dec 1, 2012 11am)  means: Thumb is a part of Hand at a certain 
time.  In other words, the part-of relationship may no longer exist after that time.  In 
the same direction, having temporary-part-of(child, female) and permanent-part-
of(thumb, hand) (Bittner et al. 2004).  The first indicates that thumb may not always 
be a part-of hand for some instance of the hand's life.  The second means thumb is a 
part-of hand for the entire life of thumb. 

Since many systems that use ontologies are made to accept triples (i.e. relation(x, 
y)), adding a third attribute can be problematic.  On the other hand, having temporary-
part-of may not indicate the element's parthood situation based on time.  Permanent-
part-of(a, b) looks appealing, but what about microorganisms in which a can be no 
longer part of b and both would still within their lifecycle. A good suggested solution 
is to have historic-part-of (thumb, hand) (Schulz et al. 2006).  It represents thumb as a 
temporal part-of hand and not permanent.  It clearly states: the part-of did exist some-
time in the past.  Therefore, it provided  accurate information based on a time period 
(the past).  It may be an assured presentation as human beings tend to know the past 
more preciously (or at least like to think so). On the other hand, it doesn't consider the 
current or future parthood situation nor it states the actual time of the relation to be 
considered true.  Our suggestion is to have part-of-at-writing.  This will indicate that a 
non-permanent-part-of elements had the part-of relation at the time the relationship 
was written-down.  It gives a time-based description about the parthood situation and 
gives a guess it may still be the case in the future.  For instance part-of-at-writing(my 
thumb, my hand) which indicates that my thumb was a part-of my hand at the time the 
relation was written.  It also gives the assumption: it may still be the case while the 
relation is read and will continue to be the case in the future; however, it may not be 
the case anymore (after the relation was written). Part-of-at-writing indicates the 
relation is true for more recent time than the historic-part-of relation. 

2.2 Location Vs. Part-of 

Basically, an entity is located in another entity at a certain time only if the first was at 
the same spatial location as the second (Donnelly 2004a; Donnelly 2005).  On the 
other hand, not every entity that is located at a biological structure at a time is a part 
of that structure (Schulz et al. 2006).  For instance, air in lungs.  Another unsolved 
issue is the location status of biological objects in constant exchange like some cells 
and protein (Cohn 2001). 

If an element is located inside another element, does it mean the first is part-of the 
second?  For instance, located-in(Blood, Head) is it equivalent to Part-of(Blood, 
Head) at a certain time?  Few articles indicate located-in and part-of are the same 
(Donnelly 2004a; Varzi et al. 2004).  The remaining question: is it always the case? 
and if yes, should we keep using both relations?  Such questions can be answered 
more easily than in some cases where objects are constantly exchanging forms with 
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their surroundings (Schulz et al. 2006). In the same direction, for how long the "lo-
cated-in" relationship is considered true? 

According to (Schulz et al. 2006), they suggest solving the challenge of the distin-
guish between part-of and located-in by saying: they can be the same relation under 
three principles.  One of them: if an object is permanently-located-in another object 
then it is permanent-part-of as well.  They said it holds true in the case of an object a 
comes to into existence after object b (part-of(a, b)).  This suggestion can be argued 
via the case of transplanting adult kidneys into infants and children.  In such a scena-
rio, an adult kidney existed long before it became permanently located in the infant or 
the child.  In other words, a existed before b.  Although it satisfies the other two prin-
ciples (i.e. kidney is not an artificial object and its functionality is critical for the  
infant’s or child’s body), it existed before the host body and it became permanently-
located-in and permanently-part-of.  Therefore, we think the principle should be mod-
ified to include the case of a exiting before b. 

3 Conclusion and Future Work 

Biomedical ontology is essential in the advancement of both research and communi-
cation.  It may be the best solution for integrating different biomedical systems.  On 
the other hand, biomedical ontology faces numerous challenges that prevent it from 
achieving its full potential.  Such challenges should be addressed in order to resolve 
them.  A crucial challenge is in the definition of the (arguably) second most important 
relation (the parthood).  
   Basically, restriction and definition challenges are open for opinions.  The environ-
ment of ontology in general and biomedical ontologies especially is indicated to be 
open for trail-and-error experiments.   
   Furture work would include encouraging communication between different com-
munities involved in biomedical ontology.  The lack of communication and discus-
sion between different biomedical ontology groups is one of the challenges facing 
solving the concerns ontology faces (Rubin et al. 2008).  We would also try to meas-
ure the difference of biomedical ontology usage sufficiency before and after some 
"recommended" modifications.  Finally, having only few articles addressing biomedi-
cal ontologies challenges and even fewer discussing solutions is another obstacle in 
the face of resolving the issue. 
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Abstract. To-date, most of the research concerning online health information 
search has focused on how users search the Web and how they evaluate health 
websites. Despite the concerns raised on the impact of online health information 
on users, there is little research specifically exploring the problems users en-
counter and emotions they exhibit during the search process. In this paper, we 
address this gap by conducting an observational study to understand how users 
search the Web for health information, the problems they encounter and the 
emotions they express during the search process. Through eye-tracking, think-
aloud and interviews, we examined users’ search process holistically. Results 
showed that users exhibited various negative emotions during the search 
process especially when there are perceived health risks. Highlighting the theo-
retical and practical implications of this study, this paper makes recommenda-
tions for future research to delve deeper into understanding users’ emotions  
during Web searching for health information.  

Keywords: Web Search, Online Health Information, Emotion. 

1 Introduction  

Currently, searching for health information constitutes an important use of the Web. 
As per the recent Pew Internet & American Life study, healthcare is high among Web 
searches [1]. This growing trend has triggered new research directions relating to 
users’ Web searching for health information and has provided challenging opportuni-
ties for system developers. Building better systems requires a holistic understanding 
of how users interact with the Web and the content they find on the Web [2]. 

In spite of many advantages, studies have reported that online health information 
significantly impacts users’ healthcare decisions such as wrong self-diagnosis [3], 
engaging in treatment strategies inconsistent with professional recommendations [4] 
and buying over the counter drugs [5]. A few studies have also raised concerns re-
garding negative emotions such as increased depression [6] and health anxiety [7, 8, 
9] after being exposed to online health information.  

Most of the research concerning Web searching for health information has focused 
on how users search the Web and how they evaluate health websites. Despite the con-
cerns raised on the impact of online health information on general public, there is 
little research specifically exploring the problems users encounter and emotions they 
exhibit during the search process. Prior studies in healthcare have shown that negative 
emotions about health are one of the major causes for users’ healthcare decisions  
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[4, 10]. Thus, it is important to investigate the problems users encounter and the emo-
tions they exhibit during the search process which might have an impact on their 
healthcare decisions. Hence, the objective of this paper is to understand how users 
search the Web for health information and to investigate the problems they encounter 
and the emotions they exhibit during the search process.  

2 Observational Study 

As a preliminary exploratory study, we conducted an observational study with eight 
participants (ages 20 to 35; six female and two male) who frequently search the Inter-
net for health information. Mixed methods of data collection, combining observations 
of participants searching the Web, think-aloud and post-search in-depth interviews 
were used along with an eye-tracking instrument to capture participants’ eye move-
ments while searching for health information. Approval from the Institutional Review 
Board was taken for conducting the study.  

Table 1. Coding themes identified from the transcripts 

# Themes  
1 Using Google as search tool 

2 Selecting from the results list 
- Ranking of the results 
- Description/bold words below the link 
- Identifying authentic websites  

3 Problems encountered 
- Contradictory results 
- Information overload 
- Source not credible 
- Ranking of the results 
- Not able to understand medical terminology 
- Not relevant 

 
4 Emotions expressed  

- Negative emotions (Anxiety, Worry, Tension, Fear) about health 
- Positive  
- Neutral 

5 Actions taken (in the past) after searching for online health information   
- Search repetitively for the problem 
- Searching for severe illness based on current symptoms 
- Contact physicians  
- Go for repetitive tests 
- Purchase medicine 
- Wrong self diagnosis 

 
Prior to the observational study, participants were questioned about their perceived 

health risks if any and their frequently searched health topics. Based on this informa-
tion, search tasks for each participant were created. During the study, each participant 
was given a maximum of 10 minutes per task to find an answer that they felt  
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confident about. No specific search engine or method was prescribed. The entire 
study session for each participant was transcribed individually and coding themes 
(Table 1) were deductively constructed from the data.  

2.1 Theme 1: Using Google as a Search Tool 

As mentioned previously, the participants in the current study literally “Googled” the 
search tasks. Most of the participants claimed that they always select the websites 
from Google search results list. One of the male participants who began all of his 
searches at Google stated: “I always use Google because I am a layman. Don’t under-
stand if I go to .gov websites. Of course, if I want more in depth, then I go to health 
sites.” Another female participant while talking about the general search practice, 
asserted: “Google, and type whatever I want.” 

When participants landed in health portals filled with too much of text, most of 
them went back to Google and refined their search terms instead of continuing to read 
the text from the portals which they were looking at.  

2.2 Theme 2: Selecting from the Results List 

The second emergent theme concerned with how participants selected from the search 
results list. Participants most often selected from the first few hits from the first page 
of Google’s search result list. While searching for cure for Alzheimer’s disease 
(search task #3), one of the female participants went to second page in the search 
result list. When asked about it, she said: “I normally search from the top links. But in 
this case, may be because it doesn’t have a treatment, the first page talked about how 
you can prevent it, how to delay it. So I had to go to the second page. Otherwise, I 
always see the first search results that I find appropriate.”  

Most of the participants went through the short description (especially the bold 
words) provided below each link. From the list, most of the participants selected web-
sites which according to them was authentic. However, perception of authenticity 
varied between participants.  

The gaze plots obtained from the eye-tracking experiment also showed that par-
ticipants spent time gazing on the first page of the search results, selected from the top 
links and also they looked at the description given below the link before selecting it.  

It was observed that none of the participants selected the advertisements. It was 
also observed that some of the participants searched further whenever they found 
something new. For example, throughout the session, a male participant investigated 
further whenever he came across with a new disease or a new term associated with the 
search query. When asked about it, he said that he is interested to know more and he 
finds the information useful.  

Overall, participants did not appear to consider any other quality criteria other 
than the name of the sources before selecting the websites. Even after selecting the 
websites, most of the participants did not check the date, author or information quality 
markers provided in the website. During the interview sessions, all of them said that 
they generally do not check for the date of the article, author or information quality 
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markers. However, some of them said they normally check for the date if it was a 
news paper article and user ratings in the discussion forums.  

2.3 Theme 3: Problems Encountered 

The third emergent theme identified was problems encountered by the participants 
while searching for health information. From the screen recording, think-aloud and 
interview sessions it was observed that participants encountered some of the problems 
like contradictory results, information overload, source not credible, ranking of the 
results, not able to understand the medical terminology and irrelevant results while 
searching online for health information.  

Most of the participants complained about not being able to understand the medi-
cal terminology used, either due to the technical language used or due to some of the 
names of the drugs or treatment procedure. A female participant said: “I don’t under-
stand all the drugs. They don’t tell you what they do.”  

During the interview session, on asking about problems faced while searching 
online for health information, a female participant highlighted the problem of irrele-
vant results by saying: “The first few results – either they all talk about the same or 
they all may not have relevant information. It depends on the urgency of the situa-
tion.” Most of the participants felt that information overload is a major problem and it 
is usually frustrating experience as they would not know which one to pick. Partici-
pants also worried about the credibility and relevance of the information provided 
online.   

2.4 Theme 4: Emotions Exhibited 

The fourth theme was about the emotions exhibited by participants during the study. 
All except one participant expressed negative emotions (anxiety, worry, tension and 
fear) either during the search process or during the post search interview session.  

Anxiety towards health was one of the major emotions expressed by the partici-
pants during the study. Most of the participants felt that they relate to the disease 
searched for and felt anxious.  

Some of the participants also showed some positive emotions during the study. 
Knowing more about a disease or a drug gave them awareness. However, in all these 
cases, these participants did not have perceived health risk of the disease they were 
searching for. Also, these participants showed negative emotions in other search tasks 
where they or their family members had perceived health risk. Similarly, a male par-
ticipant who did not show any negative emotions during the entire study session said 
that he does not feel any kind of negative emotions because he does not see himself in 
the potentially risk situations. Hence, whatever information he found was useful for 
him.    

Apart from feeling positive and negative, at certain search tasks, some of the  
participants said that they did not feel anything, neither positive nor negative. These 
participants either did not perceive any potential health risk or they already knew the 
information beforehand. Hence, no emotions were associated with it.  
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2.5 Theme 5: Actions Taken (in the past) After Searching for Online Health 
Information 

The last emergent theme was about the actions taken by the participants in the past 
after searching for online health information. Participants were asked to narrate about 
their past experiences about what they did after searching for health information. Ex-
cept the two male participants, all others reported that they have searched repetitively 
for the problem and have searched for serious illness based on the Web searches.  

Two female participants recalled their past experience where they had searched on-
line for health information on some specific health problem, and they have contacted 
their physicians and also have gone for tests to cross verify the information they have 
found online and also to release the tension. One of the female participants informed 
that she has purchased medicine after searching online for health information. Anoth-
er female participant while recalling her past experience on checking for a specific 
disease, narrated: “I did self-diagnosis. When I inserted my symptoms into some symp-
tom checker, it gave a list. After reading, I felt this is what I have. At that point, I 
guessed I had that disease. However, doctors don’t really consider it as much of a 
problem like how I do.”  Explaining further, she said that though she take information 
from both doctors and Internet, in terms of this specific disease (where she did self-
diagnosis), she believed the Internet more.   

3 Discussion 

The observational study has investigated how users search the Web for health infor-
mation and their search strategies. In addition, this study has attempted to understand 
the problems associated with searching online for health information and the emotions 
expressed by users while searching. The results suggest that search engine is a pre-
ferred source for getting health information. All the participants in the observational 
study used “Google” search engine. This shows that search engine is an interface to 
health information and a shortcut to health websites. The findings showed that partic-
ipants were heavily influenced by the order in which the results are presented. In a 
similar study on the students’ use of Google [17], the researchers have examined col-
lege students’ use of Google through an eye-tracking experiment and found that the 
students had substantial trust in Google’s ability to rank results by their true relevance 
to the search query. The students in their study consistently selected links in the high-
er positions even though they were less relevant to the search queries. Though it has 
been reported that the ranking of the search results is not associated with content qual-
ity [10], most of the people believe it to be a measure of relevance. In a study on 
young adults’ usage of online sexual information [2], researchers state that by retriev-
ing results more efficiently than websites’ internal search engines and by even provid-
ing answers in the search results, Google proves itself to be trustworthy. Similarly, 
participants in the current study went back to Google, when they either found too 
much information or did not find the required information in the website selected.   

It was observed that participants, from the search result list, most likely selected 
the websites based on the ranking of the search results, the description given below 
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each link and their perceived authenticity of the websites. While most of the partici-
pants selected the links from the top and checked the description below the link be-
fore selecting them, their opinions varied greatly in terms of what constitutes a  
reliable website.  

The gaze plots obtained from the eye-tracking experiment showed that participants 
selected the results from the top-down approach and they looked at the description 
given below the link before selecting the link. Past Web search study by Sherman [21] 
on evaluating search results on Google showed that users’ search pattern mimicked an 
“F” shape, with eyes scanning the top of the page horizontally and then scanning 
downwards. Nielsen’s Alertbox [15] also reports evidence of a dominant F-shaped 
pattern for eye movements exhibited while people read Web pages in general. Simi-
larly, the current study also showed that participants viewed first few results. Also, for 
the links lower on the search results page, the words below the link are critical be-
cause they easily caught participants’ attention while scanning the page.  

The findings also showed that though useful, online health information has certain 
problems like contradictory results, source not credible, scattered results, ranking of 
the search results and information overload.  This finding compliments past studies 
[24] on the barriers of online health information. 

The important finding of the study is the emotions exhibited by the participants – 
either during the study or while recalling their past experiences on searching online 
for health information. Negative emotions like “anxiety”, “fear”, “tension” and “wor-
ry” about health were apparent among participants especially when the information 
they were looking for was about their perceived health risks. As highlighted by the 
previous studies [26, 29], such negative emotions about health are one of the major 
causes for users’ healthcare decisions. By showing that the participants’ exhibit nega-
tive emotions while searching for health information, this study has opened up areas 
for further research in understanding the factors causing such negative emotions. 

3.1 Implications and Future Research 

The present study is notable in several aspects. By showing that searching online for 
health information can trigger negative emotions in users especially when they search 
for their perceived health risks, this study has added to the extant work in Web 
searching for health information, which has focused mostly on cognitive factors and 
has largely neglected the role of emotions that can trigger during searching for health 
information.  

By understanding search engine use for health information, this study has implica-
tions for the design and evaluation of search engines. The study respondents selected 
the health websites based on the ranking of the search results. This shows that search 
engine designers have a responsibility to improve their ranking algorithms so that the 
ranking of the search results should be associated with quality of health websites. 
Another contribution of this study is to the HCI community which says the develop-
ment of information systems and services must take into account users’ emotions. 
Most of the study respondents exhibited negative emotions during the search process. 
Efforts should be made to reduce such negative emotions by improved search designs 
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once specific causes of such negative emotions are identified. By showing users elicit 
emotions during Web searching for health information; this study opens areas for 
further developments in Web searching for health information to examine how to 
design a positive search experience for health information seekers. 

This paper is a part of ongoing research on investigating users’ emotions during 
Web searching for health information. This study being the first phase of the ongoing 
research showed that study participants relied heavily on search engines to look for 
health information and they exhibited negative emotions especially when they were 
looking for information based on their perceived health risks. Building on these initial 
results, the factors causing the negative emotions during their Web searching for 
health information need to be investigated further.  
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Abstract. Smartphone applications (Apps) provide a new way to deliver 
healthcare, illustrated by the fact that healthcare Apps are estimated to make up 
over 30% of new Apps currently being developed; with this number seemingly 
set to increase as the benefits become more apparent. In this paper, using the 
development of an In Vitro Fertilisation (IVF) treatment stress study App as the 
exemplar, the alternatives of Native App and Web App design and implementa-
tion are considered across several factors that include: user interface, ease of 
development, capabilities, performance, cost, and potential problems. Devel-
opment for iOS and Android platforms and a Web App using JavaScript and 
HTML5 are discussed. 

Keywords: Web Apps, Native Apps, mHealth, Ecological Momentary Assess-
ment, User Interface, User Experience, JavaScript, HTML5, Android, iOS. 

1 Introduction 

Smartphones are becoming the central computer and communication device in people’s 
lives offering multiple means of interaction via many built-in sensor types such as accele-
rometers, gyroscopes, GPS, cameras and microphone [1]. Most Smartphones are now 
integrated with Wi-Fi, Wi-Fi Direct, Bluetooth and NFC networking capabilities which 
also enable them to connect to external sensors, devices and various networks. These 
capabilities are enabling new applications in, for example, the area of healthcare [2, 3], 
transportation [4], retail, banking and environmental monitoring.  Healthcare Apps build 
upon earlier work in telehealth, mobile computing and pervasive computing in healthcare 
settings [5, 6]. Application areas for Smartphones  in healthcare include education and 
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awareness, remote data collection, communication and training for healthcare workers, 
disease and epidemic outbreak tracking and diagnostic and treatment support [7]. 

 This paper describes the design and development of a Web App and two Native 
Apps for use in a prospective observational study whose aim is to examine what psy-
chosocial factors influence distress levels in patients throughout the duration of one 
cycle of In Vitro Fertilisation (IVF) treatment. The study uses a number of question-
naires which ask patients to report their health status in relation to their infertility and 
its treatment. The patients need to be signalled to complete the questionnaire at differ-
ent time points throughout the treatment process. To support this, a Smartphone ap-
plication (IVF App) has been designed so that, at each selected time point, the patient 
receives a reminder to complete the set of questionnaires. One of the questionnaires 
has different questions presented on different days. Each time they complete the ques-
tionnaires, response data is sent to a server for analysis.  

2 IVF Treatment Stress Study 

This study aims to examine what psychosocial factors may predict levels of distress in 
women who are undergoing a cycle of In Vitro Fertilisation. A methodological weakness 
of past research within this area relates to the timing and implementation of the distress 
measures which, to date, have tended to be administered at single time points, often be-
fore treatment commences, using conventional paper-based methods [8].  A cycle of IVF 
treatment generally consists of three stages: down regulation; stimulation; and embryo 
transfer. Each stage is characterised by different physical and psychological demands 
upon the patient. For example, the down regulation and stimulation stages routinely entail 
self-administering drugs via injection, which occurs whilst patients ready themselves for 
the emotional and physical burdens of undergoing the embryo transfer surgical proce-
dure. As such, each stage of the treatment is considered somewhat separate and indeed it 
does appear that they differ in the extent to which they lead to patients experiencing dis-
tress. Therefore, administering psychosocial measures at a single time point fails to ade-
quately capture the considerable heterogeneity in which patients will respond to different 
aspects of the treatment process. 

The over-reliance on single time point measures within the literature has been 
based on the premise that it is necessary to reduce the degree of potential burden that 
successive paper-based questionnaires or diaries may confer. Therefore, it is crucial 
that novel approaches must be user-friendly so that they optimally capture psycholog-
ical distress throughout the stages of the IVF process in ways that minimise this bur-
den. Alternatives to paper-based diaries include Personal Digital Assistants (PDA) 
and more recently Smartphones. The methodology underpinning the use of such me-
thods is commonly referred to as Ecological Momentary Assessment (EMA) [9].  

Within this study, patients are signalled every two days at varying time points. The 
facility to vary the time points of patient signalling confers an advantage in that cer-
tain moods may become entrained to particular routines and times of day [10] and 
thus impact upon the levels of distress that are subsequently reported. A further ad-
vantage of a flexible signalling facility over and above the use of paper based me-
thods is that the response delay (i.e. the time it takes to respond to the signal and 
complete the task) may also provide an indirect measure of response reliability.  
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A response that is too long after the initial signal is susceptible to retrospective recall 
bias and thus compromises the central tenet of EMA [9, 11]. Another significant ad-
vantage of the method is that data is transferred to a secure server and thus stream-
lines the data collection and storage.  

3 IVF App Design 

In order to design the IVF App, it was necessary to consider the different viewpoints 
of the developers, clinical researchers and users (i.e. patients). First, a small survey 
was conducted to gather information from the IVF fertility clinic at the Queens Medi-
cal Centre in Nottingham. For this a questionnaire was designed to examine smart-
phone usage in order to gather information for the IVF App design and development.  
76 females attending the fertility clinic for IVF treatment completed the questionnaire 
and the findings are presented in Table 1 below. 

Table 1. User phone models survey result 

Phone Model    Frequency      Percentage 

iOS 31 41 

Android 25 33 

Symbian 11 14 

BlackBerry OS 9 12 

 
As reported in Table 1, the majority of the patients use the iOS and Android smart-

phone platforms, representing 74% of the total. It was therefore decided that the IVF 
App should be developed on both platforms to optimise the number of patients in-
cluded in the study. Furthermore 80% of patients reported familiarity with Smart-
phone Apps and use of the phone for internet access. This is important because  
internet access is required for transfer of the patient responses to the secure server. A 
related question therefore was whether internet coverage was included in the patient’s 
contract to determine if this would result in additional expense to them. 82% of pa-
tients reported that their internet coverage was covered by their contract agreement 
with their air time provider.  To inform the use of any signalling mechanism patients 
were asked whether or not they used an alarm facility on their mobile phones with 
92% reporting that they did, so indicating that it could be incorporated into the IVF 
app design.  

The purpose of the IVF App is to measure distress by asking the patients about 
their current mood and feelings of stress with measures taken every two days. The 
patients are asked first “How stressed are you feeling right now” and then to indicate 
whether this stress is related to their fertility issue in general and/or the IVF treatment 
itself. These questions are designed to measure conscious mood, that is, feelings relat-
ing to fertility and the treatment that the patient is aware of. The second task delivered 
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via the IVF App is designed to capture the extent of unconscious stress the patient 
may be experiencing [8].  

One instrument designed to capture unconscious mood is the IPANAT [13] that re-
quires respondents to rate the extent to which a nonsense word represents or sounds 
like a particular descriptive. The descriptives used within this IVF study were adapted 
from those used in the original IPANAT so as to represent feelings more closely re-
lated to the experience of infertility.  Patients are asked to what extent the nonsense 
words SAFME, VIKES, TUNBA, TALEP, BELINI and SUKOV ‘sound like’ the 
descriptives CALM, TENSE, UPSET, RELAXED, CONTENT and WORRIED. Only 
one nonsense word from the list of six (SAFME, VIKES, TUNBA, TALEP, BELINI 
and SUKOV) was presented to the patients every two days. This was to avoid present-
ing the full IPANAT which it was considered would have been a burden to the pa-
tient. Presenting one word at each time point also allows for changes in mood to be 
assessed over time.  

3.1 IVF Web App Implementation 

Web Apps are application programs that can be accessed over the internet through a 
Smartphone’s web browser. Web Apps enable information processing functions to be 
initiated remotely on the server.  A Typical Web App consists of: a client layer; appli-
cation layer (on a server); and database layer. Based on the survey, patients used dif-
ferent smartphone platforms such as iOS, Android, Symbian and BlackBerry OS.   
Therefore we initially decided to investigate the possibility of building a Web App to 
support all phones with a web browser which would also reduce development time. 

 

        

Fig. 1. Screenshots of IVF Web App implementation on Android and iPhone 
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Screenshots of the Web App implementation (with Android and iPhone displays) 
are shown in Fig 1. The basic questionnaire of the IVF treatment stress study was 
implemented using HTML5, JavaScript and jQuery Mobile but it was not possible to 
implement a sensible continuous signalling mechanism for different time points, be-
cause Smartphone notifications and persistent data storage features are not normally 
accessible through web technologies (i.e. HTML5, JavaScript). Another possible way 
of providing signalling is via SMS from a server although control over the response 
timing is lost.  Furthermore, a Web App cannot work offline and mobile internet con-
nections (GPRS, GSM, EDGE, HSPA etc.) are often unreliable inside buildings or in 
the urban canyon environment and Wi-Fi is not always available or accessible. One of 
the main requirements for the IVF App is that it should provide signals (alerts) to the 
patient in a predefined time irrespective of the mobile network coverage. Further-
more, there was a concern from the NHS ethics committee about the usage of SMS 
text messaging due to data confidentiality.  However, since some kind of signalling is 
still required to prompt the completion of the questionnaires it was considered better 
to use to an integrated signalling mechanism inside the Native App rather than a sepa-
rate signalling mechanism with a Web App.  Consequently the Web App implementa-
tion of the IVF study was abandoned. 

3.2 IVF Native App Implementation 

Native Apps only work on the proprietary smartphone operating system for which 
they are developed (e.g. iOS, Android, Windows Mobile) and each smartphone plat-
form has its own development process (e.g., Xcode, Eclipse, Windows Mobile Devel-
opment Tool) and uses a different programming language (e.g. Objective C for 
iPhone, Java for Android Phones and C# for Windows Mobile). Native Apps can be 
stand-alone applications without any need server interaction. The following sections 
briefly discuss IVF Native App implementations for Android and iOS. 

 

     

Fig. 2. Screenshot of the Android Native IVF App 
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Android Native App Implementation 
The Android IVF Native App was developed using the Eclipse Android Development 
Tool (ADT) plugin with Java programming language. The common user interface 
elements (Buttons, TextView, Radio Buttons, Message Notification (Toast) and 
Activity) were used from the Android Library [14].  Android AlarmManager 
functionalities were used to provide signalling at specified time points.  At each time 
point the user responses (with timestamps) are transferred to the secure server  when  
a connection becomes available, or if there is no internet connection, the data can be 
recorded in the phone’s memory. 

iOS Native App Implementation 
The iPhone IVF native App was developed using Xcode with the Objective-C pro-
gramming language with user interface elements (Buttons, Labels, TextFields, Local 
Notification and View Controller) from the iOS Cocoa Touch library [15].  As no 
Radio Button objects are provided with Cocoa Touch, standard Button Objects were 
customised to produce a ‘Radio button’ object. The Local notification mechanism 
provided by the iOS (UILocalNotification) was used to provide a continuous signal-
ling mechanism for different time points. Similar to the Android IVF Native App, at 
each time point the user responses (with timestamps) are transferred to the secure 
server and are also recorded in the phone’s memory. Screenshots are presented in Fig. 
3 from the first version of the iOS IVF Native App implementation on an iPhone 
(hence further tests may result in a slightly  different output). 

        

Fig. 3. Screenshots of the iPhone IVF Native App 

4 Discussion and Conclusions 

Native Apps are able to leverage elements of their native operating system so that 
they have a more responsive and attractive User Interface and can be run offline.  If 
an internet connection is necessary then they can resume the necessary action with the 
server (e.g. file uploading) when the connection is successfully restored.  The rest of 
the time, the App can run stand-alone.  
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Native Apps can more effectively use phone hardware such as accelerometers, gy-
roscopes, GPS, cameras and microphones as well as phone software applications such 
as contacts and calendar. The IVF Native App implementations used AlarmManager 
functionalities, Local Notification features and File Storage access which are not 
normally possible in the case of a Web App implementation using JavaScript and 
HTML5.  Also, importantly, some healthcare Apps need a high rate of sampling of 
the sensor reading which can be achieved using Native processing (e.g. Java Native 
Interface in Android) whilst others may need to interface with external sensors with 
wireless communication technologies where access to the native networking related 
native APIs (Application Programming Interface) is necessary.   

However, since they only work on the platform they were designed for, porting a 
Native App across different platforms takes up more resources for code development 
and testing time. In some instances there may need to be a complete re-redesign of the 
App since different host systems provide different restrictions to the access of hard-
ware and software functions. 

Web Apps can run on any mobile web browser and can be developed using Java-
Script, HTML5 and CSS3 so that device-specific customisation can often be achieved 
easily. Because of this, the cost of developing a Web App for use across different 
platforms is significantly lower than developing multiple Native Apps. This is par-
ticularly relevant as hardware fragmentation increases and more platforms must be 
supported. However, Web Apps cannot have direct access to the hardware features 
and functionalities of the native operating system of the host platform. They can 
achieve access to some functions via abstraction using JavaScript and HTML, but 
generally not all, and this access is platform-dependent. Web Apps are generally less 
secure than Native Apps as they require constant connection with the server where 
private information could potentially be compromised.  

In the IVF App development, it was decided that a Web App would be less able to 
deliver a complete and reliable solution for a stress study using EMA compared to 
that achievable via a Native App.  

However, the decision to build either Native Apps or a Web Apps depends not on-
ly on technical requirements and functional requirements but budget, resource con-
straints and time. In some cases, a Web App will be technically possible and so pro-
vide the most cost-effective solution. In other cases it will be necessary to expend the 
extra cost and effort of producing Native Apps. 

It should be noted that Hybrid Apps are beginning to emerge that provide cross 
platform solutions with abstraction via use of the same Native APIs so that developers 
can write Apps only using JavaScript and HTML5. However, hybrid Apps may not 
currently provide adequate performance compared to Native Apps due to the over-
head introduced by abstraction and HTML rendering in addition to the time to execute 
the native code, although this may be overcome in the future.  
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Abstract. The increasing network bandwidth capacity and the diminishing 
costs of related services have led to a rising number of applications in the field 
of Information and Communication Technology. A special case is applications 
based on video streaming. Telemedicine can be highlighted in some scenarios 
for applying this technology, such as clinical sessions, second medical opinion, 
interactive lessons or virtual conferences. These scenarios often imply a dedi-
cated transmission environment. A restriction in such solutions is the inability 
to handle multiple video streams. Thus, this paper presents a low-cost infra-
structure for video collaboration in healthcare and based on open technologies. 
The proposed infrastructure enables remote management of simultaneous  
multiple streams. We also discuss results of experiments held in the Lauro 
Wanderley Academic Hospital, Brazil. One of the results is the contribution for 
teaching experiences, particularly by allowing students to remotely regard sur-
gical procedures and providing real-time interaction. Finally, we present new 
prospects for using the developed technology on other applications in Teleme-
dicine and Telepresence. 

Keywords: New Technology and its Usefulness, eHealth and Telemedicine 
Systems. 

1 Introduction 

The advances in Information and Communication Technologies (ICT) have been 
going through a notable transformation which is characterized by the global connec-
tivity and the increasing use of multimedia devices. These factors have afforded the 
development of new transmission networks to handle large volumes of data and in-
creasing power transmission [01], as the Internet2 [02]. High power transmission 
networks enable the development of applications that require a large bandwidth, as 
eHealth or Telemedicine applications. 



198 T.A. Tavares et al. 

Telemedicine can be defined as the usage of information technologies and tele-
communication systems to provide health support and medical attention when the 
distance separates the participants [03].  

Telemedicine promotes the exchange of valid information for diagnosis, treatment 
of diseases and the continuous education of health professionals [04]. One scenario of 
telemedicine is videoconference, which allows real time integration between geo-
graphically distant sites by receiving and sending high quality audio and video. Tele-
medicine often involves transmission of sensible data, such as personal data, so that it 
is necessary to use security mechanisms that ensure the secure data transmission [05]. 

Actions directed to Telemedicine and eHealth is growing around the world at an 
accelerated pace. Large technology companies like Polycom [06], Tandberg [07] and 
Cisco [08] are investing heavily in these areas. Cisco, for example, presented in 2010, 
the Cisco HealthPresence, at the Healthcare Information and Management Systems 
Society (HIMSS) Conference. Cisco HealthPresence is a new technology in advanced 
Telemedicine that enables remote medical appointments, with features and technolo-
gies never used before. All of this combining high-definition video and high quality 
audio, as well as enabling medical data transmission, which gives the patient the  
feeling of being in a face-to-face appointment. According to Lima [09], among the 
several forms of Telemedicine there are videoconferences, which allow real-time 
integration, by sending and receiving high-quality video and audio along geographi-
cally distant points. Thus it is essential to ensure a secure data transmission. 

In the surgical field, RUTE network can be used to mitigate the problems due to 
inequality in skilled health workforce distribution in Brazil [10] by implementing 
telementoring/teleconsultation programs for general surgery. However, to keep dedi-
cated videoconferencing equipment into OR is not economically feasible, due it high 
cost. In addition, the standard equipment used by RUTE has only one video input 
with high definition (1,280×720) and two inputs with standard definition (720×480). 
In this sense, we present an infrastructure capable to manage and transmit live surgery 
multi-stream video in full high definition (1,920×1,080) that was developed to be 
used in the Brazilian telemedicine university network.  

The management tasks are performed via web, as a service in the cloud, and the 
overall solution has a low cost. The software components of the infrastructure have 
open source licenses and the hardware components are based on standard PC (running 
Linux) and on off-the-shelf video capture devices and cameras. This infrastructure is 
an evolution of Arthron [11], [12], a tool designed to manage and transmit live media 
of distributed artistic performances. 

In an effort to develop solutions to supporting Telemedicine activitites, many 
projects are underway. In this paper we discuss our experiences with Arthron for live 
surgery transmission in Brazilian Telemedicine University Network (RUTE).  For 
three years we have been using Arthron for Telemedicine activities and testing the 
software solution and several formats of interaction, as discussed bellow. 

2 Brazilian Telemedicine Network 

The Brazilian Telehealth initiatives achieved their federal ministerial integration stage 
to establish a Telemedicine University Network called RUTE (in portuguese: Rede 
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Universitária de Telemedicina) [13]. This network is based on the implementation of 
telecommunication infra-structure in the University Hospitals, starting in January 
2006 as is shown in  Fig.01. After providing telecommunication infrastructure, The 
National Education and Research Network (RNP) [14], a Brazilian organization that 
promotes the development of technologies in the field of networks and innovative 
applications, is looking to build user communities to integrate Brazilian eHealth re-
searh groups through RUTE network. 

At this way, the “Video Collaboration in Health” Workgroup or GTAVCS (in por-
tuguese: Grupo de Trabalho Ambiente de Video Colaboração em Saúde) is one initia-
tive supported by RNP. GTAVCS [15] proposes an infrastructure based on hardware 
and software with remote management for capturing and securely distributing mul-
tiple simultaneous streams in order to provide support for several scenarios of video 
collaboration in health. As an obtained result of GTAVCS we also have Arthron [16], 
a software solution for media streaming management during telemedicine  
sessions. Arthron combines different software technologies to improve a virtual envi-
ronment where Health professionals can share multimedia experiences, as surgery  
transmissions.   

 

 

Fig. 1. Brazilian Telemedice University Network (RUTE). This shows a figure consisting of 
different types of RUTE memberships. Academical hospital, universities, presence points and 
telemedicine rooms. Currently RUTE connects  68 University Hospitals, will connect 80 
across all federal states until 2015. 

3 Arthron for Telemedicine  

Initially Arthron was developed to address telematic dance perfomances requirements 
[01,17]. Since GTAVCS began in 2011, we are working hard to adapt Arthron to 
Telemedicine requirements [16,18]. So, Arthron has been applied effectively in the 
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telemedicine domain. For example, currently it implements also a strategy of asym-
metric/symmetric key cryptography methods to guarantee the confidentiality of the 
transmitted media. Despite this improvement, there were performance issues when 
applying data encryption in transmissions of multiple streams with different codifica-
tions. For solving that problem, a strategy of Video Reflectors was created. A reflec-
tor, as explained in [19], is an entity that receives a copy of a stream and then  
forwards multiple copies to other destinies (e.g. reflectors or streaming servers); in 
other words, the responsible for the video stream distribution is the network of the 
machine running the reflector. 

The software architecture illustrated in Fig 2 shows the main Arthron software 
components: articulator, decoder, encoder, reflector, videoserver, videoroom and 
webservice. It also shows the possibilities for transmission rates: high quality (HD, 
SD) and low quality (mainly directed to the Web). 

 

 

Fig. 2. Architecture overview. This shows a figure consisting of different types of lines. Ele-
ments of the figure described in the caption should be set in italics, in parentheses, as shown in 
this sample caption.  

The encoder is responsible for making the media source encoding, which can be 
either a capture device or files stored in the hard disk – AVI, WMV or TS files. It is 
also responsible for streaming and sending the captured media to a reflector that will 
distribute the stream to the targets set by the articulator. 

The decoder has the main feature of capturing a single media stream and decoding 
it in order to display the media on an appropriate device. The capture of the stream is 
done via a UDP port, which is automatically combined in advance with the  
articulator. 
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The videoserver has the core functionality of streaming low resolution video to the 
Web in various formats, specifically popular file formats used nowadays, such as 
FLV, OGG and H.264, allowing a wider range of options for users viewing the video 
streamed to the Internet. But to broadcast the media in different formats, it is required 
a robust machine that can perform the original audiovisual content transcoding. 

The videoroom encloses the functionalities of encoder and decoder components, 
which makes easier the simultaneous communication with multiple clients. The de-
velopment of this component had the main goal to meet an easier configuration of 
capture and display devices in a surgery room. Spaces such as surgery rooms are 
usually limited. Moreover, considering infectious disease control issues in a surgical 
environment it is advisable to concentrate on a single device the functions of captur-
ing and displaying media. 

The webservice main features are (a) create/update session, (b) create/update user, 
(c) insert or remove user from a session, (d) finalize a session. Sessions are composed 
of encoders, decoders and/or videorooms. In each session, you can isolate a specific 
configuration of components so that you can forbid access for unauthorized users to a 
particular audiovisual content. Thus, a single articulator is capable of manage various 
audiovisual sessions. This component meets requirement of easily manage multiple 
independent surgeries within the same hospital, for example. Thus, the content of 
each session (i.e. each surgery) is restricted to authorized users, who may be Medicine 
students, residents or doctors within the surgery room. 

The reflector optimizes the distribution of media streams over the network. This 
component works in two different scenarios: one is the direct send of stream to a de-
coder or a videoroom, at the same rate it received; the other scenario is characterized 
by transcoding the media into a lower rate, in order to send it to the articulator. 

The articulator is the principal and most complex component. It is responsible for 
remote managing all others components, enclosing much of the functionality offered 
by the tool. One of its main features is the scheduling of video streams, with which 
you can program the hour when media streams are sent from encoders to decoders. 

4 Experiences of Using Arthron for Telemedicine  

The development of Arthron for telemedicine used a multidisciplinary approach. The 
development team worked together with Health professionals to bring together the 
goals of each view. The first development cycle began using Arthron (v 1.0) for sur-
gery transmission inside the Lauro Wanderley Academical Hospital of Federal Uni-
versity of Paraiba (UFPB). Using Arthron in practices, we could observe things that 
worked well and things that should be done. The use experience was very important 
to check requirements and to introduce new ones. We also have used Arthron for 
transmitting surgeries to other academic hospitals of RUTE as: São Paulo Academic 
Hospital, Center for Telemedicine and Telehealth of Federal University of Tocantins 
and  Academic Hospital of the Federal University of Maranhão.  
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The surgeries transmission by Arthron had tested several setups according with 
technology and medical assets. By the way, it is one of the main advantages of Arth-
ron comparing with another videoconference systems. Arthron deals with a variable 
number of media sources and offering a unique interface to manage them. This fea-
ture enables Arthron to cover several telemedicine scenarios as presented in what 
follows. 

Scenario A is the most common scenario that we work in UFPB. This telemedicine 
scenario setup includes the surgery and the telemedicine rooms. Inside the surgery 
room we have the capture nodes (the cameras and microphones). Usually we work 
with two cameras: a mobile and an environmental one. But, we also can connect an 
endocamera used for laparoscopy procedures.  

In this experiment, streams (audio and video) were transmitted between the surgery 
room, where the clinical procedure was performed, and the telemedicine room, where 
students and professors could interact and follow the procedure in real time. The pro-
cedure transmitted was an inguinal hernia surgery using laparoscopy. While a surgeon 
performed the surgery another doctor (the professor) followed the procedure with 
their students in the telemedicine room. The rooms were always connected by the 
surgeon and professor audios. 

 

Fig. 3. Telemedicine Scenario A. Inside the Surgery Room, located in UFPB, we have the 
capture nodes.  The Telemedicine Room used a VC cam to connected to Arthron. The both 
rooms were interacting by audio using Arthron. The Articulator illustrates a screenshot of Arth-
ron for managing the multiple streams remotely. 

Scenario B illustrates the distributed possibilities of using Arthron for telemedi-
cine. The connected nodes could interact via audio or video when appropriate. In this 
experience we had four nodes. The main node was held in João Pessoa at the academ-
ical hospital Lauro Wanderley. Two cameras were used during the surgery transmis-
sion: the endocamera (internal view) and another mobile camera responsible to  
capture the external view. The surgery room and the UFPB telemedicine room sent 
and received streams, which allowed interaction among participants of the two rooms.  

Surgery Room 
(UFPB) 
• Endocamera 
• Enviroment cam 
• Mobile cam 
• Surgeon Audio 

Telemedicne 
Room (UFPB) 
• Professor Audio 
• VC Camera 

Articulator at 
Telemedicine 
Room (UFPB) 
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We also have remote participants using Tandberg VC Systems located in Tocantins 
and Sao Paulo. Multimedia streams were captured in the telemedicine rooms and 
displayed in the surgery room. These streams were switched according with partici-
pants' needs allowing to follow the surgery from different views.  

 

Fig. 4. Telemedicine Scenario B. The Surgery Room (UFPB) was the source node. The tele-
medicine room (UFPB) was the control node where we can observe and manage all the other 
nodes activities.  The National Library (DF) and the two telemedicine rooms (TO and SP) used 
VC systems and also were integrated to Arthron as output nodes. 

Fig.05 brings the scenario C that illustrates the adoption of innovative user inter-
faces for enriching the user experience using Arthron. An innovation of Arthron is to 
provide the possibility to manipulate 3D objects, especially human anatomical struc-
tures, while viewing other streams, such as video. The addition of these 3D models is 
especially useful as a didactic resource focused to distance training and learning. 
Through this feature the physician-teacher can show students in an integrated manner 
to live video, models that demonstrate the normal functioning of organs, tissues or 
structures of the human body. Furthermore, a user interace using Kinect was intro-
duced. This feature makes easier the manipulation of the 3D models while viewing 
other streams managed by Arthron. In advance, not using hands to manipulate the 
computer during a telemedicine session prevent infection. Also, it enables the doctor 
inside the surgery room to manage some Arthron functions, as change a video stream 
or choose a 3D model to be presented. 

In this work we use the natural interaction as a way to access the main control 
functions used for  3D manipulation [20]. For do that, we have to use tracking infor-
mation defined by user hands, the primary and secondary hands. First it is necessary 
that the user use the mouse to choose the 3D model. After the user will see the initial 
screen where the user can choose a hand to begin waving to the Kinect, getting the 
tracking of both hands. The first hand tracked is responsible for handling the option 

Surgery + 
Telemedicine 
Rooms (UFPB) 
• 03 cams 
• Surgeon Audio 
• Articulator 

Telemedicne 
Room (SP) 
• VC System 

Telemedicne 
Room (TO) 
• VC System 

National Library 
(DF) 
• VC System 
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chosen by the second hand. That is, if the user chooses with his second hand the 
"Zoom" button what will define how the object will approach or move away from the 
screen are the movements of approach or departure from first hand tracked, in relation 
to the Kinect. 

 

Fig. 5. Telemedicine Scenario C. This figure shows a illustration of the user interface of Arth-
ron Web used to managed the streams. In the telemedice room we can see the students view of 
Arthron with the use of a cideo wall. We also can see a 3D model in detail, manipulated by 
natural interaction improved by Kinect. 

In Fig.05 we also can observe other innovation for user experience: the video wall. 
The video wall is a set 42’’ monitors used simultaneos to show the multiple streams 
transmitted by Arthron. So each video stream could be exhibited while the surgery is 
running. The students have also the whole views of the surgery in the same time and 
can choose which of them will be their focus. 

5 Discussion 

The most common solutions for telemedicine activities in Brazil are concerned in 
closed platforms [06,07,08]. In this work we presented a software based solution that 
included experiences for evaluating the effectiveness and acceptability of different 
technologies for providing telemedicne services. The predominant theme of these 
experiences is the use of digital technology to support live surgery transmissions. Live 
surgery transmission can be very useful as a teaching instrument, but also, as a  
research way to investigating new clinical procedures. 

The review demonstrates that Brazilian Health iniciatives have been concerned 
with technologies platform and right now applications are the main goal. The sustai-
nability of telemedicine projects has been also been a problem.  

Surgery Room 
• Endocamera 
• Environment 

camera 
• Moblie camera 
• Doctor Audio 

Telemedicne 
Room (UFPB) 
• Professor Audio 
• Video Wall 

Telemedicne 
Room (UFPB) 
• 3D Models 
• Natural Interaction 

(kinect) 
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The implementation of telemedicine services could have a major impact on the or-
ganisation if Health professionals work together with the development team at the 
beginning. In this experience we have always the participation of Health profession-
als. There is thus a clear need for more well done telemedicine experiences. 

Our experiences have demonstrated the feasibility of establishing systems using 
telecommunications technologies for live surgery transmissions. When considering 
the use of digital technologies, Health professionals must recognise that the use of 
telemedicine technologies may require some specific efforts as the use of communica-
tions functions and different modes of interaction. These issues need more telemedi-
cine research study, mainly, multidisciplinary studies.  
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Abstract. In the context of accelerated development of information technology 
and knowledge--based economy, smart life comes near to us. In this paper, we 
would talk about the design of intelligent public information service. We take the 
project "Beijing Electronic Health Records" as cases to analyze the problems 
encountered in our life, and we will analyze digitized resources and the 
application in the city and clarify public information needs from the user's 
perspective. On this basis, this paper will also include an in-depth study of urban 
public information service design principles and methods, and conduct 
cross-disciplinary research in information science, social sciences and design. 
Finally, we conclude three main perspectives to design and evaluate the smart 
public information service system: interfaces of technology-mediated mobile 
terminals, process of information based on advanced technology such as Mobile 
Cloud Computing, and a feedback mechanism to strengthen human interaction 
accessibility in public information service system. Not only do the three points 
maintain system performance, but also they play a significant part in enhancing 
User Experience (UX) in public information service system. 

Keywords: Public Information Service, Interaction Design, User Experience. 

1 Introduction 

Interaction Design (IxD) is "about shaping digital things for people’s use", alternately 
defined as "the practice of designing interactive digital products, environments, 
systems, and services." IxD concerns the intersection of people and technology. With 
the development of technology, more and more intelligent products have been around 
us, a convenient, smart life comes true. At the same time, a series of problems brought 
about by the rapid development of the city disturbed people’s life, people were 
swamped by information flood, Designers need to think more about how to use 
information technology to make people's lives better place from a full-scale 
perspective. In fact, a word “smart city” has already been a hot topic on many fields. 
The concept of “smart city” is defined as “can take full advantage of all the 
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interconnected information available today, in order to better understand and control 
urban operations, and optimize the use of the limited resources of the city.” Moreover, 
smart city is heavily focused on satisfying the needs and desires of the people, bringing 
them pleasure to live in such environment. 

Along with the development of information technology and the information 
network, many products have been extra multi-functionalities and full of various kinds 
of contents. With the “intelligence”, products become complexity, and the users often 
have to work hard to blend them into daily life. Obviously, the user experience hasn’t 
been thought carefully, or it hasn’t been enhanced or has a corresponding improvement 
in this information explosion environment. The fact shows sufficiently that public 
information service design should consider more from the perspective of users to 
improve the quality of information service. 

In this paper, we will discuss what kind of features should be considered highly for 
public information system, and our practice on developing for both the mobile 
terminals and data processing terminals, we also analyze the current state of smart city 
research and study users needs on public information service, then giving crucial design 
principles and direction of future development. Finally, based on experiences and cases 
study, we distill a set of design recommendations and describe how they will bring an 
intelligent life to ordinary people. 

2 Related Research  

There is no doubt that the smart city should have efficient and convenient public 
information service system. 

2.1 The Connotation of UX in Public Information Service System for Smart 
Life 

User Engagement 

Public information service system is an interface between smart services and ordinary 
users. It should provide user-targeted service, which could be easily understood by 
users. In the context, we should have an accurate understanding of users’ real demand. 
Nowadays, The Internet provides a convenient access to information, and support the 
interaction between users, system, contents and other users. Moreover, more useful 
information in Internet motivates users’ participation and impel them interact with the 
information service system. 

Dynamic Experience 

“User” in “user experience” is an abstract concept of groups, and it varies in specific 
environment with different users, for instance, the skilled users and non-skills have 
very different needs on the functions of the software. Even to the same user, different 
environment fuels different aspire. Public service should not only think highly of users’ 
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instantaneous experience but also pay more attention to a long, lasting development 
experience. Only in this way, could the information service system build a lasting 
learning relationship with users, use the Internet to lead user demand and improve the 
service system. 

 

Fig. 1. Peter Morville Model 

Technology Integration 

Advanced information technology is the foundation of smart life. Information 
technology has penetrated to the information service system in every side. Many people 
thought that the intelligent quality depends on the extent of the intelligent. However, it 
is really not that the success of product is the technology. From the point of the users, 
how to choose and use technology needs more thoughtfully consideration.  

2.2 Public Information Service System Model Viewed from the Design and 
Engineering 

Design Procedure 

The UX target is to experience public interactive information service from user view 
while not to evaluate the effectiveness of this system for the design procedure. Peter 
Morville brought up a beehive model UX target model (picture 1). 

On the basis of Peter Morville, James Melzer made complement of his model on two 
aspects (picture 2). First amendment is to change the position of the accessible and 
credible information, which leads to the second amendment --- change the outsides into 
two groups: utility and affordance. 

Utility answers whether the information satisfy users’ demands and expectations; 
affordance tells us whether users could be able to seek out and use public information 
service，or the communication between users and system. If applied to the public 
information service system design, user requirements such as information access, 
quality and value could be reflected from the two sides.  
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Fig. 2. James Melzer Beehive Model 

Engineering Procedure 

The public information service system for smart life is actually a system in which users 
could fulfill his/her demands and complete communication with machines or other 
users. Core elements included in public information service for smart life are personal 
interfaces, processing background, and a feedback mechanism connected background 
and personal interfaces together. In this paper we introduce the process of interaction 
about input interfaces, background data process method and connection mechanism for 
engineering procedure.  

Intelligent Interface (Interactive Device) 

Interactive device is the media to finish the interaction between user and public 
information service. Traditional interactive devices, such as mouse, keyboard, have 
poor operability and understandability during the interaction with public information 
service system. Novel interfaces that consider more about human factors, like tangible 
desktop, virtual keyboard, and electronic devices become popular and they can also 
control and communicate with background terminal.  

Processing Background (Web Information) 

The combination of UX and web information, on one hand, optimize UX from aspects 
like content organization, structure design, support for complicated interaction, which 
lead to an excellent performance to achieve user target, psychological satisfaction and 
emotional dependence; on the other hand, through the network information or 
web-based applications, data and some user information could be uploaded to the 
background to start a cloud computing and then got feedbacks from the web server. In 
this method, the dynamic interaction happens as a positive communication between 
users and the public information service system. Background design based on network 
and web information considers an overall UX, takes interactive process, function 
design and users’ feelings as a whole in order to improve the system usability, 
intelligibility, and aesthetic value. 
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Feedback Mechanism (Communication Platform) 

Interactive feedback mechanism to the user interface model provides a variety of 
feedback data with the web information through interactive process. Feedback 
mechanism is a communication platform for users, mainly including correlation data 
feedback and user feedback information. The indirect correlation data feedback is an 
interactive process of recessive user behavior tracking from the public information 
service system. It discovers and captures the users’ actual intention and behavior 
patterns. Meanwhile, the direct user feedback data is an independent feedback entrance 
to the system for users to submit various problems and relevant evaluation, which could 
be viewed as separate interactive channel for both the designers and users and also a 
direct access towards the users’ thoughts. The interactive feedback module supplies 
many kinds of relevant feedback data and user information to the background.  

3 Case Studies 

Here we would like to present the case of Electronic Health Records in Beijing to 
discuss more deeply. These information service systems involve different levels of user 
activity: intelligent interfaces, computing terminals and evaluation feedback 
mechanism. 

Electronic Health (E-health) Records in Beijing 

E-health is defined as the cost-effective and secure use of information and 
communications technologies in support of health and the related fields, including 
health-care related services, surveillance, literature, education, knowledge, and 
research, both at the local site and at a distance. And e-health is definitely a necessary 
part in public information service system. It will make personalized medicine possible 
and affordable in the near future. The adoption of e-Health technologies in medical 
fields creates huge opportunities yet lots of challenges still need to be resolved to build 
reliable, secure, and efficient networks or platforms with great flexibility.  

In this case, we would analyze the e-health records (EHR) built up recent years in 
Beijing. EHR is directly emerged from health related activities and saved for future 
reference value. It takes health as a center point and chooses life as a main line, which 
achieves an accumulation record for the user from his/her birth to death. Recorded the 
development of change of health and death, health information service becomes a 
continuous, comprehensive, individualized health record information database. At 
present, the whole country is promoting the community medical service model of this 
EHR transformation and user-oriented residents EHR becomes the key point. 

Here in the case, this public information service background is web-based and 
strongly organized. It allows the public e-health system to provide data for medical 
treatment, prevention, health care, rehabilitation, health education and family technical 
health guidance. The establishment and application of EHR information service system 
turns into the most concerned research topics and it proves to be a significant symbol of 
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regional health information. The network and data processing procedure accomplish a 
large health file, a useful tool for the community doctors to provide a complete data of 
residents’ health and help doctors to master residents’ health status. Furthermore, this 
background database and information network makes the community medical 
treatment, prevention and health care develop towards a scientific management orbit of 
systematization and institutionalization so as to monitor disease, dynamic changes. 
Still, it permits the transfer among different systems so that the EHR could be updated 
continuously and used secondly to future medical quality control, epidemic situation 
analysis and database for infectious diseases. 

Moreover, the feedback mechanism is set up for users to be aware of their health 
status. Users could check out the electronic records periodically in order to be aware of 
their health status. In this feedback mechanism, correlation data feedback gives an 
overall comprehension of their current health situation and relevant health 
recommendations. And user feedback information provides information to doctors and 
information service organization for them to maintain residents’ digital records of their 
diagnosis and treatment activities.  

However, a convenient and dynamic user interfaces are needed like the wearable 
devices in order to manage users a dynamic communication with information service 
system. With the dynamic interfaces, the community health service agencies are able to 
keep tracking a continuous data or physiological indexes. And these files will become 
foundation for the establishment for children EPI (Expanded Program on 
Immunization) file, maternal health records, and students’ health files. The interfaces 
should be designed to make users’ life more convenient and promote users’ 
communication with information service system regardless of interface forms. For 
instance, the Georgia Institute of Technology developed a home medical nursing robot 
which could fetch items like medicine bottle, open and close doors, chat with users and 
then deal with their problems by becoming users’ life and emotional assistant. If robots 
could send users’ information and data back to the service system, the information 
service would be more flexible to provide desirable information services. However, in 
public information service system, this field is still in a stage developing and designing 
a single sensor, such as the non-contact infrared thermometer, pulse sensor and blood 
pressure measuring instrument. And in the respects of network interfaces, portability 
and wearable resistance much left to be improved. Along with the development of 
information service and interaction technology in medical care and EHR, we believe 
that the e-health records and information service will develop rapidly. 

Using ubiquitous computing technology, e-health information service can get the 
physiological information parameter thus detecting the abnormal diagnosis and 
enhancing the reliability of the information service system. Consequently, EHR is 
considered to reduce the avoidable hospitalization in nursing homes and community 
hospital for a short-term or long-term treatment. From the structure and construction of 
EHR information service system, it could be concluded that the doctor-centered 
information system is transforming into a user-centered information system which 
could be applied to scenes outside hospitals. 

Further researches and efforts should be paid into body sensor networks and 
wearable sensor systems, clinical bio-feedback, decision support systems, e-health 
information and network infrastructure, and e-health for public health (including 
 



 User Experience in Public Information Service Design for Smart Life 213 

 

 
Fig. 3. An information Service Model with Feedback Module 

disease prevention, emergency preparedness, epidemiologic interventions) when 
designing improvement information service system. E-Health for ageing (to support 
quality of life for older adults, aging in place and independence) is also emerging novel 
e-health applications with functions of health monitoring and the technology of health 
grid and health cloud. 

When establishing public information service system, as concluded from cases, are 
harmony interfaces settings, strong communication through web information platform 
and a feedback mechanism that can make continuously self-improvement and 
self-maintenance.  

4 The Interaction Design  

As above, there are three main dimensions in the interaction design of public 
information service: technology for individuals’ information engagement, accessible 
interfaces of technology-mediated mobile terminals, and a feedback mechanism to 
adapt to human accessibility. 

4.1 Harmony Interfaces of Technology-Mediated Mobile Terminals 

Nowadays, more Internet services are becoming ubiquitous. With the growing 
capabilities of the network and the rising penetration of broadband services into our 
life, users are experiencing a new model of human-computer interaction in which 
information processing has been thoroughly integrated into everyday objects and 
activities. Some cutting edge HCI interfaces are increasing, such as Remote Phone, 
Virtual Keyboard, Smart Desktop and so forth. During the development of user 
experiences, the accessibility and usability of the interfaces become essential.  

Nowadays, wearable computing is thought to be a good choice. Google Glass or 
TTP Glass sees the world through users’ eyes and makes them aware of location, 
Internet fresh news, or even presenting images when calling. Strata Watch can be 
linked to cell-phone and other terminals to upload applications and monitor devices, 
replacing the traditional mobile phone and producing a fantasy user experience. 
Heads-up displays, such as Vuzix Displays could be set up around the city corner so 
that you touch news on the screen commodiously.  

The pervasive model in which we have many processing units for users is well suited 
for smart city design. Wearable Computing interfaces could be a personal device that 
opens the gates for ubiquitous computing to the smart city entertainment. 
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4.2 Process of Information Based on Mobile Cloud Computing  

In recent years the mass adoptions of mobile devices and increasingly ubiquitous 
connectivity have contributed to a radical change in the way people interact with 
computer systems. Moreover cloud computing infrastructures have paved the way for 
the development of smart systems such like smart city, whose goal is to provide a 
service to enhance user experience based on environment and user sensed data. There is 
a clear disconnection between the two streams that flow continuously between user and 
cloud-based systems. On the one hand, user- and environment generated data is being, 
for the most part, disregarded by service providers. On the other hand, services offered 
do not address users’ specific needs and preferences. In addition, service discovery is a 
cognitive demanding process and it may have detrimental consequences in user 
experience. Hence, we propose user-centric frameworks. The framework facilitates the 
design and development of smart city systems. It aims at leveraging existing 
technology, such as environment sensors and personal devices, to aggregate localized 
user-related data - defined as a bubble - into the cloud.  

This aggregation later supports the delivery of personalized services, contextually 
relevant to users. Above all, we could handle data sent back from individual more 
accuracy, and then present a pinpoint service for users. Meanwhile, smart city 
construction direction can be determined by specified information visualization. The 
delivery of services with such characteristics has the potential to enhance quality of 
experience and influence user behavior. 

4.3 An Efficient Feedback Mechanism to Strengthen Human Accessibility 

Traditional HCI interfaces scarcely have a feedback mechanism. However, by utilizing 
the cloud computing technique to collect, analyze and transfer information, controller 
terminal can be more intelligent that they could be self-control and self-adjusting to a 
more accurate level. That is to say, intelligent and adaptive interfaces and data 
processing allow service to follow up easily changed human needs. 

5 Limitations and Expectations for UX Desing Model 

5.1 UX Design Model 

Emphasizing on UX connotation and strengthening interaction have important 
significance in designing a public information service system for users to leading a 
smart life. The information service should supply a targeted and personalized service in 
order to obtain a pleasant UX. 

5.2 Limitations 

Technology has been providing a good service for human beings. And the best 
interfaces in public information service system should be disappeared when not in use 
and appears again naturally for users when needed in the process towards an intelligent 
and comfort life. However, technique cannot go that far at present considered the 
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limitations of software, hardware or network. And the storage and analysis of dynamic 
large scale information in daily life also put barriers to public information service 
development. 

5.3 Expectations 

Human-computer symbiosis is the highest level of human computer interaction in the 
public information service design. A design of the close integration between human 
brains and computer information will make it possible for computers to figure out 
huMAN THOUGHTS AND DEAL WITH DATA from a novel perspective. Thus, this means 
helps people realize what their real demands are and fulfill those needs. However, 
public relationship and society moral problems should also be taken into deep 
considerations when achieving such expectations. 

6 Conclusion 

Technology is developed to serve human being. Smart City creates a better 
environment for citizens to enjoy their life. These smart computing technologies or 
cutting edge interface devices should be emerged when in need and disappeared if not 
necessary. In other words, they need to be invisible into daily life. The way we spend 
our lives and deal with information will be distinguished a lot. Harmony interfaces, 
computing technology in the information network processing procedure and a feedback 
mechanism established the public information service design basis for smart life. Based 
on the three factors as mentioned in this paper, the traditional single design thinking 
would be changed and a whole system thinking would be the main considerations for 
user experience. 
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Abstract. Remote welfare services for caregivers have recently been offered in 
response to the recent increase in demand for care that has accompanied the  
aging of society. However, due to the often extended periods of caregiving in-
volved, care consultations can sometimes lack cohesion unless information 
about the early stages of care are available. In order to address this issue, the 
whole history of communication between care experts and family members 
should be structured and visualized when remote welfare services are provided. 
We propose a form of remote consultation where care experts can offer cohe-
rent and efficient consultations using all available information, such as up-to-
date information from "lifelogs" and past processes of care consultations  
obtained from the use of all historically available information.  

Keywords: remote consultation, care, computer-mediated communication, care 
assistance. 

1 Introduction 

With the aging of the Japan’s population in recent years, the number of elderly people 
requiring care (hereinafter, care recipients) is increasing. With that, the number of 
care-related consultations from care recipients or family members providing care at 
home (hereafter caregiver) is fast increasing. The condition of the care recipient, be-
ing particular to each person, requires a detailed response after the individual circums-
tances have been ascertained. Although care workers or care professionals provide a 
portion of the care based on the care plan created by the care manager, the reality is 
that the main portion is left to the caregiver. As Japan’s care system [6] itself has yet 
to reach a high level of sophistication, caregivers face the problem that in dealing with 
the care recipient’s daily changing condition, they cannot obtain expert care advice 
when it is needed [1] from care workers or care professionals who are present at only 
specific times. Remote consultations with care experts by telephone, for example, 
therefore occur often. Such consultations, however, have the following issues. 

1. Because caregivers are often novices in the field of care, they find it difficult to ex-
plain the condition they are faced with in a systematic manner. Therefore several 
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issues often emerge mixed up with one another during consultation without having 
been arranged in an orderly manner. This then makes it difficult for the expert to 
distinguish between high- and low-priority issues. 

2. Care often stretches over many years. Generally, consultations about care with ex-
perts therefore take place many times. It is inefficient for the expert to retrace and 
inquire after the care recipient’s history during the consultation. From the caregiv-
er’s viewpoint the consultation will not proceed smoothly if the expert is not aware 
of the care recipient’s progress and treatment. Also, there might arise situations in 
which the effectiveness of the advice is not understood because the caregiver does 
not understand the fundamental ideas and the numerical reasoning provided by ex-
perts from their professional points of view. 

We have proposed and tested a system that enables effective consultation by enabling 
experts to deal with multiple caregivers simultaneously in remote consultations [4], 
but have yet to address the issues described above. Moreover, although there are han-
dover mechanisms such as providing handwritten notes on site about the care reci-
pient’s condition as assessed by care workers or care professionals, because the time 
spent on site by care workers or care professionals is short they cannot form an accu-
rate understanding of the care recipient’s overall condition. Also, because the struc-
tures for collaboration are insufficient, there is no framework for the effective use of 
information. Meanwhile, development of sensor technology and systems technology 
has begun for monitoring care recipients’ daily living conditions based on information 
such as biological and positional information, imaging information and environmental 
information [3, 5, 8, 13], but these technologies are not yet being sufficiently utilized.  

To deal with the issues outlined above, in this report we propose a care consulta-
tion system that enables smooth and effective care consultation, where experts  
systemize and visualize the consultation process and share it with caregivers, and 
where experts in their consultations show the caregivers, together with past consulta-
tion processes which have been accumulated chronologically, the lifelogs [14, 2]  
containing the general living conditions of the care recipient. 

This system’s characteristic feature is to enable the expert to engage in deeper con-
sultation with the caregiver through providing a function for systemizing and visualiz-
ing the consultation process, as well as a function for displaying consultation points 
that are mutually agreed upon between the expert and the caregiver, past consultation 
processes and daily living conditions (lifelogs). We evaluated the characteristics of 
remote consultation in care consultation using this system, and we found that the use 
of this system increased users’ level of satisfaction with the consultation content.  

2 Conventional Remote Consultation Technologies and Their 
Issues 

Remote consultation is a format whereby a caregiver can consult with a care expert at 
a remote location. The scope of remote consultation has broadened in recent years to 
 



218 H. Yajima and T. Gotoh 

include, for instance, technical support for PC users, consultation on financial prod-
ucts, and consultation on clinical issues [9, 11]. At the same time tools have been 
introduced for this consultation format that use video communication or that support 
asynchronous consultation via bulletin board system [7]. 

In conventional remote consultation, the expert often, upon clarifying the caregiv-
er’s issues, proceeds with the consultation following a standard procedure (e.g. for-
mats where flowcharts or templates are filled out), which then results in an answer to 
the issue under consultation. This is done to raise experts’ time efficiency [12] by 
standardizing the consultation process, as experts often spend unnecessarily long 
times on consultations due to the inexperience of the average user with the consulta-
tion process. 

In the field of care [10], however, the following issues arise with the conventional 
remote consultation methods. 

1. Because various individual factors in a care recipient’s condition, including medi-
cal history and past interventions, are often intricately entwined, it is difficult to 
proceed with a consultation following a standard procedure. Caregivers also find it 
difficult to explain these factors separately. The factors therefore often come up in 
a mixed up manner during a consultation, without past conditions or overlapping 
issues having been arranged in order. It is for this reason also difficult for the ex-
pert to distinguish between the high- and low-priority issues. 

2. Because of this characteristic, experts are forced to deal with the caregiver’s mul-
tiple issues on a case-by-case basis. At that point, the caregiver often loses the abil-
ity to understand the relationships between the proposed measures. In other words, 
forming an overall image of the eventual measures to be taken is difficult. As a re-
sult, caregivers are often left without having gained a clear understanding sufficient 
to dispel any anxiety regarding the condition of concern or an unknown condition, 
and left wondering as to whether all issues really have been resolved.  

3 Proposed Method 

3.1 Concept 

In this study, we constructed a consultation outline system, thus enabling the visuali-
zation of the overall consultation content and confirmation by the expert of past con-
sultations, in order to deal with and increase caregivers’ levels of satisfaction with the 
results of consultation using computer-mediated communication, while dealing with 
the issues outlined above. At the same time we propose a system that, by providing a 
means for the expert to further monitor the care recipient’s condition since past con-
sultations via a lifelog, enables the expert to conduct a deeper consultation upon form-
ing a more detailed understanding of the changes in the care recipients’ situation.  
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3.2 Consultation Outline 

The purpose of the consultation outline is to systematically and chronologically visualize 
the communication process 
of current and past consul-
tations, and, with the expert 
sharing information with 
the caregiver, to conduct a 
deeper consultation regard-
ing the care recipient’s 
condition. In the consulta-
tion outline, the entire con-
sultation is systemized. We 
propose the following fea-
tures and techniques in 
order to achieve the goal 
outlined above (Fig. 1). 
 
 

1. Visualization of the consultation process. The conversation between the caregiver 
and the expert regarding a specific issue raised by the caregiver is displayed as a 
tree diagram. At that time, the expert creates a tree diagram with the issue raised by 
the caregiver as the top-level event. The tree diagram displays the caregiver’s ques-
tions and remarks as well as the expert’s opinions about them, following the con-
versational flow. As the conversational flow can be expressed chronologically in 
this tree diagram, discrepancies between the perceptions of the caregiver and the 
expert disappear. In this conversation, the expert expresses his views based on the 
lifelog [8], and conveys the care recipient’s condition based on quantitative criteria 
to the caregiver. When a solution has been decided, the expert adds a relevant 
keyword to the top-level event thus making it searchable at a later date.  

2. Systemization of the consultation process. Because caregivers are unfamiliar with 
the consultation process, their questions and opinions sometimes shift to other is-
sues. On occasion there is such a plethora of issues to consult on that it is difficult 
to discuss them. In that case the expert itemizes them and proceeds with the con-
sultation on the particular issues. In other words, when the caregiver’s conversation 
moves from the current topic to a different topic, the expert creates a new top-level 
event for this different issue, generates a different tree diagram to the one for the 
conversation up to that point, and engages in a consultation for which the overall 
structure has been made clear. 

3. Searching similar consultations in the past. Using the keywords attached to the 
top-level events in past cause and effect diagrams, the expert can search past con-
sultation histories (top-level events and the associated tree diagrams) for consulta-
tions similar to the one currently engaged in. Any applicable items are displayed 
 

Fig. 1. Visualization structure of consultation process 
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characteristics. By displaying the aim of the current consultation and the conversation 
content on a screen shared with the caregiver during the consultation, information 
sharing with the caregiver can be planned. The entered consultation content is saved 
as the current consultation outline, and can be used as reference information for con-
sultation at a later date. In other words, the expert can extract relevant past consulta-
tion outlines as needed and can ensure smooth communication by presenting them to 
the caregiver. When caregiver’s remarks are inconsistent with past remarks, past con-
sultation records can be shown and changes in the care environment or the caregiver’s 
true intention can be checked. Moreover, by having a shared aim with the caregiver, if 
a conversation veers off topic, this can be made clear and, with the caregiver’s assent, 
the consultation can proceed under the expert’s guidance.  

Advantages for the Caregiver. For the caregiver, consultations with an expert that 
extend over a number of days become simpler, and also when unfamiliar with the 
consultation process consultations that extend over long periods of time become poss-
ible. As consultation outlines moreover clarify the expert’s advice and views, a more 
profound understanding can be gained of the consultation content, providing the care-
giver with a sense of security and trust in the consultation. At the same time, the mu-
tual trust between caregiver and expert grows through the sharing in the consultation, 
enabling a more profound consultation. The caregiver can also achieve a sense of 
security because it is possible to check the consultation histories, which are saved, 
once the consultation has finished. By starting the next consultation after having 
checked the previous consultation outline in advance, the caregiver can facilitate a 
smooth conversation.  

4 Consultation Procedure 

4.1 Consultation Overview 

For this study, we engaged in remote consultation about care using computer-mediated 
communication (in this case Skype). We performed 
the consultation while monitoring, using consulta-
tion outlines, consultations performed in the past, 
the flow of the current consultation and the care 
environment. 

4.2 Consultation Procedure 

The consultation was performed through the  
following procedure. 

1. Start the consultation. 
2. Display one consultation issue.  
3. Share content regarding one consultation issue 

(questions by the expert and answers by the  
caregiver). 

 

Fig. 3. Procedure for outline building 
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4. Has the expert understood the issue? If not, return to step 3. 
5. Expert obtains care recipient’s lifelogs and past related outlines. 
6. Expert indicates direction for a solution. 
7. Caregiver can ask about the expert’s proposed solution. 
8. Expert provides concrete explanation of the proposal. 
9. Does the caregiver agree with the proposed solution? If not, caregiver provides 

reasons; return to step 6. 
10. Expert gives detailed presentation and explanation of the care plan. 
11. If the consultation has finished, go to step 12; if there is another consultation issue, 

go to step 2. 
12. Input the date and the names of the expert and caregiver. Expert attaches key-

words to the individual top-level events. 
13. End consultation. 

Through these steps an outline is created and shared between the expert and the  
caregiver. 

4.3 Important Aspects of the Consultation Procedure 

Clarifying the Aim of the Consultation. The caregiver conveys the current issue to 
the expert. If the consultation is about many issues at the same time, the expert di-
vides them into individual issues, and engages in a consultation on each separate is-
sue. If the caregiver has sought consultation about similar kinds of issues in the past, 
the expert will communicate while referring to related parts in past consultation out-
lines. At that time, the expert enters the current consultation content in the allocated 
box. The caregiver proceeds with the consultation while checking the consultation 
exchanges displayed on a PC screen. 

Information Acquisition on the Care Recipient. Depending on the circumstances, 
before the consultation the expert acquires the information necessary to the current 
consultation from the caregiver database, for example, the caregiver’s knowledge 
level and the care recipient’s state of health. The information included in the database 
includes past consultation outlines, lifelogs, and information on personal  
relationships. 

Generating Outlines. The expert systemizes, visualizes and puts in chronological 
order the consultation purpose, consultation content and the information acquired by 
the expert. The expert shows the generated consultation outline to the caregiver. The 
caregiver checks the consultation outline and proceeds with the consultation while 
deciding whether the consultation content matches the consultation purpose. 

5 Experiment 

Objective. We took consultation on the creation of a care plan as the subject of the 
experiment. Through trials with and without the consultation outline, we examined 
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the expert’s level of understanding toward the caregiver, the caregiver’s level of un-
derstanding and satisfaction with regard to the consultation content, and changes in 
the burden on the expert. 

 
Conditions 
Condition 1: For examining the efficacy of the consultation outline, the consultation 
was performed more than twice. For the consultations following the second one, the 
previously performed consultation content is confirmed in advance. 
Condition 2: Experts and participants are experienced PC users. 
Condition 3: Caregivers engage in the consultation in a role play form which follows 
a scenario. 

 
Participants. The experiment was carried out with one expert and six caregivers. The 
expert in the experiment was a student with knowledge of care. The caregivers were 
novices in care, but were students in their 20s who studied care beforehand. 
 
Experimental Environment. We used a PC running Skype, a conversation-sharing 
system, and PowerPoint. 

 
Experimental Procedure. We carried out the experiment according to the following 
procedure. 

1. The first consultation was performed without using a consultation outline.  
2. After the first consultation finished, a consultation outline and a care plan were 

drawn up and handed to the caregiver.  
3. After a period of time, a second consultation was conducted, in one scenario with a 

consultation outline and in the other with only notes. 

Experimental Results. We evaluated results after the experiment had finished 
through a questionnaire administered to caregivers. The questionnaire asked about the 
following eight points: level of satisfaction with the overall consultation, level of 
understanding of the consultation process and content, reliability of the consultation, 
smoothness of the consultation, level of concentration during the consultation, atmos-
phere of the consultation process, operability of the consultation processing and rea-
dability of the consultation screen. The questionnaire results are shown in Table 1. 
Ratings were given on a scale of 1 to 5, with 5 representing the highest rating.  

The experiment results show that by adding past consultation outlines to the cur-
rent one and by incorporating lifelogs, good ratings were given for the level of satis-
faction with the consultation, and the levels of the understanding, smoothness and 
reliability of the consultation. 

An analysis of variance between conditions showed a clear difference in the level 
of satisfaction (significance level 10%, F value 3.4). The caregiver’s level of under-
standing of the consultation process was also significantly improved (significance 
level 10%, F value 2.9). The reliability of the consultation was also improved (signi-
ficance level 10%, F value 3.5). Through the visual consultation process display, the 
smoothness of the consultation was also better (significance level 10%, F value 2.8). 
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5.1 Discussion 

In concrete terms, we saw the following benefits and were able to solve the following 
problems on the caregiver’s side. 

1. Levels of satisfaction can be taken to have increased based on the following: care-
givers and experts were able to have a discussion while confirming, during the 
consultation, the purpose and the content of the consultation, and caregivers were 
able to conclude the consultation after having formed a sufficient understanding, 
which was also based on the consultation history. In concrete terms, we improved 
the quality of remote consultation from the former level of “dissatisfied” to a level 
of “mostly satisfied”. 

2. It becomes possible for caregivers to check, by using the consultation outlines, the 
sequence through which the care plan has been reached, and thus their level of  
understanding increases.  

Table 1. Questionnaire result (1-5 evaluates five steps altogether) 

Item Without outline With outline 
Degree of conversation partners’ satisfaction 2.8 4.1 

Degree of conversation partners’ understanding 2.8 4.5 
Reliability 3.0 4.2 

Degree of conversation smoothness 3.0 4.0 
Easiness of operation 3.3 3.3 

Conspicuousness 2.6 4.0 
Relaxed grade of conversation 3.2 3.3 

Degree of conversation partners’ concentration 3.2 3.8 

6 Conclusion 

In this paper we introduced consultation outline when engaging in care consultation 
using computer-mediated communication. We proposed a support system that uses 
consultation outlines to ensure consistently high level of satisfaction with respect to 
consultations which extend over long periods of time. We also verified the system’s 
usefulness in an experiment. We can conclude from the experimental results that 
through remote consultation using consultation outlines caregivers and experts are 
well supported. Specifically, we can conclude from the experimental results that be-
cause the high-priority issues of the care under discussion came to the fore through 
remote consultation using consultation outlines, both caregivers and expert are pro-
vided satisfactory support. We have used a cause and effect diagram as the format for 
the consultation outline here, but plan to investigate display methods that match the 
respective characteristics of experts and caregivers. Further research is needed to 
investigate additional functions for use of the system in actual care environments.  
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Abstract. This paper presents guidelines to aid on the design of audio games. 
Audio games are games on which the user interface and game events use pri-
marily sounds instead of graphics to convey information to the player. Those 
games can provide an accessible gaming experience to visually impaired play-
ers, usually handicapped by conventional games. The presented guidelines  
resulted of existing literature research on audio games design and implementa-
tion, of a case study and of a user observation performed by the authors. The 
case study analyzed how audio is used to create an accessible game on nine au-
dio games recommended for new players. The user observation consisted of a 
playtest on which visually impaired users played an audio game, on which some 
interaction problems were identified. The results of those three studies were 
analyzed and compiled in 50 design guidelines. 

Keywords: audio games, accessibility, visual impairment, design, guidelines. 

1 Introduction 

The evolution of digital interfaces continually provides simpler, easier and more intui-
tive ways of interaction. Especially in games, the way a player interacts with the  
system may affect his/her overall playing experience, immersion and satisfaction. 
Currently, game interfaces mostly rely on graphics to convey information to the play-
er. Albeit being an effective way to convey information to the average user, graphical 
interfaces might be partially or even totally inaccessible to the visually impaired. 
Those users are either unable or have a hard time playing a conventional game, as the 
graphical content of the user interface is usually essential to the gameplay. 

Auditory interfaces [1] provide an alternative way of conveying information for 
user interfaces and are accessible to visually impaired users. Using an auditory inter-
face, an entire interface can be built upon sounds. Audio games [2–4] present auditory 
interfaces that can fully represent game elements and gameplay, creating an auditory 
gaming experience. The graphical interface is not required to play the game: the game 
might have one (audio-based game) or not (audio-only game). Thus, as the main inter-
face is aural, a well-designed audio game could be played by and be accessible to 
average and visually impaired users alike. 

Although accessible game design and its challenges are discussed in [5–9] and 
guidelines for accessible games are available in [10, 11], we could not find specific 
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guidelines to designing more accessible audio games for visually impaired players. 
The available information regarding the design of audio games is mostly papers on 
the design, implementation or analysis of particular games (c.f. [12–21]). Hence, the 
starting point for new audio game designers is to learn with previous designs available 
on the literature and play the games created. 

Specific guidelines on accessible audio usage for gaming interaction could further 
aid new designers on creating more accessible audio games. Hence, this paper 
presents 50 audio games guidelines containing desirable features and audio usage to 
aid designers on the creation of more accessible audio games. A more comprehensive 
list can be found at lifes.dc.ufscar.br. The guidelines combine features described in 
the literature with the results of a case study and an observation of a playtest per-
formed with visually impaired players. 

This paper is organized as follows: Section 2 comments our literature research, by 
presenting relevant related works. Section 3 describes our research approach. Section 
4 presents the case study whilst Section 5 describes the user observation. Section 6 
introduces the audio game guidelines. Section 7 presents conclusions and future work. 

2 Related Work 

In 2004, the International Game Developers Association (IGDA) presented a white 
paper describing the importance of game accessibility [6]. This paper presented ap-
proaches used by games to improve the gaming experience of disabled players and 
suggested possible methods to improve game accessibility. General guidelines for 
gaming accessibility are presented in [5]. Guidelines for developing accessible games 
are presented in [10, 11]. Those are general accessibility guidelines, which can be 
applied on the development of any kind of game. Universal accessibility in games is 
discussed in [7, 22]. Those papers present and discuss the design of Universally Ac-
cessible Games (UA-Games), games that follow the principles of Design for All [22]. 

However, we could not find a compilation of specific guidelines to help designers 
to create audio games. Most of the papers we found focus on decisions and challenges 
of the design and implementation of particular games. Some parts of these papers 
emphasize more specific goals with more depth, such as creating auditory interfaces 
or game entities – like objects and scenario – with audio. The parts we considered the 
most relevant for our work are succinctly indicated below. They were our starting 
point and might provide insightful advice for new audio game designers. 

The creation of auditory interfaces and auditory objects in audio games is dis-
cussed in [4, 12, 14, 18, 23–25]. Navigation and orientation in audio games scenarios 
or worlds are discussed in [4, 12, 14, 15, 19, 21, 23]. Those could be useful for de-
signing interfaces and entities for the game and how to use them more effectively in 
the gameplay. 

In audio games, sounds have to be used both to convey information to the player as 
for aesthetics. Different classification of game sounds, their uses and function in 
games can be found in [13, 14, 25, 26]. Functional and aesthetical uses of sound and 
their importance in the design of audio games is discussed in [4, 14, 25, 26]. 
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The design of audio games is addressed with more depth in [4, 12, 14, 15, 17, 19, 
21, 25], especially regarding audio usage for gameplay. The importance of audio 
feedback for user inputs is commented in [10, 23, 24]. Ideas on implementation are 
described in [4, 15, 18, 19, 21]. Input design is commented in [24, 25], whist provide 
insights on how to use different input devices is provided in [4, 16, 17, 26]. 

3 Research Approach  

We performed a literature research, a case study and a user observation to propose the 
guidelines. The goal of these three studies was to find how audio is used on audio 
games and how to help new designers to create audio games. We researched how one 
could use game audio, such as music, sound effects and speech, to: 

• Create and characterize game entities, such as objects, characters and puzzles;  
• Create and characterize ambient, scenes and game worlds, how to handle spatial 

localization and how to navigate in the game’s space; 
• Control the player’s avatar, handle control input and provide input feedback; 
• Teach the player how to play or how to give instructions; 
• Create game menus and how to navigate on them. 

The literature research was described in Section 2. We performed the case study and 
the user observation to complement and to verify in the practice what we found.  

The case study analyzed nine audio games with various genres regarding the audio 
interfaces, audio usage and interaction. The games choices were based on lists of 
games recommended to beginner players [3, 27]. Some were also chosen because they 
had versions in Portuguese, which was necessary for the user observation. The case 
study is discussed in Section 4. The user observation consisted of two blind users 
playing an audio game and describing their experience. We also observed how they 
interacted with the game and how they responded to the game’s information and 
feedback. The user observation is further discussed in Section 5. 

We then combined all the information, results and problems gathered to propose 
some design guidelines for audio games. The guidelines address problems identified 
on one or more of our studies and were organized in eight categories, as presented in 
Section 5. Each proposed guideline has the recommendation, the problem(s) it ad-
dresses and the rationale. The resulting guidelines feature advice on how to present 
the audio in an audio game trying to achieving better accessibility, focusing the audio 
usage on enhancing the gameplay, representing game objects and providing useful 
information to the player when needed. 

4 Case Study on Audio Games 

The case study consisted of the researchers playing and checking audio usage in nine 
audio games, with diverse genres, to verify how the games used audio to create ac-
cessible game experiences. The chosen games were: Dark Destroyer [28], an  
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arcade/action game; Deekout [29] an action game; Drive [30], a racing game; Fear of 
the Dark [31], a maze game; GMA Tank Commander [32], another action game; Lone 
Wolf [33], a simulation game; Mudsplat [34], an arcade game; Ten Pin Alley [35]; a 
bowling game and Top Speed 3 [36], another racing game. 

The setup of all the games, except [29], used a graphical installer. The installer, al-
though simple to sighted players, might be inaccessible on some screen readers – 
especially as the install progression was shown using progress bars. Before playing, 
we noted some games [35, 36] requested the player to disable assistive technologies, 
such as screen readers, whilst playing. However, they did not remind the player to 
enable them when he/she finished playing the game. 

Despite the different genres, the studied audio games adopted similar strategies to 
those described in the literature to convey the game with audio. We found most of the 
sounds, especially speech and sound effects, were used in the games focused primari-
ly on gameplay. The games’ sounds were mostly used to convey relevant information 
to the player (such as game events) and to provide feedback on his/her performance. 
Music was used mostly for aesthetics. Some games also used music or played simul-
taneous sounds to enhance the gameplay, such as [30] which used the rhythm to re-
port game status and progress. 

All audio games provided feedback for users’ inputs. Some provided different 
feedback for correct and incorrect player inputs. Time constraints in game events 
were more severe on some game than others – this was expected due to the different 
genres. However, the games provided enough time for reaction. Spatial sounds were 
mostly used to describe the games’ worlds and objects positions – mostly relative to 
the player’s position. [28, 32, 35] provided a spatial sound test, a useful feature to 
allow the user to check his audio hardware position and/or configuration. 

The presentation of the rules, instructions and goals varied among the audio games 
tested. Some games provide an in-game help [30, 32–35] or tutorial [30, 32]. The 
others required the player to read the extern manual to learn how to play, providing 
little to no information in-game. Some games offered the players additional aids dur-
ing gameplay, such as  sonars [33], radars [32, 33] or void-acted non-playable charac-
ters [30, 36]. 

In menus, all games allowed skipping options without hearing it all. [34] differen-
tiated the first from the last option in a menu - indicating when it started or when it 
ended – and informed the player to which menu he/she was heading back. [32, 34–36] 
allowed the repetition of the current option without scrolling back and forth. [32, 35, 
36] allowed audio settings to be changed within the game. [28, 32, 34] provided a 
sound test mode which is especially useful when the sound was created to be used on 
the game or when the player had never heard the sound before. 

5 User Observation with Visually Impaired Players 

We wanted to observe how visually impaired users interacted with audio games and 
how would the users perceive the interface and gaming elements. To perform this 
observation, we went to Espaço Braille (Braille Space), a place to promote training, 
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leisure and entertainment for visually impaired people, in São Carlos, Brazil. Two 
blind users played the audio game Top Speed 3. The users played a quick race, trying 
to figure out how to play, by themselves, after some initial explanation about the 
study. Albeit we could observe only two users, their interactions with the game ful-
filled our observation’s goals. 

Both players became visually impaired on their adulthoods. One of the players had 
previous experience playing conventional games; however, he had never played an 
audio game. The other player had no prior experience on playing games. Both users 
were learning how to use computers. 

The users were free to race without worrying with their performance, as we were 
interesting in observing the interaction. We provided some basic information to the 
users on how to play, such as the game’s goals, controls and suggested how to interp-
ret the sound feedback. Figure 2 illustrates the users playing the game. Both users 
managed to navigate the game’s interfaces and play the race without problems. 

It was noticed that, similarly to conventional games, the comprehension of the in-
terface facilitates the game. The user observation suggested the importance of the 
feedback and the controls used on an audio game in helping the user to play. The 
players’ control on the car rose the more they understood the game and its interface, 
by hearing the audio cues and adjusting their inputs accordingly. In Top Speed 3, 
spatial sound is used to position the car in the road - the balance of the stereo sound 
informs the player whether the car is centralized on the road or leaning away from the 
center. If the car is distant from the center, it collides with a wall and the game plays a 
sound effect to warn the player. If the player keeps colliding with a wall, the game 
provides further feedback, such as an explosion sound. 

Top Speed 3 features a NPC who helps the players to navigate on the track, an-
nouncing curves and allowing the users to know what was ahead of them by prere-
corded speech. This feature was noted and appreciated by the players. The users also 
commented it was easier playing with stereo headphones, confirming the literature 
[15]. The headphones facilitated them to recognize on which side the sound was play-
ing, making it easier to play. 

The users’ main problem with the audio game was the default keyboard keys used 
by the game. One of the users reported the game’s keys were different from what they 
were used to use on assistive technologies. This made it difficult for him to reposition 
their hands on the game keys when his hand wandered off the keyboard. They ex-
plained it was hard positioning the hands back to the keyboard as the game’s keys 
were not tactile marked keys – like ‘A’ and ‘F’ on a QWERTY keyboard layout. Fig-
ure 2 (c) illustrates this problem – the hand of one of the users is hovering the key-
board, but unable to find the arrow keys used by the game. 

This suggests that, especially for new users, the buttons or keys used to play the 
game might hinder the experience if they are not properly chosen. If the game uses a 
keyboard, for instance, using keys the visual impaired players use regularly or allow-
ing him/her to customize the keys for the commands may increase the accessibility of 
the game. 
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outputs, such as haptic or graphical, which might not be perceived the same way as 
audio. Rationale. Sound is perceived by time [4], unlike graphics. Therefore, all 
game events must be conveyed by sound: the player must know what is happening 
[23] and what will happen [17] to have enough time to act accordingly; provided the 
information when needed, at a very good time [24]. 

2.2. Allow repetition of information. Allow additional information to be requested by 
the player. Problem. Some games don’t allow information to be repeated. Rationale. 
The user might not hear or understand the provided information the first time he/she 
hears it. This might happen especially in long explication or dialogues. It is important 
to allow the player to request the information to be repeated [5]. It is also interesting 
to allow the player to request for further information. Also recommended in [11]. 

• Category 3. Interaction Input. 

3.1. Allow input controls to be customized by the player. Problem. Some games do 
not allow remapping or configuring the commands in an input device. Players might 
have difficulties on using some keys or buttons, as they might be hard to access or to 
be pressed on controllers [17] or keyboards. Our visually impaired players used the 
home row in a keyboard to locate the keys, and thus had difficulty finding the arrow 
keys. Only two of the tested audio games allowed customizing the controls [32, 36]. 
Rationale. Allowing customization, the user may choose the keys or buttons more 
adequate to his/her needs or preferences. This might facilitate the interaction between 
the user and the game. This is also recommended in [5]. Also recommended in [37]. 

3.2. Provide immediate sound feedback for player inputs. Problem. The user must 
know the results of his/her input command or even if the game accepted the input. 
Rationale. It is important to provide immediate feedback to the player upon his/her 
action [11, 14, 24]. This helps the player to know if his/her action was processed by 
the game. For instance, sound effects, such as footsteps when walking [12], allow the 
player to know his movement input was successful. Also recommended in [11]. 

• Category 4. Menu Navigation. 

4.1. Suspend the menu’s label reading when the player changes an option. Problem. 
Hearing the same options many times in a menu can be annoying to the player. Ra-
tionale. This follows the same rationale of Guideline 2.4. Allowing the user to skip 
the option also may increase his/her navigation speed in the menu. 

4.2. Numerate options in menus. Problem. If the user is unsure of what option he/she 
needs to select in a menu, he/she will either have to count its position or remember 
where it is. Rationale. Numerating the options allows the player to remember the 
number and might allow him/her to navigate to the chosen option faster. Or after us-
ing a menu several times, the user might know the exact position of a desired option, 
however, may still have to navigate all others [23]. Allowing the number to be a 
shortcut to the option could be adequate. 
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• Category 5. Ambient, Scenarios and Space Representation. 

5.1. Avoid reproducing many sounds at once.  Problem. Listening to several parallel 
audio signals simultaneously can be confusing [22] to the user. Rationale. Sound is 
perceived by time [14]. A user listening to many sounds at once might be overloaded 
with information and have a hard time distinguishing or understanding each sound 
individually. Too many sounds at once might be detrimental to the experience [13]. 
When many sounds are played, the vision is used to solve ambiguities [23] – which is 
not possible in an audio game. If it is necessary to play many sounds, try making them 
complementary, with planned timing [22] and/or using them spatialized [14].  

• Category 6. Object Representation. 

6.1. Try describing objects with the most accurate and representative sound possible. 
Problem. The user has to recognize an object by hearing its sound. Rationale. An 
object should be described by using it more accurate sound or combination of sounds 
available [12]. The sound must match the player’s mental model to be recognized [19] 
and should be sounds that are relevant by themselves [24]. As a rule of thumb, if ob-
jects are different, they should sound different [23] in the game. If there is no good 
sound to describe an object, an artificial, created sound can be used; however, it 
should be described and explained to the user. 

6.2. Present an option to describe a new sound to the player. Problem. The user might 
not have heard the sound of an object before. For instance, this could happen if an object 
was created for the game or the player does not know it. Rationale. Sometimes, a sound 
will be created to describe an object. This sound should be presented to the user in the 
context of the game. To accomplish this, some of the games featured a sound sample 
mode, in which the user could listen to all the game’s sounds [28, 32, 34]. 

• Category 7. Character Representation. 

7.1. Use sounds of to describe the status of objects or characters.  Problem. Inform 
the player about the status of objects or characters and their whereabouts in the scena-
rio. Rationale. The status of an object or character can be described by using different 
sounds. This can be done to compensate the lack of visual information [14] in audio 
games. For example, different sounds can be used to describe if a machine is operat-
ing or if it is broken; the pace and tempo of the sound can suggest it activities. This 
can also be applied to characters, with breathing or walking sounds or exclamations 
and questions. 

• Category 8. Miscellaneous. 

8.1. Provide an audio tutorial to first time players or enough in-game information to 
help them to play the game. Problem. Help first time users to play the game. Ratio-
nale. An in game tutorial could help new users to play and get to know the game, as it 
could be a good idea to teach the basics to user. As the goals and objectives, sounds 
and controls are game-specific, the tutorial might suggest the player how to interpret 
the sounds in the game in order to play. This could be especially used if the game 
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used many sounds the user is not familiarized with. Of the case study games, only two 
[30, 32] offered a tutorial. Also recommended in [11]. 

7 Conclusions and Future Work 

This paper presented some guidelines to help new designers to create audio games, an 
accessible gaming alternative for visually impaired player. Their goal is to comple-
menting existing game accessibility guidelines, aiding designers on using audio to 
create more accessible audio games, especially for visually impaired players. They 
were proposed by the systematization of features, problems and solutions discussed 
on literature’s papers and accessibility guidelines, a case study and a user observation. 

As future work, the authors will follow the guidelines to implement some audio 
games, to improve their applicability. We want to find more effective ways of pre-
senting the game’s content, without sacrificing the interactivity or the fun. The au-
thors are also researching ways to create accessible games to other disabilities. We are 
aiming to provide alternative modal representations to the same content, trying to 
minimize losses on the absence of one or more modalities. The goal is to allow play-
ers play a game with their friends, in a universal approach, regardless of disabilities. 
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Abstract. The Internet is a dynamic, democratic, and multicultural platform 
where a wide range of users access sites daily. We cannot presume users on the 
Internet will understand every single word/term used on any given site. This 
paper presents a concept for assessing users’ anxiety regarding commonly used 
words on the Internet, particularly words related to technology and computer 
science. The concept is highlighted by an application, called SWord, which 
enables users to collaborate, share, play, and mitigate with difficult words on 
the web. 

Keywords: Wellness, human anxiety, Anxiety, Internet, Design, user experience. 

1 Introduction 

"The pen is mightier than the sword"  
-Edward Bulwer-Lytton (Richelieu; Or the Conspiracy, 1839) 

 
As pointed out by English author, Edward Bulwer-Lytton, the power of freedom, 
opinion, and thoughts is stronger than the power of violence through weapons. This 
insight suggests words can solve problems more imaginatively than force; i.e., the 
sword. In the present context, the web, or the Internet, acts as the pen where the ideas 
and opinions of the public are read, collected, shared, and discussed. But, sometimes 
the words used on the web can be difficult to understand. For example, while reading 
an article on a specific site(s), the user might find terms or words difficult to compre-
hend. Consequently, a novice user on the web might, for instance, either “look up” a 
difficult word(s) or simply ignore it. What if we place the word power in the hands of 
the users? The users gain in full control to define, share, and play with the words they 
find difficult to understand.  

SWord is a social mobile application, a word game that will help users online [15] 
to both define and conceptualize difficult terms in a game-like manner using social 
networking features. Any founded or defined terms are read, recommended or further 
commented so that the term might become understandable and thus, measuring and 
reducing Internet Terminology Anxiety (ITA) [1, 2]. The major contribution in this 
paper is the conceptualization, design and development of the SWord utility for  
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possible mitigation of ITA. The approach is based use-case, empathy (capability to 
think, feel, and sense users’ emotional needs) [19] and design research. Additionally, 
the play and learn brainstorming process [9, 10] is used when designing this utility. 
Thus, the main research question we seek to explore is: Can the ‘Sword ’utility miti-
gate Internet terminology anxiety (ITA)?  

Our paper is structured as follows. The next section provides the related work of 
Internet terminology anxiety. Section 3 introduces SWord utility and its elements. 
Section 4 illustrates the mitigation of ITA. Section 5 describes an end-user evaluation, 
and Section 6 and 7 discusses on findings and conclusions.  

2 Related Work 

Internet anxiety (IA) is a recent phenomenon, and not widely studied or explored. 
Some researchers are, however, actively working to understand this phenomenon [1, 
4-5]. Presno defined IA as “a more specific form of computer anxiety” [1]. Thatcher 
et al. studied and conceptualized Internet anxiety as relating to computer anxiety [5]. 
Joiner et al. studied gender variables and their impact on Internet experience and be-
havior [2]. Internet anxiety occurs mainly when dealing with various issues and prob-
lems related to general Internet use (e.g. difficulties in understanding terms, Internet 
connection failure). Many researchers argue that people suffer from the Internet as 
they would suffer from any real disease [4, 8, 20]. These studies have reported that 
users on the Internet show signs of frustration, anger, depression and loneliness [21, 
22]. A user who has problems with words/terms on the web is considered to possess, 
“Internet terminology anxiety” (ITA) [1, 6, 8]. This paper presents a study in which a 
tool/utility for users who have issues understanding words/terms on the web is con-
ceptualized and designed.   

2.1 Internet Terminology Anxiety  

Accurate use of terminology is clearly central to effective communication but man-
agement of terminology often poses challenges for businesses and software develop-
ers [15]. Internet terminology is terms used as words or word combinations that  
provide meaning for specific concepts on the Internet [1, 8]. ITA is defined as “an 
anxiety caused by Internet terminologies” [9]. More specifically, Internet Terminolo-
gy Anxiety (ITA) is “feelings of anxiety as they were introduced to a host of new 
vocabulary words and acronyms. For example, HTML (Hypertext Markup Lan-
guage), and SLIP (Serial Line Internet Protocol) etc [1, p. 153].” There are several 
benefits from managing terminology. Namely, it enables users to engage and share 
knowledge, and learn new vocabulary/words; it reduces technical documentation or 
translation costs for managing software; it facilitates agreement on cross-cultural 
differences for terms in the software development life-cycle; and it ensures consisten-
cy and coherent use of terms throughout software development processes [15, 17]. 
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3 SWord Utility 

The approach of the SWord utility is partly similar to the game Balderdash, where the 
concept is to self-invent definitions of the words and by convincing peers to get points 
based on deception. The SWord utility is different in that the concept is NOT to self-
invent definitions but utilize knowledge and insights to define difficult words that 
might, eventually, help anxious users and other end-users, thus mitigating their Inter-
net Terminology Anxiety.  

As the goals of interaction design [9, 13] (Ixd) are to make the application, system 
and product more useful for users, the SWord utility (or application) uses exploratory 
interaction design styles to build the utility. Using this method, various game ele-
ments are explored and introduced to users. The utility can enable users to engage in 
social activities by actively participating and learning. The “terms” used on the web 
can be interpreted differently by Internet users from different countries and cultures. 
The design [10] presented can enable users to define the terms (irrespective of their 
country and culture); collect user defined terms; display user defined meaning for 
anxiety-inducing terms, share terms (e.g. on Facebook, Twitter and others), play with 
terms, and get rewarded (e.g. by winning badges or scoring points) for the collected 
terms. The benefit of SWord can be seen from the conceptual aspects. The conceptual 
diagram of SWord is shown in Figure 1, where it can be seen that Sword can be used 
as a plug-in or as a gaming interface utilizing FeelCalc [7], i.e. with a set of  
algorithms.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 1. SWord conceptual diagram 
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3.1 User Motivation  

The goal of the study is to increase users’ contributions to ‘SWord’ and design a re-
ward system to motivate users. To motivate users, the following hypotheses were 
posited: would it be fine to visit sites without feeling anxious as the words are becom-
ing less cryptic? And would you like to learn the terms without feeling anxiety? For 
example, a reward system is given to the user with reward coupon (e.g. an archetypal 
user named Matti Mainio has ‘word knight’ status). In addition, users can challenge 
friends, build leagues of their own with friends, etc. using social networking  
capabilities. 

3.2 Social Aspect 

SWord helps users define difficult terms in a gaming-like manner (utilizing social 
media functionality). The end-user reads these definitions for terms they do not un-
derstand. The social aspect of ‘SWord’ can run on ‘word-of-mouth’ and welcoming 
users with a ‘newcomer of the day’ concept design could encourage newcomers. The 
gaming aspect will provide learning opportunities for users, thereby encouraging so-
cial participation. The social participation of the game can be based on peer scores for 
correctly defined word(s). For example, a user can define as many words as he wants 
but the correct answer is only with one peer. A score is calculated based on numerical 
values of 1-5. The peer with a highest score wins the game, gaining various badges 
and points, and a peer with a lower score loses the game. Using a likability empathetic 
design feature, a user will be motivated to define words. Because of the likability 
feature of defined words/terms, more users will be willing to participate in defining 
difficult words/terms.  

3.3 User Profile  

A user is presented with a single user profile page. A user in-gaming profile is created 
for gamers. The score of other users is shown in the scroll bar in the middle pane. The 
game can be integrated under the user profile. The user profile picture and the recent-
ly defined words are designed in SWord. Likewise, a user’s profile (i.e. ‘about me’) 
page is created where a user can have his profile picture, “recently viewed words”, 
and “recently defined words” under the list.  

3.4 Defining Word/Term(s)  

Target users are those who are have difficulty understanding terms on the Internet and 
those who are anxious and suffering from ITA symptoms. These users will simply 
define the given set of words based on their preexisting knowledge and experiences. 
Whenever a user feels anxious about a specific word (s)he can highlight the word by 
double clicking and then (s)he right-clicks on the term to “collect,” “compete,” and 
“share”. 
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3.5 Gaming Aspect  

The in-gaming aspects of ‘SWord’ are shown in Figure 2. The work of Blashki and 
Nichole highlights the importance of welcoming newcomers to a game. In their article 
[16], terminology used among gamers is used, for example, “leet speak or 1337 
5p34k,” which divides users between expert gamers and newcomers. In SWord, their 
advice is adopted with the design of a “newcomers of the day” feature. The upper part 
in Figure 2 shows basic statistics about the user’s social virality (e.g. LIKES, number 
of defined words). A user is given five terms at a time, and his task is to define those 
terms by typing-in the definitions. The rectangle (on the right side of the screen) 
shows the user has defined the term and the other empty rectangle shows the term 
being currently defined. There are two buttons at the end of the interface: “That’s 
Enough” and “Give Me More!” The game can be stopped by clicking on ‘That’s 
Enough,’ or there is a possibility to get five more terms to play with by pressing ‘Give 
Me More’. 

Rules for Playing the Game 

Figure 2 illustrates the in-gaming aspect of ‘SWord’.  

1. The upper part (1, 2, and 3) shows basic statistics about the user’s social activity 
(e.g. what does the user like, number of defined words).  

2. A user is given five terms (4) at a time, and his task is to define those terms by typ-
ing-in the definitions (5). Upon challenge by an opponent, an automated word 
cloud (7), and dictionary usage for determining authentic definition for terms can 
be acquired. 

3. The rectangles show the user has successfully defined the term and the white bub-
ble shows the term being defined (5).  

4. The rectangles (6) show terms that have not yet been defined. There are only two 
buttons at the bottom of the interface: “That’s Enough” (9) and “Give Me More!” 
(8)  

5. The game can be stopped by clicking on ‘That’s Enough’ or another five terms eli-
cited by pressing ‘Give Me More’.  

4 Mitigating Internet Terminology Anxiety 

Many wellness applications exist that increase users’ participation in physical activity 
[11, 12]. This design utility is built with the objective of mitigating ITA symptoms 
shown by users on the Internet, focusing and combining interdisciplinary concepts; 
e.g., medical, psychological, and HCI aspects. In the development stage, a user usage 
scenario was considered where the SWord utility is used by 1) the user who defines 
the terms (end user), and by 2) the anxious user. In the SWord utility, an end-user 
defines the word(s) and the anxious user competes in the in-game interface by defin-
ing difficult words from a word cloud. 
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Fig. 2. SWord in-game screenshot 

The result of ‘SWord’ utility can be used by increasing users’ motivation to contri-
bute. Users will be more likely to feel committed if they share some form of attach-
ment or bonding (e.g., here most users are feeling anxious about terms/words on 
sites). To mitigate ITA, the following steps are employed: 

1.  A user visits any site and starts reading its contents. In Figure 3, the user has vi-
sited the ACM home page (i.e. www.acm.org).  

2. The SWord prototype is running in the background. This is shown in Figure 3 at 
the bottom right corner with a SWord utility logo ‘S’.  

3. The user highlights the word/term and clicks. Figure 3 shows the chosen 
word/term, i.e., “computing.”  

4. The user can start defining the difficult word(s). As task were designed with level 
of difficulty, this task was assumed “extremely difficult” since users might possess 
cognitive load and lack motivation for defining terms. Figure 3 shows the SWord 
utility panel that enables the user to click for defining words. 

5. A user can either collect, compete, share, and play with difficult word(s).  
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Fig. 3. Screenshot of a user reading an ACM home entry as (s)he comes across a difficult word 
(e.g. “Computing”) 

5 End User Evaluation 

User evaluation is considered an important aspect of developing the SWord utility. A 
small number of participants (n=7) volunteered to test the effectiveness of the design 
concept of SWord. Each of the evaluators was provided with the sets of tasks. Follow-
ing questions related with the tasks, the evaluators reported on the results for the 
tasks. As the aim of the SWord utility was  to mitigate user anxiety for difficult 
words/terms on the Internet. SWord utility was installed in the Mozilla Firefox brows-
er as an add-on/plug-in. The following task was given to the evalutors: 

1. Read content on Internet sites, e.g., the ACM home page  
2. Whenever you find a difficult word(s) 
3. Click on the difficult word(s) 
4. A ‘SWord’ menu should appear 
5. Click on “Define word(s)”, see Figure 3 
6. Click “collect, compete, and share” buttons as appropriate (Collect is used to col-

lect user defined difficult terms, compete UI will show the gaming interface and 
share UI will allow you to share the word in social networking sites) 

7. If you press compete, you will be asked to input your own definitions for difficult 
words, you may quit the ‘SWord’ utility by pressing, “That’s Enough”. 

The result of the evaluation gave fruitful insight towards the main research question. 
In general, there was consensus among participants that the ‘SWord’ utility can be 
useful in helping anxious users with a difficult word. Participants reported that the 
‘SWord’ had capability in reducing ITA. More interestingly, participants reported that 

3. User highlights the difficult word/term and clicks.

5.  A user can either collect, compete, 

share, and play with difficult word(s)

4. A user can start defining difficult word(s).

1. User visited a site and started reading the content.

2. SWord utility is running.
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the utility can be useful for less technically adept users on the Internet. They defined 
several hundred words. However, some participants felt uncertain about providing 
definitions for the terms since they did not understand them. This was supposedly an 
expected design result because the design concept was to challenge participants’ self-
reported definitions based on their knowledge and experiences. As an end-user might 
lack motivation to define terms, SWord intermittently suggests defining words.   

6 Discussion and Limitations  

As developers and software designers tend to ignore the challenges of recognizing 
words, the ‘SWord’ utility attempts to address difficult words/terms for a particular 
site or websites. In addition, one has to consider Internet terminology anxiety and the 
possible symptoms that might result from user experience. Therefore, difficult terms 
or technical jargon should not be on the Internet/web. Researchers have concluded 
that terminology management and effective communication of terminologies are im-
portant in the information technology sector [15, 17]. This matter should be addressed 
by good design practice [9, 10] in the design of contents and sites on the Internet, and 
by taking into account the knowledge level of targeted end users.  

The anxiety symptoms associated with Internet terminology anxiety (ITA) on the 
Internet are not the result of user action or inaction but result from poor design. This 
statement is supported by Don Norman’s book, “The Design of Everyday Things” [18, 
p. 131] where he states, “Change the attitude toward errors. Think of an object’s user 
as attempting to do a task, getting there by imperfect approximations. Don’t think of 
the user as making errors; think of the actions as approximations of what is desired.” 
End-users and anxious users are both Internet users and they are not to blame for ex-
periencing Internet terminology anxiety or the symptoms associated with anxiety. In 
addition, the playful nature of SWord utility might assist an anxious user to learn a 
difficult word and simultaneously compete/play with new users. The game is not de-
signed as a way to help users to memorize the defined terms because some users 
might then feel anxious about typing the definitions.  

7 Conclusion and Future Work 

This concept paper presented initial designs for helping anxious users online. We 
believe users will be very motivated to play the game with peers and define specific 
terms. Interestingly, users can play in any device e.g., tablet, phone, PC, because 
SWord is designed in a multi-device platform. This design approach allows the 
SWord utility to be used both online and offline, enabling users to be less dependent 
on Internet access. The design concepts presented in this paper can mitigate ITA 
symptoms by connecting anxious users with other users in relation to their health 
problems, activities and goals. Furthermore, a user might gain knowledge and insights 
about the word(s) on the Internet. The take-home message is that the SWord’ utility 
increases users’ know-how, learnability (about Internet terms), understanding and 
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ability to have positive Internet user experience by defining difficult words/terms that 
result in pleasurable experiences. Future work could comprise the following: 

• This paper focuses on Internet terminology and possible mitigation of Internet 
terminology anxiety via the SWord utility, which is implicitly linked to wellness 
technologies Other similar application and utilities for different types of Internet 
anxiety could be designed and created. 

• Functional improvements and implementations in the SWord utility could be car-
ried out. However, added functionality does not always lead to better accessibility. 

• The user evaluation could be carried out with a larger and more diverse group of 
participants.  
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Abstract. In this paper, we propose to enact interaction by “extreme” motion 
involving multiple body parts and thereby maximize the whole body expe-
rience.  By detecting the relative movements among multiple body parts, rather 
than an extended motion of just a single body part, the extreme motion can be 
contained within the personal space (not to disturb others around).  Such a 
scheme was tested on a simple mobile game and compared to interfaces that 
were based on conventional touch interface and absolute motion detection.  
Experimental results showed that while incorporating extreme “relative” motion 
resulted in higher level of excitement and user experience by involving more 
body parts, the control performance significantly suffered (due to the head 
movements). 

Keywords: User Experience, Extreme motion, Whole Body Interaction, Motion 
Detection. 

1 Introduction 

Games interfaces are evolving fast to become more experiential.  One representative 
approach is to employ body-based interaction as well demonstrated by the recent 
successes of the Nintendo Wii [1] and Xbox Kinect [2].  The same trend is slowly 
spreading to the mobile games as well.  While most mobile games still use touch 
based interfaces (e.g., buttons, flicks), several motion based games are appearing.  
For example, there are games that make use of the tilt [3] and acceleration sensors [4], 
however, motion based interaction is inherently problematic because it would typical-
ly entail moving of the screen and disturb others around in a public setting.  Thus, at 
best, only limited motion is incorporated into the game interaction and this restricts 
the full potential of the body based user experience.  In this paper, we propose to 
detect and use the “relative” motion between the upper body and the hand-held device 
as extreme body motion so that it can enrich the mobile game experience, while con-
taining the interaction within the personal space, and possibly providing minimum 
visibility for the moving screen (at least to some extent).  Figure 1 illustrates our 
proposal. 
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Fig. 1. An example of extreme motion based mobile game playing by moving both the hands 
and upper body 

At the core of our approach lies the estimation of the body movement by tracking 
the face and optical flow using the camera in relation to that of the mobile device 
(measured by e.g. the accelerometer, gyro and tilt sensor).  This enables users to 
interact with the mobile device not only through the touch display with buttons and 
other touch interfaces, but also with their whole (or upper) body.  In this paper, we 
describe the design of such an interface and game interaction, called the EMMI (Ex-
treme Motion based Mobile Interaction).  We also validate the overall technique by 
running a comparative experiment to a non-motion based and conventional “absolute” 
motion based mobile games. 

2 Related Work 

Employing whole body interaction is an effective method to enhance the immersive 
quality of interactive contents [5, 6, 7, 8, 9, 10]. Possible methods of realizing whole 
body interaction include using body worn sensors (or markers and large scale surround 
sensing system) and haptic/tactile device (body worn [11, 12, 13] or platform type). 
While they may be effective, they have the obvious problems of usability and cost.  

However, whole body interaction does not necessarily require separate sensing and 
feedback mechanisms for all the body parts involved.  Through clever interaction and 
interface design, whole body interaction can be induced with minimal sensing. For 
instance, the arcade game, “Dance Dance Revolution” [14], utilizes a very simple foot 
switch pad, but the interaction is designed to induce the use of whole body. The situa-
tion is similar for the Nintendo Wii (or acceleration sensor) based games [15].  
However, when designing interaction for mobile devices, the interaction, whether is 
purposely designed or induced, must consider the issue of containment within the 
personal space. 

3 Recognizing the Extreme “Relative” Motion 

The recognition of the “extreme” motion system is based on detecting the user’s face 
(see Figure 3) and its movement, and comparing it to the motion of the device (using 
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the phone sensors). Several researchers have applied face detection, optical flow, 
motion flow and sensors for motion based interface in various ways, but rarely in a 
combined form [16][17]. Figure 2 illustrates the main idea. It also illustrates that the 
motion based interaction can be contained within the personal space so that it can be 
used in a social setting as well. The face detection is used in conjunction with optical 
flow so as to estimate the user distance from the phone and use for zoom in/out action 
(not just sideway motion). Our implementation on the smart phone is based on the 
standard face detection and optical flow routines available from OpenCV [18]. Note 
that when trying to detect the relative movement of the head during when the phone 
holding hand is also moving in the other direction, the imagery of the head can go 
beyond the field of view of the phone camera. This limits the extent of how much the 
head/upper body or the hand/sensor to move with respect to the center of the personal 
space as well. 

 

 
(a)                          (b)                           (c)  

Fig. 2. Detecting motion with (a) phone sensors only, (b) camera only (head movement only), 
and (c) both sensors (phone/hand) and camera (head/upper body) 

 

 

Fig. 3. Using face detection from the phone camera to approximate the relative user movement 

4 Interaction Design 

Figure 4 shows possible interaction design.  It is illustrates the richness of motion 
based interaction possible by including such body gestures.  In most cases, the ex-
treme motions are not just motions with large displacements or inertia, but rather 
carry particular interactional meaning (e.g. zoom-in vs. microscope, move left vs. 
bumping). This way we believe the mobile interaction can be much enriched and 
overall experience enhanced. 
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Fig. 4. Enriching motion based interaction with extreme gestures 

5 Experimental Evaluation 

The proposed technique (EMMI) is validated by carrying out a comparative experi-
ment to conventional mobile interfaces for a simple game.  User experience and  
control performance were measured and compared among four interfaces that em-
ployed different ways to enact “extreme” motion/event: (1) touch based, (2) touch + 
momentary motion (e.g. jerk), (3) absolute motion by hand (phone sensor) only (e.g. 
by moving distance of the holding hand), (4) relative motion (e.g. by combined mov-
ing distances of the holding hand and face/upper body).  That is, the experiment is 
designed as 1x4 (one factor with four levels) within-subject repeated measure, the 
factor being the type of interface employed for extreme action. 

Our hypothesis is that at least the user experience will be improved by the motion 
based interfaces, and more so with relative motion which involve more body parts.  
We expect the control performance to suffer due to the difficulty for fine control, 
unfamiliarity and erratic screen movement. 

5.1 Experimental Task and Set Up 

The experimental task for the user was to play a simple described as follows.  There 
were 5 vertical lanes through which object fell from the top.  The game is played by 
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controlling the basket in the bottom (and move between the lanes) to catch the falling 
objects.  Normally, the objects mostly fall along lanes 2, 3 and 4 but sometimes spe-
cial objects fall through lanes 1 and 5 in the extreme left and right.  Thus the user 
needs to react to such events e.g. in an “extreme” way to place the basket there and 
catch the special objects.  Figure 5 shows the snap shot of the game being played.  
The four tested interfaces operated as shown in Table 1. 

 

 

Fig. 5. “Catch the Falling Object” game used in the experiment. The objects fall in five differ-
ent lanes caught by the user controlled basket. The user need to enact “extreme” action to catch 
the objects in the far right/left lanes. 

Table 1. How the four tested interfaces operated 

Interface type Symbol Explanation 

Touch based Touch Touch the respective lane (e.g. lanes 1 and 5) 
to directly place the basket 

Touch + Acceleration T+M Use direct touch and motion (detected by an 
acceleration threshold) simultaneously to 
move into lanes 1 and 5 

Absolute motion by hand Absolute Use only hand motion (approximated by an 
acceleration threshold1) 

Relative motion by hand/head Relative Use hand motion (approximated by an acce-
leration1 threshold) and head movement 
(approximated by the face detection / optical 
flow measurement from the phone camera) 

5.2 Detailed Experimental Procedure 

Ten paid subjects (9 male and 1 female aged between 25 and 32) participated in the 
experiment with the mean age of 27.3.  After collecting one’s basic background  
information, the subject was briefed about the purpose of the experiment and  

                                                           
1 For now, hand movement distance is only “approximated” by an acceleration threshold per 

unit time, under the assumption that user moves fast to make extreme and long distanced  
motion. 
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instructions for the experimental task. A short training was given for the subject to get 
familiarized to the interfaces and the task to be completed (about 5~10 minutes).  

Each subject tried out the four interfaces in a balanced order and two trials were 
carried out each for lasting about 2 minutes. That is, the user was asked to catch as 
many objects as possible during 2 minutes. As for the control performance, the num-
ber of missed objects was counted per single session (which is equivalent to the 
score). As for user experience and usability, the user answered a survey as shown in 
Table 2.   

Table 2. The user experience survey used in the experiment. Each question was answered in 7 
Likert scale. 

 Category Question 

Q1 Usability How easy to use did you feel the game/interface to be?  
(1: difficult ~ 7: easy) 

Q2 Usability How much were you apprehensive about the people 
around you? (1: not at all ~ 7: very much apprehensive)  

Q3 Usability Rate your preference among the four game/interfaces.  
(1: not preferred ~ 7: very much preferred) 

Q4 Usability Rate how much fatigue was induced by the given 
game/interface. (1: very tiring ~ 7: not too tiring) 

Q5 UX How much fun or exciting did you feel the game/interface 
to be? (1: not at all ~ 7: very much exciting) 

Q6 UX How much immersed or experiential the game/interface to 
be? (1: not at all ~ 7: very immersive/experiential) 

5.3 Experimental Results 

Figure 6 shows the results with regards to the usability (first four survey questions).  
Generally, users found the motion based interfaces (T+M, Absolute, Relative) to be 
much more difficult to use than the conventional touch.  This is somewhat expected 
given the very short amount of time (5~10 minutes) to get familiarized to the motion 
based interfaces.  The Relative interface was rated the most difficult and most tiring 
as it involved a coordinated move between the hand and upper body.  Also as ex-
pected, all interfaces that involved significant body movement (T+A, Absolute and 
Relative) induced apprehensive behavior around one’s personal space.  However, the 
extent of the motion with the Relative interface was contained within the personal 
space, as explained in the earlier section.  The users were apprehensive nevertheless.  
Despite the difficulty, fatigue and apprehensiveness, users showed strong preference 
toward the motion based, and particularly, the Relative interface.  
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Fig. 6. Responses to the usability questions (Q1~Q4). Subjects generally found the motion 
based interfaces to be difficult, tiring and causing apprehensiveness. Despite it, they strongly 
preferred motion based, and particularly, the Relative interface. 

Figure 7 shows the results with regards to the user experience (Q5 and Q6).  In 
tune with the preference results, users found the motion based interfaces (T+M, Abso-
lute, Relative) to be more exciting, immersive/experiential to use. The Relative inter-
face induced the highest level of excitement and UX with a statistical significance. 
This reconfirms the positive effect of whole body interaction to the affective state of 
the user and ultimately to heightened user experience.   

 

Fig. 7. Responses to the UX questions (Q5 and Q6). Subjects generally found the motion based 
interfaces, particularly the Relative” to be more exciting and immersive/experiential. 

Finally, Figure 8 shows the results with regards to the performance (number of 
missed objects).  Again as expected, due to the difficulty of the interface, the perfor-
mance was much lower for the motion based interfaces, particularly for the Relative.  
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Interestingly, the Absolute interface showed only marginal degradation.  However, 
we believe this is mainly due to the unfamiliarity and the short time the user had to 
learn the interface.   

 

 

Fig. 8. The number of missed objects for the four tested interfaces.  Motion based interfaces, 
particularly the Relative, show degraded performance.  However, this is believed to be due to 
the unfamiliarity and the limited time for the user to learn the interface. 

6 Conclusion 

In this paper, we described the design of a motion based interface platform called the 
EMMI (Extreme Motion based Mobile Interaction).  We also presented an example 
interaction design for mobile games or application and ran a validation experiment.  
The experiment showed two contrasting results, namely simple touch interface for 
control performance and motion based, particularly whole body interaction, for user 
experience and excitement. Although the control performance is expected to improve 
through learning, it is not expected to exceed the performance level of the simple 
touch.  We have also seen that Absolute interface showing only marginal perfor-
mance degradation while offering significantly higher user experience compared to 
the simple touch.  On the other hand, mixing touch and motion turned out to be less 
intuitive and quite difficult to use as well.  Post-briefings of subjects also revealed 
the similar sentiment of the users, stating that the touch interface to be rather boring 
and finding the motion based interaction to elicit higher level of arousal and excite-
ment.  In the case of games, the purpose of the application is often excitement rather 
than just compiling high score.  This would be an important issue to consider in mo-
bile game interface. 

There still are several limitations that need to be addressed.  For instance, we need 
to address the use of body gestures in a social context (even though even the extreme 
motions are somewhat contained in the personal space), and the missing of the display 
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screen due to high speed motion even though the visibility is geometrically possible.  
In the future, we hope to make use of multimodal interface to compensate for the 
lowered screen visibility and extend to get leg movements involved in the interaction 
as well. 
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Abstract. The purpose of this study is to examine gamers' psychological expe-
rience according to the display and controller. The research used 2D and 3D as 
gaming display and joypad and Move as gaming controller. It examined the ef-
fects of those variables on perceived characteristics, perceived interactivity, 
presence, and discomfort. Sixty four participants joined the experiment and the 
main findings are as follows: First, the interaction effect of the display and con-
troller was not significant for any of the variables. Second, the main effect of 
the display was significant in the perceived characteristics of clarity and mate-
riality. Finally, the main effect of the controller was significant in the perceived 
interactivity, spatial involvement, dynamic immersion, and realistic immersion. 
Although the present research found significant effects of those independent va-
riables, a follow-up study is needed to investigate why the interaction effects 
are not supported. 

Keywords: 3D, controller, discomfort, display, game, perceived characteristics, 
perceived interactivity, presence. 

1 Introduction  

Since the success of the movie Avatar and the resultant interest in the format, 3D 
technology has influenced much visual media and the field is working to expand its 
area from broadcasting to the gaming industry. In fact, games have already used 3D 
technology for a long time; for instance, graphics have different depth levels, which 
are not seen in traditional 2D games. 3D graphics enhance user's perception through a 
variety of depth levels compared to 2D [1] and for the same reason, 3D displays are 
assumed to give us a greater perception of 3D than simply 3D graphics on 2D dis-
plays. In addition, this will have an effect on enjoyment while playing a game; flow 
will help the game industry keep their growth on track. 

                                                           
 * This work was supported by the National Research Foundation of Korea Grant funded by the 

Korean Government (NRF-2011-32A-B00297). 
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Games also spur 3D display adoption. A good combination of interaction and real-
ism, in other words, a good combination of motion control and 3D stereo display will 
serve as a new game condition and experience. Although this game condition has never 
been seen before, there has been little research on the comparative analysis of 2D and 
3D displays [2][3], or about controller difference [4]. However, we do not know what 
would happen when combining the display with the controller. Therefore, the purpose 
of this study is to examine gamers' psychological feedback, such as perceived characte-
ristics, perceived interactivity, and presence as effects of the combination of the display 
and controller. Furthermore, discomfort from wearing 3D glasses is often one of the 
most talked-about topics among media today, so we looked at that as well. 

2 Related Work 

A great deal of research is being carried out to discover the benefits of stereoscopic 
3D since 3D stereo games first came out. Takatalo et al. [5] set three different display 
disparities (2D, medium stereo, high stereo separation) according to their pilot testing, 
and found that medium stereo separation offered the best user experience, such as 
involvement and presence. However, Mahoney et al. [6] showed that games converted 
to stereoscopic 3D that were basically designed for 2D did not transfer well and 
caused tiredness in one’s eyes. They also said that using 3D stereo in games did not 
improve the game-play but did improve the visuals. 

What matters to game research is not only the display but also the controller. In 
prior studies, researchers reported that 3D stereo was different from 2D in display 
[5][6] and that the keyboard was different from the Joystick in regard to the game 
controller [7]. It is reasonable to infer that game users may have different experiences 
with different game displays and controllers. Kulshreshth et al. [8] studied user  
performance benefits of playing video games using a motion controller in a 3D  
stereoscopic view in relation to 2D and found that a 3D stereo display helped user 
performance significantly compared to a 2D display. Even though they found that  
3D stereo was perceived to be more enjoyable and immersive than 2D, it was only 
qualitative data.  

Unfortunately little research is interested in the combination of display and control-
lers and there is no guarantee that one study will explain it all. Despite the interest in 
3D effects and the introduction of various controllers in the game industry, it is not 
clear why interaction effects are not focused. It is necessary to evaluate how viewers 
recognize the features that 3D displays provide because it is a different matter as to 
whether or not they really perceive 3D stereo [9]. Also, in terms of controller, the 
same point of view will be applied; for instance, whether a controller that involves the 
gamer’s body using so called state-of-the art technology is better than a traditional 
controller in any game. Thus, the present research would disclose the effects of dis-
play and controllers on various psychological outcomes, such as perceived characte-
ristics, which are how users perceive five levels of characteristics displayed images; 
perceived interactivity, which is how users perceive three levels of interactivity from 
the controller; presence, which is a perceptual flow composed of four levels requiring 
directed attention; and the discomfort which came from wearing 3D glasses. 
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RQ1. Will the display (2D vs. 3D) interacting with the controller (joypad vs. Move) 
make a difference in the gamer’s perceived characteristics of the display? 

RQ2. Will the display (2D vs. 3D) interacting with the controller (joypad vs. Move) 
make a difference in the gamer’s perceived interactivity? 

RQ3. Will the display (2D vs. 3D) interacting with the controller (joypad vs. Move) 
make a difference in the gamer’s presence? 

RQ4. Will wearing 3D glasses interacting with the controller (joypad vs. Move) 
make a difference in the gamer’s comfort? 

3 Method 

3.1 Participants 

Sixty-four students were recruited from a university in Seoul, Korea. 32 males and 32 
females joined this experiment and the age range is from 18 to 28. The mean age is 
22.31 (SD=2.44).  

3.2 Procedure 

Before the participants played the game, they were asked to fill out a questionnaire 
that asked about their age, gender, previous game experience, and other such informa-
tion. Then all participants entered a game lab and a researcher explained how to play 
the tennis game (Top Spin 4) on the PS3. The researcher demonstrated how to play 
the game ('X', '○', '□' button of the joypad are a flat shot, topspin and slide, respec-
tively) and they were asked to practice for 2 minutes each as a training session. After 
confirming that no problems existed, the researcher restarted the game and the partic-
ipants played for 15 minutes. The game was then stopped and the participants were 
given a main questionnaire that asked about perceived characteristics, perceived inte-
ractivity, presence, and discomfort from wearing 3D glasses. 

3.3 Instrument 

The questionnaire was mainly composed of four parts: perceived characteristics, per-
ceived interactivity, presence, and discomfort from wearing 3D glasses. Perceived 
characteristics were composed of four parts: proximity, clarity, materiality, message 
transmit and tangibility, coined by Chung and Yang [9]. Proximity had six items (e.g., 
I felt the perspective very well), materiality had four items (ex. I could distinguish the 
edge of things). Clarity had three items (e.g., I felt it had a sharp picture), message 
transmit (e.g., I understood very well what message they wanted to deliver) and tan-
gibility (I felt like the picture seemed to leap off the screen). Perceived interactivity 
was composed of three parts: speed, range and mapping, made by Steuer [10]. Speed 
had four items (e.g., I could move my character more quickly), range (ex. My  
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character's position changed as I controlled it) and mapping (e.g., The reaction ap-
peared natural as I controlled the character). Presence was composed of four parts: 
spatial involvement, temporal involvement, dynamic immersion and realistic immer-
sion, revised from Chung and Yang's questionnaire [9]. Spatial involvement had four 
items (e.g., I felt like I was in the game), and so did temporal involvement (e.g., I lost 
all track of time as I was playing the game). Dynamic immersion (e.g., I felt I had to 
move actively) and realistic immersion (e.g., I felt that the image in the game was 
real) each consisted of three items. Finally, discomfort from wearing 3D glasses had 
eight items, revised from Knight et al. [11] and Kim et al.’s questionnaire (e.g., I felt 
awkward wearing 3D glasses) [12]. All the items used a 5-point Likert scale. 

Table 1. Variables’ mean, SD and reliability 

  Items M SD α

perceived  
characteristics 

 proximity 6 3.59 .60 .81 

 clarity 3 4.05 .75 .91 

 materiality 4 3.32 .66 .72 

 transmit 3 3.96 .80 .86 

 tangibility 3 2.61 .87 .87 

perceived interac-
tivity 

 speed 3 2.68 1.03 .91 

 range 3 3.07 .98 .85 

 mapping 3 3.01 .95 .86 

presence 

 spatial involvement 4 2.89 1.04 .94 

 temporal involve-
ment 

4 3.72 .99 .91 

 dynamic immersion 3 2.63 .85 .73 

 realistic immersion 3 2.73 1.03 .86 

3D glasses discomfort 8 1.98 .70 .87 
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3.4 Gaming System 

The PS3 was chosen for this research and the game title is the full 3D sport game, 
Top Spin 4 by the 2K Sports company. It supports gaming options including whether 
users can choose 2D or 3D environment and joypad or Move. Users grab the Move 
stick, which is one of the PS3 controllers, and swing it as though they are really  
playing tennis. 

 

Fig. 1. Experiment environment 

4 Result  

To analyze the performance data, a mixed ANOVA was conducted in order to  
examine the effect of gaming display and controller on the user-perceived psycholog-
ical experience. The results show that the interaction effect of the display and control-
ler was not significant for every part of perceived characteristics. In contrast, the main 
effect of the display was significant in clarity〔F(1,62)=4.65, p<.05〕 and materiali-
ty〔F(1,62)=4.06, p<.05〕. Concretely, 2D (M=4.23) reported much more clarity 
than 3D (M=3.86), and 2D (M=3.46) reported much more materiality than 3D 
(M=3.18). 
 

  
Fig. 2. Clarity and materiality on the gaming display 
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The results show that the interaction effect of the display and controller was not 
significant in every part of perceived interactivity. Yet the main effect of the control-
ler was significant in range〔F(1,62)=4.15, p<.05〕, and joypad (M=3.23) reported 
much more range than Move (M=2.91).  

 

 

Fig. 3. Range on the gaming controller 

 
The result shows that the interaction effect of the display and controller was not 

significant for presence. In contrast, the main effect of the controller was significant 
for spatial involvement〔F(1,62)=17.00, p<.001〕, and the Move (M=3.15) had 
much more spatial involvement than the joypad (M=2.63). Also, the main effect of the 
controller was significant in dynamic immersion〔F(1,62)=36.78, p<.001〕 and 
realistic immersion, too〔F(1,62)=13.87, p<.001〕. Concretely, Move (M=2.96) has 
much more dynamic immersion than joypad (M=2.92), and Move (M=2.93) has much 
more realistic immersion than joypad (M=2.52). 

 

Fig. 4. Spatial involvement on the gaming controller 
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Fig. 5. Dynamic and realistic immersion on the gaming controller 

Finally, discomfort from wearing 3D glasses was not significant between joypad 
and Move〔F(1,30)=1.71, p>.05〕. 

5 Discussion  

This study examined the effects of display and controller type on gamers' perceived 
characteristics, perceived interactivity, presence, and discomfort from wearing 3D 
glasses. From the data analysis, we could see that the interaction effect between those 
two independent variables provided no significant perceived psychological expe-
rience. The implication of this research can be described in following way. First, the 
quality of the gaming title may be a factor. In most cases, 2D effect is more positive 
in this research. For instance, subjects had rated perceived characteristics (clarity and 
materiality) on 2D higher than 3D which is quite the opposite outcome than that based 
on common sense. However it is clearer when we understand the characteristics of 
3DTV. Active Shutter Glasses have insufficient brightness to reduce image crosstalk 
and ghosting [13] which leads to problems with viewing comfort. Also, how 3D game 
titles provides quality may be another issue in 3D gaming which is distinct from the 
2D or 3D issue. This means that the display effect may be more reliant on the title 
itself, not 3D overall, and therefore various titles should be tested to mention a 2D and 
3D comparison. Third, perceived interactivity and presence had rated the motion con-
troller (Move) highly as earlier studies came up with similar results [14][15]. This 
means that a future gaming system should point to having gamers move their own 
bodies. Finally, wearing 3D glasses while playing with both the joypad and the Move 
was not significant. We assume that it is cumbersome for game users to move them-
selves while wearing 3D glasses, but it was not different from playing with a joypad, 
and the mean score of the discomfort variable was relatively low in both cases. This 
means that we cannot say that just wearing 3D glasses is a factor to bring a feeling of 
discomfort, but there may be other moderating variables such as fun, enjoyment, or 
others.  

There may be many reasons why the hypotheses of this research were not sup-
ported. It may come from the game title itself, the level of difficulty and entertain-
ment, or some other factor. It is necessary for future research to find out various 
cause-and-effect psychological variables according to the level of the display and 
controller. 
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Abstract. We compare the simple online economic interactions between a 
human and a multimodal communication agent (virtual human) to the findings 
of similar simple interactions with other humans and those that were run in the 
laboratory. We developed protocols and dialogue capabilities to support the 
multi modal agent in playing two well-studied economic games (Ultimatum 
Game, Dictator Game). We analyze the interactions based on the outcome and 
self-reported values of possible factors involved in the decision making. We 
compare these parameters across two games, and the two cultures of US and 
India. Our results show that humans’ interaction with a virtual human is similar 
to when they are playing with another human and the majority of the people 
choose to allocate about half of the stakes to the virtual human, just as they 
would with another human. There are, however, some significant differences 
between offer distributions and value reports for different conditions (game, 
opponent, and culture of participant).  

Keywords: Culture, Values, Decision Making, Virtual Human, Economic 
Games, Communicative Agents. 

1 Introduction 

In this paper we present a cross-cultural study of online negotiation in simple 
economic games, where participants play opposite either a virtual human or someone 
from their own culture. Economic models of rational behavior typically assume that 
people try to maximize their own profit in such games[15]. However, in social 
settings, including these games, previous research has found that people from most 
cultures take other factors into account as well, such as relative gain (cast as 
competition or fairness), gain of the other, and joint gain[17]. Online interaction 
represents an intermediate point between normal social interaction, and individual 
performance[6]. The participants are alone, acting on a computer interface, however, 
the situation is still posed as a social interaction: playing with either another person 
from their culture, or with a virtual human: an animated character who engages in 
spoken dialogue and non-verbal communicative behavior. We are interested in 
whether people playing under these conditions act similarly to those playing face in 
laboratory settings and with other humans. We are looking at both the game play and 
participants’ self-report of what values they are concerned with when making moves.  
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We attempt to address the following questions. How different are players from the 
United States from Players in India? What impact does the type of game have on 
players’ decisions and values? How similar or different do participants feel and act 
when playing a virtual human versus another person? 

In the next section, we review related work in this area. In section 3, we describe 
our experimental conditions, and independent and dependent variables. We present 
the results in Section 4, and conclude in Section 5. 

2 Background and Related Work 

Two well-studied examples of economic games are the Dictator Game and Ultimatum 
Game. Both games involve allocation of a certain amount of money between two 
people. In both games, players are asked to split a sum between themselves and the 
other party.  In the dictator game, one player decides on a partition of the sum. In the 
single shot ultimatum game[9], the first player proposes a partition. If the other player 
accepts the proposal, then the sum is partitioned to the players according to the 
proposal but if the other player rejects, then both players receive nothing.  

Previous studies have extensively investigated human behavior in these games and 
some show that social factors affect the giving behavior in these games. For example 
even minimal social cues such as three dots in the watching eyes configuration in the 
dictator game affect the giving behavior in a positive way [20]. We expect that virtual 
humans would have a similar effect on humans and prompt participants to show 
giving behavior toward the agents. We are also interested to see whether the results 
obtained online are comparable to laboratory conditions when people are recruited 
and compensated for their time according to the amount of time they put in 
participation. However few studies have looked into what happens in these games 
when played online. One would suspect that online strangers playing with each other 
might not be influenced by social constraints but some recent studies have 
reestablished the classical findings such as the effect of framing and priming on 
Mechanical Turk[18] [2]. Experiments investigating the reliability of self-reported 
demographics on Mechanical Turk show that above 97% of these tasks are reliable 
[12][23]. [1] has also shown that running economic games experiments on 
Mechanical Turk are comparable to those run in laboratory setting even when using 
very low stakes for payment. The effect of adding stakes and the average behavior in 
the stakes conditions is also similar to what has been observed in the laboratory 
setting. These experiments alleviate concerns about the validity of economic games 
experiments run online versus ones in the laboratory. 

Previous research shows that in the Dictator Game the subjects were more 
generous when there were no stakes involved compared to when high stakes or low 
stakes were involved [5] [8]. In the Ultimatum game increasing the stakes size does 
not increase the average proposals but increases the variance observed in them [8]. 
The responder behavior didn’t change in [8] but decreased significantly in [4].  

In the virtual agent community, researchers have investigated whether expression 
of emotions by virtual humans has the same effect of human emotion expression on 
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humans. Such effects have been mostly investigated in the context of the Prisoner’s 
dilemma [13][7]. 

Prior research (e.g. [3][10]) has documented the influence of social and cultural 
factors on the decision making process. In the most general case, a human decider 
does not consider only the impact on his own utility, but also the impact on others, 
including individuals, groups and society as a whole. There are also differences in 
how individuals value the options in a decision-space as well as broad similarities in 
outlook between similar individuals. Culture also plays a role [3][10].  

In our own previous work [16,17], we have attempted to model differences in 
game play as a result of differences in values. In [17], we considered four type of 
values and set weights on each of these depending on the social setting of the players 
(in-group/out-group, status differences) and intuitions based on Hofstede’s culture 
model[16]. In [14], we learned weights using inverse reinforcement learning. While 
this work showed that learned values were better able to predict the behavior of the 
culture they were learned from than other culture, it was not conclusive about the 
actual values that the players had. 

3 Experiments  

3.1 Method 

In our experiments participants played single shot versions of either the dictator game 
or the ultimatum game. Each game was played to split a sum of 100 points. In the 
ultimatum game the responder’s policy was to accept any offer more than 40 points in 
both human and virtual human conditions. 

Participants filled out a demographic questionnaire before starting the experiment. 
They received a $0.5 show up fee for participating in the task and were told that they 
will be playing over points and will earn another $0.05 for each additional 10 points 
that they accumulate in the game. 

Participants were given a description of the game (ultimatum or dictator), and then 
asked for their move as proposer in the game. Once the participants in the experiment 
made their decisions in the games, they were asked to report how much they cared 
about each of the values in table 1, on a scale from -5 to 5 (-5 meaning that they were 
strongly against, 0 meaning that they didn’t care at all, and 5 meaning that they cared 
a lot about achieving the goal).  After this survey, they were given the results of the 
game (which was determined by their offer for the dictator game). 

3.2 Opponents 

There were two opponent conditions. In the first case, players were told that they 
were playing against another person from their country (US or India). In the second 
case they played against a virtual human. In the second case, the pre-game survey and 
the values questionnaire was administered by the virtual human as well, while in the 
human condition, they filled out a purely textual form.  
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Table 1. Values survey 

Our virtual human was developed using the SimCoach virtual human authoring 
platform, called Roundtable (described in [22]). The platform is built upon a broad set 
of virtual human technologies developed at USC-ICT that make it easier to create, test 
and deploy conversational virtual characters on the web. Characters can be developed 
to understand natural language textual input as well as fixed-choice menu options[21]. 
The Flores Dialogue manager [14] selects character actions based on the authored 
policy and the developing context. Finally, the textual form of character responses are 
explicitly authored and are bound to dialogue acts specified in the policy. Actions can 
be realized as speech performances, references to web resources or purely nonverbal 
reactions. The character was launched on the web and once provided the link to the 
server the participants were able to interact with the virtual character that can interact 
through audio and text. The character is shown in Figure 1. 

3.3 Participants 

Six hundred participants total, were recruited using Amazon Mechanical Turk. 
Roughly ½ were from the United States, while the other ½ was from India. 

Table 2. Number of participants from the two countries playing two games 

 US India 

Dictator Game Human 107 107 

Dictator Game Virtual Human 46 38 

Ultimatum Game Human 101 101 

Ultimatum Game Virtual Human 53 47 

  

Value Description Given to participant 
Vself Getting a lot of points 

Vother 
The other player getting a lot of points 

Vcompete 
Getting more points than the other player 

Vequal 
Having the same number of points as the other player 

Vjoint 
Making sure that  added together we got as many points as possible 

Vrawls 
The player with fewest points gets as many as possible[19] 

Vlower 

bound 

Making sure to get some points (even if not as many as possible)  

Vchance The chance to get a lot of points (even if there's also a chance not to get any 
points) 
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Participants were assigned to one of the eight conditions, based on culture (US or 
India), game (Ultimatum or Dictator) and opponent (human or virtual human).  
Human studies were conducted one month earlier, with about 100 participants per 
condition, while virtual human conditions had about 45 participants per condition. 
The exact number of participants per condition is shown in table 2. 

 

 

Fig. 1. Screen shot of the Simcoach character Ellie 

4 Results 

In this section we report the results of the experiments and possible explanations for 
the observed behavior.  Figures 2 and 3 show offer distributions for the two games, 
contrasting cultures and opponents. Our results are broadly consistent with what has 
been shown in the literature for laboratory play[11][3]. Figures 4 and 5 show the 
differences in reported values in different conditions. The upcoming parts in this 
section examine the effect of culture, game and opponent in detail. 

 

 

Fig. 2. Offer distribution in dictator game 
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Fig. 3. Offer distribution in ultimatum game 

 

Fig. 4. Reported values in the dictator game 

 

Fig. 5. Reported values in the ultimatum game 

4.1 Game Effect 

The average amount of offers made to the other party in the dictator game was 39.6 
points whereas this amount was 47.6 points for the ultimatum game (see Figure 6 for 
the full distribution across all conditions).  The offers made in the two games are 
significantly different from one another (p-value= 0.00). 

The main difference between dictator game and ultimatum game is that proposers 
do not have to deal with the possibility of having their proposals rejected and that is 
most likely the reason why the average offer in ultimatum game is higher than the 
average offer in the dictator game. 
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However there were significant differences in the values reported Vself (p value= 
0.00), Vother (p value=0.00), Vcompete(p_value<0.05), Vrawls (p_value=0.00), Vlower bound 
(p_value=0.00) Vchance (p value<0.05). 

5 Discussion 

Our goal is to make culturally inspired negotiating virtual humans and in this work we 
set out to answer the following questions:  Is it possible to use virtual humans as 
representative of humans? Do humans behave the same way towards virtual humans 
as they would with other humans in economic domains? Would the same marketing 
strategies hold with virtual humans? Can virtual humans be successfully applied in 
the e-commerce domains and online interactions? 

Our result shows that people from US and India both treat virtual humans similar 
to how they would have treated another human. A general look over the results shows 
that the most prominent cause affecting the game behavior and the offer values is the 
type of the game being played. Our results are consistent with reported results in  
the literature [11]. Considering the simplicity of these games, it’s not surprising that 
the effect of the culture or the opponent (Human/Virtual human) might not be 
captured in these two games. However our results showed a strong correlation 
between culture and the opponent in the games with the values reported by 
participants. These results show that the valuation functions used by people from the 
two countries are different and the reasons should be further investigated. We took a 
closer look to the application of Virtual Humans in economic domains and we 
conclude that virtual humans can be a reasonable substitute to humans in online 
economic interactions.  

Our future work involves creating culture-specific decision-procedures for virtual 
humans based on the reported values for each culture. These models will be validated 
by comparing game play of virtual humans using these models to individuals from the 
cultures. 
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Abstract. Enterprise gamification is one of the major human-computer inter-
face trends of the 21st century. Using techniques borrowed from software 
games, gamification can be used to drive behavior in situations outside of 
games. As defined by Michael Wu, gamification “uses game attributes to drive 
gamelike behavior in a non-game context.”[1] When implemented successfully, 
gamification can give enterprises an edge by increasing user motivation and 
achievement of goals. Gamification can also help enterprises engage employees 
and customers, and meet business needs. Given these benefits, it is no surprise 
that the move to enterprise gamification is accelerating. Enterprises of all sizes 
and in many industries are ramping up on products, communities, and processes 
based on gamification principles, and enterprise gamification is growing at an 
impressive rate. This rapid rate of implementation brings opportunities for en-
terprises that can implement gamification effectively. To adapt to this trend, 
professionals in the field of human-computer interaction must understand best 
practices, and develop expertise and skills in enterprise gamification. To meet 
this need, this paper looks at why enterprises benefit from gamification; pro-
vides selected examples of enterprise gamification; and lists best practices for 
gamification projects. 

1 Why Enterprises Benefit from Gamification 

According to the market research firm Gartner, by 2014 over 70% of companies will 
have at least one gamified product, and by 2015 over 50% will gamify innovation.[2] 

In addition, the market for gamification has enjoyed dramatic growth, surging from 
155% in 2011 to 197% in 2012. The market research firm M2 expects the market to 
jump from $100M in 2011 to over $2.8B in 2016.[3] With 47% of implementations 
currently focused on user engagement, M2 finds that enterprise is the largest market 
segment, consisting of 25% of the gamification market. M2 also notes that the gamifi-
cation vendors surveyed report that 47% of client implementations supported user 
engagement, with brand loyalty accounting for 22% and brand awareness for 15% of 
implementations. 

By increasing employee and customer engagement and motivation, gamification 
can help enterprises achieve business needs such as:  
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• Spurring innovation 
• Motivating and retaining employees 
• Engaging internal and external communities 
• Increasing engagement, adoption, learning, and loyalty 
• Increasing revenue from software trials 
• Raising efficiency and quality of service 
• Helping the enterprise stay competitive within the industry  
• Meeting customer expectations 
• Reducing time and costs 
• Increasing return on investment (ROI) 
• Driving profits 

In addition, gamification is an effective way to engage and motivate “millennials,” 
also known as “Gen Y.” This cohort makes up 25% of the US workforce as of 2012, 
and their number is expected to increase to 36% in 2014 and to 46% in 2020[4]. As 
noted by Jane McGonigal, this generation has typically spent 10,000 hours in gaming 
by age 21, about the same amount of time they have spent in school[5].  

This extensive experience in gaming qualifies millennials as experts, according to 
Malcolm Gladwell’s “10,000-Hour Rule” described in Outliers: The Story of Suc-
cess[6]. As a result of this expertise, millennials are most engaged when using game-
like user interfaces. To motivate this workforce, employers must provide attractive 
enterprise gamification solutions for corporate innovation and internal processes[7]. 

2 Examples of Enterprise Gamification Best Practices 

2.1 Oracle: Internal and External Gamification 

The following examples highlight several enterprise gamification initiatives at Oracle. 
(Note: The statements and opinions expressed here are the author’s own and do not 
necessarily represent those of Oracle Corporation.) 

Gamified Forum 
The Oracle Forum [https://forums.oracle.com] is a gamified community. Members are 
encouraged to answer questions posed on the forum, and are given points for provid-
ing helpful answers. Top contributors are recognized on a leaderboard, with achieve-
ments shown by points and badges. The result is that participants are effectively  
motivated to contribute to the community. 

Games for Engagement 
To encourage engagement with products, Oracle provides games such as Oracle Van-
quisher, Oracle Storage Master, and Oracle x86 Grand Prix. Examples are shown in 
the following figures.  
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Fig. 1. Oracle Vanquisher 
(https://www.facebook.com/OracleHardware/app_135555269925766) 

 

Fig. 2. Oracle Storage Master 
(https://www.facebook.com/OracleHardware/app_448435698548238) 

 

Fig. 3. Oracle x86 Grand Prix 
(https://www.facebook.com/OracleHardware/app_448435698548238?ref=ts) 
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Internal Gamification 
To encourage understanding of gamification, the Oracle Applications User Expe-
rience team held an innovative worldwide design jam. At the Oracle Apps UX Gami-
fication All-Hands Day, teams held a fun, gamified competition to create new types of 
gamified interfaces. Participants agreed that the event was a success. According to 
Ultan Ó Broin, it was “a great way to learn about gamification, build team spirit, and 
create an innovative, contemporary user experience in a very agile way.”[8]  

Information Sharing through Conferences and Social Networks 
Oracle employees share their learning about gamification at conferences such as the 
Gamification Summit[9], Society for Technical Communication Summit, LavaCon, 
and Enterprise Gamification. To share information about gamification activities, em-
ployees use designated Twitter handles and a hashtag: @GamifyOracle and #Gami-
fyOracle. Employees also post a gamification blog at https://blogs.oracle.com/  
gamification/. 

 

Fig. 4. GamifyOracle Twitter Handle 

2.2 Cisco: Gamified Curriculum 

Cisco takes gamification to the next level by providing gamified training on a Games 
Arcade[10] available on the Cisco Learning Network. Network administrators can 
download learning games for a fun way to gain networking skills and prepare for 
professional certification. 

 

Fig. 5. Cisco Arcade  
(https://learningnetwork.cisco.com/community/connections/games) 
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2.3 Adobe Systems: Gamified Tutorial 

LevelUp for Photoshop is a successful interactive tutorial game that engages custom-
ers with using Photoshop. It motivates new and existing users to learn about the prod-
uct. Mira Dontcheva, Senior Research Scientist at Adobe Systems, summarizes the 
benefits of the gamified approach: “Our field deployment showed that LevelUp for 
Photoshop is beneficial to both novices and experts. The game made it easy for novic-
es to get started with Photoshop, while advanced users learned more efficient 
workflows for familiar tasks.” Petar Karafezov, Senior Manager, Digital Marketing, 
EMEA, at Adobe Systems, notes that “So far feedback from our customers has been 
positive - even people who are not entirely new to Photoshop can learn about a tool or 
two.”[11] 

 

Fig. 6. Adobe LevelUp for PhotoShop 
(http://success.adobe.com/microsites/levelup/index.html) 

2.4 Autodesk: Gamified Tutorial 

Autodesk provides a gamified tutorial within their AutoCAD product called Gami-
CAD. At the ACM Symposium on User Interface Software and Technology, Wei Li, 
Tovi Grossman, and George Fitzmaurice of Autodesk Research reported on the effec-
tiveness of this gamified approach. “We perform an empirical evaluation of Gami-
CAD, comparing it to an equivalent inproduct tutorial system without the gamified 
components. In an evaluation, users using the gamified system reported higher subjec-
tive engagement levels and performed a set of testing tasks faster with a higher com-
pletion ratio.”[12] 

3 Best Practices for Gamification Projects 

When planning gamification projects, it is critical to start by defining the business 
need. Throughout the project, ensure that the gamified system is designed to meet 
business needs.  
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Next, determine if associates have gamification design expertise. If inhouse gami-
fication designers are not available, get input from knowledgeable experts or collabo-
rate with consultants. Useful information on gamification vendors and resources is 
available at Gamification.co (http://www.gamification.co/). The Engagement Alliance 
(http://engagementalliance.org/) oversees industry certification for gamification  
designers. 

After determining business requirements, gain an understanding of players and 
learn what motivates them. Designers can then plan target behaviors, and determine 
how gamification can be used to motivate those behaviors. Sample techniques:  

• Game dynamics to motivate behavior. Examples include scenarios and rules. 
• Game mechanics to help players achieve goals. Examples include teams, competi-

tions, rewards, and feedback. 
• Game components to track players’ progress. Examples include quests, points, 

levels, badges, and collections. 

The gamification plan should provide appropriate onboarding for novices, and then 
adapt to the player’s journey as they gain expertise. Participants should be interested 
and motivated throughout all levels of the game, from beginner, to intermediate, to 
expert. 

After the design is complete, appropriate tools can be selected, and then the system 
can be built. After prototypes are available, it is critical to schedule play testing, and 
plan for design iterations based on player feedback.  

Useful guidelines for gamification design are provided in Kevin Werbach’s six-
step Gamification Design Framework. This framework was described in the Coursera 
Gamification course [13] in 2012 and in For The Win: How Game Thinking Can Re-
volutionize Your Business.[14] 

 
The “Six D’s” of Kevin Werbach’s Gamification Design Framework 

1. Define business objectives.  
2. Describe your players.  
3. Delineate target behaviors.  
4. Devise your activity loops.  
5. Don't forget the fun.  
6. Deploy the appropriate tools.  

Accessibility[15] should also be addressed in enterprise gamification products. If a 
product is required to be accessible, ensure that gamified projects conform to the 
company’s accessibility guidelines. Sample game accessibility considerations are 
shown at The AbleGamers Foundation’s websites (see www.includification.com and 
www.ablegamers.org). 

Another important consideration for enterprise gamification is localization[16]. 
Localizing games involves more than translation. Allow time for considerations of the 
target country and culture. Sample localization considerations:  
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• Rewards: The same reward does not appeal to all cultures 
• Quests: Customize to the country and corporate culture 
• Leaderboards: Being #1 is not desirable in all cultures 

Because gamification is an emerging field, complete standards do not currently exist 
for all areas. As the industry matures, it is expected that standards and best practices 
will become better defined and adopted. In the meantime, best practices can be extra-
polated both from gaming and from successful enterprise gamification projects. 

4 Conclusion 

Gamification brings exciting changes that promise to engage and motivate enterprise 
users. For example, Gartner predicts that, “by 2014, a gamified service for consumer 
goods marketing and customer retention will become as important as Facebook, eBay, 
or Amazon.”[2] 

To stay in the game, human-computer interaction specialists must prepare for 
2014, when over 70% of companies will have at least one gamified product, and for 
2015, when over 50% of companies will gamify innovation.[2] The leaders in this 
field will understand, develop, and deliver effective enterprise gamification systems 
that follow gamification best practices. 
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Abstract. When applied with care and consideration, gamification can have 
significant positive effects on support. Utilizing gamification elements, such an 
leaderboards, levels, badges, and rewards, within a community can help engage 
customers and encourage them to generate support content. This allows them to 
self-serve and more quickly resolve their issues. Internal support engineers can 
also be motivated when exposed to a point system with appropriate challenges, 
levels, and rewards. The result can increase overall job satisfaction, increase 
engineer positivity, and lead to better customer service.  

Keywords: Gamification; Support; Enterprise; Ticketing systems; Customer 
help; Leaderboards; Badging; Rewards; Motivation; Self-Help; Self-service; 
Community. 

1 Introduction 

Talk of gamification seems everywhere and the numbers suggest that its popularity 
will only continue to flourish [1,2]. Many companies are experiencing great success 
as they implement gamification principles within their products [1]. Gartner has  
predicted [3] that “by 2015, more than 50 percent of organizations that manage inno-
vation processes will gamify those processes” and “by 2014, a gamified service for 
consumer goods marketing and customer retention will become as important as Face-
book, eBay or Amazon, and more than 70 percent of Global 2000 organizations will 
have at least one gamified application.” Riding this wave of interest, and market and 
development movement, the present paper aims to discuss ways we can gamify enter-
prise support.  

To understand concepts and terminology discussed later this paper, we must first 
define some items related to gamification. Gamification is the use of game elements 
design mechanics in non-game contexts [4,5]. Common aspects of gamification [4] 
are:  

• Creating interest and fun 
• Challenges, missions, and competitions 
• Reputation  
• Rewards 
• Community and social connections 
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Common gamification terms: 

• Points serve as encouragement and keep score. Points serve as feedback and track 
progression [4,6].  

• Leaderboards allow people to track and visually monitor their progress relative to 
others [7]. 

• Levels are “rewarded increasing in value for the accumulation of points.” Statuses 
are rank or level of an individual. [7] 

• Badges are “visual representations of some achievement within the gamified 
process [4].” 

2 Gamifying Customer Actions 

Enterprise customers contacting support are commonly database administrators or 
system administrators in our industry. They are college educated and technical. In 
some circumstances customers know nearly as much (technically and in product 
knowledge) as support engineers. Furthermore, they collectively hold the knowledge 
about how their products are being used and any customization. Details about exten-
sive customization are rarely communicated back to the support company.  Customers 
with questions or issues could often learn from other customers (because they’ve 
experienced the same problem). The majority of issues within service requests have 
been logged previously by other customers.  

How do you get customers to help each other in order to allow them to collaborate 
in a timely and effective manner without having to wait for “formal” help? It requires 
customers to do two things: 1) answer questions and offer advice to other customers 
experiencing difficulties. 2) author articles to help prevent other customers, so these 
answer can help other avoid creating formal request for service. Database administra-
tors and system administrators are extremely busy and work in a demanding environ-
ment. They most commonly don’t have the time and/or motivation to do these things. 
But they also don’t like waiting for answers, especially, because of their expertise 
have that feeling that someone already knows the answer.  

Communities are commonplace and becoming perhaps the most prevalent way 
companies attempt to facilitate customers helping customers. Communities allow 
customers to ask questions and have the customer community respond and help re-
solve their issues. This often leads to interesting discussions and examples. It may 
also spawn related questions and answers. With a quick sampling of the support space 
you can find communities that allow forums to be moderated by an expert customer 
and even some that allow customers to author articles on particular topics. But as you 
might expect, the quality can be of an “uncertain” nature. 

Theoretically, this would be an easy way to engage with customers and to help of-
fload service request handling. In practice, you will find some communities in a state 
of voyeuristic comatose. Customers often go to communities to read questions and 
responses to common issues or post their own question in hopes that somebody can 
help them out. Very few customers take the time to respond to questions raised by 
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other customers. [8] Most do so with a brief response; participation drops dramatical-
ly if a response requires more. It’s understandable given that customers don’t work 
for the companies that host these support communities. It’s not a core job requirement 
and there is nearly no incentive for them to spend time and effort helping others out. 
Interviews with intrinsically active community members (i.e., altruistic gurus) sug-
gests that even these members often find responding time consuming and draining, 
deterring them from their job priorities. Given the voyeuristic nature of communities 
and job pressures and demands, how do we encourage customers to participate active-
ly in communities?  

Providing points to customers for each way they participate in the community  
(posting questions, responding to questions, moderating communities, authoring ar-
ticles, rating other customer responses, verifying solutions, etc.) is a good place to 
start. These points should be weighted, such that simple tasks (like asking a question) 
get you fewer points than a more meaningful and effortful posting (such as posting a 
validated response to a question). [4] Companies need to be careful, otherwise they 
might encourage customers to post a bunch of uninteresting questions or rate a bunch 
of responses (without reading them thoroughly). Points may accumulate over time as 
the validity and effectiveness of the post is verified. For instance, if Customer A posts 
a question, they might get one point for posting the question, but if the rest of the 
community rates the question as a good and useful question, then Customer A gets 
five for the posting of the questions. Additional customers who mark this post as use-
ful or “solved my problem” continue to accumulate points for the poster. The same 
principle should be carried through into responses as well; if a customer posts a re-
sponse or solution they get some points, but not nearly as many points as they would 
get if the community rated the response or solution highly. The key is to give appro-
priate weighting for the behaviors your company wants to reinforce and make it pro-
portional to effort and usefulness.  

The points should be associated with levels. Those levels should be significantly 
challenging to get to. If the levels are too easy, it won’t keep people engaged, but if 
they’re too hard then people will get discouraged [4]. Typically gaming theory would 
have levels become more difficult to achieve as your investment in the game grows. 
The reinforcement of levels goes quickly early on (like reinforcing a new hire with 
praise), but starts to slows over time as one becomes a master. Challenges to get to the 
next level get harder, requiring more “value” to be provided, like uncovering new 
secrets. The same applies to technology challenges that a customer might overcome to 
provided sophisticated answers to complex problems. Sometimes you can get people 
engaged by making the first couple levels easy and then increasing the difficulty to 
make an equal incremental movement.[9] The individual’s point total and associated 
status should be prominently displayed at all times. The community should also have 
a leader board displayed ubiquitously, which posts the top contributors of all time and 
top contributors for a smaller increment of time (e.g., daily, weekly, or monthly).[4] 
The hardest part is figuring out the point levels for each level. I suggest first piloting 
with a small group of customers or in a few verticals to test out your point system. It 
will likely need some adjustment prior to exposing to the whole customer base. It 
should be noted that this is not simply set up and go. Ongoing care and maintenance 
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must be applied to monitor, tune, and validate the effective use of the system. Each 
level should be associated with a proper name and reward.[7] Sometimes the name is 
significantly rewarding enough. For example, to be called an Oracle Guru could carry 
some clout and therefore motivate people to participate in the community to get the 
title alone. For other people, a title won’t be enough and you’ll have to reward them 
with an additional element. Providing the ability for customer to badge external sites 
with their newfound “status” can enhance the value of the level. That is, provide an 
image or badge that can be added to Facebook, LinkedIn, or a résumé.  

Rewards can be difficult. First, companies face monetary restrictions in compensat-
ing customers. Oracle, for example, can only give gifts to customers that have value 
of less than $10. This is hardly motivating to database administrators and system ad-
ministrators making a professional salary. More importantly you need to know what 
actually motivates customers. If you don’t know what motivates your customers, you 
won’t be able to appropriately reward and reinforce desired behaviors. Our research 
with technical enterprise customers indicates that they want rewards that they can 
leverage to get further in their career and increase their salary. Customers indicated 
that they wanted something they could put on their resume, like a certification or spe-
cial Oracle status. They also indicated that receiving free Oracle University classes or 
books would be motivating. 

Gamification can have huge impact: generating support useful articles and docu-
ments, reducing service request creation, and reducing business costs. However, in 
order for this to happen, customers have to learn to trust the sources and be able to 
feed back results to further vet and verify the sources. If they don’t use and value the 
content that other customers create, it all falls flat. It’s important to note this because 
some customers have indicated that they won’t accept just any solution or advice from 
another customer, particularly when issues involve complex problems. If they trusted 
and implemented an unvetted solution they might experience even more serious is-
sues. These issues could end up costing their company millions of dollars. Customers 
want vetted solutions. They want a trusted Oracle support engineer to read through 
the suggestions and indicate which ones are Oracle recommended and which ones are 
not. If they had this validation from Oracle, then they could feel safe to trust the solu-
tion and implement a fix. If not, they might read it, but would rarely ever try it out 
(unless they were extremely desperate or in an extremely controlled and contained 
environment).  

Simple knowledge games/quizzes might be used to educate customers and generate 
knowledge. For instance, a knowledge trivia game could be used to have customers 
type a short answer to generate knowledge material (like, “provide your best trick to 
increase performance”). An enterprise company could then collect this and generates 
support documents (like tips and tricks or FAQs). The game would tie correct res-
ponses, or responses seen by others in a forum and rated as valuable, to rewards (such 
as bonus points). It is tricky to balance points, interactivity, and customer value/effort.  

It’s easy to recognize how gamifying customer actions benefits a company offering 
support. It helps generate support material, it can help reduce service request creation, 
and it can help reduce costs to the business. However, it should also be recognized 
that the benefits extend to the company’s customers as well. Customers can self-serve 
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by quickly finding a greater number of solutions to their issues. Well regarded and 
rated solutions go the top of search results, like well rated products at a shopping site. 
Self-service offers the most expeditious and desirable means of resolving issues ac-
cording to customers; many customers indicate that creating a service request is their 
“last resort”. Furthermore, customers have greater access to customization informa-
tion; customization spawns many customers’ questions and issues and can be very 
difficult (for a company offering support) to acquire information about. 

3 Gamifying Support Engineer Actions 

Gamifying customer actions is important because many companies have large cus-
tomer bases. Over the totality of the customer base, actions accumulate quickly for 
customers whose job it is to interact with a company for support on a regular basis. 
This is not typical of a consumer product, where you might never raise a support 
question for your phone, toaster, or speakers. But with sophisticated enterprise soft-
ware working with a product vendor is standard practice. Gamification can also im-
prove internal support processes even though the number of internal support engineers 
can be 100 to 1,000 times less than the number of customers. This is for two primary 
reasons: First, a single support engineer repeats actions more frequently over the 
course of the day than a customer. The frequency of these behaviors multiplied by the 
number of support engineers is often equitable to the frequency of customer behavior 
multiplied by the larger number of customers. Second, engineers are involved with 
more steps in the support process and at nearly every step have more control and in-
fluence over the process than customers do. Organizations with as few as 10 or as 
many as 10,000 representatives can benefit from gamification. 

The first area to implement gamification principles into the internal support 
processes should be training. Just as you can use gaming principals and techniques to 
help educate customers, you can use those same methods to train support engineers 
(particularly technical support engineers, who require deeper understanding and expe-
rience than first level support engineers). Training of support engineers is often long, 
arduous, and most often a very isolating experience. They spend a lot of time familia-
rizing themselves with the product(s) and various types of environments, reading 
through collections of issues, and learning the support processes and methodologies. 
Simple games (such as the knowledge games mentioned above, games involving 
mock customer issues/scenarios, or training missions, quests, or challenges) along 
with testing and levels can help keep engineers engaged during training, help track 
their progress, and motivate them to do well. Training and testing engineers is not at 
the first start of a job, it can be continue through an engineer’s tenure with a company; 
as new products and processes emerge. 

The job of a support engineer is challenging. Issues tend to get repeated across dif-
ferent customers. The larger and more complex the products, the more likely engi-
neers have specialties. Even unfamiliar issues have a ring of familiarity. Secondly, 
most support organizations have a specific process they want their engineers to fol-
low, especially during the first steps in resolving a service request. They discourage 
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and often reprimand engineers for deviation from that process. These support 
processes are followed with little variance on every service request. There are typical-
ly set steps that an engineer takes to clarify, validate, research, and resolve customer 
issues. The monotony of a support engineer’s job often causes engineers to lose inter-
est in their job and cut corners. Gamification can help to both reward complex tasks 
and encourage the following of rote processes that have little intrinsic reward for their 
completion. 

Customers contact support because something isn’t working properly. The very na-
ture of that means support engineers deal with customer complaints. Some customers 
can be especially harsh and unkind when contacting support; support engineers take 
the brunt of that negativity. Furthermore, if the issue is critical, the support engineer 
must bear a certain level of stress as they attempt to resolve the issue quickly. Support 
organizations are always concerned about customer satisfaction; consequently, sup-
port engineers are instructed to remain calm and positive, regardless of the issue 
and/or how the customer treats them. The stress of dealing with customer complaints, 
while simultaneously being pressured to resolve as many service requests as possible, 
can lead to engineers burning out. How customers respond to survey’s about the qual-
ity of their interaction, tied with the criticality of the issue (as a unbiased gauge of 
stress) could provide another source of points for the engineer. The feedback loop for 
them seeing the points accumulated from “tough” calls and how this is tracked and 
shared with the organization can help keep the engineer focused on the solution while 
working to keep their composure in stressful times. Other metrics, based on analytics 
within a call or support center can also drive points, badges, and esteem as we will 
discuss in a moment. 

If done correctly, gamification can keep support engineers engaged in their work, 
increase job satisfaction, increase engineers’ positivity (and consequently customer 
satisfaction), and improve their overall work experience. Having a point system, with 
goals and/or levels that the engineers work toward keeps them engaged and deters 
from the repetition and boredom in what they do. Working to overcome harder chal-
lenges and to attain higher levels brings novelty into their work environment (where 
there otherwise wasn’t). These same point systems and levels/statuses attained by the 
support engineer also serve to reward them. As mentioned before, the nature of sup-
port makes it a complaint-based business. Customer can often be quite negative and 
irritated. Gamification can provide support engineers rewards and help them to feel 
positively about their job. 

Support organizations track certain metrics very closely to evaluate how their sup-
port organization overall and their support personnel are performing. Time to resolve 
a service request, number of service requests closed, and customer satisfaction are key 
measures. During performance reviews how well a support engineer or support group 
is doing on these dimensions is commonly discussed. This sets up extremely well for 
gamifying support. Leaderboards placed in the internal support application(s) can help 
support personnel keep track of their numbers. These numbers can be shown over 
time, and in comparison to other engineers in their group or top-rated engineers. This 
can be very motivating, because individuals at the top work hard to stay there and 
individuals at the bottom work hard to get out of the basement. Where engineers rank 
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on these scales can also be connected to levels, status, and badges. Individuals can 
take great pride in where their position on the scale. Furthermore, it’s very easy to 
connect these ratings to rewards, such as bonuses, raises, promotions, PTO, and prefe-
rential choice in what they work on.  

Much like we discussed earlier about customers creating support articles, it’s even 
more critical that internal engineers create support documentation. Sometimes this 
gets deprioritized relative to service request handling, making it difficult for engineers 
to write new articles when they’re dealing with high volumes of cases. If support 
organizations want to encourage the creation of more valuable support artifacts they 
can implement some gamification principles, like those we discussed above: points 
for useful articles generated, as measured by the customers’ ratings of that particular 
document. More detail can be found above in the discussion of customers’ participa-
tion in communities. It would work nearly identically for internal engineers, except 
that they would be generating more polished, detailed, and vetted documents. 

4 Gamifying Support – Potential for Making It Worse 

The bulk of this paper reviewed the opportunities to gamify support, gamification 
doesn’t come without some risk to a support organization. Gamers quickly learn how 
to game the game.[4] Likewise, engineers will quickly learn what produces points and 
how to most efficiently collect them (particularly if they’re motivated by the reward 
system). This means both customers and engineers will adapt their behaviors accor-
dingly. These could be desired support behaviors or they could be undesired artifacts 
of how the gamification system was set up. Constant attention and tuning must be 
given to the system to ensure desired effects. It’s critical that you don’t reward people 
for pointless actions. It will decrease intrinsic motivation and increase meaningless 
behaviors.[10] Gamifying support could result in dehumanifying customers. Be care-
ful that support engineers don’t get so caught up in the “game” that they forget that 
customers are individuals whose feelings and thoughts must be considered throughout 
the process. Finally, don’t let the games interfere with core business tasks. The job 
still needs to be every bit as efficient and effective as it ever was. Gamification is 
meant to enhance that, not get in its way. 

5 Conclusion 

When applied with care and consideration, gamification can have significant positive 
effects on support. Utilizing gamification elements, such as leaderboards, levels, 
badging, and rewards, within a community can help engage customers and encourage 
them to generate support content. This allows them to self-serve and more quickly 
resolve their issues. Internal support engineers can also be motivated when exposed to 
a point system with appropriate challenges, levels, and rewards. The result can  
increase overall job satisfaction, increase engineer positivity, and lead to better  
customer service.  
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Abstract. Gamification is a new industry that has blossomed around technolo-
gies that incorporate Motivational Design. This is a game design method based 
on creating truly engaging software that incites player motivations. There has 
been a lot of new research into motivation over the last decade, but to under-
stand what we have learned about motivation we need to come back to the 
question about the rat and the badge, which is drawn from Skinner’s classic ex-
periment. More recent research shows that ‘Wanting’ is at the heart of what is 
considered motivation and approach behavior, while ‘Liking’ is the feeling of 
euphoria that is experienced when a challenge is overcome. Based on this re-
search, we describe an application of The Motivational GPS framework which 
uses the metaphor of maps and directions related to ‘Wanting’ and ‘Liking’ to 
help create design artifacts that can be used to create engaging software. 

Keywords: Interaction design, Human Motivation, Gamification, Game Design. 

1 Introduction 

Would a rat press a lever to get a badge seems like a strange question, but the answer 
is at the heart of designing engaging or motivational software — Motivational Design. 
Game designers have been creating engaging experiences for decades by drawing 
from such diverse fields as psychology, economics and sociology. To create engage-
ment in other applications (ecommerce, sales, training) software designers have been 
using some of the same techniques from games. A new industry has blossomed 
around these techniques called Gamification. 

The first generation of Gamification takes the visible aspects of game design — 
badges, leader-boards and trophies — and adds them as scaffolding to business appli-
cations. Examples include adding leader-boards to sales software and using badges 
for a TV show’s online community. Most of the time these motivational elements are 
loosely coupled to the actual experience, you could remove the badges without chang-
ing the experience. This is unlike games where the experience and motivational ele-
ments are intertwined and can’t be removed without affecting each other.  

To create truly engaging software we need to start where game designers do by un-
derstanding player motivations. There is obviously a lot more to human motivation 
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than just games. As varied as games are, they mostly tap into a handful of motiva-
tions. You just need to look at all the things people do that we don’t need to or have to 
do: fishing, quilting circles, reading, exploring, stamp collecting, puzzles, etc. This is 
just scratching the surface of human activity, but you start to get a glimpse at the 
range of motivations that drive us.  

There has been a lot of new research into motivation over the last decade expand-
ing past the work in psychology and cognitive science and moving to some of the 
latest breakthroughs in neuroscience, evolutionary psychology, paleoanthropology 
and behavioral economics. To understand what we have learned about motivation we 
need to come back to the question about the rat and the badge. 

2 Skinner’s Rats 

In the classic Skinner’s experiment [1] when a rat is trained to press a lever to get 
food it’s not really the food that is rewarding, it’s the neurochemicals that are trig-
gered in the brain that are rewarding. Food is considered a unconditioned stimulant 
(US) in the behavioral community, which basically means a rat’s brain is innately 
primed (or hardwired) to trigger the release of a pleasurable neurochemical when it 
encounters it. The triggering of the pleasurable neurochemical has been called ‘Lik-
ing’ [2]in order to differentiate it from the other aspect of pleasure which is called 
‘Wanting’. 

‘Wanting’ is at the heart of what is considered motivation and approach behavior 
or more specifically the desire to ‘move towards’ an object that is triggered when the 
brain anticipates a pleasurable experience. ‘Wanting’ is pleasurable, but in a slightly 
different way than the actual ‘reward’ or ‘Liking’ response. The difference between 
‘Liking’ and ‘Wanting’ is best illustrated through games. ‘Wanting’ is best characte-
rized by an intensity and focus when a player is in the middle of solving a complex 
challenge, i.e. fighting a boss in a typical first person shooter (FPS) game. ‘Liking’ is 
the feeling of euphoria that is experienced when the challenge is overcome, i.e. de-
feating the boss. ‘Liking’ and ‘Wanting’ stimulate the release of different neurochem-
icals that fire from different emotional circuits. It is important to understand how 
‘Liking’ and ‘Wanting’ work together.  

3 Anticipation 

In some important experiments conducted by Wolfram Schultz and his team at the 
University of Cambridge, monkeys were trained to watch for some visual cues that 
preceded a squirt of sweet syrup [3][4],[5]. The activity in a key area of the brain - 
Ventral Tegmental Area (VTA) was being recorded while the experiment was being 
conducted. The VTA is considered to be the heart of the ‘Wanting’ circuit and driven 
by dopamine neurons. The dopamine that fires in the VTA causes the mild pleasura-
ble feeling that is called ‘engagement’ which arises from solving a complex challenge 
in a game. In the diagram (figure 1) you can see the activity of the dopamine neurons 
in response to the visual cues and squirts of syrup. 
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The first time a ‘green light’ is flashed 2 seconds prior to a squirt of syrup (figure 1 
- row 2). The dopamine neurons fire at the time the syrup is given. The trials are re-
peated — ‘green light’, 2 second delay and then the squirt of syrup. As you can see 
after the trials, the dopamine neurons spike when the green light flashes (figure 1 − 
row 3). This is why it is considered ‘anticipation’. The dopamine neurons are firing in 
anticipation of a reward (the squirt of syrup).  

 

 

Fig. 1. Dopamine Neuron Activation: NOTE: Colored lights are denoted here, but the actual 
experiments were conducted using different visual patterns 

You can also see in this diagram what happens when the ‘Green Light - Syrup’ rule 
is broken and no syrup is given. This time the dopamine neurons fire with the green 
light, but there is now a dip in dopamine at the point that the syrup was supposed to 
be delivered (after 2 seconds) (figure 1 - row 5). A drop in dopamine in the VTA is 
associated with an unpleasant feeling. 

This mechanism is used to learn about our environments and the cues that lead to 
pleasurable outcomes. There are two main parts to this learning mechanism – the map 
and the compass. 

3.1 Motivational Maps 

When you stumble across a pleasurable experience the brain starts paying attention to 
any preceding cues. There could also be more than one cue in the sequence. For in-
stance, in the previously described experiment involving monkeys a prior cue could 
be added to the procedure. For example, a bell could sound prior to the light and only 
then would the lever be enabled and the food delivered. In this chain of cues the do-
pamine would fire at the very first cue - the bell, then anticipation and the path to 
pleasure would begin. In a real life example of visiting your favorite restaurant, the 
initial cues could be the visual aesthetic of the building, the smell of cooking food as 
you walk in, the color and lighting of the dining room, and the sounds emanating from 
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the kitchen. All these cues precede and line the path to the pleasure of eating your 
favorite foods. 

For this mapping system to work there needs to be a way of updating the map 
based upon changing circumstances. In the aforementioned experiment, dopamine 
doesn’t just fire with the light in anticipation of the syrup, but there is a checking 
mechanism that pays attention and corrects itself if the expectation isn’t met (figure 1 
- row 5). If the rule is broken, i.e. the syrup didn’t come as expected then the drop in 
dopamine is used to adjust the rule. This is a fairly sophisticated learning mechanism. 
As long as the expectation is met the dopamine keeps anticipating the syrup (reward) 
by firing with the light, but if the prediction is no longer valid; something has changed 
in the world; then the system will course-correct. 

This ability to map out pleasure has been compared to the children’s game ‘You’re 
Getting Warmer’ [6] In the game a toy is hidden in the room by an adult and a child is 
blind-folded and given clues to whether they are getting ‘warmer’ or ‘colder’ based 
upon the direction they are walking in. ‘Warmer’ if they move in the direction of the 
toy and ‘colder’ if they are moving away from it. Through a series of steps and feed-
back from the adult (warmer, warmer, colder, cold, warmer), the child adjusts their 
direction to get closer to the toy. The warmer and colder feedback could be used to 
create a heat-map of the room to locate the toy. Our brain through a series of dopa-
mine spikes and dips guides our path towards pleasure and away from pain similar to 
the ‘You’re Getting Warmer’ game.  

The brain uses motivational-maps created through past experiences to guide us 
through new experiences. Sometimes we are returning to a known source of pleasure 
such as our favorite restaurant and the dopamine feedback is directly related to the orig-
inal cues. Other times the same ‘map’ is fired by a familiar cue, but this time for a new 
restaurant in a new location. In this case, your brain is reusing the map based upon some 
similar cues and starts anticipating pleasure even though you have never visited this 
restaurant before. This is where the true sophistication of the system plays out. 

The real world is fairly complex and throughout our lives we have developed mul-
tiple maps with multiple overlapping cues. Our brains are constantly juggling these 
competing maps and choosing the most appropriate maps for various situations. Since 
we don’t live in a static world these maps are updated and remapped as we encounter 
new experiences. Some of these maps also get hard-wired over time and become ha-
bits and are hard to change, while others are rewritten constantly due to ever-changing 
circumstances. 

3.2 Motivational Compass 

The creation of these motivational maps is triggered by a number of innate pleasures. 
We are all born with a set of core, innate motivations that our brains instinctively 
associate with unique pleasurable feelings. 

There are a number of different theories surrounding these core motivations; the 
most famous being Maslow’s ‘Hierarchy of Needs’ [1]. One of the most comprehen-
sive and up-to-date theories in the social and biological sciences is called the ‘Four 
Drive Theory’ [7]. The four drives are described as: 
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─ D1 - The Drive to Acquire — This is a socially competitive drive that is all about 
status. 

─ D2 - The Drive to Bond — This is the other side of our social motivations, the 
drive to bond. 

─ D3 - The Drive to Learn — This is our drive learn, master and understand our 
world. 

─ D4 - The Drive to Defend — This is the drive to survive, driven by fear and is 
probably one of the oldest. 

Each of these drives has very unique neuro-chemical signatures with many overlap-
ping physiological changes. These physiological changes have been categorized by 
emotion researchers.  

Emotions elicit mapping in a manner that is similar to how food and the resulting 
pleasure response in our brains allow us to map the cues that precede it. More specifi-
cally, the four drives allow us to map the cues that consistently lead to the associated 
emotions. For instance, the cues that precede ‘affection’ map the path to pleasurable 
experiences triggered by the ‘Drive to Bond’. 

The way these motivational drives guide our behavior have been likened to a com-
pass of pleasure [5]. We are all driven by slightly different motivations. Throughout 
our lives we have all stumbled upon different pleasurable experiences associated with 
the different motivational drives. 

3.3 Motivational GPS 

As rich as the world is there are many pleasurable experiences that are poorly mapped 
due to a lack of consistent and engaging cues. Throughout history we have designed 
and augmented many natural cues e.g. marketing. Similarly, digital technology allows 
us to make great strides in creating engaging experiences since it can generate unique, 
visceral and consistent cues that can be mapped to specific motivations for an indi-
vidual. Through design we can move from the rudimentary compass and crude men-
tal-maps we have to a more advanced ‘Motivational GPS’. Cues can be designed to 
create turn-by-turn directions that speak directly to motivational systems. 

3.4 The Motivational GPS Framework 

The Motivational GPS framework uses the metaphor of the maps and directions to 
help create design artifacts that can be used to create engaging software. 

• Destinations: These are the motivational goals that engage the software users. 
They are drawn from the Four-Drive Theory and are augmented through other  
motivational research: Socially Cooperation (Empathy, Reciprocation, Trust/ 
Reputation, Fairness), Socially Competitive (Competition, Status, Autonomy), 
Learning (Mastery, Curiosity, Exploration). 
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• Directions: These are the common cues that can be used to provide markers on the 
motivational maps. There are three main types of directions: Action Directions, 
Feedback Directions, Progress Directions. 

4 Example – Retail Sales 

In a recent project we designed an application for sales reps working in a retail store. 
The main focus of the application was to design an engaging system to provide feed-
back on how they were performing. The company used a number of different metrics 
to track how these reps were performing and the application needed to find a way of 
tapping into the rep’s motivations to help improve these metrics. 

As part of our research we investigated their motivational styles to determine the 
right motivations to focus on. We discovered that a high percentage of the sales reps 
were focused on customer satisfaction — matching the right product to the right cus-
tomers ’Empathy’. The other key motivational factor was ‘Mastery’ and their drive 
for personal improvement. 

We used the ‘Motivational GPS Framework’ to help us with the design of the 
‘Mastery’ map.  

5 Destination: Mastery  

The main goal for ‘Mastery’ was a Monthly Key Performance Indicator (KPI) goal. 
We broke that goal into daily KPI goals and then we mapped the different cues (direc-
tions) to ‘Mastery’ destination (Figure 2). These Motivational Maps were used to 
guide the following design: on a daily basis, the sales reps could see how they were 
doing for that particular day; i.e. whether they had reached or exceeded their daily 
goal or how much more they needed to sell to reach their goal (Figure 3).  
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DEVICE

SELL
DEVICE
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to Daily
KPI goal

1 MORE
DEVICES
TO GOAL

1 DEVICE
SOLD

1 DEVICE
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SELL
DEVICE

1 DEVICE
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Daily KPI
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Daily KPI
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Fig. 2. Map showing the different cues (directions) to ‘Mastery’ destination 
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Fig. 3. Charts showing examples of how sales reps could see how much they were selling for 
that particular day 

Similar to Schultz’s monkeys we are providing cues that show how the sales reps 
are progressing on a daily basis to their ultimate goal which is mapped to one of their 
key motivations - Mastery. The Monthly KPI goal is a strong cue that will get trans-
lated in the brain to pleasure (Liking). Each of the daily breakdowns are intermediate 
cues that show how the sales rep is progressing. Furthermore, through this design we 
have developed strong visual cues that act as signposts along the way. Based on this 
design, the ‘Wanting’ circuit will fire dopamine giving the ‘warmer’, ‘warmer’ signal 
as they get closer to their Monthly KPI goals. 

6 Motivational Design Summary 

The next generation of ‘Gamification’ is going beyond using game mechanics as scaf-
folding to designing engagement and weaving this factor right into the experience and 
functionality of the software. The Motivational GPS Framework is one tool that  
allows us to understand the motivations of the users and map out unique engaging 
experiences while designing compelling applications. 
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Abstract. The purpose of this study was to present and evaluate a new tech-
nique through the use of concept maps for the design of serious videogames  
using Ejemovil Editor. This was accomplished by using a method to easily 
transform concept maps into directed graphs, which are then used to generate 
the videogame sequence and the interdependencies between the various ele-
ments. With this tool teachers are able to define the storyline of the videogame, 
incorporating the concepts that they want to teach in a structured way. To these 
ends, an editor was created using this methodology that allows for the construc-
tion of mobile videogames. Teachers that currently use concept maps have eva-
luated the proposed methodology. Preliminary results show that the proposed 
methodology for the design and creation of serious videogames for education is 
appropriate, easy to use, generally accepted and understandable for the end  
users. 

Keywords: Concept Maps, Serious Videogames, Videogames Editor, Video-
games Design. 

1 Introduction 

In the last decades, two technologies have entered the classroom in support of learn-
ing. The first are concept maps, which were created by Novak in 1972 and which are 
used to support meaningful learning [5]. The second technology is the videogame 
industry, which paradoxically began with Pong in the same year, and which has 
evolved to become a billion dollar industry [10]. 

Currently, the development of educational, mobile videogames is limited to the 
category of trivia games [8]. Several experiences [8][9] have used such devices to 
take advantage of their potential for using specific messaging services. Mobile Author 
[15] is an application that aids teachers in creating and maintaining their educational 
resources on a virtual platform. Some experiences with this application have devel-
oped RPG videogame editors, such as RPGMaker [11], which is designed for amateur 
users. Although this editor provides a great deal of freedom regarding the ability to 
create videogames, it is not oriented towards the development of videogames in an 
educational context. 
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There are also several experiences based on the use of concept maps as pedagogi-
cal instruments that have demonstrated effective results in primary education 
[1][4][6]. A tool called Concept Gaming [0] can generate concept maps made by a 
teacher or a learner. Then the students can interact with the concept map in five dif-
ferent game modes by adding concepts or relationships. In this case the result is not a 
videogame, because the students are directly interacting with a concept map. 

Wu et al. (2012) presented a teaching strategy that involved the use of concept 
maps for the design of videogames [16]. There are also methodologies based on  
concept maps that facilitate the creation of videogames [2][14]. Bellotti et al. (2013) 
proposed a serious game model related to cultural heritage, using an approach very 
similar to the mind-maps concept [2]. Treanor et al. (2012) presented a methodology 
involving a videogame authoring tool based on concept maps called Game-O-Matic, 
which generates games to represent ideas [14]. 

The purpose of this study was to present and evaluate a new technique through the 
use of concept maps that allows teachers to integrate concept mapping and mobile 
videogame technologies, enabling them to create serious videogames with content 
organized by using the Ejemovil videogame Editor [12]. In this case, the students 
interact with a mobile RPG videogame generated from a concept map. 

2 Ejemovil Videogame Editor 

Ejemovil Editor was previously developed [12] with the capacity to generate struc-
tures similar to concept maps, in order to design and create mobile serious video-
games. The idea is to provide teachers with an easy-to-use tool that allows them to 
create videogames based on the concept mapping technique. Such games can then be 
provided to students of primary education, who can use them for learning. 

The editor generates RPG style videogames, in which the player controls a charac-
ter that interacts with other virtual players (see Figure 1). In these interactions, the 
player is presented with a series of questions that have three alternative answers, in 
which there is only one correct answer. In addition, the questions are progressively 
unlocked by other associated, dependent questions; in other words, the players must 
answer certain questions correctly before being able to unlock the questions asso-
ciated with other virtual characters.  

The questions are related to a specific topic, which in the videogame are 
represented by an icon and a bar that indicates the player’s progressive score. Each 
videogame has a maximum of three topics upon which the questions are based. The 
maximum score per topic is 100. The maximum score per questions is equivalent to 
100 divided by the number of questions associated with that particular topic. The 
maximum score is assigned when the player responds correctly to a question on the 
first try, without having made mistakes previously on the same question. When  
the player responds correctly on the second try, half of the maximum assigned for the 
question is awarded. Finally, when the player responds correctly after two or more 
tries, one quarter of the maximum score for that question is awarded. 
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Fig. 1. Videogame screenshot 

2.1 Editor Sections 

The editor has seven main sections for the creation of a videogame: Introduction, 
concept definition, diagnostic evaluation, selection of main characters, script defini-
tion, game over, and the export for download to the mobile device. 

The Script Definition section is the main section of the editor (see Fig. 2). It allows 
the teacher to create a graph based on a concept map, and to provide each node with a 
position over the game map. It also allows the user to define the characters that will 
represent each of the concepts in the game, and to configure their particular properties 
and characteristics. This section includes the following main elements: (i) Start Node 
corresponds to the most inclusive concept on the concept map, which implies the 
most general concept. It is the starting point for the videogame. (ii) Node corresponds 
to any concept on the concept map, besides the most inclusive (start node). Teachers 
add nodes to the videogame, and these nodes have various associated properties 
(name, welcome text, question, answer choices, etc.). There can be two different 
kinds of nodes. A multiple-choice question node presents the player with a question 
and three possible answer choices. On the other hand, an item question node presents 
the player with a question that asks him to find one of three items that are dispersed 
throughout the map. (iii) End Node is the ending point of the game and does not  
correspond to any concept on the concept map. 
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Fig. 2. The Script Definition section 

2.2 Design Technique for Videogames 

A concept map can be used as a road map to show some of the pathways that are 
available for connecting the meanings of concepts through the use of proposed con-
cepts [7, 13]. The idea of using concept maps as a way to design serious videogames 
has emerged from this line of thinking. 

A graph satisfies the properties of a concept map. Concept maps are hierarchical, 
with the more inclusive concepts located up high and the less inclusive concepts lo-
cated below [7]. The absolute hierarchy of a node corresponds to the number of nodes 
that there are between the end node and the original node. 

Another point to keep in mind is that graphs do not support edges composed of 
more than two nodes like the one shown in Figure 3.a. In order to deal with this prob-
lem, relationships on a concept map that link three or more concepts (N concepts) 
through one linking word need to be accommodated, as shown in Figure 3.b, linking 
the concepts through N – 1 linking words (Transformation 1). 

Another characteristic from concept maps that is supported by the graph represen-
tation proposed is cross-links, which are relationships between concepts within differ-
ent domains of a concept map. In order to represent the cross-links, an additional step 
is required (Transformation 2). For a cross-link from concept C1 to concept C2, a new 
concept needs to be added, concept C2’. Concept C2’ has the same name as concept 
C2 and a link from C1 to C2’ needs to be made. The original cross-link from concept 
C1 to C2 is then deleted. New links need to be made from concept C2’ to each of the 
concepts to which concept C2 is linked (See Figure 4). 
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(a) (b) 

Fig. 3. (a) Relationship between three concepts on a Concept Map. (b) Transformation 1 re-
quired by the editor. 

 

    
           (a) (b) 

Fig. 4. (a) Cross-link between concept C1 and concept C2 on a Concept Map. (b) Transforma-
tion 2 required by the editor. 

The proposed technique for videogame design consists of the following steps: (i) 
Checking whether the conditions necessary to perform transformations 1 and 2 have 
been met, and performing the desired transformations if possible. (ii) For each con-
cept on the concept map, add a node (character) to represent it on the videogame 
screen map. (iii) For each relation that connects two concepts, add an arrow between 
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the two nodes that represent the concepts. (iv) For the properties of each node, form a 
question using the highest-order concept (or concepts) that are directly related to the 
concept that is represented by the node, together with a connecting phrase (connector) 
describing the relation. (v) In the properties of each node, use the concept that the 
node represents as the correct answer to the question that the character presents to the 
player.  

3 Videogame Design Evaluation 

A preliminary evaluation was performed in order to evaluate the proposed design 
methodology, to determine if the creation of a videogame from a concept map is ap-
propriate and easy enough for a teacher to do. It was also important in order to learn 
what the teachers thought of the methodology in pedagogical terms, or if they be-
lieved that the game is able to convey successfully the information contained in the 
concept map to the students, making it possible to understand the hierarchies and 
relations between the concepts.  

3.1 Participants 

A group of 13 participants was tested, all of which were in-service teachers. Five of 
these users were male and the other eight were female. All of the participants had 
experience with concept maps; one of them said he rarely uses them with his students, 
six of them said they normally use them, five of them frequently use them and one of 
the participants reported that he always uses concept maps with his students. All of 
the participants use computers daily, and nine of them had previously used concept 
map related software. Two facilitators also participated assisting the participants.  

3.2 Instruments 

In order to evaluate the methodology proposed, a questionnaire divided into two sec-
tions was used. In the first section, 9 statements were presented to the users together 
with a 5-level answering scale (strongly disagree, disagree, neither agree nor disagree, 
agree, strongly agree) to each statement: (1) It is simple to transfer the concept map 
(CM) to the game. (2) Transferring the concept map to the game is fast. (3) There is 
no loss of information when transferring the concept map to the game. (4) It is simple 
to incorporate the concepts from the concept map into the game. (5) It is simple to 
incorporate the relations and hierarchies from the concept map into the game. (6) It is 
simple to incorporate the proposals from the concept map into the game. (7) The end 
result coincides conceptually with the desired result. (8) I have successfully created a 
concept map-based game. (9) The proposals are well represented in the game through 
the dependencies defined in the editor.  

In the second section, users were presented with 5 open-ended questions: “What 
did you like about this methodology?”, “What did you not like about this methodolo-
gy?”, “What would you add to this methodology?”, “What do you think you could use 
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this methodology for?”, and “What do you think about the result?” For these open-
ended questions, the users were asked to write answers as long as they wanted. Also, 
an additional space was provided to allow the users to express any situation or opi-
nion that they considered to be significant, and which they felt had been left out of the 
questionnaire.  

3.3 Procedure 

The first step was to explain the activity to the users. This was followed by an  
explanation of the methodology that would be used to create a concept map-based 
videogame, which was explained to each user individually. Afterwards, each user was 
provided with a pre-established concept map, based on the concept of the atom, and 
was asked to create a videogame based on this map using the editor. In order to stan-
dardize the evaluation, the users were not allowed to modify the structure of the pre-
established concept map. The facilitators observed the entire process of the creation of 
the videogame, and took note of any relevant situations observed or that were men-
tioned by the user. In addition, a screen recorder was used to record the entire process. 
During the evaluation, the facilitators did not answer any questions asked by the par-
ticipants regarding the creation of the videogame, in order to avoid contaminating the 
data collected. However, exceptions were made when the users were clearly stuck 
with something, and when the questions were related to the interface. Once the user 
had finished creating the videogame, they were given the evaluative questionnaire to 
fill out in order to capture their immediate impressions and opinions concerning the 
proposed methodology.  

3.4 Results 

The results are promising. Each statement obtained an average score of over 4.0 
points out of a total of 5 possible points, which means that the users mostly agree with 
the statements (see Fig. 5). The most poorly evaluated statement is related to the 
speed with which the users were able to create a videogame from a concept map. The 
average result obtained for this statement was 4.08, which means that the users were 
barely in agreement with the statement (2). Despite this score, it is relevant to point 
out that 3 of the 13 users assigned a score of 2 to this statement (disagree), and 7 users 
assigned a score of 5 (strongly agree). The low result obtained, in comparison with 
the other statements, is not directly related to the methodology itself, but rather with 
the high number of properties that must be defined in the editor in order to create a 
videogame that is of interest to a player. The definition of the game includes 15 con-
cepts, which mean the users had to fill in the properties of 15 different characters in 
the videogame. 

The two most relevant statements regarding the methodology are: statement 1, and 
statement 3. These statements provide an idea of what can be achieved with the editor 
in pedagogical terms. The results obtained for each of these statements were 4.6 and 
4.7, respectively, on a possible scale of 1 to 5. These scores are further corroborated 
by the users’ comments that the videogame created conveys the information from the 
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given concept maps satisfactorily. The users also stated that they believe that the  
students would be able to perceive the concepts and relations in the videogame’s un-
derlying concept map. The lowest score attributed to statement (1) was 4.0 (agree), 
while the lowest score assigned to statement (3) was 3.0 (neutral). However, only one 
user attributed this score, and all the rest either agreed or strongly agreed with this 
statement. 

 

 

Fig. 5. Results from the methodology evaluation 

The statements 4, 5, and 6 represent a disaggregate of statement 1. They are cen-
tered on each of the individual elements of a concept map independently. The results 
obtained from these statements strengthen the result obtained from statement 1. The 
result from statement 4 was an average score of 4.46, for statement 5 the average 
score was 4.38, and statement 6 presented an average score of 4.46.  

One aspect that was commented on by most of the users is that they would have 
liked to see the videogame that they had recently created run on their mobile phones. 
However, this was not possible due to the fact that at the time of the evaluation only a 
very preliminary version of the videogame engine was used, which did not include 
appropriate graphics, and for which reason users could have felt somewhat disap-
pointed with the result. They also mentioned that they would like for the students to 
create the videogames, based on a concept map, by using the editor. 

4 Conclusions 

In this study we present and evaluate a new technique through the use of concept 
maps for the design of serious videogames using Ejemovil Editor. The evaluation of 
the methodology is preliminary and a future full evaluation is needed that incorpo-
rates the students playing the videogame created by using the proposed methodology 
to determine the cognitive impact of the application. However, in the meanwhile it 
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can be pointed out that the perception of the end users regarding the methodology was 
satisfactory. 

All of the users agreed that the transfer from the concept map to the videogame is 
natural, the validity of which was corroborated by observing the results obtained from 
the questions regarding the same aspect, but differentiating between the varying ele-
ments of a concept map. This is a significant result, as it implies that the users had no 
problems understanding and applying the proposed methodology. As was previously 
mentioned, teachers are generally reluctant to incorporate new technologies into the 
classroom, for which reason having a methodology that is natural for them to use is an 
important advantage when developing a tool that is oriented towards use by teachers. 
All of the research subjects mentioned that the editor could be a useful tool for teach-
ing. Some pointed out that it would be useful in order to introduce the subject of a 
new educational unit, while others mentioned that it would be more useful after a unit 
had been entirely taught, in order to help students to review the most important con-
cepts and the relationships between them.  

The evaluation provides initial data that indicate that the proposed methodology is 
accepted by end users and could be appropriate and easy to use in the design and  
creation of serious, educational videogames. This is mainly because it incorporates a 
conceptually organized and hierarchical way to present concepts, and because it is 
simple and natural to use. Finally, a wider-ranging evaluation regarding the design 
methodology presented is needed in order to verify and corroborate that it is unders-
tandable and easy for teachers to use. The following step is to design an evaluation 
that includes students playing the videogame created by teachers using the same  
methodology, in order to determine if they are able to make cognitive progress by 
playing the game. 
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Abstract. Gamification is becoming popular in enterprise applications due to 
benefits such as motivating employees to work harder through team 
competition and rewards. Mobile workers are a perfect audience for gamified 
applications as they need to be connected to their teams and aware of important 
business goals.  Smartphones have specific characteristics that make them an 
ideal medium for gamified applications. However, designing these types of 
applications correctly is critical in determining their success. This paper will 
discuss gamification in terms of mobile workers and their needs, smartphone 
characteristics, and five mobile gamification design principles that help mobile 
workers stay connected to the business goals at hand. 

Keywords: Gamification, Mobile, Smartphones, Design, Social Networking. 

1 Introduction 

As the computer industry matured, designers and researchers started evaluating the 
role of play and fun in computer applications. For example, in the early 1980s, 
Malone created a set of heuristics for designing enjoyable user interfaces and Draper 
discussed when “fun” is an important component of software design. The field of user 
experience became more popular in the 1990s and 2000s and further investigation 
was done to understand what created an enjoyable computer interaction and enhanced 
user satisfaction. For example, Blythe, Overbeeke, Monk & Wright discussed how 
interfaces do not just need to be usable, they could be fun as well by using things such 
as graphics, sound, challenges, etc. to elicit positive emotions.[1]  

Fast forwarding 30 years, a new approach to engaging users has emerged. The term 
“gamification” has become a buzzword across industries and software companies are 
quickly working to gamify their applications. Gamification goes beyond just making 
applications fun; it consists of using game design techniques and elements in non-
game contexts.[2,3] “The overall goal of gamification is to engage with consumers 
and get them to participate, share, and interact in some activity or community. A 
particularly compelling, dynamic, and sustained gamification experience can be used 
to accomplish a variety of business goals.”[4] This can be achieved by using the right 
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set of game mechanics, which are the tools or actions or behaviors that create the 
game infrastructure. Examples of these include points, levels, challenges, 
leaderboards, and virtual goods. Game mechanics work best when they naturally tap 
into a user’s motivation or human desire such as reward, status, achievement, 
competition, and self-expression. [4,5] 

The gamification market rose in 2012 by 150% compared to the prior year, and 
equals 242 million dollars. Of all the gamified applications, consumer applications 
account for 64% and the other 38% is comprised of enterprise applications. [6] 

Gamification has become popular in the enterprise space because it has the potential 
to: increase user engagement, influence user behavior, motivate participation, increase 
user adoption and loyalty, meet customer  expectations, and increase ROI. In addition, 
there are benefits to the workforce such as energizing employees, driving performance, 
identifying leaders, and motivating  teams . [7] 

Another reason for the popularity of gamification in the workplace was described 
by Arun Sundararajan, digital economics professor at NYU Stern School of Business. 
He told Network World that people want workplace technologies similar to home 
technologies. In addition, concepts similar in gamification have had a long history in 
the enterprise space. For example, sales contests are nothing new. [8] 

In addition to desktop applications, enterprise companies are also considering 
mobile platforms. According to Carter Lusher, a research fellow and chief analyst at 
Ovum who speaks regularly at industry events, many companies start with mobility 
when gamifying applications. This is because employees can access these applications 
from anywhere.  Also, these applications can extend to roles such as sales and other 
on-the-go employees that normally have limited access to desktop computers [8] 

2 Mobile Workers 

The division of what constitutes a worker on-the-go has blurred. The trend is now for 
companies to provide mobile devices to all of their workers, because all workers are 
on the move to some degree and the work day is no longer confined to 9 to 5.  Being 
able to monitor progress, quickly know what is coming up next, giving updates on 
status, entering new information, and performing certain actions (e.g., approving a 
time card, assigning a task) are essential tasks all employees and managers appreciate 
being able to complete at all times of the day no matter where they are. 

The Oracle Mobile User Experience team recently completed an international 
ethnographic study of the enterprise mobile workforce in 2012. They followed and 
observed 31 mobile workers in four locations: Stockholm, Sweden; Beijing, China; 
Chicago and the San Francisco Bay Area, U.S.A. Researchers spent between 5 and 6 
hours observing each participant throughout their work day. Each participant also was 
interviewed at the start and end of the observation period. It has become crystal clear 
that the dedicated field worker has become a true mastermind of using smartphones 
and other mobile technologies as an extension of themselves. Since the last time the 
Mobile User Experience team conducted field research, we found that mobile users 
download and keep many more mobile applications than they did four years ago.  
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They can and do most of their work throughout the day using their mobile devices, 
only logging into their laptops and desktops at the end of the day to use applications 
that aren’t available to them.  Key mobile tasks across all mobile roles included: 
taking notes, researching information for a client or something they needed for work 
on the web, verifying and making appointments, emailing, messaging, tracking what 
they are doing, taking photos related to their work, and noting what they need to do. If 
they had a dedicated enterprise application for their work then they used it. Most users 
had dozens of other applications, including many utility and business oriented apps.  
For example, VPN access, banking, note taking, and applications for public 
transportation schedules. 

Since mobile devices are used throughout the day in various locations, there are 
generally some gaps in a person’s daily schedule where they are waiting for the next 
meeting, client, or activity to begin. Mobile devices are often used to fill these gaps 
and often non work related activities such as communicating with friends or family, 
surfing the web, and playing games offer just the right amount of distraction  – a little, 
but not too much to interfere with the upcoming job. Of particular note, was the 
amounts of social networking mobile workers were engaged in.  Social networking 
was important for those in the field to keep up with what is going on. We even 
discovered that in most of the locations we visited, the mobile workers who did play 
some games on their mobiles, preferred to play against other players they knew rather 
than strangers or against the computer.  They tend to find it more social to play 
against someone they know and they find it more rewarding to win the game when 
knowing who they played against. 

Sales is one area that many enterprise software companies, such as Salesforce, 
SAP, and Oracle, have looked to enrich the user experience through gamification.   
After conducting many research studies at Oracle it is known that one of the driving 
factors of sales representatives is to make money.  This often is very important to the 
sales rep because their income is based solely on commission. Therefore, a traditional 
mobile sales application can be gamified easily by including a competition with other 
sales reps in the organization to make the most sales in a given timeframe.  In order to 
play the game, sales reps would be required to track all their sales activities in the 
mobile application – which they are already expected to do. By making it competitive 
against other sales reps it will keep them motivated to play the game for three reasons.  
First, we know from past research that mobile workers prefer to play against each 
other.  Second, they will stay informed of how they and their team are doing as a 
whole (information is important to them).Third, it would meet their own intrinsic 
needs of “winning” which translates to higher commissions. The outcome of the game 
would be a bonus or monetary reward for the sales reps that make the most sales.   

The company who is providing the mobile application would also “win” in this 
situation for several reasons. Employees are driven to go above and beyond to make 
the most sales for the monetary reward and to beat their colleagues in the game.  In 
addition, sales data would be entered in the system, which is often overlooked by 
sales representatives because they have other tasks they feel are more important to do.   
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3 Smartphone Characteristics – A Gamification Match 

Smartphones have characteristics that make them an ideal medium for gamification.  
First, they are personal devices with people having an intimate connection with them 
which increases the likelihood of a higher impact. Second they are time sensitive 
devices, people always have their mobile device on them and they are always 
connected to the network. Therefore, time based mechanics can be used, such as the 
ability to define when an interaction should take place (e.g., something pop-ups up 
after meeting a client). Direct response is easier through mobile applications because 
they provide more simplified interactions than web-based applications. Third, they are 
optimized for rich graphical information, making them a natural medium for 
analytics, gamification, and visual content. Lastly, since applications are real time on 
a mobile device, interactions can be tracked resulting in more accurate 
measurement.[9] 

Even with mobile devices being an ideal medium for gamification with benefits for 
both companies and their workforce, careful consideration needs to be made when 
designing these applications. According to Gartner, 80% of current gamified 
applications will not meet their intended business objectives due to bad design. The 
reason for this according to Brian Burke, research vice president at Gartner is  “The 
focus is on the obvious game mechanics, such as points, badges and leader boards, 
rather than the more subtle and more important game design elements, such as 
balancing competition and collaboration, or defining a meaningful game economy.”  
In other words, the target users are not having a meaningful experience with rewards 
that are beneficial to them. [10] 

A properly designed game would result in mobile workers using their mobile 
enterprise solutions more to accomplish their daily tasks not only because they had to, 
but because they want to. In addition, companies greatly benefit from employees 
using these types of applications to get data entered into the enterprise system in a 
timely manner and to increase overall profits.  

4 Mobile Gamification Design Principles  

There are many general mobile design principles, including Oracle’s Mobile Design 
Principles. [11] Based on our recent mobile research and enterprise design trends, we 
would like to focus on five principles that will make gamification mechanics more 
successful in your mobile application and leverage the strengths of the smartphone.  
At the heart of this discussion is the concept of “staying connected” – whether it is to 
the company, data, or people.   

1. Pick ONE motivational factor. Determine only one motivational factor that you 
want to drive an increase in a specific behavior. Make sure it is specific to a 
business goal that can be translated to the individual user. Too many motivations or 
goals can overwhelm the user or cause them to ignore any of the additional 
objectives, as a user can’t determine what is important to the business. Another 
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reason it is important to keep it to one motivational goal is that well designed 
mobile applications focus only on essential tasks required while a user is out in the 
field. Mobile workers are constantly on the move and distracted by their 
environment. Therefore, they only have a few seconds to a few minutes to 
accomplish a task. If there are many motivational factors trying to be 
accomplished, too many gaming mechanics will clutter the application and take the 
focus off the essential tasks at hand. Motivational areas that synch with typical 
mobile users are: complete more of a certain activity, do it more quickly, and 
include more information or details. Do you want the user to increase a certain 
behavior, for example, make more sales? Do you want the mobile worker to do 
their job faster: complete a service request more quickly? Do you want more 
information about what is happening in a timely fashion: log notes or details about 
a client meeting after it occurs? These are business goals that a simple gamification 
mechanic could provide the right amount of information to help a user know what 
they need to be doing and provide the incentive to motivate them to continue with 
the new behavior (e.g., I’m at the top of the sales chart, I shaved 3 hours off of my 
service requests this week, all of my client folders are at 100% complete).  

2. Include analytics that complement the business goal that you are gamifying.  
Analytics have become an important element in smartphone design as they provide 
information that a user can act upon or help in the decision making process.  Both 
of these are key to a mobile worker’s core tasks.  What do I need to do next?  How 
am I doing right now in my job? Where is an area that I need to focus on or fix?  
Having a synthesized graphical view of information that communicates meaningful 
patterns in data that is relevant to the user and provides insights allows our users to 
make more meaningful decisions.  Analytics should be considered in conjunction 
with any gaming mechanic used.  These are not separate objectives and should be 
considered at the same time.  Often it is these analytics that will be used to drive 
the user to want to compete in the game.  Without this type of view there is often 
no way for a user to know how they are doing compared to others or compared 
their individual goals set by their manager or company.   

3. Keep it simple. Smartphones have a limited amount of screen real estate.  Keep 
gamification mechanics proportional to the task at hand.  In other words, don’t 
create large gaming mechanics that overwhelm the rest of the user interface and 
experience. Subtle is better. This is particularly important with the new design 
trend to simply user interfaces. For example do not just stick badges or colorful 
elements all over the screens. Consider other options such as having separate pages 
with the key gamification analytics that users can easily navigate to when they 
have the time to do so. Also, gamification elements can be hidden to the user but 
affect their overall score in the game, for example the action of entering in the 
appropriate information could raise their place in the game, which they then can be 
notified later by email, a notification in their application, or in some other 
unobtrusive way.  

4. Incorporate collaboration and social elements. These elements are strong tools to 
consider when mapping out how to gamify a mobile application.  Smartphones are 
a natural communication medium.  Oracle’s field research validates the importance 
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of mobile workers staying connected with both work and personal sources 
throughout the day. Workers are often in the field alone and finding ways to keep 
them connected to the rest of the company would be of benefit to all parties.  
Motivating users through playing on teams or understanding how they are doing 
with respect to the organization (e.g., sales leaderboards, etc.) can provide workers 
additional incentives to accomplish certain business goals. We would caution 
against too much competition, but if put forth in a positive way or keeping it more 
team based can re-energize a company toward a unified focus.  It also gives users 
greater visibility into what is happening in a company and make them feel more 
integrated. 

5. Leverage mobile device capabilities as part of the gamification strategy.  
Encouraging behaviors that meet the business goal while leveraging the fact that 
the person is using a mobile device takes your application beyond just being 
another tracking tool. For example, if you have mobile workers use their 
smartphone camera to post pictures of interest to others in the company (e.g., 
clients, company head quarters, environments, how your product is being used, 
etc.) then you bring value to those remote workers and useful information back into 
the company. It will make your employees feel valuable and give you added 
information to use in your business. This tightens the communication channels 
with your remote workers and makes everyone be a team. If you tie these 
behaviors with a business goal , such as updating an opportunity after meeting with 
a client (e.g., get extra points for posting notes, photos, something relevant to the 
location you are in) your company will be the winner with having robust and 
complete client records. 

5 Conclusion 

 Recently there has been a trend for companies to include gamification in their 
enterprise applications. These types of applications are beneficial for employees 
because they often provide both intrinsic rewards such as motivation along with 
extrinsic rewards such money or prizes for winning the game. In addition companies 
win from implementing these applications because employee performance often 
increases as they try to succeed in the game.  

Mobile technologies lend themselves perfectly for supporting gamification of 
mobile enterprise applications as they work well with visual content and anything that 
increases mobile workers connectivity to the company (e.g., team based incentives) is 
positive to the revenue line. However, just because they have inherent characteristics 
that make them a perfect technology to support gaming mechanics does not mean that 
the applications will automatically be successful. Companies cannot just simply 
include some badges and assume they have gamified their application in a way that 
employees will adopt it and look at it favorably.    

When including gamification in your mobile enterprise applications consider using 
the five mobile design principles we have included to help guarantee the success of 
the product.  These include narrowing it down to one motivational factor, incorporate 
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analytics to complement the business goal you are gamifying, keep it simple, use 
social collaboration and social elements, and leverage mobile device capabilities.  
Smartphones, gamification, and social collaboration work well together as they 
increase workers ability to stay connected – to their company, to the information 
necessary for business, and to the important people in their lives. 
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Abstract. Gamification has become a hot topic in a variety of areas from con-
sumer sites to enterprise software. While the concept of using game mechanics 
to attract and retain customers in the consumer space is now well accepted, the 
use of gamification in the enterprise space is still catching on. In this paper, the 
authors explore ways to build internal enthusiasm for gamification within an 
organization while maintaining good practices and processes. 
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1 Introduction 

Gamification has become a hot topic in a variety of areas from consumer sites to en-
terprise software. While the concept of using game mechanics to attract and retain 
customers in the consumer space is now well accepted, the use of gamification in the 
enterprise space is still catching on. However, there are a number of reasons to be-
lieve that gamification will grow in the enterprise space.  The most likely of these is 
that companies are increasingly concerned about the effect of employee engagement 
on productivity. Employee engagement is the degree or extent to which employees 
feel committed to their work and their organization. The idea is that if employees are 
engaged in their work, they will be more involved in things that make the company 
successful.  Engaged employees could be reasonably expected to produce more than 
disengaged employees, and that idea has been born out by several studies.  For ex-
ample, the Hay Group [1] found that actively engaged office workers were 43% more 
productive.  Towers Perrin [2] found that companies that have engaged workers have 
6% higher net profit margins, and Kenexa’s [3] research claims that companies with 
engaged workers have five times higher shareholder returns over five years.  Lock-
wood [4] studied sales teams and found that there was a performance-related cost of 
low- versus high-engagement teams of more than 2 million dollars.  Also, engaged 
employees are said to be less likely to switch jobs.   

As a result, companies are concerned about the effects of employee engagement on 
their bottom lines. And these companies are trying to figure out how they can get their 
employees more engaged in their work. 
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And that’s where gamification may come in.  Gamification in the enterprise has a 
specific focus on business goals of the company, and how to keep people engaged in 
their work.  As the Pew Research Center’s Internet & American Life Project and 
Elon University [5] concluded “Playing beats working.  So, if the enjoyment and 
challenge of playing can be embedded in learning, work, and commerce then gamifi-
cation will take off.” 

Let’s consider a few areas where gamification in the enterprise has been success-
ful.  Call centers have been one of the first places to employ successful gamification.  
Call centers have a huge turnover rate.  Turnover is expensive. The Society of  
Human Resource Management [6] states that the cost of replacing one $8 per hour 
employee can exceed $3,500, so companies have a strong financial incentive to hold 
onto employees, even those who are not highly paid.  Live Ops, a call center out-
sourcing firm, added gamification to their training and for their employee work tasks, 
rewarding employees for things like time to complete a call and customer satisfaction. 
They showed a 23% improvement in call metrics over employees not using the sys-
tem, 9% higher customer satisfaction and training time was reduced from 4 weeks to 
14 hours [7].  Other studies have suggested that you can reduce the turnover rate at a 
call center from every 3 months to every 6 months.  Numbers like that are very  
compelling. 

Another compelling use case is in the sales aspects of Customer Relationship Man-
agement (CRM). Companies buy CRM tools in order to better track and understand 
the activities of their sales force. Companies would like to know who their sales team 
is talking to within a company, what they talk about and what works best to close a 
deal.  However, sales people view entering information into CRM tools as time they 
aren’t out selling.  Companies want more insight into their sales team, but the sales 
team does not want to take the time to enter that information. Companies can use a 
carrot and stick to incent their sales folks to enter information but what if you could 
create a way that your sales team would want to use the system?  More and more, 
companies are turning to gamification as a way to entice sales users to enter informa-
tion into the CRM system.  And those methods appear to have been successful. 

Based on these studies, it would seem gamification would be a natural fit for many 
companies. Nonetheless, it is sometimes difficult to get organizations on board with 
gamification, and actually push the concepts into design and product. This case study 
examines ways that we have worked to get gamification adopted in our organization. 

2 Building Support 

At Oracle, we have met resistance to gamification on several levels, but now are man-
aging to move our groups into a more receptive space.  Over the last two years, we 
have developed a variety of techniques to convince an internal audience that gamifi-
cation is a useful and could be effective in enterprise systems.   
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2.1 Socialization 

The first solution we have taken is to socialize the message through presentations to 
user experience and development teams.  Although some groups see the value of 
gamification, we have encountered resistance to the term gamification on the basis 
that it is not serious enough for enterprise users.  There was concern about the idea of 
trying to make serious software into a game. However, through presentations and 
socializing the research in the field, that resistance has diminished. 

Presentations to Product Teams 
One of the first ways we introduced gamification to our organization was to present to 
the Applications User Experience (Apps UX) group at Oracle. This group of 130+ 
individuals are the primary usability design and research support for Oracle  
Applications and a direct connection to the enterprise application product teams. By  
presenting an introduction to gamification to this group, we were able to start  
the conversation with both the user experience groups as well as all of the product 
teams. 

Following this introduction to gamification, we invited this group to discuss the 
topic with their product teams in all enterprise areas, including CRM, Financials, 
Human Capital Management and Supply Chain Management and we offered to 
present an introduction to each of these groups.   

Blog and Social Networks 
We wanted to make sure that groups within Oracle could find more information on 
gamification and our team, so we created a blog and used social networks to connect 
internal teams interested in the topic.  We utilize a twitter account as well as our 
internal Oracle Social Network to create discussions on gamification and a location 
for file sharing, so that others could find information on the topic and discover the 
various ways gamification is being implemented in Oracle. 

2.2 Design Jam 

Once we had introduced the topic of gamification to the teams, we decided the best 
way to move this forward was to conduct a large gamification exercise so that all of 
the members of Apps UX would be involved in gamifying an actual product flow. 

Step One: Executive Support 
The first step to this Design Jam was to get executive support for an offsite All Hands 
meeting with the entire organization.  However, this could also be conducted as indi-
vidual group events at separate locations if your organization doesn’t allow for travel.  
In our event, we brought together employees from different locations in the US,  
Canada, India, Australia and Mexico. In addition, we invited some outside guests to 
attend from other Oracle groups as well as Oracle advocates. 
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Step Two: Scenarios and Teams 
We have run this several times with different scenarios, but for the initial event, we 
asked for 15 different product flows (e.g. creating an opportunity record in a CRM 
application) from the various Apps UX product teams. For each of these, we asked for 
a user profile or persona of the typical user and screenshots with an explanation of the 
possible business goals. Each team received a thumb drive with the user profile or 
persona as well as a PowerPoint with all of the screenshots, an explanation of the flow 
and a description of the possible business goals. We also found a guru for each group 
who could explain the flow and answer any questions about the business goal for each 
team. 

In order to level the playing field, we arranged the teams so that no one worked on 
their own product area.  Everyone worked on a flow that would be novel to them. 

Step Three: Gamifying the Day 
To ensure that the day was fun and fit the spirit of gamification, we gamified the ex-
ercise in a number of ways. Each team had a game mascot from various video  
games (e.g. Mario, Arthus, Kirby, Laura Croft, etc). We began the day with a check 
in, in which each participant was given an envelope marked top secret. The envelope 
contained a pin with a picture of the game mascot for their teams and the product 
flow. 

We started with an overview of game mechanics and how they could be used as 
well as an explanation of the goals of the day.  When this exercise was complete, 
everyone opened their envelopes and ran to their assigned team table.   

 

 

 

Fig. 1. The team tables with application monitor in the foreground 
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For the purposes of the day, we also had developed an app to gamify the event it-
self.  This app allowed the event administrators to score the 15 teams on their use of 
game mechanics as well as to assign badges to teams. The event could be run without 
the app by scoring and tallying team scores.  The app featured a leaderboard and an 
infoboard. The leaderboard showed the team with the highest number of points while 
the infoboard showed which badges the teams had earned.  The majority of the 
badges were based on use of game mechanics while some of the badges were just for 
fun, such as the Coffee Addicts badge, granted to tables with more than 5 coffee cups. 

 

 

Fig. 2. An example page from the app developed for the event, showing an individual team 
page 

Teams were scored at 3 points during the event and the winning team at each round 
received a small prize. At the end of the day, each team put together a PowerPoint 
deck and presented their design concepts to the rest of the group.  At the end of that, 
the participants all voted on the ultimate winner of event and that team won prizes for 
each of the individuals.   

This event did convince even skeptical participants that gamification could be used 
in ways they had not considered.  Following the event, a number of projects to gami-
fy enterprise flows were developed, including one based on the work of one of the 
teams during the event. 

2.3 Research 

In addition to the gamification event, we conducted research within our organization 
about terminology and specific game mechanics, to determine acceptance and aware-
ness of gamification, through surveys to the larger development organization in which 
Apps UX is housed.  This both raised the visibility of the concept while helping de-
fine which game mechanics were most useful and understandable to the organization. 
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A Gartner report in 2012 concluded that 80% of current gamified applications 
would fail to meet business objectives, primarily due to poor design [8]. Conscious of 
this possibility, once we started working with product teams to gamify some of our 
application flows, we have been careful to include research into our designs as part of 
our design cycle. For example, we took product designs to an Oracle User Group 
conference and tested them with people who met the description of a typical end user 
of the systems. Based on the testing, we then modified our designs prior to develop-
ment. This research, in which we tested an ungamified flow against the same flow 
with gamification, is useful for convincing product teams that gamification would be 
a desirable addition to our product lines. 

2.4 Individual Product Teams 

And finally, we have made ourselves available to work with individual product teams 
to conduct specific brainstorming events to gamify a product.  Working with those 
groups to help define the business objectives and possible methodologies has been 
useful both in promoting gamification as part of the user experience and for encourag-
ing teams to consider how gamification could be used to achieve business objectives. 

3 Conclusions 

All of these methods are presented to help those who are also trying to build internal 
enthusiasm for gamification within their organization. We have found each of these 
efforts, coming from a user experience group, have helped to position gamification as 
a usability issue. 
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Abstract. Usability and playability of a game are two dimensions merging into 
each other and affecting the experience. Within this paper we study the naviga-
tion experiences of a small rider group playing an orientation game by means of 
smartphones. The players are inexperienced in using smartphones and try to 
reach the first game station. Studying their navigation process we learned how 
the players adopted the game device, solved a navigation problem and entered 
the game world. The case study illustrates three development stages of naviga-
tional behavior of the rider group in the analyzed mobile game. 

Keywords: Mobile Game, Location-based Game, Play Experience, Evaluating 
Mobile Games, Navigation. 

1 Introduction 

In consequence of the increasing distribution of smartphones with integrated GPS-
sensors more mobile applications and games enter the market, offering experiences in 
mixed worlds. Using the geographical position and the physical movement of the 
player as one condition of the interaction mechanics these games combine the every-
day world with virtual dimensions. Digital maps are often a core element of the visual 
interface, integrated to assist the user navigating in the game world. (e.g. GPS Mis-
sion, Mister X mobile, Shadow Cities, Ingress). A game is entered through the game 
controls [2]. This includes also the mastery of the game mechanics, seen as the inter-
face between the player and the game world [9].  

Orientation and navigation, finding and tracking a path, are conditions of moving 
in space. Navigation is an important element interacting with a mobile application. 
Bouwer et al. (2012) observed the navigational behavior of study participants on a 
fair. The researchers organized a test with predefined way finding tasks to determine 
how a mobile application can serve as an aid for orientation and navigation in a fair 
context and what problems in terms of way finding and usability may occur. The re-
sults show that it was difficult for many participants to associate their own view of the 
map with their perception of their immediate environment. [1] The orientation prob-
lems expressed the fact that the users were not able to situate themselves within the 
mixed world: the real space linked to the digital map. 
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Rukzio et al. (2009) conducted a similar study with pedestrians, comparing naviga-
tion behavior using various media, including paper maps and mobile devices. The 
participants were asked to find predetermined routes in the environment. Results 
show that many participants did not perceive their direct surroundings and even  
blind out traffic and other pedestrians. Furthermore they had difficulties establishing 
the relationship between the information provided by the map and the environment. 
[10]   

The problem is a usability problem. The problem has to be solved to ensure the us-
ers access to the mixed world. Our question is, however, if focusing on the usability 
of a software supporting navigation in space really is enough. Most approaches of 
usability testing focus the user interface as the direct contact of the user with the sys-
tem. They single out and test functional relations of particular interface elements and 
risk to miss the whole. To ensure meaningful measures the entire functional architec-
ture of the system and the complex cognitive and emotional scale of the users might 
be taken into consideration. [5] Mobile games and applications are used in dynamic 
fragmented contexts and this might affect the behavior and the perception of the  
player. [4,6] 

This paper applies a more holistic approach in studying the user experience as a 
moment of the activity process unfolding in time [7]. We analyze the navigation expe-
riences of a group of riders performing an orientation ride. The process-oriented me-
thod allows us to analyze synchronized data-streams to reconstruct the user’s activity 
in time and to develop an understanding of the user’s experience. The study focuses 
the rider’s navigation process in order to determine how a mobile application, in this 
case a mobile game running on a smartphone, can become a medium of navigation 
(and following a medium of game play) for riders who so far navigated by means of 
paper maps only.  

2 The Game Event 

The mobile game “Orientierungsritt Ziemendorf” has been developed by the  
BMBF1-research project Landmarks of Mobile Entertainment at the University of 
Applied Sciences in Bremen in cooperation with the “Vereinigung der Freizeitreiter 
und –fahrer”2 Germany (VFD).  

2.1 The Game 

The game is an orientation ride in the surrounding area of the hotel “Pferde- und Frei-
zeitparadies“ in Ziemendorf, a tiny village in the sparsely populated former German 
border region. It is running on smartphones as a mobile application. An orientation 
ride is based on the game mechanics of a scavenger hunt [11]. A group of riders 
 

                                                           
1 Federal Ministry of Education and Research. 
2 Association of Leisure Riders and Drivers Germany. 
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moves on a predefined route from station to station and solves tasks. Traditionally, 
performing an orientation ride needs many volunteers organizing the stations and the 
tasks during the ride. In this case, the smartphone organizes the play action. Sound 
and haptic signals alert the riders approaching a station. On arrival the rider receives a 
task. The fulfillment of the task and the performance is detected by the game system. 
The way to the next station gets visible, when the task is performed. Beyond that, the 
game provides a rough overview of the whole route for the players if wished.  

The main design goal was to support the experience of riders in the surrounding 
nature, and to the strengthening the relationship between rider and horse and between 
the members of the rider group. This aim was accomplished by specific tasks and a 
system of sensory, auditory and tactile, signals. 

2.2 The Play Test 

The play test took place during a rider camp in Ziemendorf organized by the VFD. 35 
players participated organized in 11 groups. For studying navigation experience in the 
way it happens we focus on one the groups. The group consists of three women, one 
of them, Kate, older (52) than the other two, Jane and Mary (14 and 16). The group 
has a leader, who handles the device and acts as communicator between game on 
smartphone and group. This role changes during the ride, but has been taken mainly 
by the 16 year old, Mary. To support the common game and the experience in nature, 
each group disposes one device. 

3 Methods 

The method of data collection aims to capture the (game) experience and game activi-
ties as a process that develops over time. The collected data include game activities in 
space and time in form of log files and communication of the players in form of audio 
files. The players know, that their use of the device, their movements and the total 
conversations are recorded. They take along a flyer, which explains functionality and 
interface of the game.  

The method of data analysis is process-oriented. The activity of players is moni-
tored, studied and explained with reference to time. The goal is to understand the play 
experience and its development in the game process. The tool used to analyze the data 
is ChronoViz3. The program allows us to analyze the data streams synchronously and 
in their temporal sequence. For example the riders are approaching a station; the syn-
chronized data streams allow us to understand the particular event happening; it can 
be seen where they are, what they say or what task is presented. The temporal order of 
the data allows us to understand how an activity event started, how it happened, how 
it ended and what consequences it had for the next step. 

                                                           
3 “ChronoViz is a tool to aid visualization and analysis of multimodal sets of time-coded in-

formation, with a focus on the analysis of video in combination with other data sources.” [3] 
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4 Results 

4.1 Overview on the Whole Ride 

The following descriptions are results of the ongoing analysis. They are used as a 
framework for the specific results presented in this paper. The total ride lasts 4.5 
hours and can be divided into four phases that are aligned to turning points in the 
game.  

• The first phase marks the entry into the game world, 
• The second phase is dominated by social dynamics within the group. The dynamics 

proceed over the entire course, but have particular influence in this section, 
• The third phase is characterized by routine in the game procedure,  
• The fourth phase describes the phase-out of the game world.  

To provide a better understanding we introduce two visualizations formats of the ride, 
one in space and the other one in time. The Figure 1 presents the orientation ride of 
the three women in space. This allows the reader to allocate the observations in space. 
The Figure 2 introduces the same orientation ride of the group of women in time. The 
temporal visualization helps the reader to understand the empirical observations with-
in the temporal order of the process. 

 

Fig. 1. The four phases of the ridden route in space displayed on Google Maps 
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Table 1. Abstracts from audio protocol related to the first navigation cycle 

00:07:06-8 (Mary) I believe we have to go right. But I am not sure where that leads. 

00:08:55-4 (Mary) No, I believe that is wrong. 

00:08:57-5 (Mary) We have to go there. 

 
 
Interpretation: This first cycle displays the first impression that the riders get from 

the game situation. They do not know what to do and act without a plan. 
They are trying to locate themselves in space. This process belongs to the use of 

maps or mobile devices for navigation. In this special example the players are not 
used to mobile devices and do not know the environment. Furthermore familiar land-
marks are too rare to be used for navigation. The presented example shows the gener-
ic process of localization in space using mobile devices.  

Second Navigation Cycle. The second cycle indicates a selective experiment of loca-
lization. The group rides a particular distance and observes the change of their posi-
tion on the digital map. They permanently observe the position displayed on the map. 
After this cycle they are still on the wrong way. 

Table 2. Abstracts from audio protocol related to the second navigation cycle 

00:10:30-9  (Kate) And if we, we ride straight ahead for a while and then we will see if 
we are wrong or not, aren’t we?  

00:11:31-4  (Mary) We are totally wrong. 

 
 
Interpretation: The performance of the group is more controlled and the experiment 

gets to a higher level of navigation. The sensible observation of their movement on 
the digital map indicates, they recognized, that navigating with the device is different 
to the navigation with paper maps and that they have to learn first. In the first cycle 
they think, they are able to navigate, this second cycle shows that they try to learn the 
navigation by setting a sub goal. This includes the try to get their position on the route 
on the digital map (see change of focus). 

At the end of this cycle the older rider (Kate) takes the leading role and gets the 
device. 

Third Navigation Cycle. After some time of getting to know the handling with the 
device Kate makes a suggestion about the route. In this third cycle doubts about the 
right handling of the device come up and theories about the inaccuracy of GPS occur. 
During the process Mary gets back the device and recognizes that the group is on the 
right route. 
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Table 3. Abstracts from audio protocol related to the third navigation cycle 

00:13:22-7 (Kate) Show me. I want to see it now.  

00:13:44-1  (Jane) Has it started correctly?  

00:14:13-7 (Kate) Over here… 

00:14:17-7 (Kate) …and then to the left.  

00:16:56-5 (Kate) What does the green dot, has it moved?  

00:17:57-5 (Kate) We just go on and have a look in a moment again, to see what happens.  

00:20:08-0 (Mary) We are riding the right way. 

 
 
Interpretation: Again, the group makes use of a selective experiment of movement. 

The experiment is successful and they meet the sub goal. The position is shown on the 
route on the digital map. 

Fourth Navigation Cycle. After a short time of certainty the group loses its way 
again. 

Table 4. Abstracts from audio protocol related to the fourth navigation cycle 

00:25:41-1  (Jane) Yes, we are totally; we have to go back again.  

00:27:04-0  (Kate) Turn around; we don’t care about the station now.  

00:27:08-8  (Kate) Go on, we ride on the route and observe what happens. If nothing 
happens, that’s it.  

00:28:33-0  (Mary) We are not riding on the right way.  

00:33:48-2  (Mary) Yes, we are right. 

 
Interpretation: The fourth cycle is indicated by the search of the correct route 

again. At the end of this cycle they found the right way.  

4.3 Change of Focus 

The developing navigation activity is initiated, accompanied and finished by four 
changes of the focus of the players. The game goal is to reach the first station. The 
focus on this goal is replaced by the focus on the appropriation of the navigation de-
vice and the other way around. After difficulties of localization and using the device, 
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the group sets a sub goal; the correct representation of their own position on the route 
on the digital map. 

First Change of Focus. The first change of focus happens between the first and 
second cycle of activity. The focus changes from the game to the own position on the 
digital map. 

Table 5. Abstracts from audio protocol related to the first change of focus 

 
00:10:30-9 

(Kate) And if we, we ride straight ahead for a while and then we will see if we 
are wrong or not, aren’t we? 

00:11:00-3 (Mary) We ride parallel to the route. I believe we have to ride along the street, 
not on the sandy way.  

 
Second Change of Focus. After the third cycle they recognize that they are on the 
right route. The focus changes directly from the sub goal to the game goal and they 
are looking for the next station.  

Table 6. Abstracts from audio protocol related to the second change of focus 

00:21:39-2 (Mary) Indeed we are on the right way, but somehow the station is not dis-
played; the flag.  

00:24:40-2  (Kate) What is displayed there, how far is the next station? That is displayed 
at the top or not? 

 
 

Third Change of Focus. Another change of focus takes place before the fourth cycle 
of activity, when the group is on the wrong track again. The group decides to ignore 
the station until they are on the right way.  

Table 7. Abstracts from audio protocol related to the third change of focus 

00:26:43-5 (Kate) Ignore the stupid flag it doesn’t matter. We are the test persons.  

00:27:04-0  (Kate) Turn around; we are not interested in the station right now.  

00:27:08-8 (Kate) Go on, we ride on the route and observe what happens. If nothing 
happens, that’s that. 

 
Fourth Change of Focus. After the fourth cycle the group is on the right way again 
and not far away from the next station; the focus changes to the game goal.  
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4.4 Three Development Stages 

The transition from the navigation problem to the solution of the problem and the 
mastery of the device takes place as a process of iterative approaches.  

Comparing the succession of navigation activity cycles three stages in the devel-
opment of the navigation activity and the growing navigation competence can be 
distinguished: At first, the players try using trial and error to get on the right track. 
Then, they carry out targeted experiments. The systematic comparison of digital map 
and real world environment is one characteristic of the third stage in the development 
of the navigation activity.  

To control the groups’ position Mary, as the group leader, observes the map and 
tries to make suggestions about the environment. Kate controls these suggestions in 
relation to the real environment. 

Table 8. Abstracts from audio protocol related to the comparison of map and real world 

00:19:44-8  (Mary) Is here a route on the right?  

00:19:49-6  (Kate) Here is a way on the right. 

00:29:41-3  (Mary) …has the way a slight hiccup to the right?  

00:29:44-0  (Kate) Yes, it goes slightly to the right.  

00:31:57-8  (Mary) It goes straight ahead forever. 

00:32:01-1  (Kate) Yes, this here is everlasting straight, too. 

 
Their behavior changes from a relatively desultory strategy over targeted experi-

ments to an ongoing systematic action until they have solved the navigation problem. 
During this development, the players learn to control the game device and are able to 
navigate at the end of the first phase.  

5 Summary 

The illustration of this process reconstructs the localization of the rider in the game 
world. The players go through a lengthy and progressive process of locating in space, 
not knowing their environment and the handling with the device. This locating 
process must be done by anyone who navigates using a mobile device. This process is 
influenced by context and personal experience. Detailed case studies provide a wealth 
of valuable information on navigation. 

In the transition phase conditions for the game are build, but the game itself is not 
realized yet. The core mechanics of the game define finding and reaching stations. In 
the moment, the player start to search for a station, they successful entered the game 
world.  
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Abstract. This paper describes the findings of a replication study conducted at 
a different location. This study measures the engagement level of participants 
objectively from two learning techniques: video game and handout (traditional 
way of learning). This paper may help other researchers design their own Brain-
Computer Interface study to measure engagement. In addition, the results of this 
paper shows a correlation analysis between Engagement (measured physiologi-
cally) and knowledge measurement (subjective data). Further, this paper de-
scribes briefly the limitations of the Emotiv non-invasive EEG device, which 
may help researchers and developers understand the device more. 

Keywords: Emotions in HCI, Brain-Computer Interface, Passive BCI. 

1 Introduction 

With the innovative and technological changes happening daily on a global stage, the 
consequences of having a poorly prepared work force could be staggering. In light of 
this conjecture, there has been a considerable amount of attention given to the  
American educational system. Discussions of international rankings [12], the effects 
of socioeconomic disparities [11] or preparation of teachers all serve as talking  
points in the effort to repair the current state of education. Frederick Hess, director of 
education policy studies at the American Enterprise Institute, a conservative policy 
think tank recently went on record stating that "We spend a lot of time debating peda-
gogies, a lot of time blaming teachers, a lot of time saying that there's a war on 
schools... I want to suggest that a lot of it actually misses what matters [16]." Howev-
er this begs the question what does matter? In an age where information is far more 
attainable to the masses than ever before, how can our educational system be in such a 
crisis [3]. 
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USA Today columnist, Ruth Bettelheim has an answer.  Bettelheim suggests more 
attention needs to be given to understanding how students learn.  Furthermore, Bet-
telheim suggests that the educational failures can be mitigated by an overhaul of the 
traditional classroom based on the findings of cognitive neuroscience [4]. Likewise 
and following in the same order, researchers, professionals, and students 
all acknowledge the need for students to be engaged throughout the learning process 
[5]. It has been noted that students are bombarded with outside stimuli, causing a 
general lack of engagement towards the material. In response, educators and game 
designers have teamed up to provide more engaging experiences that have the advan-
tage of maintaining attention by being entertaining. However, though these games 
may be entertaining, they cannot neglect instructional aspects that game is intended to 
serve [14].  As Nicholas Negroponte, the founder of MIT Media Lab points out 
“Many of the software products that are being developed for children today serve to 
narrow, rather than broaden, children's intellectual horizons [3].”  

This has sparked interest in the evaluation of educational videogames and provides 
the background for this paper with the underlying question being: “Do educational 
video games really teach students, and if so how engaging are they? ”[9,15].  Numer-
ous works have measured engagement and information retention through assessments 
of educational video games and more traditional means such as textbooks. The grow-
ing amount of literature devoted to the use of games as educational tools serve as 
indicators of the popularity of this topic [8]. Research has repeatedly shown that in 
certain environments educational video games can be more attractive to students than 
traditional learning tools [6,10]. Moreover, studies have shown these educational 
video games do a better job at obtaining and maintaining student’s attention 
[7].  However, there is no general consensus on which learning technique is more 
engaging, and which technique is best for knowledge retention.  This paper discusses 
two studies that were conducted to investigate the overall student engagement and 
knowledge retention of an educational video game in comparison with a textbook that 
expressed the same information.  The first study was conducted at a university in the 
Southeastern United States, where the results were reported [15]. Later, the replica-
tion of this study was conducted at a university in the Northeastern United States. 

2 Experimental Design 

2.1 Overall Design 

The between-subjects design consisted of 32 participants (Male = 12, Female = 20). 
Participants randomly assigned to a group that received instruction via video game 
(15 participants) (figure 1) [17] or via handout (17 participants); a more traditional 
method of learning.  Both groups received instruction about the Lewis and Clark 
Adventure. This combination allowed us to collect both subjective (traditional method 
to collect engagement) and objective data, in order to see if there was a correlation 
between both. 
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minutes; the results were computed using Emotiv’s proprietary engagement algo-
rithm. The Emotiv engagement range is from 0 (not engaged at all) and 1 (very  
engaged). The EmoStateLogger is a C++ application bundled with the Emotiv Soft-
ware Development Kit (SDK). The calculated engagement was saved into a text file 
where they could be further analyzed. In addition, the Emotiv control panel estab-
lished a connection between the device and the computer. 

2.3 Procedures 

First a consent form was given, after gaining consent, a pre-assessment was adminis-
tered to collect demographic information and to determine how much information 
they knew about Lewis and Clark before performing the task.  

Once the pre-assessment was completed, the device was mounted. The amount of 
time taken to mount the device varied depending on the amount and type of hair of 
the participant. Although, this time were not recorded, it is important to noticed that it 
may take up to 15 minutes for certain participants, in order to mount the Emotiv  
device correctly and start obtaining affective data. Once the mount phase was com-
pleted, the experimenter gave instructions to perform the given task. Once the instruc-
tions were given, the participant started the task. As soon as the participant started the 
task, the experimenter started recording engagement with Emotiv. The task involved 
either playing the game or reading the handout. The same information was presented 
in both the game and in a handout. The participants performed the task for 20 mi-
nutes. After 20 minutes the experimenter stopped recording engagement and dis-
mounted the device from the participant’s head. Following the dismounting of the 
device a 10-question quiz was given in order to measure the knowledge they have 
acquired. Both groups were given the same quiz. After this quiz was administered, an 
assessment was given to participants to obtain self-reported information on how much 
they felt they had learned (knowledge increment), how engaged they felt during the 
given task, and how interesting they thought the information was. 

3 Quantitative Results  

In trying to gauge how engagement affects test scores a regression analysis was per-
formed on the average engagement level of participants and their test scores.  There 
was little correlation found between engagement levels and test scores. For the game 
condition r 2  = 0.005 and the handout was r 2  = 0.002. For this study, this finding 
suggests that there is little correlation between engagement and representation method 
and retention. 

Table 1, represents the engagement average between the two groups. It shows that 
the game group had a slightly higher engagement average than the handout. In the 
previous report the handout group were slightly more engaged than the game group, 
unlike this second part of the study. 
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Table 1. Engagement Results 

Group Sample Size Engagement Engagement STD 
Game 15 0.619 0.054 
Handout 17 0.580 0.048 

 
Table 2, shows the averages of the test scores and the anticipated test scores (ATS). 

It can be seen that the participants from the game group felt more confident on their 
performance than the handout group, but they performed worst than the handout. 
Interesting enough, the results reported on the first study conducted in the SouthEast, 
the handout group performend better in the test than the game group [15]. 

Table 2. Test Results 

Group Sample Size Test Scores Test Scores STD ATS 
Game 15 40.67 4.41 66.00 
Handout 17 61.76 12.37 56.47 

 
It is interesting to find some correlation in terms of test scores performance  

between two different set of population (Northeast and Southeast). In addition, the 
results were broken down into gender for further analysis. 

3.1 Results by Gender 

Table 3, demonstrates the engagement results by gender. It is seen that male were 
slightly more engaged than female in both groups. Comparing by same gender, both 
of them were more engaged in the game than in the handout. Although both genders 
were more engaged in the game, it can be seen from table 4 that the handout group 
got more information than the game group. Several assumptions can be made, but 
more studies are needed to clarify these assumptions. 

• First Assumption: Male were more engaged than female in the game group be-
cause, male tend to like more video games. 

• Second Assumption: Male were more engaged than female in both groups, because 
the contact between the Emotiv and the participant’s scalp were more direct. Fe-
male tend to have more hair than male in many cases. 

• Third Assumption: The participants from the handout group performed better in the 
test, because they were less distracted and just focused on the content, than playing 
the game itself. 

• Fourth Assumption: The participants from the handout group performed better in 
the test, because they are used to the traditional way of learning, which is reading 
from physical paper (book, handouts, etc.) and they might not be used to learn 
from a video game. 
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Table 3. Engagement Results by Gender 

Group Male Avg. Male STD Female Avg. Female STD. 
Game 0.631 0.04 0.609 0.05 
Handout 0.594 0.05 0.570 0.03 

Table 4. Test Results by Gender 

Group Male Avg. Male STD Female Avg. Female STD. 
Game 45.0 20.73 37.7 14.81 
Handout 57.14 12.53 65.0 11.78 

4 Limitations 

There are several limitations raised in this study that it is important to mention. The 
main limitation is the fact that the researchers did not know the details of the algo-
rithm used to measure engagement. This proprietary algorithm is protected by the 
Emotiv Company and do not share any details with any researchers. Although, Emo-
tiv is widely used, it is important to notice this issue, and correlate the physiological 
results with some subjective data or use an engagement formula, mentioned by Szafir, 
D., and Mutlu, B. [18]. The second limitation with Emotiv, it is the limitation with 
many non-invasive EEG BCI devices. People have different texture and length of 
hair, which interfere with the direct connectivity between the device and the scalp. 
Therefore, it is hard to obtain really good signal to obtain affective data. Also,  
reported by Ekandem et. al., it may require a long time to mount the device and estab-
lish an adequate connection, this varies per participant. 

Further, some participants reported that after a while (specific time was not record-
ed), the device was hurting a little bit from the sides as something was grabbing their 
head. This may affect the performance of the user while trying to learn information, 
because they might feel some pain, which may lead to lack of concentration. 

5 Conclusion 

This paper provides a brief information on the misperception and the needs of finding 
an accurate learning technique. It also provides a study conducted in order to show as 
a basic guideline to other researchers of how BCI may be implemented towards their 
educational studies. 

Further studies are needed to come up with conclusion in which method of learning 
is better or preferable by users: video games or the traditional way of learning. It is 
recommended from this paper to implement objective measurement to any education-
al studies, which may lead towards better understanding of the learners. The study 
presented in this paper may be applied to other studies and modified to the appro-
priateness of their methods. Lastly, this paper raises some research questions, which 
may be investigated in other studies. 
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─ First Question: Physiologically speaking, while measuring engagement with an 
EEG non-invasive device such as Emotiv, do engagement results differ by the dif-
ferent texture and length of hairs? 

─ Second Question: While measuring engagement with an EEG non-invasive device 
such as Emotiv, do engagement results differ by the different sizes and shapes of 
human’s head? How does it differ and what is the difference? 

─ Third Question: How does engagement differs objectively between different cul-
tures or ethnicities while learning in different learning techniques? Can Passive 
Brain-Computer Interfaces help us understand better the behavior within a task by 
different cultures? 

These questions were based on observations and comments made by the experimen-
ters while the participants were performing the task. Therefore, further studies are 
recommended in order to understand and develop, concrete methodologies to imple-
ment EEG measurement of engagement in educational techniques. 
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Abstract. E-learning is the computer and network-enabled transfer of skills and 
knowledge. It is widely accepted that new technologies can make a big differ-
ence in education. Although the advantages of e-learning over person to person 
teaching are still under debate, the latter is considered to be superior with re-
spect to teaching effectiveness. One reasons for this advantage of human expert 
tutors is their ability to deal with the emotional aspects of the learner. In an e-
learning system, emotions are important in the classroom. We thus proposed a 
new e-learning system that focuses on affective aspects. Our system equips  
sensors to measure biological signals and analyzes user emotions for the im-
provement of the e-learning system’s effectiveness. 

Keywords: E-learning, Emotions, Affective aspects, Biological signal. 

1 Introduction 

E-learning can mean a variety of different things to different people, but it is essen-
tially the computer and network-enabled transfer of skills and knowledge.  It can be 
self-paced or instructor -led and includes media in the form of text, image, animation, 
streaming video, and audio [1]. E-learning can have many benefits.  In times of reces-
sion, the case for e-learning becomes much stronger.  Key benefits include low cost, 
fast delivery, self-paced, less travel time, personalized and convenient scheduling, and 
lower environmental impact. 

Thus, many universities have applied electronic communication for e-learning sys-
tems to enable people to learn anytime and anywhere, to deliver content and methods 
that build new knowledge and skills linked to individual learning goals, or to improve 
performance.  

In e-learning systems, emotions are important in the classroom in two major ways. 
First, emotions have an impact on learning. They influence our ability to process  
information and to accurately interpret what we encounter. For these reasons, it is 
important for teachers to create a positive, emotionally safe classroom environment  
to provide for optimal learning. Second, learning how to manage feelings and rela-
tionships constitutes a kind of “emotional intelligence” that enables people to be  
successful [2]. 
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Learners are free to learn at their own pace and to define personal learning paths 
based on their individual needs and interests. E-learning providers do not have to sche-
dule, manage, or track learners through a process. E-learning content is developed ac-
cording to a set of learning objectives and is delivered using different media elements, 
such as text, graphics, audio, and video. It must provide as much learning support as 
possible (through explanations, examples, interactivity, feedback, glossaries, etc.) in 
order to make learners self-sufficient. However, some kind of support, such as e-mail-
based technical support or e-tutoring, is normally offered to learners [3]. 

Biological signals are electrical or magnetic signals generated by some biological 
activity in the human body [4]. Biological signals have widely different sources, such 
as electrocardiography (ECG) originating from the heart, and electroencephalography 
(EEG) generated by the brain, making them very heterogeneous.  

E-learning does not require a classroom, but it does require an understanding of 
how learning takes place. In this study, we focused on the emotional aspect of the e-
learning system using biological signals. The purpose of this study is to design learn-
ing environments and tools that avoid inappropriate affective states, such as boredom, 
anxiety, or anger. 

2 Literature Review 

Daniel, the author of Emotional Intelligence, argues that the emotional quotient (EQ) 
is more important than the intelligence quotient (IQ) [5]. The issue is for e-learning to 
recommend ways in which to keep e-learning from being boring. We recognize that  
e-learning is different from face-to-face instruction lacking a trainer to address the 
emotional component and we provide some very sensible advice on how to keep  
e-learning relevant. 

Khan developed a framework for e-learning that contained the following eight  
dimensions [4]: 

• The pedagogical dimension of e-learning refers to teaching and learning. This di-
mension addresses issues concerning content analysis, audience analysis, goal 
analysis, media analysis, design approach, organization and methods, and strate-
gies of e-learning environments. 

• The technological dimension of the e-learning Framework examines issues of the 
technology infrastructure in e-learning environments. This includes infrastructure 
planning, hardware, and software. 

• The interface design refers to the overall look and feel of e-learning programs. 
Interface design dimension encompasses page and site design, content design, na-
vigation, and usability testing. 

• The evaluation for e-learning includes both assessment of learners and evaluation 
of the instruction and learning environment. 

• The management of e-learning refers to maintenance of the learning environment 
and distribution of information. 
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• The resource support dimension of the e-learning Framework examines the online 
support and resources required to foster meaningful learning environments. 

• The ethical considerations of e-learning relate to social and political influence, 
cultural diversity, bias, geographical diversity, learner diversity, information acces-
sibility, etiquette, and legal issues. 

• The institutional dimension is concerned with issues of administrative af-
fairs, academic affairs, and student services related to e-learning. 

This framework provides a new e-learning system. 
Kittanakere et al. summarized the main goals of e-learning systems, identified by 

different researchers, as below [6]: 

• Focus on active learning. 
• Accommodate various learning styles. 
• Explicitly place the responsibility for learning on the students. 
• Develop written and oral communication skills. 
• Clarify the role of the teacher as facilitator and mentor. 
• Provide better coverage of material. 
• Develop a sense of self-confidence and independence in students. 
• Include a teamwork experience 
• Encourage peer review. 
• Develop interpersonal communication skills when students are geographically 

apart. 
• Support the entire educational process when students are apart both geographically 

and temporally. 
• Learn to handle time management including the meeting of deadlines. 

Many of the above goals reflect the advantages of e-learning systems over traditional 
learning approaches. Another advantage is that they are scalable. The number of 
learners that an e-learning system can handle with individual attention is much more 
than that can be accommodated in a classroom setting. 

Kittanakere et al. introduced the design of an emotion sensitive e-learning system 
that gives emphasis to the complete learning process and is very cost effective. The 
system categorizes a learner's emotional state as follows: Happy, Neutral, and Sad. 
This motivates thinking about incorporating emotional aspects of teaching in e-
learning systems to make them more intelligent. An intelligent e-learning system 
should be able to adapt to the knowledge, learning abilities, and needs of each learner. 
This would give them the feel of individual care, which would assist in the learning 
process. 

Kaiser and Oertel also integrated an emotion recognition sensor system (EREC) in-
to an e-learning system [7]. The system used EREC for emotion detection by the af-
fective component, that EREC developed at the institute of genetics and development 
of rennes (IGD-R), consisting of a sensor glove, a chest belt, and a data collection 
unit. The affective component is based on Russell's circumplex model of emotion, a 
dimensional approach for classifying emotions. 
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Shen et al. also applied heart rate (HR), skin conductance (SC), blood volume pres-
sure (BVP), and EEG brainwaves to detect learner emotions [8]. The results for emo-
tion recognition from physiological signals achieved a best-case accuracy (86.3%) for 
four types of learning emotions. This affective e-learning system included only a sub-
set of the factors that could be taken into account to assess a learner’s emotional reac-
tions in e-learning.     

From the literature reviews, designing a system that focuses on user emotions us-
ing some biological signals is very promising. Therefore, we propose a new e-
learning system design that avoids inappropriate affective states such as boredom, 
anxiety, or anger. 

3 Design of E-learning System  

Distance education and e-learning are becoming an increasingly important part of 
higher education. This type of education can take place over the Internet, through 
which the instruction and educational content are delivered [9]. 

We propose a new design of an e-learning system using biological signals that are 
affective to the learner and closer to actual classroom learning.  

3.1 Overall System Design 

In this section we discuss the overall design of the e-learning system (Fig. 1). This 
system uses an LMS (learning management system) for delivering, tracking, and 
managing education and a web server that provides the user with easy access via a 
web browser on a personal computer. While using our system, biological sensors 
measure user biological signals as EEG, ECG and eye tracking to detect user  
emotions.  

 

Fig. 1. The proposed e-learning system 
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3.2 Framework for E-learning 

We used an e-learning framework [10] with eight dimensions (Fig. 2). These dimen-
sions encompass various online learning issues, including pedagogical, technological, 
interface design, evaluation, management, resource support, ethical, and institutional. 
Various factors discussed in the eight dimensions of the framework can provide guid-
ance in the design, development, delivery, and evaluation of flexible, open, and dis-
tance learning environments. 

 

Fig. 2. Badrul Khan's e-learning Framework (Source: Khan, B. H., p.1) 

3.3 Framework Design 

The framework design of our e-learning system using biological signals consists of 
eight modules: I/O devices, learning management system (LMS), learner, instructor, 
server, and biological sensors. It analyzes learner emotions, as shown in Fig. 3. The 
details are described below: 

I/O Devices. There are five I/O devices: speaker, monitor, touch screen, keyboard and 
mouse. 

Learner. The learner is an individual who takes up e-learning by registering to the e-
learning system. The learner can choose any of the courses provided by the system. 

Instructor. The instructor is an important element of this system that creates and 
designs courses, content, tests, quizzes, and evaluations. 

Server. The servers are the web server, LMS, and database that provide services to 
other computer application programs (and their users) in the same or other computers. 

A web server is simply a computer program that dispenses web pages as they are 
requested. The machine the program runs on is usually also called a server and the 
two references are interchangeable in everyday conversation. Our design uses an in-
ternet information server as a web application server. 
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Fig. 3. Framework design 

A database server is a computer program that provides database services to other 
computer programs or computers. 

An LMS is a software application or Web-based technology used to plan, imple-
ment, and assess a specific learning process. Typically, an LMS provides an instructor 
with a way to create and deliver content, monitor student participation, and assess 
student performance. An LMS consists of the following five parts: 

• Course management can help store, organize, and communicate the information for 
a course. It consists of three user groups, such as learner, instructor, and adminis-
trator, that can access the system anytime and anywhere. 

• Content management includes tools for creating and helping the content. 
• The test and evaluation system manages the exams, quizzes, and tests in the data-

base system, such as directions and interactive quizzes, integrated tests, and 
quizzes to evaluate the learner. 

• Course tools are used to help and guide each user. 
• The data management system manages the files and folders of each user. 

Biological Sensors. Learner emotions were measured with ECG, EEG, and eye track-
ing biological sensors. An EEG sensor measures voltage fluctuations from electric 
ions within the brain’s neurons. An ECG sensor measures the heart’s electrical activi-
ty over a period of time. ECG signals can be interpreted as heart rate in beats per 
minute (BMP). Eye tracking is a device for measuring eye positions and eye  
movement. 
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Analysis of Learner Emotion. We devised this design system to understand how 
learners’ emotions evolve during the learning process, so as to develop learning sys-
tems that recognize and respond appropriately to students’ emotional changes. We 
used Russell’s ‘circumplex model’ to describe the user’s emotion space [11], as 
shown in Fig. 4. The basic set includes the most important and frequently occurring 
emotions during learning, namely, interest, engagement, confusion, frustration, bore-
dom, hopefulness, satisfaction, and disappointment. 

 

Fig. 4. Russell’s ‘circumplex model’ (Source: Russell, J.A., p. 1168) 

4 Conclusion 

We have described our approach to designing a new e-learning system that focuses on 
emotional aspects. ECG, EEG, and eye tracking biological sensors were used for 
measuring learner emotion. The proposed e-learning system’s aim is to avoid inap-
propriate and affective states such as boredom, anxiety, or anger. 

In future work, we will perform experiments and improve our system. In addition, 
we will conduct further research on learner motivation and determine what is most 
effective for student learning.   
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Abstract. We propose a comprehensive framework to support the personaliza-
tion and adaptivity of courses in e-learning environments where the traditional 
activity of individual study is augmented by social-collaborative and group 
based educational activities. The framework aims to get its pedagogical signi-
ficance from the Vygotskij Theory; it points out a minimal set of requirements 
to meet, in order to allow its implementations based on modules possibly con-
stituted by independent e-learning software systems, all collaborating under a 
common interface.  

Keywords: Personalized e-learning, adaptive e-learning, social collaborative e-
learning, zone of proximal development, reputation system. 

1 Introduction and Motivations 

This paper presents a framework for the dynamic configuration of paths of learning 
activities for both individual and group education. To define such a framework, one 
main issue is how to personalize the learning pathway according to the learning cha-
racteristics of, respectively, individual students and groups, and, going further along 
this line, how to make such pathways adaptive to the changing assessment of the 
above mentioned characteristics. The framework should then allow defining courses 
as learning paths – LP (i.e. sets of learning activities – la) and maintain a model of the 
student’s characteristics relevant to learning. It should allow: to define a learning 
activity in such a way that collections of las can be stored in repositories and appro-
priately selected to build a course; to discriminate the las with respect to the learner’s 
(or group’s) learning characteristics, so to be able, once stated the aims to be met by a 
course, to select only what is needed and most appropriate to complete the course LP 

This in turn requires: to model (represent) the learner’s characteristics, such as the 
possessed knowledge and abilities, and/or the learning style; and to model the charac-
teristics of a group of learners according to the individual ones, such as with the as-
sessment of shared knowledge, or “sharable” knowledge that could determine the 
group dynamics; at the best of our knowledge, while a lot can be found in literature on 
how to set up effective group activities, very little is said about the formal relation 



352 M. De Marsico, A. Sterbini, and M. Temperini 

 

between the kind of activities and the individual characteristics of group components, 
as well as about how to choose the components of an effective group. 

Personalization and adaptivity are very relevant topics in e-learning research. Tra-
ditional investigations are on the accommodation of personal-individual study activity 
(see [1] for wider reference); the coordination of group study work is also a much 
frequent topic, also for its interconnections with aims different from direct education 
of students (cfr. [2,3] and see [4] for the use of e-learning technologies in professional 
group work). Moreover social-collaborative learning is coming to be more often stu-
died, as a next step in motivating and augmenting study activity [5,6]. 

2 Framework Basics 

According to the requirements identified above, the framework allows to map the core 
features of both the learner and the learning activity on a set of operational items 
which are exploited during content deployment and for its personalization. We list 
below the main elements that must be taken into account. Modeling the Learner (in-
dividual), requires to take into account and represent her/his personal characteristics 
such as: the skills (knowledge, abilities) achieved; the confidence we can assign to the 
above achievements, i.e. a measure of how a skill is more or less firmly possessed by 
the learner, to be compared with  the requirements to be met to tackle a specific 
learning activity; the learning style; reputation gained during activities involving so-
cial/group collaborative e-learning  It is worth noticing that we are defining here the 
backbone of the framework, and leaving aside the details about our implementation. 
For instance, we adopt the Felder-Silverman model (with the well-known dimensions 
active-reflective, sensing-intuitive, visual-verbal, and sequential-global [7-9]). In this 
way the high-level specification can accommodate different learning-style-qualified 
versions of the same content; during the delivery of a course, when a la is to be pre-
sented, the version corresponding to the current evaluation of the learner’s learning 
style can be used. The definition of a model for the learner requires specifying the 
concept of skill. A skill is the representation of an ability/knowledge that can be pos-
sessed or pursued. A learning activity is deemed to let a learner acquire certain skills, 
and often, for the learning activity to be tackled, a set of prerequisite skills is needed. 
In our framework, a skill is defined as a predicate S() whose arguments state: a main 
concept (a conventional name for the ability or knowledge); an integer value (lev-
el)and a keyword, expressing the cognitive level to which the concept is possessed, 
according to Bloom’s taxonomy [10]; an optional matching concept (possibly mul-
tiple), to which the achievement of the main one is related (for certain keywords in 
the Bloom’s Taxonomy such matching concepts might be needed for further qualifi-
cation of the cognitive level); a context, stating the disciplinary context in which the 
concept(s) is intended. In summary, we can speecify a skill as: 

S(concept, k, keyword, matchingconcept(s), context) 

The predicate expression of skills allows a (limited) set of inferences, such as  

if S(c, 3, use,  c’, ctxt) then S(c,2,describe,c’,ctxt) 
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As for a learning activity, we adopt a general declination of the concept of learning 
object. It is an educational resource deemed to support either individual study (such as 
the case of a text page with images) or practical activities (such as the solution of an 
exercise with feedback by the teacher) or some more complex tasks, implying one (or 
more) group collaborative or social-collaborative learning activity. An activity is cha-
racterized as “individual” if its organization and design implies feedbacks, and possi-
bly exchanges, only with the tutor/teacher. Group collaborative activities are based on 
the collaboration of a small group of learners (e.g. from the same class). Social colla-
borative activities are based on interaction and exchange among “peers” in a wider set 
of learners than the group (usually a set of groups, or the whole class, or even, in 
some advanced settings or during particular activities, participants external to the 
usual class context, such as users in a web-based Community of Practice – CoP 
[11,12]). Here the concept of reputation can get significantly into the framework 
[13,14], as a means to update the individual learner model according to her/his per-
formance during learning activities in a social-collaborative environment. 

In the proposed framework the components of a learning activity la are defined by 
the la designer (an expert in the learning domain) and are the following: 

─ la.Content – a collection  of learning material, allowing the execution of an in-
structional process, possibly by the use of a supporting software platform: a web 
page containing the text to study, can be handled by a browser; an interactive exer-
cise can be programmed and presented as a flash clip; a group activity can be per-
formed via web through an accordingly programmed software system (Content  
Management System – CMS); a social collaborative learning activity can be per-
formed in another dedicated web system, e.g. a CoP platform. In the la, for such 
material different versions should be comprised, according to different learning 
style to match for the students. 

─ la.A – Acquisition: a set of skills, whose achievement is expected after the la has 
been successfully tackled 

─ la.P – Prerequisites:  a set of skills that are “needed” before being ready to fruit-
fully tackle the la. 

─ la.Effort – a quantification of the cognitive load associated to tackling the la. 

Completing a la will take to the integration of la.A into the set of skills possessed by 
the student, with a confidence which depends on student’s performance in, e.g., a final 
test, as we will see below. A repository of learning activities is a set of las available to 
build courses on a given subject. We include in the repository those activities for 
which la.A is included in the power set of H, which is in turn the full set H of skills 
related to a certain subject:  

R={la | la.A  ∈℘(H) } 

Notice that la.P may intersect ℘(H), but it may contain concepts from other subjects 
as well (for example physics theories require knowledge of mathematics). It is up to 
the course designer to include also related learning activities in the course. 

We define a learning path as a set LP={lai}i ∈ {1…n}. For a LP we can state the 
overall acquirements LP.A, and the overall requirements LP.P as 
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LP.A = ∪ i∈ {1…n} lai.A  LP.P = ∪ i∈ {1…n} lai.P \ LP.A 

and the overall effort imposed by LP on a learner as LP.Effort =  i ∈ {1…n} lai.effort 

A course personalized for the learner l, is a learning path built basing on a student 
model of l. A student model represents the current evaluation of the individual learn-
ing characteristics, relevant for the learning process implemented by course tackling; 
the student model of l, SM(l), has to be continuously updated during course, to reflect 
the changes (evolution) of l’s learning characteristics determined by the learning ac-
tivities; such updates, in turn, are used to modify the course path and/or presentation 
themselves, having them adapting to the above mentioned evolution. 

As already sketched above, a basic definition of SM(l) spans over  

─ l’s learning style (that is the current evaluation of her/his learning style: LS(l))  
─ l’s state of skills, that is an informative representation of the set of skills that l is 

currently possessing, SK(l), which is upgraded as the student tackles learning activ-
ities: SM(l) = <LS(l), SK(l)> 

Here, SK(l) is more than just a list of skills: it represents both the skills possessed and 
the degree of trust (certainty) we can put on that. So it is a set of qualified couples 

SK(l) = {<s1, c1>, …, <snl, cnl>} 
where each ci is the “certainty of possession”, for the associated skill  si. 

The certainty of possession for a skill is a number c∈[0...1]: an higher certainty 
corresponds to greater confidence in the possession of the skill. The certainty is com-
puted according to the assessment activities undertaken by the learner during the 
course: when (for example after having answered to multiple choice questions) the 
skill s is considered as acquired by the learner l, the couple <s, CENTRY> is added to 
SK(l), where CENTRY is a suitable default confidence; after a further successful assess-
ment for s, the certainty is updated to witness an increasing trust in the actual 
achievement of  the skill; on the other hand, if a further assessment activity on s is 
unsuccessful,  the certainty decreases. In this way, at any moment the state of skills 
for l shows the current evaluation of certainty for the achieved skills.  Notice that 
iterating the assessment process beyond certain limits would not be sensible: when the 
certainty for s decreases below a level CDEMOTE the couple <s, c> is extracted from 
SK(l): the skill is not actually possessed and further study activity will be needed to 
acquire it back; on the contrary, when c in <s, c> climbs above a conventional value 
CPROMOTE, the skill is to be considered firmly acquired, and further assessment for it will 
not be necessary anymore. We remind that for a student l to be considered able to 
access a certain activity, all skills in la.P should be present in SK(l). In the framework, 
CENTRY, CDEMOTE, CPROMOTE have no predetermined value; as for our implementing system 
[8], we set some defaults for them (resp. 0.6, 0.35, 0.8), but allow the teacher to as-
sign them differently, according to preferences related to the nature of the repository 
used, or even of the courses to build. Course configuration is the activity of construc-
tion of a learning path (a course) according to the student’s state of skills and to 
her/his formative aims on the subject at hand. We define, for the set SK(l) = {<s1, c1>, 
…, <snl, cnl>}, its s-projection as the set of skills appearing in the qualified couples:  

s-proj(SK(l)) = {si, with <si, ci>∈SK(l)} = {s1, …, snl} 
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We also define  

─ the starting knowledge of l, with respect to the course to build, as the initial value 
of the state of skills SK(l)INIT; this may result, for example, from a precourse as-
sessment activity, stating that a certain set of skills is possessed with certainty at 
least CENTRY; in a similar way, SK(l)FINAL is the state of the student’s skills at the end 
of a course 

─ the formative aims of l in tackling the course as the set of skills that l is expected to 
possess, with certainty at least CPROMOTE, after taking the course (it may happen that 
certainty for certain skills continue to increase beyond CPROMOTE thanks to re-
lated activities, but in this context it is not deemed significant to continue measur-
ing such increase) 

T[l] = {s1, …, sml} 

Then a course configuration for l, with starting knowledge SK(l)INIT and formative 
target T[l] is a learning path        LP(l, T[l]) = {la1, …, latl} such that its learning 
activities, together with the initial state of skills can cover the formative needs:        

{<si, ci > | si∈ s-proj(SK(l)INIT)∧ci= CPROMOTE} 

∪  
<sj, cj > | sj∈ LP(l, T[l]).A ∧ <sj, cj > ∈(SK(l)FINAL)∧cj= CPROMOTE } 

⊇  
{<sp, cp > | sp∈T[l] ∧ cp = CPROMOTE } 

A course is considered successfully taken once  

∀s∈T[l], <s, c>∈SK(l)FINAL with c≥CPROMOTE. 

In other words the course can allow to have SK(l) eventually evolving to contain all 
the skills specified by T[l], with firm certainty (at least CPROMOTE). The definition of 
learning activity implicitly allow ro define a Relation of derivation (propedeuticy): 

Given two learning activities la, la, if la.A∩ la.P≠∅, some skills needed to take la 
are acquired through la and la precedes la. This induces a relation of partial order in 
the repository R, that allows to depict it as a graph of learning activities.  

Every course is a subset (subgraph) of R. When we want to present the learner 
with a sequence of learning activities  to tackle, the course built by configuration can 
be linearized in such a way to comply with the relation of derivation. Such lineariza-
tion is usually not unique: there can be many equivalent sequences coming from the 
same LP. Moreover, assigning the learner with a LP where the order of las to take is 
too strictly predetermined, even when not necessary, may hinder learner’s indepen-
dence and motivation in attending the course. In addition, the framework aims to let 
the learner live and interact in a social–collaborative e-learning environment, and it is 
expectable for the “next learning activity” in the course to be selectable by the learner 
as freely as possible (according to her/his interest, motivations and opportunities). Of 
course, in order to avoid useless frustrations to the learner, such freedom should be 
bound by the “affordability” of the learning activity for her/him. This can effectively 
substitute a prior sequencing. In practice, the choice of the next learning activity 
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should better be limited only by the actual possibility to tackle it, computed according 
to the current state of skills SK(l). The Vygotskij theory [15] is a rich source of sup-
port for the student-system co-evolution pattern depicted above, and is well equipped 
to provide support to a truly social-collaborative approach to taking learning paths. 

3 Enrichment of the Student Model 

Given a learner l, working on the configured course LP = LP(l, T[l]) = {la1, …, latl}, 
we can define some significant cognitive areas related to student’s learning state as 
follows. The area of Autonomous Problem Solving (APS) is the area of firm know-
ledge in the present state of skills:  

APS(l) = {s | <s, CPROMOTE> ∈ SK(l)}. Where of course, APS(l) ⊆ s-proj(SK(l)). 

Basing on SK(l) and APS(l), the Zone of Proximal Development (ZPD) for the learn-
er can be computed at least as  

ZPD(l) = s-proj(SK(l)) \ APS(l) 

This is a zone where the learner has no firm achievements yet, but that can be ex-
plored with some help by the teacher or by peers. The area of Unreachable Problem 
Solving (UPS) can be defined as a consequence, and is the area of the course where it 
is not safe for the learner to enter, given the present level of skills.  

UPS(l) = LP.A \ (APS(l) ∪ ZPD(l)) 

At any moment the student model can be determined as 

SM(l) = <LS(l), SK(l), APS(l), ZPD(l)> 

Actually, the ZPD can be defined in a more challenging way, which may better stimu-
late the student. The derivation of the new definition follows. Given a learning path 

LP, its knowledge domain is KD(LP) = LP.A ∪ LP.P.  
In particular, KD(LP) \ s-proj(SK(l)) is the set of all skills in the course knowledge 

domain, that are not yet acquired in SK(l). Such skills belong neither in APS(l) nor in 
ZPD(l) (as per the current definition of ZPD). Given one of such skills, s, we define 
the set of possible (sub)learning paths LP’ in LP, that can eventually allow to acquire 
s, and that are traversable starting with the current state of skills (without losing gene-
rality we assume that each subpath is a  propedeuticy-ordered set of learning activi-
ties):  

Reach(s, SK(l), LP)  = 

= {G={lai}i ∈ {1…nG} ⊆ LP | s∈ lanG.A ∧ G.P ⊆ s-proj(SK(l)) ∪ G.A} 

Notice that the last condition relating G.P to G.A expresses the possibility that the 
prerequisites of some lai∈G might be acquired through a previous laj∈G.  

The distance of s from the present SK(l) is defined as D(s, s-proj(SK(l)), LP) = 
G.Effort, where G is an element of minimal overall effort in Reach(s, SK(l), LP).  
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The set Support(s, SK(l), LP) = G.P∩ s-proj(SK(l)) denotes the skills already pos-
sessed by the learner that are necessary to reach s along a minimal-effort path in LP. 
We designate such a set as the support set to reach s. It is reasonable to think that the 
higher is the certainty associated to the skills in the support set, the better we could 
expect the learner to reach s. Likewise we may think that certainty in the support set 
can provide an estimate of how far from the SK(l) we can go trying to acquire new 
skills, with reasonable expectations. In other words, the level of certainty in the sup-
port set needed to reach s, can allow to assess how far in terms of D(), s could at most 
be, and yet still consider s in the ZPD(l). Actually, D() represents a measure of effort; 
however the concrete possibility for the student to achieve  a certain skill does not 
only depend on the required effort, yet also on the  certainty of the elements possibly 
supporting such achievement. In other words, supposing that D(s, s-proj(SK(l)), LP) 

≥ D(s’, s-proj(SK(l)), LP) while the overall certainty of the Support(s, SK(l), LP) is 
higher of Support(s’, SK(l), LP), we can assume that s might be reachable while s’ 
might not, in spite of a closer distance. So, given the following definitions 

A1 = AvgEffort(G, Support(s, SK(l), LP))  =  la∈ G la.effort / Card(G) 
A2 = AvgCertainty(Support(s, SK(l), LP))  = 

       = ( <s,c>∈ Support(s, SK(l), LP)) c) / Card(Support(s, SK(l), LP)) 

the “daring threshold” is the distance from SK(l) below which to accept that s is in 
ZPD(l), and is defined as DTreshold(s, SK(l)) = (A2/A1) ⋅ dF, dF being the daring 
factor, an integer that is to be configured by the teacher, depending how far from the 
initial skills it is admissible to go (a multiplicative factor). Then  

ZPD(l) = {s∈ KD(LP) \ APS(l), such that  
D(s, s-proj(SK(l)), LP) ≤ DTreshold(s, SK(l))} 

4 Group Activity 

The main problem with group activities is selecting a LP suitable to let the group 
skills grow according to the individual characteristics of the group members.. This 
translates in the problem of consistently determining the overall group’s state of skills 
(Group Knowledge - GK), and ZPD, basing on the individual ones. In principle, the 
group’s ZPD should be the largest possible, so to maximize members’ gain from the 
collaborative activities. On the other hand it may also include activities that are out-
side of some group member’s ZPD provided they are not too far away. This is crucial 
to avoid leaving members behind. A first possible choice is to comprise the skills that 
are shared by all group members (the intersection of their SKs); this set would 
represent the minimal shared ZPD and would be bounded on the weakest members: 
the effect of (bottom) outliers on the group ZPD would be exalted, probably reducing 
motivation of the “smarter” participants. Moreover this choice would strongly limit 
the possibility of leveraging the support that could come from more experienced 
peers, which is a key feature in Vygotskij’s model. On the other hand, the dual choice 
of building the group’s GK as the union of all members’ SKs, resulting in a maximal 
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group ZPD, would obtain similar negative results as above: it would satisfy the brigh-
test group members (top outliers), and leave the others behind.  A mediated solution 
could satisfy both weaker and brighter students: we compute the group’s GK as the 
union of the members’ SK, where each skill has group-certainty equal to its average 
certainty in the members’ SK, so to measure the confidence in the achievement of the 
skill by the group members. This model could better motivate brighter students to 
help their weaker peers; in addition it allows expanding the group ZPD, to encompass 
further, possibly more interesting, activities. 

Let ST be a group of students, and LP its learning path. Let’s start defining the 
APS for such group. An obvious choice would be to extend the definition of a stu-
dent’s personal APS, and say that the group-APS should represent the set of those 
skills that are firmly possessed by all the members of the group. Therefore: 

APS(ST) = ∩ l∈ ST APS(l) 

However, this definition would ignore the possible group reciprocal support in a 
group-autonomous achievement. As for the APS of the group, we might consider a 
“pseudo-intersection” involving also the possession of knowledge in the individual 
SKs: skills that are not firmly possessed by all members are included in the APS(ST) 
iff they are in APS(l’) for some l’∈ ST and they are in SK(l) for all the other members 
l∈ ST. In this respect, we define a lower threshold τC for such certainty, which is: 

τC = CPROMOTE - CENTRY /2 

The l students above will support the l’ ones; so they have to be sufficiently many to 
allow for the above calculated APS being reliable: suppose we state that there must be 
at least one of such group leaders for every g members in ST, where g is chosen by 
the teacher according to the activity, then we can say that from a group viewpoint the 
knowledge is “sufficiently firmly” possessed if in the set 

APS(ST) = {s∈ ∪ l∈ ST APS(l) | 
∀l∈ST(<s,c>∈SK(l)∧c≥τC) ∧ Card({l’∈ST |<s,c>∈SK(l’)∧c=CPROMOTE})≥Card(ST)/g} 

The GK is defined basing on the members SKs as well: it comes out, reasonably, to 
be an expansion of APS(ST) 

GK(ST) = {<s,c> / ∀l∈ST (<s,cl>∈SK(l) ∧ c=(( l∈ ST, <s,cl>∈SK(l) cl ) / Card(ST))} 

We use GK(ST) and APS(ST) to compute ZPD(ST). Instead of direct construction we 
use a reverse strategy and define implicitly the group ZPD, through criteria of admis-
sibility of activities. Two conditions are defined, by working on the APS(l)s the 
ZPD(l)s, and the SKs of the group members.  

The first condition expresses requirements both on the group composition and on 
the selected activities; so it is divided in two parts. The group’s member’s (firm) start-
ing points (APSs) must have some common intersection, and, in addition, the union of 
the starting points must allow the group to fulfill the activities prerequisites. So, given 
a group of students ST and a learning path LP, 1) the group members must share a 
common portion of APS, and 2) each activity prerequisites is firmly possessed by at 
least one of the members:     ∩ l∈ ST APS(l)≠∅  ∧  LP.P⊆ ∪ l∈ ST APS(l) 
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The second condition states that students in a group ST must share some common 
proximal development, and that an activity la∈ LP is admissible for ST iff, though 
possibly being off the ZPDs of some members, it is not too distant from them, and it 
is comprised in the ZPD of at least a number of members sufficient to support the 
others - τ is a threshold to establish admissibility, for learner l, of an la not in ZPD(l): 

∩ l∈ ST ZPD(l)≠∅  ∧ ∀la∈LP∀s∈la.A∀l∈ST  D(s, ZPD(l), LP) < τ 
∧ ∀la∈LP Card({l∈ST | la.A⊆ZPD(l)})≥ Card(ST/g) 

Where g, as above, represents the number of students which can be driven by a peer, 
and can be set by the teacher. Notice that if we used APS in place of ZPD, in the defi-
nition of the second condition, we would have some of the brighter members of the 
group left without anything new to learn in the admissible activities, which makes 
them useless for them besides, of course, dramatically decreasing their motivation. 

Being τ a threshold controlling the span outside individual ZPDs, i.e. beyond the 
daring zone for the individual learner, one way to set it is to choose the minimum 
daring threshold for the skills in la.A. 

Whatever is the chosen strategy, different groups may have different degrees of 
compatibility and suitability: compatibility among the members can affect the way the 
members interact and help each other, and in turn, get results out of such collabora-
tion (results in terms of knowledge acquired, more or less firm). Compatibility could 
be considered with respect to several aspects: here we consider only the aspects re-
lated to the knowledge possessed by the students, i.e. the personal SK of the group 
members. 

5 Conclusions 

Personalized and adaptive e-learning is widely studied and show its applications in a 
variety of educational fields [16-19]. We have presented the definition of a framework 
devised to support the conjugation of learning activity based on individual study and 
group/collaborative activity in an environment of personalized and adaptive e-
learning. Two main characteristics of this work are 1) in the fact that it is detached by 
any present implementation of actual systems for social-collaborative and traditional 
e-learning: we have in fact abstracted the framework from previous experiences that 
are based on existing systems; 2) that the framework is deemed to provide a ground 
layer for an interface based on the pedagogical principles of the theory of Vygotskij, 
by designing the formal bases for the implementation of concepts such as the Zone of 
Proximal Development in an e-learning setting.   
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Abstract. To help facilitate language learning for immigrants or for-
eigners arriving to another culture and language, we propose a context-
aware mobile application. To expand on the known elements like location,
activity, time and identity, we investigate the challenges on including cul-
tural awareness to ensure a better experience-based learning. We present
methods used to collect information about everyday activities collected
by immigrants or foreigners. This information will help structuring lan-
guage learning assignments presented through the context-aware mobile
application.

Keywords: context-aware, experience-based learning, cultural language
learning, context logging, mobile application.

1 Introduction

The idea behind labeling a device ’smart’ can be multifaceted, but one thing
that is always expected is auto-completion of the many redundant and therefore
trivial tasks. The truly smart applications on mobile phones will even know its
users’ schedule and the upcoming contexts in order to prepare the information.
These applications requires knowing the right context all the time in order to
function correctly thus making it the weakness, since providing wrong context
scenarios would break the experience. Salber et al. (1999) was among the first to
investigate and formalize how to aid developers in developing applications, which
had the context-awareness as the driven parameter [1]. Dey (2001) discussed in
[2] how we could understand and use context so applications could benefit from
this, at that time unused, layer of information.

In this paper we will investigate and discuss the challenges in creating a
context-aware language learning mobile application. A smart phone application
gives the possibility to create an unrestricted and more contextualized learning
platform for the individual. But getting the context automatically into the appli-
cation based on a set of fixed elements like, location and activity is a challenge.

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 361–369, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



362 S. Eskildsen and M. Rehm

The foundation for the application is based on that between 2007 and 2009
around 60.000 immigrants were arriving to Denmark each year [3]. The integra-
tion mainly consists of language courses, which is run by the local municipalities.
This service is free of charge and the goal is to put the newcomers into a position,
where they can participate in everyday Danish life. The course setup establishes
a thorough theoretical understanding of the Danish language, but often lacks
the possibility to motivate students and let them apply this knowledge in a real
cultural setting and thus pro-actively participate in their host society.

To cope with this situation, we suggest an approach based on previous work
done by Rehm et al. (2009) on intercultural communication that puts the cultural
and language learning task in the context of its actual use by embracing training
methods [4] –like situated and experience-based learning –that have shown to
be more effective in terms of cultural integration [5]. This solution is aiming at
working with the individual on a learning and cultural level.

Many approaches adapt to the individual by requiring a certain amount of
user inputs to the system, which then based on a subjective input uses this
data to determine what could be relevant for the user. The challenge consists
of automating the experience and hereby eliminates any subjective inputs. In-
formation have never been so accessibly as today and with the smart phone we
are able to detect its user’s location and physical activity through clever use of
sensors, which are built into any phone that are being sold today. But if we add
a deeper layer of integration between the application and the smart phone, we
are able to read any user input like mails, SMS, calendars, installed applications
etc. This opens for an ethical challenge with its use and handling of personal
information. Also would we get permission to read these more private details
in the phone? Before choosing methods how to get information from users it is
important to understand what users see as a context. Due to the subjectivity
regarding the issue it will have to be tested in smaller target groups. This will
assure a better approach to record the experiences and construct a definition
from that data, before introducing it to the larger user base.

2 Culture as Contextual Information for Mobile
Language Learning

In the introduction we argue that situating the experience of learning a language
into the actual context of its use will have a huge impact on learning gains and
proficiency. But language learning is just one albeit very important aspect of
the overall vision of a system that supports cultural integration by experience-
based learning. On a theoretical level, the project aims at an integrated model of
cultural interactions by taking the system and user perspective into account. This
is based on our previous experience with culture aware interactive technology
and mobile embodied interactions and will pave the way for learning activities
that are integrated into the student’s everyday activities. On a practical level,
we develop a mobile solution for smart phones that proposes Danish multimedia
exercises to the student based on an interpretation of the student’s context at



Contextualizing Language Learning 363

that time and taking the student’s background in terms of language expertise,
cultural integration and learning preferences into account.

To realize this vision, culture is a central notion that has an impact on sev-
eral levels and presents an important contextual factor where it is more or less
unclear how this can be capture and represented. On the one hand, aspects of
the target culture are the main learning goal of the system. Thus, there is a
need of capturing what are such relevant aspects of the target culture, where do
they become apparent in the everyday situations, i.e. what is their context of
use, and how can that be mapped to appropriate exercises for mobile learning.
As the notion of culture is used by several disciplines (e.g. linguistics, social
sciences, psychology, business, anthropology) attempting to provide a definition
of the constituting elements (e.g. [6]; [7]; [8]) this is not a trivial task. Addi-
tionally, it has been shown in intercultural training that cultural groups can
also be distinguished in terms of how they learn [7], and that people progress
through a number of stages from ethnocentric to ethnorelative [9] when they
make intercultural experiences, which also influence which aspects of a target
might be relevant for the current stage and in what way this information should
be presented. Ultimately, this means that extended user models will be neces-
sary to capture these partly static, partly dynamic features involved in cultural
integration.

3 Application Development Stages

We suggest that an approach to create experience-based learning with cul-
tural preferences would be through mobile context-aware computing. In order
to achieve that goal several challenges has to be addressed. We have divided
our application development into 3 main stages as depicted on Fig.1, which all
have a specific focus that needs to be solved in order to create a convincing
context-aware language learning experience.

The stages are each an isolated investigation. This paper focuses on the first
stage of the 3 stage development. As shown on Fig.1 our stage 1 box contains
various topics. The focus is on identifying experience-based learning contexts
together with the end user. This is primarily investigated as a field study and
collected through an application created for the specific purpose. Each topic
within stage 1 is discussed in individual sections hereafter.

3.1 Stage 1 – Definition of a Context

We use Dey’s (2001) definition of a context, which is as follows:

”Context is any information that can be used to characterise the
situation of an entity. An entity is a person, place, or object that is
considered relevant to the interaction between a user and an application,
including the user and applications themselves.” [2]
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Fig. 1. Overview of the multiple stages in the development of a language learning
application

We want to have incorporated several key elements in the chosen definition,
which are important to our solution. The definition by Dey (2001) encompass
the much used elements in context-aware computing, like location, identity, in-
teraction (activity), but lacks the actual mention of time. We do believe that
this is covered by including the interaction device as a measurable parameter.
Dourish (2004) mention several studies and compare their definitions of a con-
text and it is clear that the main foundation apparently regardless of case in
which the context is used have location, identity and time as parameters [10].
Based on these three elements we can predict several situational contexts that
will be useful information in a language learning application. The device holds
another layer of context relevant information, such as physical actions or activ-
ities. These physical motions can be captures by sensors in the phone or sensor
only devices, which are demonstrated by [11–14]. The definition by Dey (2001)
also allows for collecting information based upon phone usage. This will involve
SMS, calendar, mails, frequently used programs, RSS feeds, cloud services or
social networks like Twitter and Facebook. By including personal profiling, it
will open a discussion regarding privacy, which is not relevant in this paper and
therefore will not be addressed.

3.2 Stage 1 – What Is a Language Learning Context?

The application is meant to invoke experience-based learning by using the assign-
ments in the language class at a later time. Schmidt (2005) introduces Implicit
Human Computer Interaction (iHCI) as the interaction conducted by the user
with the environment or artifacts in order to accomplish a goal [15]. The implicit
interaction or input is measured by the system depended on behaviors or actions
of the user. We believe that the experiences may not all be measurable and will
become implicit feedback to the context understanding for each user when using
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the application. This will provide a more situated experience for the user and
thereby be essential learning of how a situation may work, since these can be
very cultural depended.

Current language courses are still class room based, learners interact with
other learners that have an equal level of mastery of the language. Thus, exer-
cises done during the class have one severe shortcoming, even if they are mo-
tivating and well-designed, e.g. including role-plays or other experience-based
elements. Learners interact with other non-native speakers, rendering it nearly
impossible to experience ”real” conversations in terms of what is discussed, how
it is discussed down to phonetic accuracy for the language that is learned.

By complementing class work with situated learning in real situations, we
aim providing the learners with opportunities to experience and practice in real
situations following the idea of coaching in intercultural training [16]. Imagine
e.g. a situation where the student stands in line at the train station in order to
purchase a ticket. This can be seen as an ideal situation to trigger a learning
session on buying a train ticket. The student has some time for this session as
he is waiting for his turn, he is in the right context for the knowledge that is
conveyed and he is able to apply the knowledge shortly afterwards in a real
situation. These experiences can then feed back into the classroom, providing
feedback to the teacher about the actual performance of the learners in the
class and allowing them to structure the lessons more around real problems the
learners are facing.

One of the challenges raised by this approach is the necessity to define which
kinds of language learning contexts are likely to be relevant for situated learning.
The example above shows that location might be relevant information. Other
information could be the learners’ calender. If there is e.g. a meeting scheduled
with the boss in the afternoon, a useful learning exercise could focus on inter-
actions with higher status individuals. Or if the learner has recently begun to
browse real-estate websites, exercises centered around houses and the real-estate
market might be very appropriate. As this is largely uncharted territory, we are
proposing methods for capturing relevant language learning context in the next
section.

3.3 Stage 1 – Approach to Context Identification

In this section we present and discuss how a diary study and a context logging
applications can be used to collect knowledge about context relevant scenarios
for our experience-based language learning application. These investigations are
necessary due to the inclusion of the cultural layer. Foreigners and immigrants
will not have the same cultural behavior and understanding as ethnic Danes of
everyday instances. Thus the participants for the two studies are actual foreigners
and immigrants attending language courses offered by the local municipality. The
following sections will explain the purpose by conducting a diary and context
logging study.
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Diary Study. Situational information can be difficult to collect due to several
issues; like ethics on when and where to log data or what is important data for
this user and therefore should be logged. The solution, which is the straightest
forward by, is a diary study. This allows notating current activity, location, date,
time of day and comments. However this is relaying on participants willingness to
actively do an effort and might require a more instructed survey. An instructed
survey can alter the premises towards a more biased data gathering than orig-
inally envisioned. It’s important that a schedule for the complete study is in
place before starting, since major events might interfere with the actual normal
activity level. An example could be measuring how often do you do sport related
activities. This can be a very seasonable measurement, which will make a false
impact on the study if only conducted during the winter or summer. Depend-
ing on what study that is being conducted different lengths can be discussed as
the best measurement. If weekly routines are important then it’s not enough to
conduct the study below of one week, since the measurement might not be nor-
malized from that period. A diary study can be anonymously conducted or with
an identification possibility. What not so great about an anonymously approach
is that if during the analysis an answer don’t make sense or is very interesting,
it’s not possible to get the participant to elaborate on it. If participants are
asked to leave their name or each diary is registered then it’s possible to conduct
interviews afterwards if needed, but on the potential cost of honesty.

What can you expect to get from a diary study?

– Structured study.
– Specified activities and day cycles of activities.
– Duration, labeled location and date.
– User comments.

What can you not expect to get from a diary study?

– Readable notes.
– Fast feedback
– Continuous results
– Corrections

Context Logging Application. The context logging application is installed
on smart phones, which then are lend to end users for a time span of at least one
week. Longer time spans have through preliminary trails shown a decrease in
interest and would not provide any additionally results. It is therefore a better
return on investment, with more participants contributing one week of activities
each than fewer submitting after longer periods of use.

The participants are taught in how to use the phone and the actual context
logging application. Fig.2 depicts a use case scenario, where the user is waiting for
the bus to arrive, so he can take a photo of that specific scenario. The application
is built as a 2 stage system. The main layout provides basic instruction on how
to use the application and what the study is about. Beyond the instruction the



Contextualizing Language Learning 367

Fig. 2. Non-Danish speaking student using the context logging application at a bus
stop

user can either start the logging or send the collected data to the database. By
pressing the start button the application request the user to take a photo of the
current context relevant scenario or situation, which is the first stage. During
and including after the photo the application also records all audio, which is the
second stage. Until the user determines that the scenario or situation is done
and presses the stop button, it will remain active. In parallel with the active user
involved logging the application collects passively GPS coordinates (if available),
time and date on each started session. Location data is interesting, since it can
relate the user to various defined topics like transport, leisure etc. depending on
what can be found within a certain geographical vicinity of the user.

4 Discussion

The major, but interesting challenge is how should the collected data consisting
of qualitative (user opinions) and quantitative data (location, activity, phone us-
age), be used to generate an experience that can be qualified as context relevant,
with the inclusion of case specifics (culture)? Based on language learning models
and experience-based learning a decision framework will sort the sensed informa-
tion and propose assignments for the user. A database will allow external push
options and that can be utilized with creating a web-based editor that is aimed
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towards educators for assignment creation. The editor can incorporate the nec-
essary parameters required by the decision framework so created assignments
easily can be pushed to the users. This will add an extra layer of control for
the educators to reach the individual so any profiling regarding learning styles
or cultural preferences on users can be added in this interface. Table1 shows
the different key elements necessary to determine a specific context and what
technologies or methods would be used to collect them.

Table 1. Context-aware technologies or methods available for a smart phone is placed
according to traditional context types, with the addition of case specifics

Location Identity Activity T ime Case specifics

GPS Phone usage Accelerometer System clock & date Users’ culture
Patterns Social media Gyroscope Duration of action Target culture
Google places API Cloud services Location data Events Experience-based

For example, if the system only were given the location data it would not be
sufficient to create an automatic experience-based learning application, due to
central elements would be missing from our used context definition. To close this
gap and add to the real experience-based part, user activities will be an impor-
tant function, since this information will allow a combined decision based on a
location and the current activity. User activities can be physical or mechanical
movement like walking, riding the bus etc. Collecting activity data can be sensed
anonymously through sensors in mobile phones. Time is able to use the location
data to search for events in the phones calendar or over cloud and social services,
which will further add to the dimension of context-awareness. Lastly we have a
cultural understanding of the user, which will help structuring the presentation
of a language learning assignment.

5 Future Work

Next stage in the development will encompass an analysis of collected data
through diary studies and a context logging application with foreigners or im-
migrants whom arrives to Denmark and have the goal to learn the culture and
language. Further work will likewise consists of creating a recognition system
for activities and prior to that collect the data needed to classify them. The
last stage of development will draw on the findings to propose a working proto-
type, with user profiles calculated from cultural preferences in order to provide
experience-based language learning.
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Abstract. One of the fundamental characteristics of social networking 
platform is its versatility. Regarding to pre defined pedagogy premises it is 
possible to elaborate educational programs for any type of theme. Health is one 
of the areas that are being influenced by the possibilities offered by social 
networking platform. There are already many ongoing projects dedicated to the 
teaching of health practice and concepts of health. In this context, this paper 
focuses primarily on the development of a solution for teachers and students 
engaged on their 3rd year of undergraduate Medicine course, in the University 
Hospital. All the participants are enrolled in the Internal Medicine discipline, 
defining the student’s entrance into the hospital routine. The model views for an 
open dialog that should allow an exchange of medical knowledge, in the sense 
of reaching a better solution for specific problems within each group.  

Keywords: eHealth, collaboration, learning, usability. 

1 Introduction 

By definition, social network is a frame composed of individuals and/or 
organizations, with different types of relationships, connected directly or indirectly, to 
share knowledge, experiences and interests. It enables the development of horizontal 
relations and collaborative activities among its users [1]. 

Since social networks are widespread in different social contexts, such as 
entertainment, Facebook and Twitter, and professional, LinkedIn, it has been accepted 
as a learning management system in the process of teaching and learning. Teachers 
can act as a mentor in the process of teaching and learning, encouraging students to 
share and build knowledge together. Therefore, an active process of cooperation 
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between students and teachers replaces the traditional structure of passive learning, in 
which the students acquire the knowledge transferred by the teacher [2-3]. 

In this context, through the discipline of Internal Medicine, at the School of 
Medicine of the Federal University of the State of Rio de Janeiro (UNIRIO), held at 
the Gaffrée e Guinle University Hospital (HUGG), a case study was realized by using 
the social networking platform, named YouKnow, developed as a tool for 
collaborative learning for medical students. This study aimed to present a system that 
focuses on collaborative learning and interactive activities on multiple platforms 
(computers, tablets, smartphones). It also shall promote the exchange of experience 
between students and teachers, health institutions, teaching hospitals and other 
interest groups. Through the access to patient case studies, the groups involved in this 
process could share opinions and medical practices in a collaboratively manner. 

2 Material and Methods 

The tool used during the study was the Youknow software, SLMs - Social Learning 
Management System, developed by Affero, with the main purpose of promoting 
learning through a collaborative manner among participants. This software focuses on 
the interaction between the traditional model of teaching and processes based on the 
collaboration between people. 

 

 
Fig. 1. Example of screenshot of the Youknow’s homepage  

The methodology to this study was the usage of the software Youknow, during 
weekly meetings, by a group of students of the third year of medical school at the 
Federal University of the State of Rio de Janeiro (UNIRIO), as a tool of learning 
during Internal Medicine’s discipline. The result was a course that provided the 
students with a startup hospital’s routine, based on clinical cases analysis at Gaffreé e 
Guinle University Hospital. The tool’s usability consisted on a case study regarding 
medical record envolving a patient that was treated by the teacher/tutor. For this 
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purpose, the teacher gradually provided patient’s record information to students, in 
which students were able to consolidate analysis, associated with the theoretical and 
practical content learned during the Internal Medicine discipline. 

 

Fig. 2. Image 2: Example of screenshot when the user logs on 

 

Fig. 3. Example of screenshoot of the Internal Medicine community 
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At first, a Group of Interest was created and nominated as Internal Medicine. 
Furthermore, the students published the information from the medical records, 
regarding relevant questions, such as research materials and scientific literature, 
differential diagnoses, and the patient's diagnosis confirmed by teacher/tutor. This 
information was organized from items previously established in the Group of Interest 
such as lectures, best practices, articles, forum, image gallery, videos, interviews and 
column. 

3 Results 

In order to initiate content publishing, the students chose the methodology item Lesson 
learned. The choice was motivated by the fact that this item had already indexed 
questions that could precisely guide the case’s content by students. After publishing the 
patient's anamnesis on this item, named CASE 1, which contain differential diagnoses 
and illustrations related to the topic, the teacher/tutor used the item Best practices to 
disclose the imaging that was used to diagnose the patient’s disease: Computed 
Tomography and Magnetic Resonance Cholangiopancreatography. Related to this 
experience, students then published a scientific article in item Article, entitled “Diabetes 
mellitus and ductal carcinoma of the pancreas”, once it was considered relevant and 
similar to the case studied. 

 
Fig. 4. Example of a screenshot showing the item Lesson learned, with the CASO 1 published 

During the process analysis of the case, the questions were published under the 
item Forum, with the purpose of being answered by the teacher or even by the 
students.  

On weekly meetings, the teacher release by date the complementary exams 
performed by the patient into the item Gallery and two streaming videos from 
Endoscopy and Cholangiography into items Videos. In the item Interview, imaging 
and laboratory exams were posted. This item was also used to transcribe the patient's 
record. Gathering all of this information, released by the teacher, and browsed by the 
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students, the latter were able to diagnose correctly the case. After the teacher/tutor’s 
approval, confirming the diagnosis, the case study was published under item Lesson 
Learned as a summary. And at the item Column, a Power Point presentation was 
published based on patient pathology. 

 

Fig. 5. Example of screenshot of the platform, displaying the Forum item created by the 
students 

 

Fig. 6. Example of a screenshot of the collaborative learning platform displaying images related 
to the case in the item Gallery 
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At the end, the students gathered all the information posted through the items THIS 
ITEM IS RELATED TO, since all the information was related. The students used all 
the available learning tools, except for the item Podcast, since they lacked suitable 
material to perform audio recordings. 

4 Conclusion 

Students and teacher/tutor had a positive evaluation regarding the usage of Youknow, 
a collaborative learning platform in the process of teaching and learning. The usage of 
a collaborative learning platform stimulates students’ participation, allowing them to 
express their opinions, and discuss with experienced professionals. Students have 
learned how to collect bibliographic data and to critically analyze it. Considering the 
complexity for searching the right diagnosis, a collaborative discussion allowed 
students to understand the relevance of browsing through different sources, and how 
an interactive discussion can save time in order to formulate the right diagnosis, 
which is not often reached during classes. Also, online tool enables content’s access 
anytime/anyplace and shape their own learning’s needs. One of main factors 
influencing positively the use of this platform was its easy access, which can be done 
through computers or mobile devices. The popularity of social networks as Facebook, 
Twitter, and Instagram contributed to the positive evaluation of Youknow, whereby 
students are familiar with its use and this tool allows a horizontal relation among 
users. 

Finally, the social networking as a collaborative learning platform tool, in 
academic environment, can be useful because encourages students' autonomy, active 
participation and understanding of the complexity surrounding the studied cases. The 
interpersonal and intrapersonal relationships are also encouraged in this process, 
being important for the formation and maturation of an active individual in society. 
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Abstract. Using glyphs to associate digital media with physical materials has 
great potential to enhance learning. A key challenge, however, lies in enabling 
children to author their own glyphs that integrate well with their drawings. One 
possible solution lies in the d-touch system which uses a topological approach 
to structuring glyphs. Through a series of Participatory Design studies, we have 
explored how children can be supported in creating their own d-touch glyphs. 
Main highlights from our findings indicate that it is difficult for children to 
create glyphs following only written rules. A structured diagrammatic approach 
is then introduced in which colour-coded hierarchy diagrams support a mapping 
between their drawings and the underlying rules. We found this has significant-
ly improved their drawing attempts. The paper then concludes with a potential 
to integrate the approach into more sophisticated learning experience.  

Keywords: Drawing rules, visual diagrams, d-touch glyphs. 

1 Introduction 

Glyphs have emerged as a powerful and popular way of embedding digital media into 
physical materials. Current glyphs however are predesigned and do not always fit well 
aesthetically in terms of the content they project, the loci of their placement, or human 
preferences. This is because current systems operate on geometrical feature detection 
to localise the barcode placement and encode their unique identifiers. The challenge 
for us then is to enable children to author the glyphs for themselves in the same way 
that they can already draw pictures on a page. 

Fortunately help is at hand due to a new approach to authoring personalised glyphs 
that is embodied in the d-touch system [1]. We feel that d-touch opens up an impor-
tant opportunity for personalised glyphs to be used by children for learning in the 
classroom. However, while this technology is exciting, it also creates new issues, such 
as facilitating proper glyph making process. To do so, the needs of child users must be 
considered as they perceive differently and has different considerations and require-
ments from other user groups [2]. 

Our paper therefore reports an iterative exploration of working with children in 
schools to explore how they can be supported in authoring d-touch glyphs. We begin 
with an initial study of whether children can follow written rules for generating 
glyphs. The results of the study suggest that additional support is needed, leading us 



 Refining Rules Learning Using Evolutionary PD 377 

 

to introduce a more structured approach involving visual diagrams and supporting 
tools to guide the drawing process. Further studies suggests that children can work 
with this structured approach and that it has the potential to enable them to author  
d-touch glyphs that might be used as part of learning experiences. 

2 The d-touch Glyph System 

d-touch [1] is a glyph recognition system that allows users to create their own bar-
codes. The novelty of d-touch lies in its topological recognition algorithm. With d-
touch, glyphs can now carry direct visual cues that enable viewers to infer beforehand 
the information that they may hide.  

 

Fig. 1. d-touch Topological Glyph Recognition Algorithm 

Glyphs are based on the form of a constrained binary tree as shown in Fig. 1. We 
say constrained because for a glyph to be valid, its associated tree must satisfy three 
key constraints: (i) there must be at least three levels of nesting (root, branch and 
leaf); (ii) there must be at least 3 branches present; and (iii) at least half of the 
branches must have at least one leaf each. These rules are intended to achieve a bal-
ance between flexibility of design and reliability of recognition as explained in [1].  

However, it is not clear whether younger children would be able to apply the algo-
rithm – which at first sight appear complex and technical sufficiently well to be able 
to create their own glyphs. Following this, we revised the drawing rules to assess how 
well this could facilitate glyph making process. 

3 Evolutionary Participatory Design 

In order to create valid glyphs, the algorithm properties of these glyphs need to be 
thoroughly understood. With that motivation, we have conducted several Participatory 
Design studies which we termed as Evolutionary Participatory Design (EPDs). The 
EPDs is inspired from the Seeding, Evolutionary Growth, Reseeding (SER) model 
[3], where results and observation from each study is fed to the consequent PD study 
by enhancing, restructuring, removing or continuing the task until the design goal is 
achieved. The process flow can be seen in Fig. 2.  

There were four different PD sessions, each with different sets of children. In total 
we had 29 children (aged 10 to 11 years old) giving feedback to our rules learning 
process. The age group is selected as it is believed they could understand and follow 
rules and are able to express drawings well [Sawford, personal communication].  
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Recruiting different sets of children for each study allows the unbiased identification 
of design problems as none of the children would be influenced by prior experience.  

Each PD set observes the session structure (one to one, group session, workshop), 
rules briefing (describing and presenting rules), artefacts (hand-outs, glyphs assess-
ment tool) and task activities. Each component has its own distinguished characteris-
tics which were designed to support and feed other components as a holistic rules 
learning process. These components were scrutinized as separate parts and formalized 
for the next PD session.  

 

 

Fig. 2. Process Flow in Evolutionary Participatory Design adapted from [3] 

4 Study 1: Following Written Drawing Rules  

Study 1 was conducted as one-to-one where a facilitator sits next to a participant and 
briefs each of them on the study and rules. 7 children participated which lasts 45 mi-
nutes average for each session. The children were asked to draw their favourite ani-
mal by following our revised d-touch drawing rules. For each attempt, they are re-
quired to check the drawing validity using DTAnalyser (a drawing analysis tool that 
verifies how a drawing fits with the recognition algorithm [1]). A valid glyph is then 
used to trigger computer content which allows children to see how a glyph functions. 

Table 1. Revised Drawing Instructions for Study 1 

Previous d-touch Rules Revised Drawing Instructions
A glyph must have at least and at most 3 levels of 
nesting – root, branch and leave 

Using black marker pen, draw objects which can 
be considered as animal body parts (head, neck, 
body, etc). You should at least have 3 objects and 
all objects drawn must be joined together 

A root is assumed as the black region which 
contains a minimum of 3 white regions 
At least half of the branch or white regions must 
contain black regions (leaves). The leaves should 
only connect to the branch and not the root 

Using blue marker pen, draw lines or dots inside 
the black objects as animal features. 
The blue lines/dots should not touch the black 
object. If it does, overwrite it with black marker 
pen, or draw a new drawing but make sure the 
lines/dots appear smaller and no longer touch 
the black object. 
At least half of the object drawn should have 
some blue lines or dots inside it. Objects cannot 
appear inside objects. 
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4.1 Results and Findings 

Table 2 summarises our observation of children’s attempts in terms of the number of 
iterations required to create a valid glyph as well as common errors made, and also 
shows their final drawing. In general, we observed that children started off by draw-
ing objects then adding lines/dots inside the objects. It was when adding the lines/dots 
that seemed to create most problems. As the drawing was analysed using DTAna-
lyser, lines/dots placed too close to the objects could be detected as being part of the 
objects. Additionally, incomplete pen strokes and gaps in large filled areas also mod-
ified the apparent topology. Such effects could easily lead to breaking d-touch rules 
such as: “at least half of the objects drawn should have some blue lines or dots inside 
it” and “no objects are allowed inside objects”. This caused confusion for the child-
ren who felt that they had followed the rules well. We also observed confusions over 
distinguishing objects and lines/dots and also the number of leaf and branch nodes 
required in an image.  

Table 2. Summary of Children Output from Study 1 

P1 

 

P3

 

P5

 

No. of iterations: 3 No. of iterations: 5 No. of iterations: 4
Errors made: (i) Lines/dots touching objects, (ii) drew objects inside objects

P2 P6 P7

 
No. of iterations: 2 No. of iterations: 7 No. of iterations: 5

Error made: Lines/dots touching objects
P4 

 

Error made: Drew objects inside objects  
Number of iterations: 4 

 
In short, it appeared to us that while the children could ultimately draw valid 

glyphs from the written instructions, that this was a frustrating process requiring  
multiple iterations while they struggled to comprehend both the rules and using 
DTAnalyser. We concluded they required greater support of some kind. 

5 Study 2: Following Hierarchical Diagram 

Study 2 was conducted as a group session where all 6 children sat in a group. A facili-
tator briefs them on the study and the rules. The study lasts 45 minutes. As we had 
learnt that children had difficulties in following textual instructions, we explored if 
rules presented using diagrams might be easier to understand. By doing so, we can 
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reduce the amount of cognitive effort required in learning [4]. In response, and in-
spired by the visual form of the d-touch rules in Fig. 1, we developed a form of hier-
archical diagram (see Fig. 3) with the following characteristics:  

1. Mimic the hierarchical topological structure of a d-touch glyph 
2. Support rule inference though labelling in the diagram [5] and using colours 

 
The intention behind using a diagram that mimics d-touch binary tree is to provide a 
starting point for user to think through the details that need to be present in a drawing 
so that it can act as a glyph, hopefully helping them bridge the gulf between the topo-
logical structure required by d-touch and the visual detail that they, as an author, 
might want to include. The use of colours (e.g. blue for body parts, red for features) is 
intended to help with this and also enable easy referencing later on. We did not pro-
ceed using black and blue as in previous study as these colours have similar hues 
making it difficult for children to tell them apart in a glance.  

 

Fig. 3. Basic Hierarchical Diagram 

The structures of these rules were presented using two slides; each slide containing 
hierarchical diagram and corresponding glyph. Children were described how red and 
blue blocks can be represented with drawings. They were explained that body parts 
(blue blocks) are represented with blue outline, while features (red blocks) are pre-
sented with red filled patterns. No hand-outs were given as it was felt that the slide 
brief left on the projector screen was good enough as a reference point. 

Children were asked to draw a glyph based on a given hierarchical diagram. They 
were encouraged to ask questions, discuss amongst themselves on how the valid 
glyph should look like. Due to the limited session time we had with the children, the 
children were only given two attempts regardless of the final results.  

DTAnalyser was problematic in the previous study as it gave confusing feedback 
to the children which hindered productive learning process. We opted for a manual 
checking mechanism. This is simply facilitated with the use of colours and correct 
number of representation by cross-referencing between produced glyph to the given 
diagram. 
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5.1 Results and Findings  

Table 3 summarises our observation of children’s attempts in terms of errors made 
and also shows their final drawing. In general, we observed that children began by 
drawing body parts then adding in features. The use of contrasting hues has definitely 
helped in distinguishing body parts and features. The blocks in the diagram helps to 
visualize how features are calculated into the algorithm topology however the number 
of representation required in the glyph was still confusing to some.  

Table 3. Output from Study 2 

 
 

A general conclusion that can be drawn from the children’s drawing was they were 
keen in producing realistic drawing that did not fit technically to d-touch algorithm. 

6 Study 3: Using Orderly Blocks and Templates 

This session was conducted as a workshop setting with 8 children. The facilitator 
briefs them on the study and the rules and the study lasts 30 minutes. 

We were able to observe from the previous study that the hierarchical diagram was 
helpful in visualizing algorithm rules to the children but they needed further support, 
particularly the form of drawings acceptable to the algorithm. Following this, we 
introduced the use of templates that suggests acceptable drawing types (See Fig. 4).  

Following a suggestion from a teacher, we now called the hierarchical diagram or-
derly blocks (OB) as it involves putting the entire blocks label into an orderly fashion. 
Clearer definition were also devised; body parts were defined as “distinctive parts of 
the image you can separate into big chunks”, while features were “tiny pieces that 
appear inside the body part”. We also provided the following drawing guidelines: 
“body parts drawn must be joined together”, “features must be drawn inside body 
parts it appears in and should not touch the outline of the body parts” and “features 
must appear in at least half of the body parts drawn”. 

P1 P2 

 

P6 

 
In terms of numbers, all of the body parts and features were correctly represented. However, the 
positioning (touches body parts) and patterns of all features were erroneous 
P3 P4 

 

P5 

 
These three children didn’t seem to grasp the concept of block’s representation using shapes and 
patterns. Even the numbers of representation is wrong. 
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Fig. 6. Cat Glyph with Corresponding d-
touch's Binary Tree 

Fig. 7. An Alternative Glyph and Correspond-
ing OB and d-touch’s Binary Tree 

Children were asked to draw a glyph based on a given OB. Even though children 
could manually check how their end glyph corresponds to the OB, we have prepared a 
d-touch glyph reader that plays a gif animation should the resulting drawing match the 
OB structure. This provides quicker evidence that something is not quite right with 
their attempt and would allow children to study their glyph and see what needs  
correcting. 

6.1 Results and Findings 

Table 4 shows glyphs produced by the children. Glyphs produced by P2 and P5 
matches with OB. In contrast, the rest of the glyphs did not. Due to the limitations of 
d-touch’s recognition system1 embedded in the glyph reader, some drawing strokes 
and the room’s lighting conditions could create drawing noise that unintentionally 
make additional outlines or patterns appear to be present in the drawing. When this 
happens, the reader scans the picture as matching the OB structure hence triggering 
the content. This has caused the children to miss the error made hence not able to 
learn from their mistakes. The scanning errors are highlighted with green circle and 
explained accordingly as missed errors. 

Table 4. Output from Study 2 

P2 

 

P5 

 

P3

 
Missed Errors: Objects more than 
required 

P1 P4 P6 P7

 
Missed Errors: Lines drawn scanned as objects

                                                           
1 An open-source application made available by d-touch author at www.d-touch.org 
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We have also observed that children did not make full use of the hand-outs, only 
referring to selected pages. 

In spite of this, it must be acknowledged that most of the body parts and features 
were drawn with proper visual representations, indicating a satisfactory visual map-
ping process by the children. 

7 Study 4: Following Revised Orderly Blocks 

This session was conducted as a workshop setting where all 8 children sat in a group. 
The facilitator briefs them on the study and the rules. The study lasts 30 minutes. 

Hand-outs are kept to minimal – only showing examples on cat OB and glyphs as 
well as templates. This kept their focus on the board and allows referencing to the 
hand-outs when in need of a clearer view of the rules description.  

The same exercise and checking mechanism applied in Study 3 were observed in 
Study 4. However, we have learnt that children struggled when making representa-
tions for block labels with joined body part (i.e. ‘head + antennae’). Therefore, chil-
dren were further trained on this concept further through brainstorming exercises. To 
minimize recognition error by the d-touch reader, we emphasised the need for each 
blocks and drawing representation to be clearly and correctly presented. We indicated 
that computers are bound to errors so they need to design their glyphs clearly. 

7.1 Results and Findings 

Table 5 shows glyphs produced by the children. All of the children had no difficulty 
producing valid glyphs that correspond to the given OB within their first attempt. It is 
believed the brainstorming exercise conducted was useful in getting children to  
understand the concept of proper drawing representation that conforms with OB struc-
ture and labelling.  

Table 5. Output from Study 4 

P
1 

 

P
2 

 

P
3

 

P
4

P
5 

P
6 

P
7

8 Conclusion 

Our studies reveal that authoring interesting and valid d-touch glyphs can be a chal-
lenging task for children. This is due to the relatively complex topological rules  
involved. Our studies also suggest that children may find it easier to understand the 
topological rule structure through the use of diagrams rather than only written instruc-
tions. Thus, the OB with the use of hierarchy, labelling, colours and supporting  
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templates provide a foundation to bridge between the complex abstract topological 
rules and a particular concrete drawing. 

When learning a new application, it is empirical that children are supported as 
much as possible. This comes in the form of facilitation, hand-outs, demonstration 
and checking mechanism. Children should also be trained as much as possible on 
rules application, particularly in the visual mapping process.  

As the PD study progresses with each evolution phase, favourable response can be 
seen from participants indicating an improved learning structure. With this, we will 
conduct further studies to observe children author their own glyphs based on a learn-
ing theme. This not only further affirms our current observation but also allows the 
actual authoring itself without relying on pre-given data (i.e. OB). This reflects a fur-
ther general finding from our studies – that authoring a glyph might best be thought of 
as a complex and iterative process rather than being a ‘one off’ process of making a 
drawing to some rules.  
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Abstract. This paper discusses the efficacy of self-generated visualization on 
pitch recognition for the music sight-singing learning from the Internet. The 
self-generated visualization on music sight-singing learning system incorporates 
pitch recognition engine and visualized pitch distinguishing curve with descrip-
tions for each corresponding stave notation on the web page to bridge the gap 
between singing of pitch and music notation. This paper shows the conducted 
research results that this web-based sight-singing learning system could scaffold 
cognition about aural skills effectively for the learner through the Internet. 

Keywords: pitch recognition, self-generated visualization, sight-singing, music 
education. 

1 Introduction 

Sight-singing skills tone up a music learner’s ability to be more accurate when per-
forming unread music[2,4]. Many constituent elements are involved in the process of 
sight-singing which includes an individual’s perceptive competence, knowledge, and 
experiences. Multiple cognitive procedures are involved concurrently when learners 
read music by sight [1,6]. In traditional schooling, where students learn music from 
notations, sight-singing demonstrates a student’s music literacy and music under-
standing. However the process of sight-singing involves the conversion of musical 
information from sight to sound [3]. It is hard for the learners to distinguish their 
sound of soundness by themselves. As the web environment is becoming an effective 
educational media [5], the goal of this study with pitch recognition design is to con-
struct a facilitating sight-singing learning interface which adopts visualization strategy 
to transform the singing sound to a wave curve. By comparing with the standard wave 
curve of music notations, the learners would identify the correctness of their music 
sight-singing from the self-generated wave curve. Thus learners can build their own 
foundation of sight-singing skills by themselves from the Internet. 
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2 Self-generated Visualization on Music Sight-Singing Design 

The design of web-based learning system of self-generated visualization on pitch 
recognition (Fig. 1) is based on pitch recognition engine running on Windows plat-
form. It integrates a voice recorder as a music sight-singing input producer. It also 
connects with the standard MIDI pitch producer from the music software Finale. The 
standard MIDI pitch producer could act like threshold for learners to distinguish their 
sight-singing status. Each pitch of music note sang by a user could be explicitly  
 

 

Fig. 1. Web-based learning system of self-generated visualization on pitch recognition 

 

Fig. 2. Visual responding accuracy of sight-singing note 
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recognized by web-based learning system of self-generated visualization on pitch 
recognition and responded visually with the compared results of accuracy (Fig. 2). 
The integrated web-based learning system of self-generated visualization on pitch 
recognition software is installed at client side. This design not only reduces the over-
load of server computation, but also avoids redesigning of the existing web sites for 
the user’s special hearing needs. 

The design of web-based learning system of self-generated visualization on pitch 
recognition provides a useful visual mechanism of accessible learner sight-singing. 
The goal of this design is to construct automatic visual interfaces for sight-singing 
learning in web-based environment. For each the music notes would be sampled via 
the voice recorder once sung by a learner, the pitch recognition engine could then 
perform the following functions as requested to facilitate the access of sight-singing 
of music notes. 

private static Double[] bytesToDoubles(byte[] bytes) {  
  Double[] double = new Double[bytes.length / 2]; 
 for(int i=0; i < bytes.length; i+=2) {  
   double[i/2] = bytes[i] | (bytes[i+1] << 8); 
  }  
 return double; 
}  

1. transforming each music into corresponding wave forms, which is used to compare 
with the standard MIDI pitch producer 

2. producing compared result of each music note with the wave forms corresponding 
to the music staff 

3. highlighting the error of sight-singing note 
4. replaying the sight-singing of user with feedback of pitch accuracy comparing 

Thus, user can access the sight-singing of music notations visually on the Internet 
through this web-based learning system of self-generated visualization on pitch  
recognition. 

3 Method and Results 

This research made use of quasi-experimental method. Children were selected from 
the 6th grade of a primary school in Taipei Taiwan. These students were randomly 
divided into treatment group and control group. Children of treatment group could 
access the web-based learning system of self-generated visualization on pitch recogni-
tion through the Internet at classroom and home. Students of control group took the 
same learning materials and instructions under traditional sight-singing pedagogy. 
The experiment proceeded over 6 weeks. 

The participants were briefed on the rationale behind the test and the basic testing 
procedure and presented with a consent form. An informal interview was then carried 
out, to ascertain general information on the individual music backgrounds, their music 
and computer experience. Baseline measurement was taken while the participant of 
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treatment completed the computer manipulation instructions. The participants of 
treatment then were encouraged to navigate learning materials in the Internet via  
using the web-based learning system of self-generated visualization on pitch recogni-
tion. This was used to create scaffolding mechanism for the treatment group in sight-
singing learning. The questionnaire items were evaluated by computer and music 
education experts through Delphi approach and confirmed by experienced primary 
school teachers. The music performance test items were all evaluated and analyzed by 
music education experts to get the item’s difficulty and discrimination coefficient. 
The students of the two groups received the pretest of music notation related perfor-
mance after taking the first two weeks of traditional lessons and filled the attitude 
questionnaires. On completion, an informal interview was conducted to ascertain the 
state of the participant. The next phase of the experiment was conducted separately at 
the actually different learning environments. The participants were conducted with the 
experiment under normal schedule in primary school. 

There were 40 children with evaluation of limited sight-singing skills conducted in 
this study. Participants were given pre and post-tests. The test included identifying 
pitch, intervals, and rhythm. And a System Usability Questionnaire proceeded after 
the post-test. In addition to overall satisfaction score, the responses can be divided 
into three sections: system usefulness, information quality, and interface quality.  

The experiment data were gathered and analyzed using SPSS. Both performances 
of the two groups on pre-test and posttest have been given in Table 1. An independent 
t-test was inspected to examine if there was any significant difference between the 
two groups. The compared results of pretest and posttest for each group were pre-
sented in Table 2.  

Table 1. Performances of the two groups on pre-test and posttest 

 Pre-test Post-test 

Group N Mean SD Mean SD 

Experiment 20 51.23 8.21 67.16 8,27 
Control 20 51.20 7.80 59.80 10.85 

Table 2. T-tests of pretest and posttest 

 df t Sig. 

Experiment 
Group Pret-
est/Posttest 

19 6.76 .000* 

Control Group 
Pretest/Posttest 

19 3.16 .000* 

 
The questionnaire data suggested satisfied in all three usability categories (system 

usefulness, information quality, and interface quality). System usefulness, which 
measures the users’ perception of how the system can improve their sight-singing 
performance, improved the most with 93% scores. 
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4 Conclusion 

The learning interface of self-generated visualization on music sight-singing could 
move learners beyond basic drill exercises to a competence that is tailored to the con-
tent of individual needs in the sight-singing training. And the recording and replay 
functionalities created from the web environment facilitate learners to master the 
skills. The remediation would be visualized by the exercise itself. Sight-singing skills 
development occurs when learners interact with the learning interface of self-
generated visualization on music sight-singing in a continuous drill. Many singing 
sound faults could then be tuned up through the combination of practice and imme-
diate visual feedback. 
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Abstract. The paper proposes an evaluation model based on fuzzy AHP to help 
users select CAS that best matches their requirements. The subjectiveness and 
imprecision of the evaluation process are modeled using linguistic terms. The 
evaluation criteria framework based on the usability and problem solving capa-
bility of CAS is developed. Fuzzy AHP is employed to determine the relative 
importance weights of criteria and the preference order of alternatives. The ap-
plicability and effectiveness of the proposed methodology is illustrated. 

Keywords:  CAS, fuzzy AHP, usability, problem solving capability, linguistic 
evaluation. 

1 Introduction 

 It has been appreciated that the goal of promoting mathematical exploration (through 
symbolic, numerical and graphical experimentation) is well served by computer alge-
bra system (CAS) [1]. CAS(s) are computer based software packages for performing 
mathematical symbolic computations [2].  

However, there are dozens of CAS available for users: Derive Maple, Mathemati-
ca, Maxima, and etc.  Hence, users are faced with the challenge to select the most 
appropriate CAS that meets her/him requirements. From the human computer interac-
tion perspective the usability dimension and from the functional perspective the prob-
lem solving capability dimension are the most wanted requirements for a software 
package [3, 4]. Thus, evaluation (or selection) of CAS can be viewed as a complex 
multi criteria decision making (MCDM) problem [5] since the student body in Cyprus 
is quite diverse, comprising of students from 50 countries. Recent research studies 
have demonstrated the applicability and flexibility of MCDM approach to evaluation 
of educational software [6, 7]. They employed the analytical hierarchy process (AHP) 
method of MCDM, which was developed by T.L.Saaty [8]. However, AHP does not 
give reliable results under fuzzy environment. 

This paper proposes an evaluation model based on fuzzy AHP to help users select 
CAS that best matches their requirements. The subjectiveness and imprecision of the 
evaluation process are modeled using linguistic terms. The evaluation criteria frame-
work based on the usability and problem solving capability of CAS is developed. 
Fuzzy AHP is employed to determine the relative importance weights of criteria and 
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the preference order of alternatives. The applicability and effectiveness of the pro-
posed methodology is illustrated. 

The paper is organized as follows. The description of fuzzy AHP and evaluation 
model is given in Section 2. A case study of evaluation of CAS is presented in Section 
3. Finally, in Section 4 we present results and conclusion. 

2 Description of Fuzzy AHP and Evaluation Algorithm   

In this section, we present an overview of the literature on FAHP and describe the 
proposed evaluation algorithm. AHP is a powerful decision making tool of multi-
criteria decision making methods. Its aim is to select the best alternative among dif-
ferent criteria. The main idea of AHP is to decompose a complex problem into several 
small problems by means of a systematic hierarchy structure [9]. A decision maker 
makes a reciprocal comparison for each element and layer of the structure using ratio 
scales. A reciprocal matrix is constructed. Then, using matrix algebra, the relevance 
weights of elements are calculated. However, AHP is not able to make decision under 
the environment of uncertain, vague, incomplete, fuzzy information. Hence, there is a 
need to modify AHP for fuzzy environment. It is presented in [10, 11], where fuzzy 
comparison ratios were introduced. The work [12] proposed an extent analysis me-
thod to handle fuzzy reciprocal matrix. Using this method we propose the following 
evaluation algorithm.  

 
Step1. Identify the goal. 
Step 2.Identify a set of alternatives: ),...,2,1(, njA j =  
Step 3.Identify a set of evaluation criteria (or sub criteria): ),...,2,1(, miCi =  and con-

struct a tree type hierarchy structure of criteria and sub-criteria. 
Step 4.Get decision makers’ evaluation judgments in the form of comparison scores  

ija  in pairs of criteria ),...,2,1,(, mjiCij =  . Each comparison score should show how 

much important one criterion is than the other. The comparison scores form the matrix 
of pair-wise comparisons [ ]ijaA =  that should satisfy the conditions: 

jiij aa /1=  and 

)1,1,1(=iia for .,...,2,1 mi =  The comparison scores ija represent linguistic terms [13] 

expressed by triangular fuzzy numbers ),,( 321 kkkk = , where ∞<≤≤<∞− 321 kkk , and 

described in Table 1. 

Step 5.Calculate the relative importance weight iw  for each criterion ),...,2,1(, miCi =  

using the equation:    

                                               

1

1 1 1

−

= = =
  








⊗=

m

j

m

i

m

j
ijiji aaw      ,               (1)                                              
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Table 1. Linguistic scores for comparison and ratings 

Linguistic scores                                           Fuzzy  
number 

Just equal                                                              (1,1,1)   
Equally important (EqI)                                        (1,1,3)   
Moderate important (MI)                                      (1,3,5)   
Strong important (SI)                                            (3,5,7)   
Very strong important (VSI)                                 (5,7,9)   
Extremely important (ExI)                                    (7,9,9)   

 
where addition, multiplication and division operations for two fuzzy triangular num-
bers ),,,( 321 aaaa =  and  ),,( 321 bbbb =  are defined as [14]: 

),,,( 332211 babababa +++=⊕ ),,,( 332211 babababa =⊗           
and 

),/,/,/(/ 132231 babababa ≅  [13], respectively. 

Step 6. Similar to Step4 we obtain decision maker’s preferences,

),...,2,1,,...,2,1(, njmidij ==  about the performance of each alternative jA  within each 

criterion 
iC  using Table 1. These values form the decision matrix [ ]ijdD = . Then, it is 

normalized as follows:    

                                         [ ]


=

=
n

j
ij

ij
ij

d

d
d

1

ˆ , njmi ,...,2,1,,...,2,1 == .                  (2) 

Step 7.Calculate the fuzzy score of each alternative: 

                                                           jiji wdX ⊗= ˆ

    

                     (3) 

Step 8.Calculate the ranking score of each alternative using the graded mean integra-
tion representation of the fuzzy number a  [15] as follows:         

                                                  6

4
)( 321 aaa

aR
++

= ,                                    (4) 

where )(),()(),( bRaRba <=>⇔<=> .   

Step 9.Choose the alternative whose ranking score is maximum as the best alternative. 

3 Evaluation of CAS    

In this section, we present an empirical study concerning the application of the pro-
posed algorithm. It is carried out through a survey among students of University of 
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Mediterranean Karpasia and European University of Lefke. Three alternatives of CAS 
are identified: A1- Maple, A2- Mathematica, A3- Maxima. They are open source and 
easily available. Students are given a questionnaire about the user interface and prob-
lem solving capability of CAS. The user interface is closely related to the concept of 
usability that is central dimension in human computer interaction [3].  The usability is 
considered to be inherent in human computer interface, because it implies the interac-
tion of users with the software product [16, 17]. The guidelines for the mathematical 
problem solving software design proposed in [4] are adopted in our case study. The 
results of the survey is analyzed and the following criteria set hierarchy is derived. 
 

 

Fig. 1. Hierarchical structure of criteria set 

We give a short description of each criterion [3, 4]. Ease of use - C11 - use of an in-
terface with a minimum effort; Visibility- C12 - how interface looks indicates how it 
can be used; Aesthetics - C13 - the `look and feel` of the user interface intended to 
make the interface attractive and appealing; Consistency - C14 - makes the interface 
familiar and predictable by providing a sense of stability; Problem tasks – C21 - refers 
to a situation in which a person wants something and does not know immediately 
what sorts of action he/she can perform to get it; Problem solving process – C22 – 
means  understanding , planning, solving, reviewing the problem and the solution; 
Strategies – C23 - refers to the ways to proceed that are planned and carried out; Prob-
lem structuring – C24 -  enables students to recognize problems by their structure ra-
ther than their contextual setting. After obtaining criteria structure, we follow the 
algorithm described in section two.   

 
Step 4. Matrices of pairwise comparisons obtained from the survey analysis are 
shown in Tables 2 and 3. 

Table 2. The  pairwise comparison matrix of the dimensions 

Dimensions                       C1                          C2  
C1                    (1,1,1)                       (1,3,5)  
C2                  1/(1,3,5)                       (1,1,1)  
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Table 3. The pairwise comparison matrix of the usability criterions 

    C11    C12    C13     C14 
C11 (1,1,1) (1,3,5) (1,3,5) 1/(1,3,5) 
C12 1/(1,3,5) (1,1,1) (1,1,3) (1,1,3) 
C13 1/(1,3,5) 1/(1,1,3) (1,1,1) (1,1,3) 
C14 (1,3,5) 1/(1,1,3) 1/(1,1,3) (1,1,1) 

 
Step 5.  Based on Eq. (1) the relative importance weights of dimensions and criteria 
are computed and presented in Table 4.   

Table 4. Priority weights of dimensions and criteria in the AHP decision tree 

Criteria Weight 
 between dimensions 

Weight  
within the  
dimensions 

Weight among the 
criterion 

  

C1 (0.25,0.76,1.86)     
C11  (0.11,0.42,1.12) (0.027,0.32,2.1)   
C12  (0.11,0.19,0.74) (0.027,0.14,1.37)   
C13  (0.082,0.19,0.56) (0.02,0.144,1.41)   
C14  (0.061,0.19,0.37) (0.015,0.14,0.69)   
C2 (0.15,0.25,0.62)     
C21  (0.13,0.35,1.04) (0.02,0.086,0.64)   
C22  (0.11,0.19,0.7) (0.016,0.047,0.43)   
C23  (0.077,0.23,0.52) (0.01,0.57,0.32)   
C24  (0.07,0.23,0.35) (0.01,0.57,028)   

 
Step 6. Based on Eq. (2) the normalized decision matrix is computed and given in 
Table 5.  

Table 5. Normalized decision matrix 

                         A1                        A2                            A3 
C11         (0.27,0.33,0.43)         (0.21,0.37,0.71)      (0.15,0.37,0.43) 
C12        (0.24,0.57,1.023)         (0.08,0.18,0.27)     (0.16,0.25,0.8) 
C13           (0.14,0.43,1)              (0.12,0.37,1)        (0.12,0.2,0.71) 
C14         (0.27,0.33,0.43)          (0.21,0.37,0.71)     (0.15,0.37,0.43) 
C21         (0.19,0.33,1.14)          (0.15,0.33,0.71)     (0.11,0.33,0.43) 
C22         (0.25,0.23,0.56)           (0.18,0.48,1.1)      (0.1,0.3,0.34) 
C23          (0.06,0.11,0.3)            (0.25,0.6,1.3)        (0.12,0.38,0.12) 
C24         (0.19,0.33,1.14)          (0.15,0.33,0.71)     (0.11,0.33,0.43) 

 
Step 7. The scores and ranking of alternatives are computed using Eq. (3) and Eq. (4) 
and presented in Table 6. 
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                  Scores jX   

A1       (0.028,0.59, 5.4
A2       (0.021,0.83, 5.3
A3       (0.017,0.77, 3.2
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Abstract. We have been developing IDDD (Information Delivery Sys-
tem for Deaf People in a Major Disaster) system [7, 8] from 2007. In
2012, we have a chance to develop new IDDD system and test it at the
school for the deaf in Miyagi. In this paper, we report the results the sys-
tem performance test and the users evaluation of the new IDDD based
on an experiment at the school for the deaf in Miyagi. As the result, the
network performance was increased and application development cost
might be half of that of the old IDDD. Also, Fast-Scroll is most legible
for hearing impairments people.

1 Introduction

Based on research of the status of people with handicaps during the earthquake
in Kobe and Tottori [1,2], we designed the Information Delivery System for Deaf
People in a Major Disaster (IDDD), using mobile phone and ad hoc networking
technology with an evaluation test conducted in many different locations since
2007. We found many of the deaf left without support during the disaster. Some
of them were left in a house and could not go to shelter. In case of disaster,
usually electric power supply is stopped, so that they could not receive infor-
mation from TV. Half of the dead people of the earthquake in Kobe [1] were
people who required support for evacuation, such as elderly people or disables
people. So that, an information delivery method for hearing impairment people
is strongly required. We developed information delivery system based on mo-
bile phone network and without AC power and performed several trials [3, 4, 5,
6], and obtained good results for commercial release. This system was designed
based on the following requirements [3,4].

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 398–407, 2013.
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R1. Accurate information rapidly for deaf people
R2. Appropriate information according to individual situation
R3. Robust equipment to display information definitely
R4. Applicable for the use in daily life
R5. No complicated operation
R6. Work when blackout

To achieve these requirements, we designed IDDD as follows.

1. IDDD was designed to send disaster information at black out. The main
components are mobile phone and LED display. Both can work with battery.
Disaster information is sent through network or directly from a mobile phone.

2. IDDD displays disaster information on both mobile phones and displays.
3. A disaster message received by a mobile phone is directly transferred to a

display via near field communication.
4. Display has function of ad hoc networking to transfer disaster information

to rooms automatically. A large wall-mounted or rack-mounted LED display
is used in an office or public space, and small box-type display is used in a
residential living room.

We performed 19 trials of IDDD from 2007 to 2011, asked attendants to answer
questioners, and received answers from 312 people. Fig. 1 is an example of a
LED display of IDDD used for a trial in a hospital. In this case, the LED display
shows the number of the person next in line, and we tested the display to show
disaster information as part of the trial. The overall impression of 46 people was
very good as described in Fig. 2. Details are described in [6]. Also, IDDD is
used in three offices in Tokyo that employ people with hearing impairments. We
confirmed that the size and color (Red for emergency messages and Green for
normal messages) of characters are legible and recognizable.

During these trials, we received many different requirements at the different
demo locations and from the different attendants. However, IDDD was expensive
and not sufficiently flexible to meet every request. Also we received the cost down

Fig. 1. An example of a LED display for testing IDDD in a hospital
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Effectiveness of IDDD Legibility of a display

Fig. 2. Effectiveness of the system and legibility of the display of IDDD

of the LED display. So that, we re-designed new IDDD [7] and started a new
project for the long-term evaluation of IDDD to check the usability at the school
of deaf in Miyagi.

In this paper, we report the results the system performance test and the users
evaluation of the new IDDD system [7] based on an experiment at the school
for the deaf in Miyagi. In the section 2, we explain the outline of the new IDDD
system, then the result of evaluation at the school of deaf in Miyagi is mentioned
in section 3. At lat we conclude this paper in section 4.

2 Outline of the New IDDD System

Fig. 3 is an outline of the new IDDD system. A disaster message will be sent from
Webserver to Android phone. Then the message is transferred to Display-1 and
also transferred to Display-1 to Display-2 etc. using ad hoc networking function.

The difference between IDDD described in [3,4,5,6,7] and [8] is described in
Table 1. To achieve flexibility, we changed the application platform for the LED

Information 
Server

Google Cloud 
Messaging

Android
Phone Wi-Fi  AP

CPU
(Beagle Bone)

LED Display

Display-1

Wi-Fi  AP
CPU
(Beagle Bone)

LED Display

Display-2

Wi-Fi
802.11n

3G

Wi-Fi
802.11n

Wi-Fi  
Dongle

Wi-Fi  
Dongle

Display-N

Wi-Fi
802.11n

web server
node.js

RS-232C

web server
node.js

Flash

Flash

Battery

Battery

Buzzer

BuzzerRS-232C

Ad hoc networking

Ad hoc networking

Webscket

Webscket

Webscket

Fig. 3. Architecture of the new IDDD system
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Table 1. Difference Between Previous System and New System

Items Previous System New System

OS Linux Linux

App Native Java Script

Display LED 2 color LED 3 color

WAN SMS IP (Google Cloud Messaging)

Local Communication Bluetooth WiFi

display to allow easy customization of APIs as described in [7,8], altered the com-
munication method to increase flexibility, and reduced the development costs. We
used Web technology to achieve these requirements. For communication between
Android phone and LED display, also between LED displays, we used Websocket
[9]. To execute application on LED display and communications among devices,
node.js [10] is used as application engine.

This architecture is very effective. For example, we implemented ad hoc net-
work, AODV [11] in one week on node.js using Java Script. As our experience,
it may take two weeks to implement AODV by using C on Linux. So that this
approach is useful to reduce development cost of application to meet various
requirement from users to make IDDD better.

3 Evaluation and Result

We performed evaluation of the new IDDD from two aspects, one is network
performance and another is legibility of the LED display of IDDD. In this section,
we will explain the result of evaluation from these points.

3.1 Evaluation of Network Performance

First, we evaluated the performance of the system from the delay in sending
messages from the information provider to the LED display. We measured the
transmission delay in each section of the network described. The measured delay
is described in Fig. 4.

We measured several aspects of this system by using the test configuration
described in Fig. 4. We measured three delays to check the performance. One is

Information 
Server

GCM
Android
Phone

Display
-1

Display
-2

3G
Wi-Fi

802.11n
Wi-Fi

802.11n

Delay 2
Delay 1

Delay 3

Fig. 4. Test setting to measure performance
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delay between two LED displays, Display-1 and 2, (Delay 1 in Fig. 4) , the second
is delay between Android phone and LED display (Delay 2 in Fig. 4) and the
third is delay between information server and Android phone (Display 3 in Figure
5). Delay 1 is important to deliver information using ad hoc network function and
Delay 2+3 is important to deliver urgent information as quickly as possible. We
think that the following criterias are important to evaluate delay of information
delivery. (C1) As fast as possible: Disaster information sometimes include urgent
information such as tsunami alert and earthquake alert. So that, information
should be delivered as soon as possible. (C2) Delay should be constant: Sometime
the delay is short and sometime the delay is large, the system looks unstable and
may give anxiety to people who use IDDD. So that the delay should be constant.

Delay between Two LED Displays (Delay1). As described in Fig. 3, we
are using ad-hoc networking between two displays using Wi-Fi (802.11n). Fig. 5
(1) shows the delay between the two LED displays. There are two major delays,
however almost under 200 msec. We are planning to set five LED displays in the
school for the deaf in Miyagi, so that the maximum delay to display information
on all LED display is one second. We think that this result satisfies criteria C2
and there is no problem for the delay in message transmission between two LED
displays. In our previous system, we used Bluetooth for the message transfer
between LED displays, and it usually took less than one second. We can conclude
that Wi-Fi has the same performance as Bluetooth. Also, the range of Bluetooth
is 10 m, but Wi-Fi is usually farther. Wi-Fi is useful for larger spaces or buildings
like a school.

Delay between Android Phone and LED Display (Delay2). Our greatest
concern was the delay in the GCM and mode change of 3G to Wi-Fi in Android
phones. Firstly, we measured delay between Android phone and LED display.
This delay means the delay of mode change of 3G to Wi-Fi in Android phones.
For this test, we used IS17SH (Android 4.0) with DHCP to get IP address.
As described in Fig. 5 (2), the delay was 5.69 sec and there was no significant
difference among variation of sending message interval. We think that if we use
fixed IP address, the delay might be reduced.

Delay between Information Server and Android Phone (Delay 3). Fi-
nally, we measured delay between information server and Android phone through
GCM. We used the Galaxy Nexus with Android 4.0 for testing of the delay of
GCM. If we would like to maintain a short, stable response time using GCM, we
need to send messages frequently (within 1 minute) from the information server.
In addition, we compared delay of GCM and SMS as displayed in Fig. 5 (3).
Average delay of GCM (5sec) was 6.4 sec and that of SMS was 12.4 sec. So that
performance of GCM is better than SMS.

3.2 Evaluation of Legibility

The second is the evaluation by the user. We plan to evaluate the system at the
Miyagi School for the Deaf from October to December 2012. We plan to execute



Evaluation of an Information Delivery System 403

(1) Delay between two LED displays 
(Delay1)

(2) Delay of message between Android 
Phone and LED display  (Delay 2)

(3) Comparison between GCM (5min) and SMS 
(Delay 3)

Fig. 5. Evaluation of Network Performance

two types of subjective evaluations: one is a test of awareness of the display and
the other is a test of the legibility of the display. There evaluation items are
decided based on the discussion with medical doctors and teachers of a school
of deaf.

– The number of examinees was 66.
– The size of the tested LED display was as follows: 128 dots x 16 dots (eight

characters), 768 mm x 96 mm.
– Scroll speed: ”Fast” is 3.45 sec to display eight characters, ”Medium” is 6.9 sec

to display eight characters and ”Slow” is 10.35 sec to display eight characters.
– Display mode: ”Scroll” or ”Not-Scroll”

Awareness of the Display: Firstly, we set up a LED display at the entrance
of the school and displayed messages relating to the festival such as ”Welcome
to the festival” or ”The next performance is ”MOMOTARO” by 4th grade”. We
asked them whether they aware the display or not, and usefulness of them by
using the following three questions.

Q1 Did you find and see the LED display?
Q2 Did you understand what was displayed on the LED display?
Q3 Do you think that this LED display is useful in showing various kinds of

information?

77% of the examinees answered that they aware the Display as described in Fig.
6. 73% (Well Understand + Understand) of the examinees answered that they
could understand the messages. 85% (Very Useful + Useful) of the examinees
answered that this kind of display is useful. Awareness and understandability
were lower than usefulness, so that we analyzed the effect of distance, speed of
scrolling and color in the next subsection.

Legibility of the Display: To investigate the legibility, we tested the following
parameters.
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Q1: Awareness Q2: Understandability Q3: Usefulness

Aware 
77% 

Not Aware 
20% 

NA 
3% 

Well 
Understand 

42% 

Understand 
29% 

Not well 
understand 

3% 

Not 
Understand 

3% 

NA 
23% 

Very Useful 
59% 

Useful 
26% 

Not Useful 
0% 

Difficult to 
Answer 

3% 
NA 
12% 

Fig. 6. Awareness and understandability of the Display

Fig. 7. Test setting to measure legibility

– Effect of color: Red, Green
– Effect of speed of scrolling: Slow and Fast
– Effect of scroll: Still or Scroll

For that purpose, we set up two LED displays in a class room as described in
Fig. 7. We asked visitors of the festival to join the evaluation and brought them
to the class room where the displays were set.
First, we explain the result from examinees who were hearing impairments.

– There was no effect by difference of color (Green or Red) for legibility of
display (Table 2).

– Also, faster scrolling was better (Table 3) and they preferred scrolling rather
than still (Table 4).

– Some examinees answered in the comments; if the sentence is correctly seg-
mented, still display mode might be better.

For this experiment, we prepared message that contains ten characters. So that,
if we use Not-Scroll mode, after changing displayed message, only two characters
were displayed. This might be one reason that they preferred Scroll mode.
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Table 2. Color of characters (Hearing Impairments): P-value 0.290

Condition Easy to read Difficult to read Total

Green 37 7 44

Red 33 11 44

Total 79 18 176

Table 3. Speed of scroll (Hearing Impairments): P-value 3.761E-05

Condition Easy to read Difficult to read Total

Slow 64 24 88

Fast 84 4 88

Total 148 28 176

Table 4. Usefulness of scroll (Hearing Impairments): P-value 4.082E-05

Condition Easy to read Difficult to read Total

Scrolling 70 18 88

Not Scrolling 44 44 88

Total 114 62 176

Table 5. Color of characters (Normal): P-value 0.017

Condition Easy to read Difficult to read Total

Green 38 24 82

Red 50 12 62

Total 88 36 124

Table 6. Speed of scroll (Normal): P-value 3.497E-07

Condition Easy to read Difficult to read Total

Slow 73 51 124

Fast 111 13 124

Total 184 64 176

Table 7. Usefulness of scroll (Normal): P-value 2.696E-05

Condition Easy to read Difficult to read Total

Scrolling 75 49 124

Not Scrolling 42 82 124

Total 117 131 248
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Next, we explain the result form examinees who were not have hearing im-
pairments. They preferred Red rather than Green (Table 5). For scrolling speed
and display mode (Scroll or Not-Scroll), the answer was as same as examinees
who are hearing impairments (Table 6,7).

We also checked the effect of combination of color, speed and distance. For
the group of hearing impairments, the most legible combination was as follows.

– 5m, Green, Fast: 100%
– 5m, Red, Fast: 95%
– 10m, Green, Fast: 95%
– 10m, Red, Fast: 91%

We could conclude that Fast-Scroll is better. However, there is no clear result
on the difference of color.

4 Conclusion

In this paper, we report the results the system performance test and the users
evaluation of the new IDDD based on an experiment at the school for the deaf
in Miyagi. As the result, the network performance was increased and application
development cost might be half of that of the old IDDD, and Fast-Scroll is most
legible for hearing impairments people. However, we could not get the clear data
of effect by color (Red and Green), so that this is one of the issue in 2013. Also,
to add more LED displays in the school and test the IDDD system under the
more realistic situation.
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Abstract. As computer-aided design (CAD) tools become more integral in the 
product commercialization process, ensuring that students have efficient and 
innovative expertise necessary to adapt becomes more important. This work ex-
amines the role of adaptive expertise on CAD modeling behavior and the effect 
of contextual modeling exercises on the manifestation of behaviors associated 
with adaptive expertise in a population of student participants. A methodology 
comprising multiple data elicitation tools is used to examine these relationships; 
these tools include: survey data, model screen capture data analysis, and inter-
views. Results show that participants engaged in contextual exercises spent 
more of their modeling time engaged in actual modeling activities as opposed to 
planning when compared to a control group. Limited statistical support is pro-
vided for the role of contextual exercises leading to the manifestation of beha-
viors associated with adaptive expertise. The amount of time spent engaged in 
actual modeling is positively correlated with the adaptive expertise behaviors 
identified in the interviews.  

Keywords: Adaptive Expertise, CAD, Evaluation Methods and Techniques, 
Modeling Processes. 

1 Introduction 

Students today will enter an industrial environment where computer-aided design 
(CAD) models are a nexus for the product commercialization process. These tools, 
when used along with product lifecycle management systems facilitate the efficient 
execution of complex development projects [1-4]. It is important that students are able 
to competently and efficiently use CAD tools; this is especially true given these tool’s 
skill driven nature [5]. While students will likely gain CAD experience during their 
engineering education, the CAD tools they find in industry will probably not be the 
same ones used by their institution. Even if the CAD platform is the same, there are 
often numerous and significant updates associated with CAD platforms. An additional 
concern is the typical educational focus on declarative knowledge; these are the spe-
cific procedures required to carry out tasks in specific CAD platforms [6, 7]. This is in 



 Examining the Role of Contextual Exercises and Adaptive Expertise 409 

 

contrast to strategic knowledge which is associated with general CAD expertise and 
has been shown to be transferable to other CAD platforms [8]. Namely, this expertise 
is adaptable.  Adaptive expertise is defined as the ability to apply knowledge in new 
situations when key parts of that knowledge are missing [9]. Expertise can be catego-
rized as either routine or adaptive in nature [10]. While routine experts are efficient in 
the domain of their expertise, adaptive experts are both efficient and innovative. 
Schwartz et al.,[11] propose that learning exercises be developed which promote both 
efficiency and innovation; these would promote adaptive expertise. It is thought that 
adaptive experts seek new learning opportunities, monitor their understanding and 
thinking, and view knowledge as more dynamic [11]. These characteristics are 
thought to make adaptive experts flexible, innovative, and creative particularly in 
novel situations [12].  

Students are rarely provided with curricular activities that would promote the com-
petencies associated with adaptive expertise [12]. The lack of opportunities for self-
learning in engineering curricula has been noted [13]. Contextual exercises have a 
documented positive impact on students’ cognitive and affective domains [14]. Stu-
dents learn more effectively when they engage in activities that have personal mean-
ing; with respect to CAD education, this may mean modeling objects connected to 
daily life or personal interest. This work seeks to examine two causal relationships: 
the effect of adaptive expertise on CAD modeling procedure and the effect of contex-
tual exercises on the manifestation of behaviors associated with adaptive expertise. 
Multiple knowledge elicitation methods are used to examine these relationships and 
are described in the next section. 

2 Methods 

The data presented in this work are the result of a one semester examination of adap-
tive expertise and the role of contextual exercises in a combined product design and 
CAD course at Texas A&M University. A total of 32 students took part in some as-
pect of the exercise. Some student did not complete or consent to certain parts of the 
exercise; these cases are noted in the results section. 

2.1 Adaptive Expertise Survey 

One of the main goals of this work is to assess the relationship between adaptive ex-
pertise and CAD modeling. As such, the first step was to assess baseline adaptive 
expertise among the student population.  As stated above, adaptive experts have cha-
racteristics that distinguish them from their routine counterparts. Fisher and Peterson 
[15] define four main constructs of adaptive expertise: multiple perspective, metacog-
nition, goals and beliefs, and epistemology. Their work uses a 42 question, 6-point 
Likert-scale, instrument to assess the adaptive expertise of biomedical engineering 
students. This work has adopted their instrument to assess the adaptive expertise of 
the student population prior to the modeling exercise.  

A subset of the 42 questions was used to determine dimensional scores using ex-
ploratory and confirmatory factor analysis.  These analyses used a combination of 
almost 200 respondents to the survey and included both practicing engineers and  
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students. The original four constructs of Fisher and Peterson [15] were maintained. 
The questions used for each construct were: multiple perspectives (5, 13, 34,36, 39); 
metacognition (2,6,10,14,26,30); goals and beliefs (3,7,23,27,38,41), and epistemolo-
gy (12, 33). These questions were then averaged to determine a sub-score for each 
construct as well as an overall adaptive expertise score from the average of all 19 
questions. 

2.2 CAD Modeling Exercise 

The purpose of the CAD modeling exercise was twofold: the first goal was to provide 
a modeling exercise with which to compare baseline adaptive expertise; the second 
was to evaluate the role of contextual exercises on both modeling behavior and the 
expression of behaviors associated with adaptive expertise. The modeling exercise 
took place after the adaptive expertise survey instrument had been administered. The 
students in the course were split into two groups based on their performance on a lab 
exercise (to ensure similar skill levels in each group): one group (control) was given a 
stylized exercise similar to one found in a CAD textbook [16]; the other group (con-
textual) was asked to bring in an object of moderate complexity they were familiar 
with to model. The contextual group students were given a ruler to determine dimen-
sions from their object; all dimensions associated with the control object (a drawing) 
were given. Figure 1 shows the drawing and CAD model screenshot for the control 
group; Figure 2 shows the contextual object and a CAD model screenshot. Students 
were given one hour to complete the modeling exercise. During the exercise, the 
Camtasia screen capture software was used to record participant screens.   

2.3 Interview 

Both prior to and immediately following the CAD modeling exercise, pre- and post- 
interviews, respectively were conducted. The pre-interview questions included: 

• What are the things you consider first when you are asked to model an object? 
Why? 

• What are the challenges you often encounter in the modeling process? 
─ How do you plan to overcome these challenges? 
─ Which strategies do you anticipate using? 

• Are you familiar with the object you are going to model today? 
• How important it is to know about the object you are going to model? 

─ If you are familiar with the object you are modeling or if you use it often in your 
daily life, is it easier for you to model it? Why, why not? 

The post-interview questions included: 

• The things you considered before you began modeling the object, were they help-
ful to you in the process? How and why? 

• What challenges did you encounter during the modeling process? 
─ How did you overcome the challenges you faced during the modeling process? 

• Was knowing the object or being familiar with it, helpful to you in your modeling 
process? How and why? 

• How confident are you in your model? 
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Fig. 1. Control item drawing (a.) and screen shot of control CAD model (b.) 

 

Fig. 2. Contextual item (a.) and screen shot of example contextual CAD model (b.) 

The interviews were audio recorded and transcribed verbatim. The constant compara-
tive method was used to analyze the transcripts [17, 18]. First open and axial coding 
was used to analyze the interview responses. Next selective coding was used. The 
responses were coded along the four dimensions of adaptive expertise defined by 
Fisher and Peterson [15]. This coding was based on adaptive expertise characteristics; 
these codes, characteristics, and their associated dimensions are shown in Table 1. 
Pre- and post-interview instances for each dimensions were tabulated and used to 
determine an overall pre-, post-, and total interview adaptive expertise manifestation 
counts. 

2.4 Model and Procedure Analysis 

The modeling procedures of the student participants were examined in two ways. The 
first entailed the analysis of model and feature characteristics as detailed in Johnson  
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b.

a. b.



412 M.D. Johnson et al. 

 

Table 1. Codes extracted from the interviews and the associated adaptive expertise dimensions 

Dimension Characteristics Codes from Interviews. 

Multiple  
Perspectives 

Efficiency (consistency  & accuracy)
• most efficient way to model 
• easiest way to model 

Innovation • N/A 
Act flexibly to novel situation • creating drawing of object 

Metacognition 

Confidence • N/A 

Successfully monitor  
own understanding 

• have to pay close attention 
while modeling 

• have a good starting point 
• in hand 3D part helps 

Recognize that own knowledge may 
be incomplete 

• how to use the features 
• complexity of the object 
• how to model 
• forgot how to use some  

features 

Use different / multiple  
methods to solve problem 

• creating drawing of object 
• look object from different  

angles 
• trying different methods 

Goals & Believes 

Seek out opportunities for new  
learning 

• try to learn better (if you had 
problems) 

Self-regulation strategies 

• have an approach  
• have a way to organize model 
• know what steps to take first 
• have a good starting point 
• have strategies to model 

Epistemology 
Pursue knowledge 

• practice 
• reading more 

Others can provide information • ask someone for help 

 
and Diwakaran [19]. These included the number of features, amount of reference 
geometry used, incorrect feature terminations, the number of segments per feature (a 
proxy for feature complexity), and the number of weak dimensions. Interested readers 
are referred to Johnson and Diwakaran [19] for detailed definitions of these quantities.  

The second way of examining modeling procedure consisted of using the Camtasia 
screen capture videos of the students modeling to assess how they used their time 
during the modeling process. The time was split into three main categories: thinking, 
searching, and doing. Thinking or planning time was deemed to be anytime that there 
was no cursor movement in the video. Searching time was that where students were 
looking for specific functions or tools; this was defined by the non-performance of 
any modeling action. Finally, doing time was defined by the participant engaging in a 
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particular modeling procedure; time was coded as doing even if the participant later 
deleted or changed the original work. An additional waiting category is used for time 
that the system is processing data or model changes. The data elicited from these var-
ious methods was correlated with the original adaptive expertise survey data; an anal-
ysis of the data between the control and contextual groups was also performed. 

3 Results 

To examine the role of contextual exercises on modeling behavior and the manifesta-
tion of behaviors associated with adaptive expertise, results for the control and con-
textual groups were analyzed and compared using t-tests. Table 2 shows a summary 
of the data for the two groups; results that are significant at the p ≤ 0.10 are bolded. 
Only participants that completed their modeling exercise are included in the data pre-
sented. Out of a total of 32 participants, 21 completed their modeling exercises (11 
from the control group; 10 from the contextual group). As mentioned previously, 
student groups were formed based on their performance on a previous exercise. How-
ever, to provide a baseline comparison adaptive expertise survey data are shown for 
the two groups. An unexpected result is the statistically significantly higher score on 
the epistemology dimension for the control group. The survey results for the other 
dimensions were comparable.  

Students assigned to the contextual exercise took a statistically significantly longer 
time to complete the exercise than their counterparts in the control group. One possi-
ble explanation for this could be that participants in the contextual group had to derive 
the dimensions for their component, while those in the control group had their dimen-
sions provided on the drawing. This is not the case. The mean thinking time (which 
one would assume would contain dimensioning time) for the contextual group was 
6.15 minutes (SD = 3.24) and that for the control group was 7.90 minutes (SD = 
2.78). The number of features used in the control group was greater than that of the 
contextual group. The contextual group also used more reference geometry features; 
this was a statistically significant difference.  However, given the variety of compo-
nents used in the contextual group, these two result (features and reference geometry) 
are not meaningful. The feature density for the two groups was comparable. Higher 
feature density has been viewed as a proxy for modeling skill or expertise [6]. The 
contextual modeling group had less incorrect feature terminations, but produced mod-
els that had more weak dimensions. The contextual group spend a statistically signifi-
cantly higher percentage of their modeling time doing actual modeling as compared to 
the control group. This relationship was reversed in the percent thinking category 
where the control group spent more time thinking. 

The final comparison comprised pre and post interview data related to the manife-
station of behaviors associated with adaptive expertise. The pre-exercise interview 
data related to multiple perspectives and goals and beliefs were higher for the contex-
tual group than the control group; however, these differences were not statistically 
significant. The total pre-exercise data was also higher for the contextual group, but 
again this difference was not statistically significant.  The post-exercise data related 
to metacognition and the overall post-exercise count of behaviors are both statistically 
significantly higher for the contextual group. The overall interview data related to the  
 



414 M.D. Johnson et al. 

 

Table 2. Comparison of variables for control and contextual modeling exercises 

Control Contextual t p 
Number of Students participating 16 16 - - 
Students Completing Exercise 11 10 - - 

Survey Data     
Epistemology 5.00 3.95 2.60 0.012 
Goals and Beliefs 3.61 3.37 0.59 0.562 
Multiple Perspectives 3.66 4.04 -1.31 0.204 
Metacognition 4.62 4.42 0.70 0.490 
Total Adaptive Expertise 4.09 3.94 0.62 0.542 

Model and Procedure Data      
Completion Time 37.6 53.6 -3.12 0.006 
Number of Features 19.64 14.30 1.39 0.181 
Reference Geometry 0.45 2.00 -1.78 0.090 
Incorrect Feature Terminations 4.27 1.60 1.70 0.106 
Average Number of Segments 3.20 2.88 0.42 0.681 

Total Number of Weak Dimensions 7.09 17.40 -2.58 0.018 
Percent Doing 71.5% 83.9% -3.81 0.001 
Percent Searching 7.3% 4.6% 1.01 0.327 
Percent Thinking 21.2% 11.3% 3.66 0.002 
Percent Waiting 0.0% 0.3% -1.64 0.118 
Interview Data     

Pre- Multiple Perspectives 0.10 0.57 -1.72 0.105 
Pre- Epistemology 0.30 0.29 0.05 0.963 
Pre- Metacognition 1.10 1.00 0.22 0.830 
Pre- Goals and Beliefs 0.50 0.86 -0.92 0.373 
Pre- Total Adaptive Expertise 2.00 2.71 -1.27 0.222 
Post- Epistemology 0.10 0.00 0.83 0.420 

Post- Metacognition 0.10 0.71 -2.32 0.035 
Post- Total Adaptive Expertise 0.20 0.71 -1.80 0.092 
Interview Total Adaptive Expertise 2.20 3.43 -1.67 0.115 

 
exercise was also higher for the contextual group; however, this difference was not 
statistically significant. This lends limited support to the role of contextual exercises 
increases the manifestation of behaviors associated with adaptive expertise.  

To examine the role of adaptive expertise on modeling behavior, survey data corre-
lations with model and procedure variables were examined. These correlations were 
examined for the contextual data, the control data, and the overall data set (combining 
both control and contextual). For participants in the contextual exercise, the episte-
mology dimension of the survey was negatively correlated the percent thinking time 
(N = 10, r = -0.670, p = 0.034). Contextual exercise participant data also showed a 
positive correlation between the multiple perspective dimension and the percent 
thinking time (N = 10, r = 0.566, p = 0.088). Neither of these correlations was  
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statistically significant for either the control data or the overall data set. The episte-
mology dimension of the survey was positively correlated with the number of features 
for both the control group (N = 11, r = 0.610, p = 0.046) and the overall data set (N = 
21, r = 0.474, p = 0.030); the correlation for the contextual group was not statistically 
significant. There was a negative correlation between the goal and beliefs survey di-
mension and the number of features for both the control group (N = 11, r = -0.722, p 
= 0.012) and overall population (N = 21, r = -0.422, p = 0.057); again the correlation 
for the contextual group was not statistically significant. The overall survey measure 
of adaptive expertise was negatively correlated with the number of features for the 
control group (N = 11, r = -0.541, p = 0.086). The multiple perspective measure was 
negatively correlated with the number of features used for the overall data set (N = 
21, r = -0.373, p = 0.095). The lack of correlations between adaptive expertise meas-
ures and features related to the contextual exercises is understandable given the wide 
variety of components that were modeled in the contextual exercise group. Next, in-
stances of adaptive expertise data derived from interview data were compared to 
model attributes and modeling procedure data. It should be noted that not all partici-
pants consented to interviews; this lowers the sample number. For the contextual ex-
ercise group the following correlations were statistically significant:  pre-interview 
metacognition and the number of weak dimensions (N = 7, r = -0.689, p = 0.087); pre-
interview goals and beliefs and the number of reference geometry features (N = 7, r = 
0.738, p = 0.058); post-interview metacognition and the number of incorrect feature 
terminations (N = 7, r = -0.679, p = 0.093); and the post-interview total and the num-
ber of incorrect feature terminations (N = 7, r = 0.679, p = 0.093). For the control 
exercise group the following correlations were statistically significant: pre-interview 
metacognition and the number of features (N = 10, r = 0.754, p = 0.012); post-
interview epistemology and the number of features (N = 10, r = 0.989, p < 0.001); 
post-interview epistemology and the number of segments per feature (N = 10, r = -
0.608, p = 0.062); and the post interview total and the number of features (N = 10, r = 
0.683, p = 0.029). Finally, for the entire data set, the following correlations were  
statistically significant: pre-interview goals and beliefs and the number reference 
geometry features (N = 17, r = 0.525, p = 0.030); post-interview epistemology and the 
number of features (N = 17, r = 0.909, p < 0.001); post-interview epistemology and 
the number of incorrect feature terminations (N = 17, r = 0.486, p = 0.048); post-
interview metacognition and the number of reference geometry features (N = 17, r = 
0.445, p = 0.074); and post-interview metacognition and the number of weak dimen-
sions (N = 17, r = 0.501, p = 0.041). For the contextual exercise group, the statistically 
significant correlations between interview data and modeling procedure included: the 
total number of interview adaptive expertise manifestations and the percentage doing 
time (N = 7, r = 0.828, p = 0.021); and the total number of interview adaptive expertise 
manifestations and the percentage thinking time (N = 7, r = -0.874, p = 0.010). There 
were no statistically significant correlations of note for the control group. The overall 
data also had statistically significant correlations for the total number of interview adap-
tive expertise manifestations and the percentage doing time (N = 17, r = 0.439, p = 
0.078) and percentage thinking time (N = 17, r = -0.537, p = 0.026).  
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4 Conclusions 

This work examined the role of adaptive expertise on CAD modeling procedure and 
the effect of contextual exercises on CAD modeling procedure and the manifestation 
of adaptive expertise. Prior to the modeling exercise, participants were administered a 
survey to assess their adaptive expertise on four dimensions: multiple perspective, 
metacognition, goals and beliefs, and epistemology [15]. A student population was 
divided into a control group, which received a stylized component drawing of mod-
erate complexity and a contextual group, which modeled an item of intermediate 
complexity with which the participant had some familiarity. These models were ana-
lyzed to tabulate their attributes; screen capture software used and the resultant videos 
were analyzed to determine modeling procedure and time usage. Specifically, time 
usage was split into four categories: doing, thinking, searching, and waiting. Pre- and 
post- modeling interviews were also conducted and analyzed to determine if the exer-
cises resulted in the manifestation of behaviors associated with adaptive expertise. 

Analysis of the screen capture data showed that contextual exercises participants 
spent a greater percentage of the modeling time doing modeling activities than the 
control group. For the control group, a greater percentage of time was spent thinking. 
The analysis of interview data showed that the contextual group had more manifesta-
tions of behaviors associated with adaptive expertise. While not all categories were 
statistically significant, this provides partial evidence that contextual exercises pro-
mote adaptive expertise behaviors. Several statistically significant correlations were 
found between survey data and model attributes as well as modeling procedure. One 
of the more significant was the positive correlation between interview adaptive exper-
tise related behaviors and the percentage of time spent modeling.  

The above conclusions should be assessed in light of the limitations of the pre-
sented work. Namely, a small sample of students was used to collect these data. Fu-
ture work will attempt to increase the number of participants and include practicing 
engineers.  
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Abstract. The aim of the present study is to develop a model that grasps the 
complexity of the concepts of personality and affect in a web-based learning 
environment. Furthermore, it presents the implications that these theoretical and 
empirical representations can have in an experimental setting. We are investi-
gating the connection between personality factors, emotion regulation and  
cognitive processing tasks, decision making and problem solving styles. Deci-
sion-making and problem solving are cognitive processes where the outcome is 
a choice between alternatives. They are both an indirect way to make inferences 
to a person’s learning pattern since learning includes continuous decision mak-
ing and problem resolution. By implementing our model in the design of a  
web-based learning personalized setting, we provide evidence that behavior is 
altered by affective elements in decision making and problem solving routines 
as is performance in cognitive processing tasks. 

Keywords: personality, affect, emotion, learning. 

1 Introduction 

Over the course of time, a combination of developments in statistical know-how and 
the evolution of thought within psychology enabled the refinement of measures, and 
subsequently the assessment of more specific factors in the field of individual differ-
ences like different kinds of ability, personality and emotion. The aforementioned 
concepts underpin psychology’s attempt to identify the unique character of individu-
als. The terms describe properties of behavior which concern the individual’s typical 
ways of coping with life events. Of particular interest is the field of learning and the 
processes that take place during the acquisition of knowledge. Many researchers used 
to believe that emotional processes were beyond the scope of a scientific study. Re-
cent advances in cognitive science and psychology, however, suggest that there is 
nothing mystical about emotion. On the contrary, emotions and affect are a vital part 
of a continuous mental process. As such, learning procedure is influenced by our 
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emotional profile as well. Learning is acquiring new or modifying existing know-
ledge, behaviors, skills, values, or preferences and may involve synthesizing different 
types of information even emotional one.  

An in-depth model that grasps the complexity of these underlying concepts is the 
first purpose of this paper. Instead of selecting one area of implementation, we are 
trying to combine various levels of analyses and form a typology that will help us 
circle effectively the affective mechanisms of the individual. The model of emotion 
mainly comprises the concepts of personality and emotion regulation. Personality is 
well established in psychological literature. We concentrated on a subset of personali-
ty attributes (extraversion, psychoticism and neuroticism) [1]. An effort to construct a 
model that predicts the role of specific emotions is beyond the scope of our research, 
due to the complexity and the numerous confounding variables that would make such 
an attempt rather impossible. We focus on emotion regulation as an emotional me-
chanism and not on a number of basic emotions because it can provide some indirect 
measurement of general emotional mechanisms since it manages a number of emo-
tional factors. Emotion regulation is the way in which an individual perceives and 
controls his emotions. By combining the personality traits of the individual with his 
regulatory mechanism we can reach into a conclusion of how emotions influence his 
learning performance and his behavior.  

We provide evidence that behavior is altered by affective elements in decision 
making and problem solving routines. At the same time our level of implementation 
after analyzing our findings in decision making and problem solving preferences, will 
concentrate directly on the user learning process.  

2 The Model of Emotion Regulation 

Theorists from a variety of orientations tend to agree in two emotional processing 
systems. There is considerable conceptual overlap in their formulations: 

• A schematic, associative and implicit system that has connections with bodily re-
sponse systems. This mode involves fast and automatic processes such as priming 
and spreading activation. It often involves large numbers of memories in parallel. It 
is not wholly dependent on verbal information – visual, kinaesthetic or other cues 
could provide the basis for priming or activating an emotional memory. 

• An abstract propositional ‘rational’ system that is analytical, reflective, logical and 
relies on high level executive functions. It is primarily based on verbally accessible 
semantic information. Individuals can utilize these two systems to process informa-
tion. The first system relies on experience and intuition. In particular, individuals 
consider issues intuitively and effortlessly. Rather than reflect upon the various 
considerations in sequence, individuals form a global impression of issues. In addi-
tion, rather than apply logical rules or symbolic codes, such as words or numbers, 
individuals consider vivid representations of objects or events. These representa-
tions are filled with the emotions, details, features, and sensations that correspond 
to the objects or events. Finally, learning is equated to ascertain associations from 
direct experiences. 
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The second system, in contrast, relies on logic and rationality. In particular, individu-
als analyze issues with effort, logic, and deliberation rather than rely on intuition. To 
decide upon issues, they rely on logical rules and symbolic codes. The context (de-
tails, features, and emotions) that correspond to objects or events are disregarded. To 
facilitate learning in this system, individuals learn the rules of reasoning that are 
promulgated in society. 

 

Fig. 1. The Emotion Regulation Mode 

Recent neuroscientific findings are consistent with these multi-level conceptualiza-
tions. Le Doux [2] has reviewed evidence suggesting that emotion networks have 
direct anatomical connections to both the neocortex and the amygdala. Events that are 
highly emotional are likely to be registered at both subcortical and cortical levels. The 
subcortical route is shorter and rapid whereas the cortical route is longer and slower. 

In the subcortical route sensory information goes from the thalamus directly to the 
amygdala. In the cortical route information is sent from the thalamus to both the cor-
tex and hippocampus and is then projected to the amygdala. As noted by Samilov & 
Goldfried [3], these recent findings support a qualitative distinction between cortically 
based and subcortical levels of information processing. They imply that not all emo-
tional responses are mediated cortically; rather, some may by initiated without any 
cognitive participation: “Emotional responses can occur without the involvement of 
the higher processing systems of the brain, systems believed to be involved in think-
ing, reasoning, and consciousness” (LeDoux, 1998, pp. 161) 
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Our Model of Emotion Regulation includes as well two levels of processing in re-
lation to the aforementioned concept of processing but we consider that these two 
levels are connected closely with each other and that information is processed not 
only in a serial way but also concurrently. The experiential level includes the notions 
of emotional experience and emotional expression. Emotional experience is the covert 
emotional condition that a human is experiencing as a result of a stimulus or informa-
tion of such kind. Emotional expression is the overt reaction of such a stimulus, the 
behavior that follows the experience. On the other hand, the rational level is com-
prised of the notions of emotion recognition, emotional management and emotional 
motivation. Emotion recognition is the ability to realize the true nature of an emotion 
as it is and to feel it in the appropriate degree. Emotional management is the ability to 
manipulate and to control an emotion while emotional motivation is the ability to 
transform an emotional experience into a motivational urge. A visual representation 
of our model can be seen in figure 1. We believe that these two systems can interact. 
If someone during the stage of emotion recognition realizes intuitively that the emo-
tion that is about to be triggered will have a negative and unpleasant emotional expe-
rience as an outcome, then it will be implicitly transformed to a different emotion so 
that it will be easily manageable in the next stage. The human brain prioritizes based 
on the principles of self-regulation and not on the search of objectivity and  
truthfulness. 

3 The Concepts of Emotional Experience and Emotional 
Expression 

The study of emotional experience and emotional expression has a long history, 
which dates back to the 1870s with scientific investigations undergone by Charles 
Darwin [4]. Darwin’s work emphasized the biological utility of emotional expression. 
Thus, it contributed to the development of an evolutionary-expressive approach to 
emotion, which suggests that emotion exists because it contributes to survival [5]. 
Emotional experience, emotional expression and emotional arousal have been concep-
tualized as three primary components of emotion [6] with emotional reflection as a 
secondary component, involving thoughts about the three primary components. 

Our model of emotion regulation distinguishes mechanisms surrounding the expe-
rience of emotions, from those surrounding the expression of emotions. Whilst in 
practical terms this is probably a seamless process, we believe it is conceptually  
useful to distinguish experience from expression. We hypothesize that it is more fun-
damental and harmful to control emotional experience, than to control emotional ex-
pression. The expression of emotions is behavioral. Thus the mechanisms surrounding 
it, involve the real and imagined consequences of expression, cultural and family 
rules for acceptable expression. These mechanisms may be different from those in-
volved in emotional experience, which is of course experiential, rather than overtly 
behavioral. Such emotional experience may involve feeling too much intensive emo-
tion, feeling inappropriate emotion, or feeling numb. Also important, is how the initial 
negative stimulus is registered, whether emotions are experienced as a gestalt, rather 
than separate somatic constituents and understanding the causes and meaning of the 
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emotional experience. In short, it could be said that emotional experience points more 
towards a stimulus event, and expression more towards the behavioral response. 

In summary, emotion regulation is not so much concerned about whether emotion-
al expression is right or wrong but more with what mechanisms underlie successful 
and unsuccessful processing. Failure to express emotions may be integrally related to 
failure to properly process an emotional event. However, this is only one important 
part within a more complex process, as emotion regulation is regarded as the overall 
concept within which, emotional expression simply constitutes the final stage. 

4 Experimental Evaluation 

In this experimental stage we wanted to investigate the implications behind the first 
level of emotion regulation and see how emotional experience and emotional expres-
sion interact with decision making and problem solving styles. Decision making and 
problem solving are two processes that circle almost every aspect of human activity. 
This way we can find some implications that connect emotion and its reactive res-
ponses with behavior in other areas that can be implemented in web design in various 
fields like elearning, e-assessment and e-commerce. We hypothesized that highly 
emotional human beings will have a tendency towards emotional styles and not ra-
tional ones. Respectively this information can be used in web design to personalize 
content and navigation to their likings. For example a user that as a decision maker is 
dependent (does not like to decide on his own, values the advice of others) will enjoy 
a more solid, concrete and “closed” navigational system and not a web interface with 
many links and freedom of navigation or will opt for help and guidance more often 
than someone who is not dependent and likes to decide always on his own. 

4.1 Sampling and Procedure 

The study was carried out within one week and the participants were all Greek citi-
zens that live in Greece. All participants were of relatively young age studying or 
working at the time of administration. They could either participate in the experimen-
tal sessions that were held in the New Technologies laboratory in University of 
Athens or fill in the questionnaires that could also be found online at the web page 
designed specifically for that purpose. They were all given a battery of questionnaires. 
A total of 247 questionnaires were completed and returned. 55 of them were half 
completed or had double answers and were omitted from the sample. Our final sample 
included 192 participants giving a completion rate of almost 80%. Participants varied 
from the age of 18 to the age of 40, with a mean age of 27 and a standard deviation of 
5. 73 respondents were male and 119 were female. Among other demographic charac-
teristics that were examined were the profession and the computer experience level of 
each participant. 

4.2 Questionnaires 

The study used questionnaires to collect quantitative data. It included five measures, 
one each for personality, emotional arousal, emotion regulation, decision making  
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styles and problem solving styles. Our first treatment involved the close examination 
of the experiential level of the emotion regulation questionnaire (emotional expe-
rience and emotional expression) and its correlation with decision making and  
problem solving styles. To evaluate Decision Making we used the General Decision-
Making Style Inventory (DMSI) by Scott and Bruce [7] which includes 25 items and 
5 scales (Spontaneous, Dependent, Rational, Avoidant, Intuitive) and for Problem 
Solving the Problem Solving Styles Questionnaire (PSSQ) by Parker with 20 items 
and four scales (Sensing, Intuitive, Feeling, Thinking). 

4.3 Design 

Internal consistency was assessed by computing Cronbach alphas for the three meas-
ures. Although there are no standard guidelines available on appropriate magnitude 
for the coefficient, in practice, an alpha greater than 0.60 is considered reasonable in 
psychological research [8]. After the inspection of the alpha coefficients, we per-
formed descriptive statistics for the study sample as a whole and for the particular 
scales under investigation to examine the sample’s suitability. Since our sample was 
normally distributed with variance of suitable proportions we continued our statistical 
analysis with the use of the statistical package SPSS. The statistical analysis used to 
perform this study was mainly one-way Analysis of Variance (ANOVA). Our re-
search hypothesis stated that the experiential emotion regulation factors will have an 
effect on the participant’s style of action. More specifically, participants that score 
high in emotional experience and emotional expression scales will have a tendency 
towards more emotional and less rational styles. 

5 Results 

For the purposes of the experiment, Analyses of Variance (ANOVA) were performed 
in order to indicate the relationships between the variables of the study. Table 1 
presents the main findings between the scale of emotional experience and the scales 
of the DMSI and PSSQ. The analyses indicated that emotional experience correlated 
highly with the spontaneous, rational and avoidant styles of the decision making ques-
tionnaire and the feeling and thinking styles of the problem solving questionnaire.  

Table 1. Statistical Significance between the Emotional Experience scale and Decision-Making 
and Problem-Solving Styles 

 
  * p<0.005 
** p<0.001 
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Table 2. Statistical Significance between the Emotional Expression scale and Decision-Making 
and Problem-Solving Styles 

 
 * p<0.005 
** p<0.001 

 
A person that experiences emotions vividly is typically afraid that he might feel 

anxious, tense and moody. He can get emotional easily and therefore is reasonable to 
react in a spontaneous and not thoughtful way in occasions or with an inhibition of 
action in others. His pattern of behavior is tense as his character and is subjective to 
strong feelings. On the other hand a less emotional individual is more rational and 
more methodical in his behavior. 

The exact same pattern is repeated with the emotional expression scale as it can be 
seen in table 2. This is consistent with the idea that since expression is the conse-
quence of experience it will follow the same set of rules that govern experience. In the 
general population a person that experiences an emotion of a specific magnitude will 
have a reaction of equivalent proportions. 

 

 

Fig. 2. Means of High and Low Participant Groups in Emotional Experience and Emotional 
Expression. Emotional participants have higher means in the more “emotional” styles of spon-
taneous, avoidant, intutive and feeling while less emotional participants score higher in the 
“logical” ones such us rational and thinking. 
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In figure 2 we can see the means of both measures in all decision making and prob-
lem solving styles. The logical assumption is that the two notions of emotional expe-
rience and emotional expression will be highly correlated which indeed is the case. 
Pearson’s r has shown a significance at the 0.01 level (two-tailed) of .626. 

6 Discussion 

It may come as no surprise that emotional factors are important in the decision and 
problem solving process. The emotion regulation factors comprise characteristics that 
people often exhibit in their decision making. Apart from the standard emotion regu-
lation questionnaire we developed a theory and a corresponding battery of question-
naires for the concept of Affect [9]. The next step of our research is to combine these 
findings with the purely affective elements of our model. It has been argued that posi-
tive affect increases motivation, attention, pleasantness, participation and engage-
ment, while negative affect is highly involved with boredom, fear, anger, displeasure 
and distraction. We have already developed a web system based on learning perfor-
mance evaluation for the testing of the various instruments that we have incorporated 
in our model [10]. The cognitive elements are more straightforward since they are 
easier to measure and easier to quantify and we have already reached a level in which 
we can make inferences about how users with different cognitive abilities and prefe-
rences can be aided or guided through a personalized web interface [11]. 

The final step to complete the implementation of our model is to add the affective 
elements and to investigate the inner and deeper relations that exist between them. 
Personality type is also a fundamental construct since personality research is already 
established and developed to a great extent. Emotional and decision factors can be 
proven significant in defining user behavior in web applications and interfaces, taking 
into consideration psychometric challenges, as well as the complicated matter of 
quantifying and subsequently mapping emotions on a digital environment. Most theo-
ries of choice assume that decisions derive from an assessment of the future outcomes 
of various options and alternatives through some type of cost-benefit analyses. 

The influence of emotions on decision-making is largely ignored. The studies of 
decision-making in neurological patients who can no longer process emotional infor-
mation normally suggest that people make judgments not only by evaluating the con-
sequences and their probability of occurring, but also and even sometimes primarily at 
a gut or emotional level [12]. We often have different preferences as to our approach, 
varying between thinking and feeling. When we use reason to make decisions, we 
seek to exclude emotions, using only rational methods, and perhaps even mathemati-
cal tools although emotions exist in the first stage of our decision making procedure 
and are followed by reasoning. The foundation of such decisions is the principle of 
utility, whereby the value of each option is assessed by assigning criteria (often 
weighted). Web systems until recently tried to integrate tools that aid user in a purely 
rational process (e-learning and decision-support systems). There is a whole range of 
decision-making that uses emotion, depending on the degree of reason that is included 
in the process. A totally emotional decision is typically very fast. This is because it 
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takes time (at least 0.1 seconds) for the rational cortex to get going. This is the reac-
tive (and largely subconscious) decision-making that you encounter in heated argu-
ments or when faced with immediate danger. User Behavior is in its final analysis a 
decision making process. 

The mediating role of technology can help the designers to understand the emo-
tional mechanisms of the users and adjust more efficiently to their needs. One  
possible implementation of a Web-based system’s interface that can appraise human 
emotion is through the use of a set of parameters that can adapt according to the emo-
tional condition of the user and his preferred style of action. An emotionally tense or 
unstable individual will be able to adjust the contents of a webpage based to what he 
considers easier to control and manipulate. A certain emotional condition demands a 
personalization of equivalent proportions. The user will have the capability to respond 
emotionally either after being asked at a specific moment or after an initial profile 
construction. Such a system should be designed in a way that it can create a detailed 
profile for every user and can provide two basic services. One application-based that 
will have to do with the interface, the navigation and its usability and aesthetical ap-
pearance and one content-based that will have to do with the database, the allocation 
of content, the depth and the dissemination of information. Using these, the interface 
will take the form that the user wishes so that he can work there more efficiently and 
less anxiously. Research on decision making and problem solving is only the first step 
to map and model user patterns of behavior. The research results can be further used 
as more specific design guidelines. 
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Abstract. This paper presents the steps followed in developing an avatar-
interpreter of the Brazilian sign language for deaf (LIBRAS), applied to an elec-
tro technical glossary. The research was done in collaboration between The  
Surface Interaction and Displays Division (DSID) and The National Service for 
Industrial Apprenticeship (SENAI “Ítalo Bologna”), a reference center in the at-
tendance of people having physical or mental incapability. This work makes use 
of advanced techniques of motion capture, treatment of images and virtualiza-
tion, to produce an avatar that mimics a teacher-interpreter of the specific  
electro technical signs of LIBRAS during the lesson. 

The technology used in this work is a VICON system with 8 cameras that 
emit and capture infrared light, and the open source tools Blender and Make-
Human. 

1 Introduction 

Sign Languages for deaf are everywhere in the world, but none of their forms is uni-
versal, because they differ greatly among different regions, except for some more 
obvious gestures [1, 2]. 

The Brazilian Sign Languages were developed  from the combination of the native 
gestures and the French Sign Language (FSL), at the time of the creation of the Im-
perial Institute for Young Deaf, in 1857 [1]. This combination gave rise to two Sign 
Languages: Kaapor and LIBRAS (Brazilian Sign Language) [1]. Kaapor is still used 
by the tribe of Brazilian Indians located in the state of Maranhão, where there are a 
high number of deaf people; and LIBRAS is in general used by the deaf Brazilian 
community, having many dialects, depending on the region.  

Nowadays, several technologies are available to making avatar for sign languages, 
and a considerable amount of work has already been done in this direction. In the 
pioneer work of Kamata, K. et al, a method was developed for translating written 
language into a sequence of sign words of the Simultaneous Japanese Sign Language 
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(SJSL) [4]. After that, other animation systems of sign languages were created, such 
as HST (Hand Sign Language), VSigns, ViSiCast, etc. 

Schneider, A. R. A. et al. developed an animation system for LIBRAS consisting 
of a virtual human modeler, a gesture generator and an animator, relatively close to 
the real gesture and easily understandable [5]. László Havasi and Helga M. Szabó 
described a low-cost hand-motion capture and data-processing system used to enable 
semi-automatic construction of the sign database [6]. 

Amaral, W. M. et al. proposed a transcription system to provide contents in 
LIBRAS through virtual models. The sign language elements with its respective 
attribute were conveniently represented by classes using the Object Oriented Unified 
Modeling Language (UML). The signs were described through minimal and distinc-
tive units, and stored in a database of XML files.  

The present work is part of a more general project whose objective is to build a 
large sign language database to be used in assistive software - i.e., interactive real-
time Portuguese to Brazilian sign language translators. The primary target of the 
project was to establish a consistent and flexible workflow for the animation of 3D 
humanoid avatars by optical motion data captured from the body of a LIBRAS inter-
preter. 

In this specific work, we aimed to develop a glossary with words and symbols in 
LIBRAS, using a virtual interpreter (avatar) as the communication interface. The idea 
is to replace the teacher-interpreter of LIBRAS by this avatar in electrotechnical  
apprenticeships.  

The LIBRAS signs were captured for about 100 words taken from the electrotech-
nical vocabulary, by using a VICON system of motion capture. 

2 Methodology 

The equipment we have been using effectively in this line research is a VICON sys-
tem with 8 infrared cameras, which are able to capture images in a resolution of 16 
Megapixels, at 120 frames per second. The software used to making the avatar is the 
VICON software package, and the open source tools Blender and MakeHuman. 

The steps followed in developing the avatar-interpreter of LIBRAS is illustrated in 
the workflow shown in Fig. 1. 

The first step of this work was to identify the needs of the deaf students who partic-
ipate in the vocational courses of the SENAI School. Thus, it was compiled into a 
book the representation and definition of the objects and tools currently used in the 
electro technical courses. The definitions are given both in Portuguese and in the 
LIBRAS grammatical structure, and the representations are given through illustrative 
photos and SignWriting. Photos of the interpreter performing the object representation 
in LIBRAS are also showed. 

The development phase has basically three parts: the creation of a database with 
basic models of the avatar using the Makehuman software, optical data capture using 
the VICON system, and animation of the avatar using the Blender software. 

Makehuman has the necessary features to set up and customize the character (3D 
avatar). The avatar is exported as a MHX rig, allowing fine control over the skeleton 
posing and facial expressions. 
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Every single electro technical term contained in the glossary was represented in 
LIBRAS by a professional interpreter, whose movements were captured in real time 
by an arrangement of 8 infrared cameras of the VICON system. 

The cameras emit infrared light that is reflected by the markers attached to the in-
terpreter’s body at strategic locations on the superior members, trunk, face and head. 
The light is captured back by the cameras, and the movements can be viewed in real 
time (see Fig. 3), which helps correcting eventual fails in the capture, such as calibra-
tion errors of the cameras or bad adherence of the markers. In the beginning, this 
work is relatively complex, and must be followed by a specialist in the subject and by 
collaborators. 

After the data is recorded, all signs are reconstructed in a virtual 3D space. The 
markers are labeled, and all trajectory gaps are filled by the program using interpola-
tion methods. Finale, the captured LIBRAS sign is exported to c3d files. 

 

 

Fig. 3. Optical data, captured by the VICON system, from the body of the living interpreter 

The selected model can be opened by Blender, an open source and cross platform 
suite of tools for 3D creation. The LIBRAS sign movements captured by the VICON 
system, and saved as .c3d files, are then imported by Blender. 

In Blender, c3d and MHX files are imported and combined with a complex con-
straint setup that takes advantage of inverse kinematic to drive spine and arms. With 
this model, it is possible independently to manage data to control a specific hand and 
finger (thumb, index and pinky). Middle and ring fingers are constrained to be driven 
by the index or pinky finger, depending on the specific sign. 

Head is driven by four vertices of a plane hooked to the head markers. Facial ex-
pressions are keyframed animations of shapekeys, but they are not present in the 
technical signs. 
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Post production is required in around 85% of the processed signs, for trajectory 
corrections and prevention against unnatural or impossible body movements. Once 
the movement is ready, the constraint set is baked to quaternions, generating actions 
ready to be concatenated in video or interactive (game engines) rendering. 

Expressed concisely, the bones of the model are constrained by Blender to the 
moving markers, shown as dots on some of the Blender panels. And this is the main 
mechanism used to animate the model and make the avatar shown in Fig 4. This pro-
cedure has many steps and takes a considerable amount of time, and had been done by 
using only the mouse and keyboard. However, this problem was recently solved by 
putting almost all the commands used in the procedure in a python script that can be 
run from the Blender IDE. 

 

 

Fig. 4. Final rendering of the 3D avatar animated by the motion data captured by the VICON 
system 

This methodology developed in CTI was successfully applied to the technical glos-
sary of LIBRAS, and will be fundamental for grater and ambitious projects, with a big 
volume of motion captures. 

3 Conclusions 

The techniques and methodology used in this work are quite innovative. The research 
is still in its early stage, but presents some improvements over the most common 
'retarget' method. On the other hand, we need to improve the balance between free-
dom degree limitations and accuracy of motion capture data. 

The results of this specific work show that our methodology is suitable for similar 
application in areas such as Engineering or Administration, where the availability of 
an avatar-interpreter of sign languages is helpful. 

4 Next Steps 

The VICON application software allows a straightforward animation of the models 
available in its environment. But its interface doesn’t provide any mechanism for 
exporting these models (along with their bones constrained to the motion data) to 
third-party applications. Thus, we are now studying the viability of changing the 
source code of the script generated by the VICON application before exporting it to 
Blender, in order to improve the animation of the model made with MakeHuman.  



 Innovation in Learning – The Use of Avatar for Sign Language 433 

 

This will be our first approach to refine the face and fingers movements of the avatar. 
The investment in complementary equipments that allow more precise capture of 
these types of movements is also possible. 

On the other side, a database oriented on cheremes is an essential paradigm to 
eliminate data redundancy - a crucial prerequisite for the improvement of this project. 
In other words, the main elements in this database will be the position, orientation, 
configuration and trajectories of the hands, which will eliminate the need of recording 
the isolated words of the sign language. 

One of the objectives of this collaborative work is to provide access to a compre-
hensive distribution. This will be accomplished by means of public licenses (ex: GPL, 
Creative Commons, etc), multiplatform solutions, and generalization of our LIBRAS 
glossary to other sign languages. 

Another step in this research is to increase the number of partnerships with public 
teaching and research institutions, for instance, Federal University of Alagoas < 
http://www.ufal.edu.br/> - project FALIBRAS, and University of São Paulo 
<WWW.usp.br> - project POLIBRAS. Both institutions have complementary contri-
butions to make to the development of the project. 

Furthermore, our team is taking steps to increase the number of participants in the 
forum of debates and to create a nucleus of study on the subject. We hope that this 
initiative attracts the widest possible participation from among groups of different 
areas of knowledge, like Linguistic, Computer Science, Graphic Design, Sociology, 
Pedagogy and Physical Education. 
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Abstract. Building a new course is a complex task for teachers: the
entire process requires different steps, starting with the concept map
building and ending with the delivery of the learning objects to stu-
dents through a learning management system. Teachers have to spend
a lot of time to build or to retrieve the right learning material from lo-
cal databases or from specialized repositories on the web. Consequently,
having a system supporting this phase is a very important challenge, con-
sidering that each teacher expresses her own pedagogy as well. Here we
propose a novel Teacher Model that helps teachers to build new courses
effectively. The model is based both on a didactic semantic network con-
taining concepts and learning material and on Teaching Styles as pro-
posed in the literature by Grasha. This framework gives teachers the
possibility to share their teaching experience as well. A first experimen-
tation of the system gives positive results.

1 Motivations and Goals

Quality of teaching is undoubtedly one of the most important ingredients for
student learning and consequently for a course of success independently from
the delivery platform. The process of preparing a new course is a very complex
process where the teacher is involved in several tasks such as: i)building the
concept map; ii)retrieving learning material from some didactic repositories or
building a new one; iii) building a didactic storyboard; iv)delivering the course
on a suitable didactic environment [10,9,5,14]. Our research addresses the course
building process, in order to give teachers an instrument to speed up the overall
process, decreasing their working load and increasing the quality of their didac-
tic material. We propose a personalized approach to the course building process,
where a model of the teacher, is based both on the Teaching Experience (TE)
and on Teaching Styles (TS). The TS is based on the Grasha TS model [6], com-
posed of five different dimensions while the TE is a dynamic framework which
changes with the teacher’s didactic choices, i.e., with her teaching experience and
teaching styles. Such a semantic network is a directed graph composed by those
concepts and by those learning materials used by teachers of a community to
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build courses. To each node of the network are linked all those learning materials
used by the teacher to build a didactic concerning that particular concept. Fur-
thermore, each link of the network has an associated weight which changes with
time according to a dynamic temporal low based on the ant theory [4]. Starting
from this framework, in this paper we address the following research question:
can our teacher model help teachers to retrieve didactic material in order to
build new courses faster and better? To test this research questions we built a
framework, i.e., a 3-tier web application and by means of a sample of teachers we
experimented their TM. In the literature there is few research on teacher’s mod-
eling, as the works of Grasha [6] and Felder and Silvermann [3] while the student
modeling aspect has been more widely addressed (see for example [7,11,8]. We
believe that a teacher centered research should be addressed as well, in order
to give teachers a personalized support taking into account their own pedagogy,
styles of teaching, and teaching experience. Our model takes into account all
these components in a dynamic way. The paper is structured as follows. In Sec-
tion 2 the proposed teacher model is shown. In Section 3 we propose the learning
material retrieval mechanism. In Section 4 is shown the prototype system em-
bedding the dynamic framework while in Section 5 the first experimentation of
the model is performed. Finally in Section 6 conclusions are drawn.

2 The Teacher Model

To represent a teacher it is necessary to know at least both her way of teach-
ing and her teaching experience. The teacher’s teaching style and the infor-
mation about concepts and materials chosen for the different courses taught,
contribute to describe the Teacher Model. It has an educational component given
by Teaching Styles, and an ontological one, given by all her own courses during
her teaching activity: Teaching Experience (TE). In particular, the educational
component builds a teacher profile regardless of the specific course taught. This
component will be helpful to identify teachers who have similar teaching styles.
The ontological component is the teaching experience, where courses are repre-
sented by ontologies. Summarizing, we have: TM =<Teaching Style, Teaching
Experience>.

2.1 The Teaching Styles

As we said in the previous Section, Teaching Styles are devoted to detect ped-
agogical attitudes of the teacher. In our work we used the model of teaching
styles proposed by Grasha [6], where they are represented by the following five
categories: Expert, Formal Authority, Personal Model, Facilitator and Delega-
tor. Each style is represented by a real number in the range TS = [1.0, 7.0] and
teachers can detect their own teaching styles at the Grasha-Riechmann Teaching
Style Survey web site1.

1 http://longleaf.net/teachingstyle.html
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2.2 Teaching Experience

Teaching Experience representation is more complex to manage being composed
by information coming from all courses built by the teacher. A course is repre-
sented by an ontology, i.e., a direct graph, based on prerequisite relationships
between nodes, i.e., the concepts used by a teacher in all her courses. Every
concept is linked to all the didactic material retrieved and used to explain that
concept. The union graph of all the ontologies related to a teacher represents
her teaching experience and we call it Didactic Semantic Network (DSN).The
DSN contains all the courses taught by the teacher over her teaching life.

Definition 1. We define a course by the following triple: Cj =< Lj , Tj, Oj >

where Lj represents the general level of the course (elementary, middle school,
university level...), Tj indicates how many times the teacher thought that course
and Oj is the ontology related to that course.

Definition 2. A concept ck is defined as:

ck =< name, Lk, {RCq} , {< LMi, nki , ek >} >

where name is the name associated to that concept, Lk is the level associated
to that concept, RCq is a prerequisite concept and LM are possible learning
materials associated to that concept with some information about the use of
that material from the rest of the community (n) and the teacher herself (e).
The set of all concepts contained in teacher’s courses constitutes the DSN of
the Teacher Model.

Definition 3. Given a teacher we define her DSN as follows:

DSN =

n⋃

j=1

Oj

where n is the number of courses taught by that teacher and Oj their ontologies.
At the beginning a teacher has associated only her Teaching Styles, while her
teaching experience is empty.

2.3 The Connection Concept – Learning Material

Each concept c in the DSN is associated to a list of Learning Materials and each
association is labeled with a weight ρk,i that depends on nk,i, representing the
social aspect, and ek and the personal aspect of the teacher. The parameter nk,i

represents how many times the i-th material has been chosen for the concept
k-th by all the teachers belonging to the community, so tracing the popularity
of this link. This component excludes, if used alone, the personal choices of the
teacher: the parameter ek represents the experience of the teacher in teaching
the concept k-th. Therefore, is fair to give a higher weight to the link as the
teacher acquires experience in teaching the concept k-th.
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Definition 4. We define the weight ρ as:

ρk,i = nk,iλ+ ek(1− λ) with λ ∈ [0, 1] (1)

The contribution of the individual components is balanced by the value assigned
to the constant λ. A high value for λ shifts the weight on social aspect, on the
contrary teacher experience is magnified. n and e are updated as follows:

nnew
k,i =

{
nk,i + 1 if someone else has chosen that LMi

nk,i else
(2)

enewk,i =

{
ek,i + 1 if the teacher has chosen that LMi

ek,i else
(3)

Another key feature is the dynamic computation of weights. What we want to
look for is a strengthening of connections when the teacher selects a given LM ,
and a consequential weakening of all other connections between the concept and
the LMs that are not chosen.

Weight Updating. In order to model the behavior of the connections with
time, we observe that in the literature there are mainly two approaches to such
problems of learning: the Logistic function that is usually employed for weights
updating in Artificial Neural Networks [12,13], and the ANT System approach
by pheromone updating [4]. Logistic function is defined in [0, 1]; in our case, since
ρ is always a positive number, the interesting co-domain is restricted to [0.5, 1].
We might overcome this problem by letting ρ to assume also negative values,
but it would raise a semantic problem, in fact ρ would lead to give too high
advantage to the new materials associated. Indeed, the first choice of a material
for a certain concept, ρk,i would be equal to 1 since both nk,i and ek are equal to
1, in fact the convex combination of two numbers equal to 1, (regardless of the
value of λ) will always be equal to 1. Therefore it would happen that the logistic
function would assign as first choice ρ = 0.5. To address this problem we can
shift the x-axis by a positive constant, however, since such a function domain
interval is (−∞,+∞) is not easy to understand how to translate the logistic
function without making it too expensive to climb to 1 and maintaining the
fair semantic meaning. A better tailored approach for our purpose is the ANT
System approach by pheromones updating [4] based both on evaporation rate
and on the choice made by ants (teacher) to follow (choose) or not a given path
(link between concept and LM). This function is inversely proportional to the
length of the path followed by ants, and directly proportional to the number of
ants that have chosen that path, since they leave a fixed amount of pheromones.
In our case the system proposes to the teacher the choice of the LM with highest
ρ and if the teacher chooses that material the weight becomes stronger, on the
other way the weight decreases, basing on the following function:

ρk,i(t+ 1) = (1− τ)ρk,i(t) +Δρk,i(t) (4)
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where τ is the evaporation rate, and Δρij(t) is defined as

Δρk,i(t) =

{
nk,iλ+ ek(1− λ) if LMi is chosen to explain Ck

0 else
(5)

where nk,iλ+ ek(1− λ) is the weight ρk,i (see Eq.1).

3 Learning Material Retrieval

We implemented two algorithms for LM retrieving. First a dummy search, i.e.,
a simply search of all the learning materials associated with any concept that
has the same name as the concept the teacher is looking for, without taking
into account the teaching context, the ontology, the cluster membership etc.
.... Secondly an ontological search algorithm was implemented, that selects the
ontologies basing on a distance relationship among ontologies by which the LM
associated to the closest ontology is suggested to the teacher. The algorithm for
distance evaluation is briefly described from a qualitative point of view. It is
based on the idea presented in [2] that defined an algorithm for stating concepts
similarity w.r.t. the ontology that contains them. For our purpose we consider
three kind of distances:

– The Hamming distance between the nodes common to both ontologies dh
– The incidence of common nodes on the nodes common to both ontologies dN
– The ratio of excess nodes (Nodes Exceeding Ratio, NER), defined as the

ratio between the cardinality of ontology largest and the cardinality of the of
common nodes (CN).

The distance d will be defined as follows:

d = dh + dN +NER

For this similarity measure d, symmetry and reflexive properties hold, but it is
not a metric since triangle inequality does not hold. This is due to the fact that
for graphs sometimes triangle inequality is too restrictive or incompatible with
the considered problem domain [1].

4 The Prototype System

In this Section we briefly describe the framework implemented to experiment
the LM selection by teachers whose model has been just proposed. The system
is still a working progress, but the main functionality are already provided. In
fact the system can:

– create a community of teachers;
– classify teachers into groups according to their Teaching Styles;
– record all actions taken by the teachers in the development of the courses;
– save the associations of Learning Material with the concepts taught in the

courses;
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– suggest teachers learning materials deemed most relevant for each concept;
– record selected LM, updating the SDN of the teacher who made the selection.

5 TM Evaluation

In this Section we propose a first evaluation of the TM as explained in Section 2.
We evaluated the model and its added value to the retrieval of learning material
from the local database. To this aim we used our prototype available on the web
to allow remote teachers to participate to the experiment.

5.1 The Research Question

As stated in Section 1, the research question to test is if the proposed TM can
help teachers in the course building process. In the first evaluation the teacher,
after having used the system was asked to assess the ranking of didactic mate-
rial as proposed by the system while in the second evaluation the teacher was
asked to assess her model. According to the proposed TM, we evaluated the
TE component of the model. In this first evaluation we set the parameter λ to
0.5 in order to balance in the same way the two TM components. The retrieval
method was based on an ontology distance metric:first the nearest ontology was
found in the didactic semantic network, and second the didactic material has
been proposed.

5.2 The Evaluation Process

The experimental evaluation was divided into the following steps:

1. The sample. It was composed by 20 teachers, 10 from University and 10 from
technical high school, randomly selected.

2. Teaching Styles detection. Here the teachers were required to take a self-
evaluating method questionnaire from the internet at the Grasha-Riechmann
Teaching Style Survey web site2. The Grasha-Reichmann Teaching Style
Inventory is a web-based assessment, that asks for a Likert-type response to
40 of questions designed to objectively categorize teaching styles, according
to the Grasha TS model. A teacher is asked to respond to statements such as
I set high standards for students in this class. The teacher responds within a
five-point range from strongly disagree to strongly agree. Teaching styles are
then calculated via a numeric score and the results are presented in a table
that presents whether the respondent is low, moderate or high, based on the
numeric outcome, in a particular style. As output one has five real numbers
representing her teaching styles. These numbers were used by the system to
insert each teacher into the Grasha clusters to set the TS component. In Fig.
1 the TS distribution of the sample is shown.

2 http://longleaf.net/teachingstyle.html
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Fig. 1. The distribution of the Grasha Teaching Styles of the sample

3. Local Repository Analysis. Teachers were invited to analyze the learning
material already stored in the local repository, with the possibility of adding
new didactic objects.

4. Concept map building. In this phase teachers were required to build a new
concept map to start a new course on java programming. In Fig. 2 we show
a screen shot of the concept map setting: teachers could build the ontology
starting from the concepts already stored in the local data base. The system
allowed for concept prerequisite setting. In this way a didactic semantic
network for each teacher was built.

5. Learning material retrieval. In this step teachers were asked to retrieve di-
dactic material from the local repository. The system, in order to better
evaluate the different components of the TM, proposed two modalities of
retrieval: i)dummy retrieval,i.e., the learning material was retrieved and pro-
posed without taking into account the TM; ii)TE retrieval: the learning ma-
terials are proposed to the teacher starting from the concepts shared among
different ontologies, as explained in Section 2, i.e., by means of an ontol-
ogy distance metric. In Tab. 1 an example of retrieval is shown. The user
searched for some learning material from the local repository, to link to the
boolean concept. The system retrieved three materials: boolean1, boolean2
and boolean3 and the user was required to assess the ranking of the re-
trieved learning material through a 7-points Likert scale(not at all, strongly
disagree, disagree, neutral, agree, strongly agree, very strongly agree). Next
the teacher was asked to select the learning material to link to the boolean
concept. This procedure to be performed for each concept of the course to
build.

6. Model assessment. Finally, once having completed the connections learning
material-concept, teachers were required to assess their own model through
a 7-points likert scale. In particular teachers assessed the ranking of the
proposed material for each concept of their course to build.
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Table 1. An example of learning material retrieval and ranking: the boolean concept

Material ID Weight

boolean1 0.65

boolean2 0.48

boolean3 0.17

5.3 Experimental Results

The results are shown in Fig. 2 and Fig. 3. In Fig. 2 the evaluations on the
retrieved material, ranked by the system according to the teacher model is shown.
As we can see from Fig. 2, the dummy retrieval system, histograms with full
color, have their distribution shifted towards low levels of the likert scale with
respect to the ontological retrieval, represented by dashed histograms. Most users
have appreciated the contribution of the user model. In Fig. 3 we show the last
assessment, i.e., the teacher model assessment. Here also the 70% of users have
appreciated their model, expressed as the way by means the system proposes a
ranking of didactic material.

5.4 Research Conclusions

With respect to our research question, we can say that the first experimental
results are encouraging. Certainly we did not perform a hypothesis test to infer-
ence from our sample to the entire universe of teachers, but this task is planned
for the next future. Moreover here we tested one component only of the TM,
i.e., the TE component.

Fig. 2. Experimental results for the retrieval assessment: dummy retrieval (full color)
Vs. ontology-based retrieval (dashed color)
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Fig. 3. Experimental results for the TM assessment

6 Conclusions

In this paper we presented a novel model of teacher in order to speed up the
process of course building. The TM is composed by two mail components: the
Teaching Styles, according to the Grasha model and the Teaching Experience,
based on a didactic semantic network, i.e., a semantic network adapted to di-
dactic goals. Teaching Styles are first detected by a questionnaire in the Grasha-
Riechmann web site. The Teaching Experience is built in a dynamic way as
teachers add learning materials to concepts. The connections concept-learning
material is weighted during time by means of a ant-like pheromone mechanism:
the connection between a concept and a learning material decreases with time if
teachers do not select that material. In order to test the validity of the Teacher
Model we built a prototype and conducted a first experimentation with a sample
of 20 teachers from technical high schools and from Engineering Faculty of our
University. The first indications are very promising and we plan a more extensive
evaluation in the very next future.
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Abstract. At present, common e-Learning systems have been designed
for positive learners whose learning habits are already established to
some degree. To assist students other than the positive learners, most of
who has more difficulty in learning with the usual e-Learning systems,
this paper focuses on a new type of e-Learning system called “push-based
e-Learning”. The push-based e-Learning is for learners who cannot estab-
lish study habits or take an active part in learning, and be an essential
tool for supporting self-study continuity. This study realizes push ser-
vice by e-mail technology of cell-phone. The system, used in conjunction
with an interactive e-mail service through cell-phones, allows users to
automatically receive up to some exercise e-mails a day. For our system,
this paper implemented COCET 3300, a corpus of English words, and
made a trial operation of our system with several university students for
training English vocabulary. This paper firstly shows the detail of sys-
tem configuration, and then evaluates our implementation of push-based
e-Learning with the result of the trial operation. From the trial opera-
tion, the effectiveness of our system was shown by questionnaire while
the result was on the students’ subjective viewpoint.

1 Introduction

As e-Learning has been an extremely broad term, but most of e-Learning repre-
sents educational environment on the Web which are based on Content Manage-
ment Systems (CMS). CMS mainly used for the purpose of educational support
have been generally called as Learning Management Systems (LMS). In Japan,
LMS has been already accepted as being indispensable in educational institu-
tions around universities. With LMS, anytime lecture materials are available for
students, and similarly advisers can easily and freely operate LMS as adminis-
trator by using open source software such as Moodle.

Of all the e-Learning operations, mobile learning which works via a personal
digital assistant and most of which cooperates with web-based services is one of
the most appealing educational topics at the moment. Today numerous examples
introducing into real lectures have been reported [1]-[3]. If we make use of various
functions in mobile communication tools like cell-phones and PDAs including

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 444–453, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Development of Push-Based English Words Learning System 445

smart phones, educational services will lead to a more efficient way of learning.
Actually, under such conditions as this, the effectiveness of learning through the
use of mobile devices has begun to be reported in many academic educational
journals. To carry out a mobile blended learning, Internet accessible mobile
devices are needed to be popular, and at the same time, students have to be used
to dealing with Internet via mobile devices. According to a survey performed
by Ministry of Internal Affairs and Communications, 2011, the overall rate of
Internet access from mobile devices is quite high [4]. Besides, various surveys
such as Nikkei BP consulting, NTT NaviSpace, and Google report similar result
where penetration rate of smart phone is approximately 20% for the population
of Japan, and also the penetration rate including future phone is approximately
90%. So introducing mobile devices for Internet blended learning is assumed to
be no problem but effective.

Considering the above mentioned high diffusion rate of Internet accessible mo-
bile devices, as the simplest Internet access method, the authors consider that
e-mail based educational support is useful because the e-mail software is the
most basic and most-used feature, but also low communication charge. More-
over e-mail software on mobile devices can realize push service, and this feature
is unique technical advantage. Based on the background, the authors have devel-
oped a push-based e-Learning system with mobile e-mail technology [5,6]. With
the system, students are not required to continually access the learning contents
for themselves, different from other e-Learning systems. In addition, by access-
ing the system’s website, a user can grasp his/her own learning conditions, for
example how much he/she achieved of the goal. Since every answer a user send
is stored in database, at any moment a user can utilize accumulated answer-data
and can contribute to his/her own markings and understandings of the levels of
achievements. Additionally, at the same time, the history data will help adviser
understand each user’s learning condition and understanding degree, and this
will also contribute to design a lecture plan.

This paper firstly shows the concept of push-based e-Learning comparing with
common LMS based e-Learning in Section 2, and especially this paper explains
who is intended by the push-based e-Learning. Section 3 shows how this pa-
per implements push-based learning service, and the detail of system structure.
Section 4 shows the condition of trial operation; concretely speaking, this pa-
per develops a push-based English words learning environment by implementing
COCET 3300, a corpus of English words for students of science and technology
in higher education. Learning history information was obtained through a test
operation for 120 days, and as the result, the effectiveness was confirmed subjec-
tively. Based on the result of trial operation, this paper discusses the possibility
of our system, and also the future plan in Section 5.

2 Educational Support with Information Technology

Generally Moodle is assumed to be as a representative of LMS based e-Learning.
With Moodle, a lecturer can easily publish learning materials, and can practice
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an education on social constructionist pedagogy [7] with Moodle’s various func-
tions called Wiki, chat, and forum. The effectiveness of LMS blended education
has been actively reported by many educational journals.

In the informatization of education, supporting self-study is as important
subject as improving real lectures. Generally speaking, a student actively using
LMS based e-Learning is assumed to be one whose learning habits are already
established to some degree, and who relies less on assistance than the student
who has more difficulty in learning. As Sakai divided all human resources into 3
categories [9], and with Sakai’s words, learners whose learning habits are already
established were categorized as “Positive Learners”, the learners who has more
difficulty in learning were categorized as “Negative Learners”, and the learners
who hate to change their own habit were categorized as “Resisters to Learning”.
This paper understands that learners who can positively use common LMS based
e-Learning are positive learners, on the other hand, learners who poorly use it
are negative learnersDBy rights, those who should be supported are the students
who cannot establish study habits or take an active part in learning, just they
are negative learners. Because negative learners would like to avoid learning itself
until they have to, so to support them, a new e-Learning system that has more
functions than common LMS is needed.

This paper names usual LMS based e-Learning “pull based e-learning” be-
cause users of LMS should access learning contents from them, on the contrary,
e-Learning which provides learning contents from the system is named as “push
based e-Learning”. Also this paper considers that the push based e-Learning
may be effective for negative learners, which the conclusion was reached from
the experience of the authors who have been teaching university students of
science and technology. The authors expect that if a negative learner improves
his/her scholastic ability, he/she has a better chance of a good result, and if a
negative learner has an experience making a good result, he/she will be positive
for learning. The authors also think that in the beginning, a lecturer should
force students to provide learning opportunity as much as possible until they
gain basic skills. To make a negative learner to a positive learner, the function
of push-based e-Learning, actively-providing learning materials from service to
users is assumed to be effective.

3 Details of the Proposed System

The proposed system automatically creates exercise mails, and each student can
continually receive the questions based on his/her system configurations such
as the delivery time and the number of questions. This system follows three
procedures: (1) One or more questions are continuously delivered by an e-mail to
a user automatically. (2) A user adds his/her answer to a received e-mail. (3) By
replying the e-mail to the system, a user can obtain scoring result immediately.

All questions are given in the form of multiple-choice. After receiving an ex-
ercise e-mail, a student has to select the function “reply with received text as
citation” on e-mail software and replies the e-mail with his/her best option at
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Fig. 1. An example of user interface of the developed system on the Web. This figure
shows exercise management function. The left side of this figure shows the list of a part
of words stored, and the right side shows edit function. All English words of COCET
3300 are managed.

designated section. After replying to the e-mail, the student’s scoring result is
instantaneously available. What’s more, a user can grasp his/her own level of
achievement, collective ranking, and weak points by accessing and checking the
website of this system. The data of all users’ history and answers is stored in a
database. This communal information then contributes to the understanding of
class trends and individual learning levels.

The developed system consists of two principal functions: LMS service and
e-mail exchange service. The service of LMS works LAMP environment, which
is constructed by Linux kernel 2.6.38, Apache 2.2.22, PHP 5.3.5, MySQL 5.1.54,
and CakePHP 2.2.5 for user interface. With the service of LMS, various functions
are available via Web browser. The types of service are different between learners
and lecturers. On the learner side, there are following services: score inquiry,
learning history inquiry, and some user settings such as exercise delivery time,
the number of questions, and user information. On the lecturer side, there are
following services: user management, exercise management, history management
of e-mail exchange, dialogue function with a user, and analysis function of user’s
learning history data. Various kinds of data, such as the number of delivery of
each English word and its accuracy rate, user’s reply rate, user’s accuracy rate,
and user’s experience point, are stored in database uniquely developed by this
study, and they are always available.

This paper uses COCET 3300 as database of exercises. COCET3300 is an edu-
cational material to support English words for students of science and technology
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Fig. 2. This figure shows the utilization procedure of the developed system. At first a
system administrator input some types of information. After inputting some data, a
user can receive exercise e-mails automatically. By replying an e-mail with user’s an-
swer, scoring is also automatically operated. The data of learning condition is managed
by database. Examples of an e-mail with questions and an e-mail of scoring result are
shown at the bottom of this figure.

in higher education, and it has achieved satisfactory results at some educational
institutions mainly national college of technology. As each English word in the
corpus has Japanese meaning, related term, related phrase, and explanation, the
proposed system uses these attributes to create each exercise e-mail. After reply-
ing an exercise e-mail, a scoring result of the e-mail is automatically delivered.
Each word is divided into 7 levels depending on its difficulty. An example of
exercise management screen is shown in Fig. 1.

This paper developed 3 server applications which work on java 1.6.31, and
the one server application of them provides e-mail exchange (sending and re-
ceiving) we call as Mail Assistance Agent. An e-mail with questions is routinely
delivered on a time that is set by a student registered to the developed system.
The server application monitors e-mail exchange at 10 seconds interval by using
“ScheduledExecutorService” in “concurrent” package. When it is time to deliver
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an exercise e-mail, the other server application to generate exercise statement
is called. All questions are given in the form of multiple-choice: select the best
English/Japanese word of same meaning as the Japanese/English word from the
following options to each question, and describe the Japanese letter “a”, “i”,
“u”, or “e” to the place in brackets at e-mail text area. The words used by each
question are randomly chosen from the database of COCET 3300. A question is
generated by selecting one correct word and three wrong words. The three wrong
words are randomly given, but the developed system selects these words similar
with the correct word in some characteristics such as parts and initial letter
with relatively high rate. Since the combination of words and these sequences
varies every time and from individual to individual, the possibility to generate
or to deliver same question for many learners is extremely low. Two questioning
methods are randomly decided; the one is a question to answer proper Japanese
meaning from English words, and the other is to answer proper English meaning
from Japanese words. By the operations above mentioned, a question text is
generated, and it is added to an e-mail text, and at the same time, a unique
hash value is also added to the e-mail subject. The e-mail is set to waiting state
to be transmitted, and is added to the sending table in database. The server
application of e-mail exchange obtains e-mails of waiting state, and then they
are sent to a SMTP server, and at the same time, their state is changed to trans-
mission completion. After a user received the e-mail, the user replies the e-mail
with his/her answer at designated point. All users should reply an e-mail with
hash value at the subject, i.e., if the subject is “12126221801”, then the subject
should be “Re: 12126221801” or a similar form. After a POP server receives
an e-mail from a user, the server application of e-mail exchange obtains the e-
mail from the POP server, and it is added to the receiving table in database
by setting waiting state to be scored. The other server application of automatic
scoring which is working as other thread obtains all e-mails with waiting state
to be scored, and they are scored. At the same time with scoring, some statistic
information is updated. A scored e-mail is set to waiting state to be transmitted,
and then it is added to the sending table. By the above processes, a user can
receive scoring result with explanation immediately. Each word in COCET3300
is given the value of difficulty, so every time a user has the correct answer, the
user obtains experience point depending on the value of difficulty. The utilization
procedure of the developed system is shown in Fig. 2.

4 Experiment and Result

This paper used the developed system for a small group and evaluates its effec-
tiveness. Specifically the developed system was applied for students in labora-
tory. 7 senior students joined in the experiment, and the period of experiment
is 120 days. Learning condition of 7 students is shown in Table 1, and relation
between the number of experimental days and each one’s reply rate is shown in
Fig. 3. Subject name represents as A - F, and experience point which is given
each time a user has the correct answer is shown as “Obtained Score”. Here each
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Table 1. 7 subject’s learning results. Subjects are described as A - F, and obtained
experience point is shown as “Obtained Score”DThere is no relationship between reply
rate and obtained score because two or more questions are often set for one e-mail.

Subjects A B C D E F G

Obtained Score 342 501 207 1879 551 68 373
Total of Mails Sent 160 137 122 122 123 122 124

Number of Mails Replied 133 122 32 62 49 30 46
Reply Rate 83.1% 89.1% 26.2% 50.8% 39.8% 24.6% 37.1%

Fig. 3. Change of reply rate. The reply rates were fluctuating between 60-70% in earlier
period, but declining overall toward the end of period.

subject’s learning condition is discussed by considering reply rate. The obtained
score of subject D is the highest. Subject D set two or more questions for one
e-mail, but subject D did not reply consciously. Subject D hoped a function to
temporarily pause delivery in response to one’s schedule, but said that contin-
uous push delivery was effective. The obtained score of subject E is the second
highest and subject E is good at English. At first, subject E expressed a strong
interest in the developed system, but subject E abandoned the learning in the
middle of experimental period because of the loss of interest. Subject E hoped
more words than the existing system, and would continue to use if there were a
lot of words in database. Subject E is also said that delivery of questions from
e-Learning system is effective. Subject A and B with high reply rate are students
who regularly use cell-phone a lot. They are interested in English, but they do
not learn English positively from themselves. Subject A and B said that deliv-
ery of questions with e-mail was convenient for learning. Subject C, F and G
are not good at English, and in addition, they are negative learners who can-
not positively use common LMS. Since some e-mails were replied from them in
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Table 2. Frequency distribution until replying e-mail. Most of e-mail was replied within
a day, but there were many e-mails over a day, which were replied together.

Interval (Days) Sub. A Sub. B Sub. C Sub. D Sub. E Sub. F Sub. G

1 123 51 28 21 30 21 19
2 5 13 2 5 4 2 4
3 2 9 1 9 3 3 0
4 0 9 0 3 3 0 2
5 0 6 0 3 3 1 1
6 1 5 0 3 3 1 1
7 1 4 0 3 2 0 2
8 0 3 0 2 0 0 1
9 0 3 0 4 0 0 1
10 0 1 0 3 0 0 1
11 0 5 0 2 0 0 0
12 0 1 0 1 0 0 0

Over 0 11 0 3 0 2 14

spite of negative learners, this result was considered that using push delivery is
more effective than using only usual LMS. Subject C, F and G hardly replied
e-mails containing a question too difficult for them because they do not like
English learning too much. They requested a delivery method to contain ques-
tions according to their understanding. Developing algorithmic improvement will
be needed to provide a suitable question for user’s understanding including by
applying recommendation technique.

Secondly this paper investigated time interval from the delivery of an exercise
e-mail to the reply of its answer. Table 2 shows the number of e-mails according
to time intervals for each subject, and the value of time interval is based on
day. From Table 2, each subject’s learning style is shown, for example, there are
roughly 3 groups: subject A and C, subject B, D and G, and subject E and F.
Table 2 shows various learning styles which were invisible by only the analysis of
reply rate. The time interval of most of e-mails was within a day, and the number
of e-mails decreased monotonically according to the length of time interval. Most
of e-mails replied after long time interval were sent together with two or more
e-mails. Since the time interval might fully depend on each one’s schedule, a
delivery method of exercise e-mail considering each one’s schedule is needed.
Exercises are constantly delivered, so the authors expect that the developed
system might make students aware of learning. However the effectiveness of the
developed system was not evaluated by only some evaluation criterion such as
reply rate and time interval, so the effect for making aware of learning should
be quantitatively-analyzed.

5 Discussion

The proposed e-Learning environment has been examined for approximately 120
days, and there still exist some learner-oriented functionality problems. One is
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how to reflect a leaner motivation, for instance, suppose a learner continues mak-
ing almost full score for the duration, he/she will be eager to try more exercise
than ones so far. On the other hand, suppose a learner cannot make good scores,
the system should send review-style exercises rather than brand-new exercises.
It seems to be realizable by using some rules for controlling functionalities, how-
ever, the authors believe the system should infer a learner’s motivation through
the interaction to some extent and make flexible way of controlling functionality.
To achieve this goal, psychological insights on motivations should be introduced
to the system, but it may be extremely difficult work. So as a short term work,
the authors will add some user configurations to improve a method of exercise
delivery. Concretely, some methods considering user’s understanding are now
planned: a delivery method to overcome one’s weak area, or a delivery method
to improve one’s strong area. Alternatively, the developed system should provide
a function which can customize delivery schedule and learning target depending
on user’s learning style. The other problem is how to provide more practical
exercises to test English words, this means that even if a learner memorizes
English words, the final goal for a learner is to understand sentences that in-
clude such words in newspaper, books, magazines and so forth. Therefore we
have to integrate two phases on test English words and related sentences. Some
other problems are to train proper use of synonyms, correct listening of similar
pronunciation and so forth. Based on the current learning environment, we will
tackle the above-mentioned further improvement.

6 Conclusion

In this paper, the authors introduced a learning system which encourages con-
tinuous learning of students, and which can nurture the interest of students.
When students consider “simplicity,” “convenience,” “easy continuation,” and
“portability” as significant factors in individual learning, it is transparent that
using e-mail feature of cell-phones is very appealing. While various kinds of e-
Learning methods have been produced up till now, any systems of e-Learning for
the purpose of “establishment of learning habits,” “developing the consciousness
about everyday learning” such as in this paper, have not been developed. For
those reasons, the proposed system, which takes into account the situation of
each learner, is extremely original. The proposed system for self-study can give
a quick answer and explanation to each response from the students, and should
contribute to the raising of, not only the students’ English ability, but also their
motivation.

This paper ultimately has two goals; firstly, to let students learn through us-
ing mobile devices, and, secondly, to stimulate English learners in Japan (who
are thought to be behind the rest of the world regarding second language acqui-
sition). This study aims at, not only introducing a self-study system, but also at
creating a more dynamic and vital English learning environment. With the effort
of this study, the effectiveness was shown while the result was on the students’
subjective viewpoint, and only a trial operation was performed. From the stand-
point of enjoyable English learning, this system will promote more functions
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that will catch a learner’s interest through adopting game-like properties and
quiz-like procedures. By grasping the degree of achievement of learners exactly
and completely in database, it will reveal the weak points of English learners and
deliver them questions with which they can make more progress. Ultimately, this
system aims to be flexible enough for learners to mix and match according to
their learning-styles and levels. As a final point, the authors intend to assemble
a database of questions corresponding to TOEIC content over the next few years
for use with the proposed system.

Acknowledgments. This work was partly supported by the Grant-in-Aid for
Young Scientists (B-23700998), The Ministry of Education, Culture, Sports, Sci-
ence and Technology, Japan.

References

1. Ogata, H., Yano, Y.: A practice of u-Learning at the University of Tokushima.
Journal of Multimedia Aided Education Research 1(2), 19–27 (2005) (in Japanese)

2. Kyuri, T.: An Experimental Operation of e-Learning Introducing Cell Phones on
a University Lecture with Large Students. Journal of Multimedia Aided Education
Research 1(2), 145–153 (2005) (in Japanese)

3. Kuroda, R., Tsuji, M.: Development Methodology of Service Oriented e-Learning -
An Example of Development of Questionnaire Service for Cell Phones. Journal of
Multimedia Aided Education Research 3(1), 109–115 (2006) (in Japanese)

4. Ministry of Internal Affairs and Communications, Information and Communications
Statistics Databases (February 21, 2013) (in Japanese),
http://www.soumu.go.jp/johotsusintokei/statistics/statistics05a.html

5. Ooki, M., Matsumoto, S.: How to Nurture Students’ Study Habits Using a Handy
E-Learning System with Cell Phones. J. of the Society for Teaching English through
Media 12(1), 231–255 (2011)

6. Kashima, T., Matsumoto, S., Ihara, T.: Proposal of an e-Learning System with
Skill-based Homework Assignments. In: Proc. of the International MultiConference
of Engineers and Computer Scientists, pp. 1405–1410 (2011) (in Japanese)

7. Richardson, V.: Constructivist Pedagogy. Teachers College Record 105(9), 1623–
1640 (2003)

8. Rice, W.: Moodle 2.0 E-Learning Course Development: A Complete Guide to Suc-
cessful Learning Using Moodle. Packt Publishing (2011)

9. Sakai, J.: The text of the best campany developing human resources in Japan.
Kobunsha (2010) (in Japanese)

http://www.soumu.go.jp/johotsusintokei/statistics/statistics05a.html


M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 454–463, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

E-learning: The Power Source of Transforming  
the Learning Experience in an ODL Landscape 

Blessing Mbatha1 and Mbali Mbatha2 

1 Department of Communication Science 
2 Centre for Professional Development, 

University of South Africa, Pretoria, South Africa 
{mbathbt,mbathmp}@unisa.ac.za 

Abstract. This paper reports on e-learning as a transformational educational 
tool amongst Communication Science students at Unisa.  The study targeted 
executive members of the Communication Science Association (COMSA) 
which consists of ten members and Unisa Radio employees which comprise 200 
Communication Science students. A survey research design was used whereby 
questionnaires were administered to all COMSA executives and 50% of Unisa 
Radio student employees who were chosen using simple random sampling.  
Data was analysed through thematic categorisation and tabulation and the 
findings were presented descriptively. An examination of data indicates that 
students do not actively engage in e-learning. They use myUnisa for basic 
educational needs and not for the purpose that myUnisa was intended which is 
to bridge transactional distance in order to ensure increased engagement 
amongst all stakeholders. Unisa needs to examine its current e-learning policies 
against the backdrop of the society in which it operates.   

Keywords: Open Distance Learning, e-learning, dialogue, transactional 
distance, ICTs in Higher Education, myUnisa. 

1 Introduction and Aim of the Paper 

The paper is set to map e-learning as a transformational educational tool amongst 
Communication Science students at Unisa. To achieve the stated aim, the paper set 
out to investigate students’ use of Unisa’s e-learning forum called myUnisa. myUnisa 
is the e-learning resource developed by the university to improve communication 
between lecturers and students as well as its services to students to ensure a seamless 
learning experience. This is especially critical in bridging the transactional distance in 
Unisa’s Open Distance Learning (ODL) context. The term open distance learning 
refers to teaching that is conducted by someone removed in time and space from the 
students, referred to as ‘transactional distance’. ODL further aims to include greater 
dimensions of openness and flexibility, in terms of access, curriculum including other 
elements of structure [1], [2], [3], [4]. myUnisa is a web-based system for academic 
collaboration and study related interaction. This system has been developed to 
supplement and enhance academic interaction and improve communication between 
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Unisa and its students, as well as provide opportunity for engagement amongst 
students. At Unisa, the learning process involves being part of the learning 
community where students can engage with their peers. In a typical distance learning 
environment, this opportunity for engagement is limited and therefore myUnisa was 
launched with the intention to help bridge this gap. 

Unisa was founded in 1873 as a university college which offered courses to 
learners through correspondence. Subsequently, the university migrated through the 
various developmental stages of distance education and in January 2004 it was 
constituted as a comprehensive open distance learning university after amalgamation 
with two similar educational bodies. The ‘new’ Unisa effectively became the fifth 
largest mega Open Distance Learning education institution in the world, as it services 
approximately 300 000 learners. Students at Unisa come from both rural and urban 
areas. This geographical difference impacts on the service delivery of Unisa, which is 
exacerbated by the mandate given to Higher Education Institutions to enrol ‘a large 
and diverse student body’. Hence, not only is the infrastructure in these areas vastly 
different, but also the level of exposure to, and availability of modern technology 
which impacts on the level of technical support that can be given by the learner 
support system [5]. 

In order to realise the objectives of this paper, information regarding students’ 
access to computers and the internet were elicited as a starting point. Respondents 
were further required to provide information pertaining to their awareness and 
participation on myUnisa. They were also required to rate the effectiveness of 
myUnisa on their studies.  Lastly, respondents were required to provide suggestions 
for improving the effective use of e-learning at Unisa. The paper is based on the 
assumption that e-learning facilitates and opens avenues for effective teaching as a 
result of its potential in bridging the transactional distance amongst all stakeholders at 
the institution. 

The significance of this paper is the contribution that it will make towards 
encouraging and increasing the use of e-learning at Unisa’s Department of 
Communication Science which may improve throughput and retention rates 
throughout the University. 

The problem that was investigated in this paper pertains to students’ inadequate 
access to e-learning facilities as well as their superficial interaction with the e-
learning forum. Unisa’s vision ‘towards the African university in the service of 
humanity’ addresses its enhanced learner support methodologies, processes and 
facilities, all of which are underpinned by a focus on a service-oriented culture within 
the university. This includes the use of Information and Communication Technologies 
(ICTs) in the learning process.  Unisa is accessible to all students, specifically those 
on the African continent, and the marginalised, by way of a barrier-free environment, 
while responding to the needs of the global market. This is further emphasised by the 
university’s acknowledgement in its 2015 Strategic Plan that it is vital to establish a 
leading-edge information and communication technology architecture in order to 
sustain a competitive edge in education [6].  

E-learning at Unisa is conducted through the online forum called myUnisa which 
intends to change the way students access and synthesise information. Furthermore, 
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myUnisa is also intended to align the university in the Open Distance Learning 
context where transactional distance is minimised, thereby effecting transformation at 
the institution by restructuring traditional models of distance learning in the areas of 
interaction with lecturers, courseware, associated resources and students. The 
introduction of myUnisa is not intended to replace printed material, but rather to 
enhance the learning process by creating a seamless learning experience for students. 

2 Theoretical Framework  

This study is informed by Paulo Freire’s dialogic process of communication [7], 
which focuses on the premise that in order for communication to be effective, it has to 
be participatory, dialogical and reciprocal [8]. Freire’s concept of conscientisation 
focuses on bringing the individual to critical reflection about his/her own living 
conditions whereby he/she actively participates in the communication process [9]. 
People thus become the subjects of their own development and not simply objects of 
technology or processes [8]. 

Rather than a “banking” model in which the teacher makes deposits which the 
students patiently receive, memorise, and reproduce – a form, he argued, that serves 
only to increase the recipients’ dependence upon the teacher, and in this instance does 
not provide lifelong learning which is one of Unisa’s primary goals – Freire suggested 
a model where education becomes a dialogue in which the teacher and student engage 
with one another. In this model, the student is enabled to acquire skills to equip 
him/her with knowledge to better his/her life, which Freire called conscientisation or 
consciousness raising [10]. Freire emphasised that the mere transfer of knowledge by 
an authority source to a passive receiver did nothing to help promote growth in the 
latter as a human being with an independent and critical conscience, capable of 
influencing and changing society. According to him, for learning to be effective, it 
has to be linked not only to the process of acquiring technical knowledge and skills, 
but also to awareness-raising. Freirean dialogue is relevant in this paper because of its 
reference to the concepts of dialogue, reciprocation as well as participation in the 
learning process. These elements are necessary in Unisa’s ODL context, in order to 
effect a deep and meaningful learning experience, failing which will result in 
superficial interactions. 

3 Methodology  

A survey research design was used whereby questionnaires were administered to all 
COMSA executives and 50% of Unisa Radio student employees who were chosen 
using simple random sampling.  The paper focused on COMSA executives and Unisa 
Radio employees because these groups were able to provide valuable data emanating 
from their active involvement at the Muckleneuk and Sunnyside campuses, where the 
hub of the university’s activities originate. The instrument sought information 
pertaining to personal characteristics of the respondents, student access to e-learning 
facilities, the use of myUnisa as an e-learning resource and recommendations to 
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improve the use of e-learning at the university. The data collected was analysed 
through thematic categorisation and tabulation, and the findings were presented 
descriptively.  

4 Findings and Discussions 

The findings are reported under the following headings: demographics of the 
respondents, computer access, internet access, awareness of myUnisa, participation in 
the discussion forums on myUnisa, submissions of assignments via myUnisa, and the 
effectiveness of myUnisa on students’ studies.  

4.1 Demographic Profile of the Respondents 

The respondents were BA: Communication Science students from Unisa.  There was 
a male dominance (75%), with most of the respondents under the age of 29 (94.2%). 

4.2 Computer Access  

The study sought to establish whether respondents had computer access. The 
respondents were provided with a list of four categories of computer access and were 
required to choose the relevant option/s.  

 

Fig. 1. Computer access (N=110) 

An examination of data indicates that all students (110; 100%) have computer 
access at Unisa; while those who have computer access at the Internet café were (53; 
48%); (11; 10%) had access at home; whilst none had access at community libraries. 
Interestingly, the results show that all the students had computer access which is 
encouraging because this indicates that active engagement between the students and 
lecturers through e-learning can be realised. This result could be attributed to the fact 
that most of the targeted students were based in urban areas and have physical access 
to Information and Communication Technologies (ICTs).  
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Many people around the globe have personal computers in their homes [11].  
However, in Africa this is not the case since the availability of desktop computers in 
Africa is globally one of the lowest. Statistics provided by the International 
Telecommunications Union [12] indicate that in 2002 Africa had 1.23 desktop 
computers per 100 inhabitants. The theory informing this study suggests that in order 
for meaningful communication to occur, there should be a change in focus from 
information supply to meaning production. To view communication as a process of 
meaning production is to recognise revolutionary developments in communication 
technology. This is why access to ICTs at Unisa is critical in creating a conducive  
e-learning environment for active engagement. 

4.3 Internet Access 

Figure 2 below provides responses from the respondents on the question, “Do you 
have internet access?” Figure 2 below summarises the responses where respondents 
were provided with a list of six categories to choose from.  Respondents could choose 
more than on e-option and were also given the opportunity to identify other sources 
that were not listed. 

 

Fig. 2. Internet access (N=110) 

Figure 2 above shows that all the students (110; 100%) access the Internet at 
Unisa; (53; 48%) occasionally accessed the Internet at the Internet café and those who 
accessed the Internet at home were only (11; 10%). Emanating from the findings, it 
could be concluded that internet access is not problematic amongst Unisa students in 
Pretoria. This may be because Unisa’s head office is situated in Pretoria and this is 
where all activities originate. This is a positive reflection of the diffusion and 
adoption of e-learning resources which is one of the aims in ODL. The results further 
show that none of the students accessed the internet at their community libraries. It is 
evident that students do not access their local libraries despite being encouraged to do 
so, for reasons not discovered in this study.  

Internet users in South Africa for year-end 2008, were estimated at 4,590,000 [13]. 
For year end 2007 the number of Internet users in South Africa were 4,070,000; for 
year end 2006 the number was 3,830,000; and for year-end 2005 total Internet users 
were 3,600,000 [13]. This use of communication technology is referred to by some as 
the use of cyberspace as a potential source of empowerment locally and globally [14].  
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The figure above shows that a significant number of respondents (90; 81%) have 
never participated in myUnisa’s discussion forum; (16; 15%) indicated that they 
sometimes participate while the minority (4; 4%) indicated that they always participate 
on discussion forums. Overall, the findings reveal that the majority of the students do not 
participate on discussion forums, which could be attributed to the fact that students lack 
the necessary skills to partake in e-learning. This study uses the concept of dialogue as 
the common and grounding factor and the basis for participatory communication. The 
theory informing this study states that only in terms of mutuality and meeting can human 
life achieve meaning and fulfilment [8]. Dialogic communication in the theory further 
resonates with the importance of students’ participation in discussion forums in this study 
and it may be further stated that it is the dialogic encounter which has the potential to 
create meaning in the learning process. 

4.6 Submission of Assignments via myUnisa 

Responses were required from the students on the question: “Have you ever submitted 
your assignments via myUnisa?” Respondents were provided with a list of possible 
methods to choose from as illustrated in Figure 4 below. 

 

 
Fig. 4. Submission of assignments via myUnisa (N=110) 

The figure above illustrates that a significant number of the students (66%) have 
indicated that they always submitted assignments using myUnisa, followed by those 
who indicated that they sometimes submit their assignments using myUnisa (25%). 
Only (9%) indicated that they never use the myUnisa resource to submit their 
assignments. Notwithstanding the fact that some of the students lack computer skills 
to partake in e-learning, the results reveal that the majority of the students use 
myUnisa to submit their assignments, which demonstrates that students use myUnisa 
to perform the tedious and necessary tasks. Freirean dialogue emphasises that the 
mere transfer of knowledge by an authority source to a passive receiver did nothing to 
help promote growth in the latter as a human being with an independent and critical 
conscience, capable of influencing and changing society. It is important to note that 
for communication to be effective, it had to be linked not only to the process of 
acquiring technical knowledge and skills, but also to the awareness-raising, 
politicisation and organisation processes [8]. In other words, although using myUnisa 
to submit assignments assisted with the tedious task of having to post the 
assignments, it does not equip the student with the requisite knowledge for 
empowerment and lifelong learning. 
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4.7 The Effectiveness of myUnisa on Students’ Studies (N=110) 

One of the objectives of the study was to establish the effectiveness of myUnisa on 
students’ studies. The students were therefore provided with a list of possible options 
to choose from and asked to rate them accordingly on the Likert Scale of 1 (very 
effective) through to 3 (ineffective). The figure below summarises the responses. 

 

 

Fig. 5. The effectiveness of myUnisa (N=110) 

When asked to comment on the effectiveness of myUnisa in their studies, the 
majority (74; 67%) indicated that it was very effective, while (21; 19%) indicated that 
it was effective. The minority (15; 14%) were those who felt that it was ineffective. It 
should be noted that myUnisa has been introduced by the university as a platform to 
assist students during their studies.   

5 Conclusion  

The paper set out to map e-learning as a transformational educational tool amongst 
Communication Science students at Unisa. It should be noted that these results are not 
transferable to the entire Unisa community because of the limitations of the chosen 
target population to generalise the findings. If Unisa is to continue to compete in a 
global higher education market, it must continue to embrace the technological 
advancements and use it as a strategic tool, capable of transforming its education 
delivery. 

This relates to the underpinning theory of this paper which argues that for 
communication to be effective, it has to be participatory, dialogical and reciprocal, 
and this will only be possible once the issues of access to facilities and active 
participation are addressed by the initiators of the communication process, which 
correlates directly with Freirean dialogue. 

Although technological growth and expansion are inevitable and necessary, there is 
a danger that technology could result in the widening of the knowledge gap. Rather 
than achieving widespread adoption, information now becomes power in the hands of 
a privileged few [8]. This resonates with the issue of access to computers and the 
internet. Although students have indicated that they have access to these facilities, it is 
limited to facilities on campus only. This limitation therefore impedes students’ 
engagement in e-learning. Emanating from recommendations from the respondents, 
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one of the objectives of ODL is to transcend transactional distance, therefore Unisa 
should take a closer look at the service offerings at regional offices. 

The paper further argues that although majority of the respondents have access to 
e-learning, the results show that their interactions in the e-learning arena are not 
meaningful. Effective two-way communication is encouraged with the aim of 
enhancing dialogue amongst all stakeholders in the learning process. However, the 
results of the study show that there is insufficient meaningful interaction present. This 
lack of dialogue has resulted in students’ apathy towards e-learning at Unisa which 
could further translate into inefficiencies in the learning process in Unisa’s ODL 
context. 

It is recommended that Unisa should maintain its e-learning initiatives, but must 
take into account the financial constraints of the students as well as the suitability of 
the technology as an educational tool. It is important to acknowledge that in higher 
education, and especially the ODL environment, e-learning is a means to an end and 
not the end in itself. 

The results of this paper relate directly to Freire’s theory in respect of authentic 
participation. Many development efforts have been undertaken in the past by focusing 
on effective communication and enabling of action; however, this narrow focus leaves 
such efforts vulnerable to eventual failure.  They fail because people lack ownership 
and relevant in-depth knowledge to assume control of activities in the long term and, 
more importantly, because they lack the sense of a community [18]. It is therefore 
recommended that the Department of Communication Science form an advisory 
board to include students’ input in the decision-making process on matters that affect 
them directly, including e-learning. This resonates with Freire’s reference to the 
‘freeing’ and emancipatory experience of dialogue. 

Our advanced technological society is rapidly making objects of most of us and 
subtly programming us into conformity to the logic of its system [7]. To this degree 
that this happens, we are also becoming submerged in a new ‘culture of silence’. The 
paradox is that the same technology which contributes to this culture of silence also 
stimulates a new sensitivity to our global environment. 

6 Recommendations 

Unisa should examine its current e-learning policies against the backdrop of the 
society in which we live.  It is in this light that the paper recommends that a more in-
depth study be conducted to ascertain core issues in respect of why students do not 
engage actively in what is meant to promote a deep learning experience. 

This paper also recommends that a further investigation into each regional centre 
should be conducted to ascertain the issues of access in respect of facilities provided 
and support rendered. This study focused on the Pretoria region, which is the hub of 
Unisa’s activities, as an initial study. It is therefore recommended that ongoing 
research is conducted at the regions to ensure maximum geographic reach. It is further 
recommended that a study be conducted into Unisa’s collaboration with community 
libraries and community centres throughout the country. These collaborations are key 
in providing free internet facilities as well as other educational resources which are 
critical components in transcending the transactional distance. 
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Abstract. This paper presents a study on mobile learning that could be viewed 
as a manifestation of strong voices calling for learning in natural contexts. The 
study was based on a sequence of inquiry-based mobile learning activities with-
in the domain of natural sciences and mathematics education. We questioned 
the effects of collaborative scaffolding, and the effects scaffolding provided by 
technology have on learning and performance. Based on a quantitative interac-
tion analysis, findings suggest that low-achievement students benefit from in-
quiry-based mobile activities; that the use of mobile technologies bring multiple 
effects on students’ learning, both positive and negative, and that the roles of 
teachers remains as crucial as before the introduction of learning technologies.  

Keywords: mobile learning, scaffolding, across contexts, performance. 

1 Introduction 

Since the Industrial Age, and as a response to a need for mass-education, learning has, 
to a high extent, been considered to take place in traditional classroom environments 
of lectures and books. As a consequence of the mechanical spirit of the industrial era, 
learning traditions were developed describing knowledge not as something that can be 
constructed by learners in appropriate contexts, but rather as information that should 
be transferred from textbooks and teachers into the minds of learners [1]. 

As time has elapsed, many strong voices have emphasized the importance of natu-
ral contexts [2] [3]. In the beginning of the 20th century, one of the first authors warn-
ing about the de-contextualized nature of learning and challenging the assumption 
that the classroom is the optimal place for learning to occur was John Dewey (1916), 
advocating that meaningful learning should take place in the setting of real-world 
activities [2]. Since then, several theories on learning and cognition have been intro-
duced, such as situated learning [3] and situated cognition [4], which emphasize  
authentic problems and natural contexts as powerful learning resources for learners’ 
generalization process. Also, since the emergence of the mobile learning field, more 
and more research projects are investigating learning outside of the classroom, in the 
world and in authentic contexts. The step out of the classroom into more dynamical 
environments, combined with the increased mobility of the students and the utiliza-
tion of technology, change radically conditions for providing scaffolding support. 



 Mobile Inquiry-Based Learning 465 

From our own experiences, we have observed that the design of mobile learning ac-
tivities can dramatically restrict young students’ opportunities to share knowledge and 
scaffold each other [5] [6]. 

Thus, in the empirical study reported on in this paper, we attempted to further 
question the effects that collaborative scaffolding facilitated by technology have on 
students’ learning and their performance. In order to investigate these questions, a 
sequence of inquiry-based learning activities was designed within the domain of natu-
ral sciences and mathematics education. 

2 Related Work 

Little is still understood in terms of what scaffolding needs younger students have 
interacting with mobile technology in field activities where teachers are not as readily 
available. A large body of productive research work has been conducted on the notion 
and importance of scaffolding in educational settings, for instance as conceptualized 
within situated learning [3] [7] [8]. These approaches have nevertheless, either em-
phasized teachers scaffolding functions in face-to-face conventional classrooms with 
their physical and social constraints, or focused on computer-based environments 
where teachers are not present [9]. 

Scaffolding learning processes in outdoor mobile learning activities brings other 
challenges than learning in the classroom, as demonstrated by [5] [6]. While mobile 
technology can be utilized to provide scaffolding to some extent, for example as dem-
onstrated by [10], it is nevertheless a design challenge to determine what scaffolds to 
incorporate given the dynamical needs of learners and the constrains of mobile 
phones [11]. Furthermore, from previous studies conducted by the authors of this 
paper, presented in [5] and [6], we learned that young students could have difficulties 
to collaboratively scaffold each other in field activities. 

If we are to meaningfully realize situated, inquiry- and problem-based mobile 
learning approaches, the question of how the students are to be pedagogically sup-
ported remains crucial. Thus, in the empirical study reported on in this paper, we 
attempted to further investigate the following questions: i-how students scaffold each 
other in field activities where teachers are not readily available, ii-what scaffolding 
needs these situations create among students, and, iii- what effects collaborative scaf-
folding and scaffolding provided by mobile technology have on students’ learning 
and performance.    

3 Methodology 

3.1 Study 

mVisible was a research project where small groups of students use smartphones and 
pads outside the classroom, in the woods to explore characteristics of species of plants 
and trees and their biotopes in the north of the Stockholm area. 
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Design Process. Three areas have informed the design process conducted in the 
mVisible project: 1. A literature review summarizing previous research in the field of 
mobile learning, in particular findings presented in [5] and [6], 2. pedagogy and di-
dactics (Inquiry-based learning theory through collaborative learning), and 3. Work-
shops with school children and teachers that were conducted from a perspective on 
participatory design). In other words, every step of the interaction design loop, here 
presented as tasks, has been considered from what we know is problematic in mobile 
learning design, together with the project’s pedagogical and didactical perspectives.  

Inquiry-Based Learning. We adopted the pedagogical framework of inquiry-based 
learning for the design of the present study. According to [12], the framework is 
grounded on the idea that science is essentially a question-driven, open-ended process 
and that students must have personal experience with scientific inquiry to understand 
this fundamental aspect of science. Inquiry-based learning thus advocates a teaching 
and learning of science in the way it is actually practice by scientists [12].   

Inquiry-based learning, prototypically, involves learner-centered and non-structured 
investigations that are based on students’ own choice of questions, hypothesis, obser-
vations of phenomena [12]. However, it is argued that more structured and guided 
inquiry activities are preferable if the indented students are young and lack experience 
of inquiry [12]. As this was the case of our study, we chose to apply a high degree of 
structure to guide the students’ trough the inquiry-based learning activity. 

The Sequence of Learning Activities. The study conducted consisted of three main 
activities, namely an indoor introduction to the sequence of activities, an outdoors 
field activity, and an indoors post-activity. The day began with an introduction activi-
ty which provided the students an opportunity to both familiarize themselves with the 
technology intended to be used in the outdoors activity, and to create a understanding 
of the tasks they were to perform – guided by the attended researchers and teachers.     

The field activity started with a group of students arriving at one of four different 
areas in the forest behind the school. Each student had a smartphone, and there is one 
common device, a pad, belonging to each area.  

The field activity was designed as a sequence of seven tasks playing out as fol-
lows; all three students in the group use their mobile devices to scan the QR code for 
the nature square they arrive at. The code initializes the mobile devices to show a list 
of what species are available in the current nature square. On the common device, the 
students read the task instruction to identify each species. The students used their 
mobile devices individually to scan QR codes attached to each species to identify 
them and to take photos of what they believed is characteristic for each species. For 
the next task, the three students reconvene at the common device, where they use a 
pie chart to calculate the distribution of trees in the area. Also on the common device, 
they get the task to define what type of forest they are in based on the distribution of 
trees. 

The mobile device provided the students in-situ descriptions of species and their 
biotopes and allowed for multimodal data collection in form of pictures and video. 
The pad, on the other hand, constituted a common tool that scripted the collaboration 
between the students by forcing the students to provide individual codes each time a 
task instruction was needed from the pad. As such, the design of the common device 
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indented to encourage the students to create a joint task understanding and be deli-
vered equal task information in order to not empower the students asymmetrically [6]. 
Besides these functions, the common device also provided affordances to collabora-
tively create dynamical pie charts that were used to visualize the tree distribution. 

The last part of the sequence of activities was the indoors post-activity in which the 
students analyzed the collected multimodal data from the outdoors activity, trans-
formed it into conclusions and new representations collaboratively, ending up with 
multimodal presentations that were discussed together with the whole class. Two 
available teachers scaffolded the students’ work during this post-activity. 

Participants. Seven groups of three students, 21 in total, took part in the study. The 
students were from the same fifth grade class, participating in the study as part of 
their mathematics and natural sciences curriculum. Apart from which students were 
known to be able to work together and which students were not, the teachers used 
high heterogeneity as the basis for group formations. Six out of seven groups had both 
female and male students and the differences in background knowledge on the subject 
were as large as possible in all seven groups. 

3.2 Data Collection and Analysis 

As we were interested in the relation between scaffolding children’s needs/interactions 
and their performance, the methodological approach taken directed particular interest 
towards investigating correlations between i-performance and ii-frequencies of different 
scaffolding interactions,. Accordingly, collected video data has been transcribed and 
analyzed using interaction analysis [13]. 

The primary data used for analysis was video from handheld video cameras fol-
lowing each group in the field. Seven hours of outdoor activity video data was col-
lected, approximately one hour per group. Additional data was collected through the 
pre- and post-tests. These tests were constructed to examine three aspects, namely, 
students understanding of name and characteristics of the species, the characteristics 
of their biotopes, and the students skills to interpret pie charts.     

Transcription and Coding. The video-data collected were transcribed using Transa-
na software, a tool that is specifically designed for video analysis. As a total, three 
researchers transcribed the entire video data excluding only speech and interactions 
that were not task-related.   

Further, a coding scheme was constructed based on the six scaffolding types de-
scribed by [14] and [15], i.e. technological, affective, procedural, conceptual, strateg-
ic, and metacognitive scaffolding (see Table 1).  The three researchers coded the 
transcribed data independently, deploying the coding scheme with the aim to capture 
the occurrence of: 1.) Scaffolding provided by the students within the groups, and 2.) 
Scaffolding provided by the mobile technology. An inter-rater reliability coefficient 
of 84 % was obtained. Upon the coded transcriptions, quantitative analyses of how 
frequently the various scaffolding interactions occurred were done along with an 
analysis of correlation with performance scores (presented in the next section). 
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Table 1. The deployed coding scheme  

Collaborative Scaffolding Definition 
Technical The students provide support with technical issues  
Affective The students provide emotional support.  

Procedural The students provide ”how-to”-support.  
Conceptual The students provide support on a conceptual level.  

Strategic The students support each other in formulating strategies  
Metacognitive Students share strategies about how to learn something.  

Technology Scaffolding  
Procedural The students read task instructions from the mobile technology  
Conceptual The students read or use the (QR-) information loudly or silently. 

4 Results 

In the following sections the performance results of the pre- and post tests are pre-
sented (see Table 2) and correlated with collaborative and technology scaffolding.   

4.1 Performance  

Considering the overall results of the entire student sample, with a mean performance 
increase of 44 % we observed that learning indeed have occurred. Now this can cer-
tainly reflect a Hawthorne effect and does not say anything about the efficacy of 
learning activities of this kind in comparison to learning occurring in the frame of the 
classroom and of more traditional pedagogical models. With that said, there is no 
reason to conclude the inverse with certainty as there are other indications speaking in 
favour of the benefits of learning in natural contexts supported by mobile technology. 

In this study, for instance, we have observed the occurrence of quite interesting 
context-related discussions amongst the students that indicated the presence of higher 
reflection on the subject matter, triggered by an intrinsic motivation and engagement 
with the task and the physical context. In the following excerpt a group of students are 
attempting to identify a pine tree and face some difficulties in doing that. 

 
S1: I don’t think that a pine tree can flourish here on the meadow …  but 
rather on such soil, do you see? (points at pine trees outside of the square) 
S2: They flourish in shadows!? 
S1: A pine tree flourish in sunlight but casts shadows for other  
S2: I wonder if that is a pine three S1? (points at a tree) 
S1: No, it has too short needles. According to the information here (the mo-
bile) pine trees should have long needles. 
S1: The pine tree is a big needle tree. You see them over there (points at 
pine trees outside the nature square) 
S2: It (the mobile phone) says that pine trees are tall and have a slim stem. 
S1: Consider that they can be and are very small in the beginning. 
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Table 2. Individual and group performance increase. The mean group increase percentage is 
based on absolute scores for each group. 

Individual Group Individual increase  group increase σ 
S1 1 42% 69% 0,36 
S2 1 67%  
S3 1 113%  
S4 2 42% 40% 0,20 
S5 2 57%  
S6 2 17%  
S7 3 550% 56% 3,07 
S8 3 30%  
S9 3 7%  
S10 4 29% 36% 0,17 
S11 4 31%  
S12 4 60%  
S13 5 22% 33% 0,34 
S14 5 113%  
S15 5 10%  
S16 6 22% 42% 0,24 
S17 6 100%  
S18 6 20%  
S19 7 1000% 38% 5,6 
S20 7 29%  
S21 7 29%  

  Mean increase: 44 Tot: 0,33  

 
When trying to identify the pine tree, the environment surrounding the trees are 

analysed with aid from the information provided by the mobile technology, which 
highlights the critical features of the learning objects.  As a result the students arrive 
in correct conclusions such as that pine trees flourish in certain biotopes with specific 
characteristics, and that pine trees have certain characteristics such as long needles. 
Simulating the richness and complexity of this particular learning context, which the 
students are utilizing freely, and guided by mobile technology, for inquiries and ref-
lections can be difficult in the ordinary classroom. The situated, multimodal and em-
bodied learning experience is likely to explain a portion of the performance results. 

In this particular learning activity, mobile technology was also providing the stu-
dents the possibility to capture their experiences through the use of the camera func-
tion. The representations created through the camera function was later brought inside 
the classroom for further transformation, analysis, reflection, and discussion, this time 
with a more available teacher supporting these processes.   

4.2 Performance of Otherwise Low-Achievement Students 

What may be the most noteworthy regarding the performance results is that four out 
of the five students with weakest pre-test results, namely students S7, S14, S17, and 
S19 (see Table 2), achieved the most performance increases in relation to the whole 
student sample. Certainly, different explanations could be provided for these results, 
amongst them, that these were high-achievement students that happened to have poor 
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motivation during the pre-test. That explanation has however been put aside after 
consultation with the teachers who verified that these particular students belong to the 
poor-achievement set of the class. In fact, student S19 for instance is an immigrant 
student that struggles with both ADHD and poor language skills, while S17, also an 
immigrant student, is described as a student with concentration difficulties. 

Consequently, what we believe explains these results are a combination of others 
factors such as motivation/engagement, structure/guidance, individual work, collabor-
ative scaffolding, and situated and embodied learning. We understood from the post-
interviews with the students that the learning activity was fun and engaging, i.e. the 
motivation/engagement factor. The students learning and inquiry was also guided by a 
distinct structure mainly provided by the mobile technology in terms of task instruc-
tions, hints, and information that highlighted the critical learning features of the tasks. 
As such, this structure facilitated the student’s navigation towards the knowledge 
expected to be acquired [7]. Furthermore, the otherwise low-achievement students 
had the possibility to both explore individually within the provided structure, and if 
needed, operate in the Zone of Proximal development through the support of the more 
capable peers within the groups. 

Table 3. The scaffolding types provided within the groups correlated with mean group 
performance increase (see Table 2 for performance increase). Correlation is significant at 0.05. 

Group Technical Affective Procedural Conceptual Strategic Metacognitive 
1 6 2 17   13   6 3 
2 14 7 21 22 8 2 
3 5 1 18 14 3 1 
4 12 5 19 19 7 4 
5 15 4 35 23 4 1 
6 12 3 13 13 2 1 
7 8 7 32 21 6 2 

Total 72 29 155 125 36 14 
p 0,04 0,09 0,23 0,04 0,79 0,83 

4.3 Collaborative Scaffolding  

In considering the performance of the students, and to come closer to an understand-
ing of how we support them further in the future, we looked at how they scaffolded 
each other in the outdoor activity according to the six scaffolding types of [14] and 
[15]. Presented in Table 3 is an account of the collaborative scaffolding provided 
within the groups correlated with mean increase in performance. 

In terms of salient correlations of scaffolding types such as technical, procedural, 
and conceptual, interesting conclusions arise from the results. For instance, the statis-
tical significant negative correlation between performance and technical scaffolding 
may shed light on the sensitivity of introducing technology - and in particular new 
technology - in the curriculum. Clearly the technology, while supporting some stu-
dents as shown in the next section, still obstructed the learning of others. 
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Another interesting finding regard students need for procedural and conceptual 
scaffolding and the correlation between these scaffolding types and performance. 
Noticeably, there is a negative correlation present; indicating that the students relative 
extensive scaffolding needs were not satisfied by collaboration, which in fact nega-
tively influenced the performance scores.  Primarily, a significant correlation exists 
between conceptual scaffolding and performance. We believe that the reason for this 
is poor quality of the scaffolding provided by the students, which to some extent is 
dependent on their young age and limited knowledge level, and the circumstance that 
the particular subject and the technology used was quite new to them.      

In general our data generated negative correlation coefficients for all of the scaf-
folding types, which in a sense, is a counter intuitive result considering previous re-
search on the positive effects of collaborative learning. Evidently, the scaffolding 
provided by the group members when called for did not satisfy the student’s needs, 
which may indicate the necessity to have a teacher more available to the students, and 
further investigate how we can utilize technology to provide needed scaffolding to a 
higher extent. It should also be considered if its more appropriate to design mobile 
learning activities such that emphasis on learning on a conceptual level is put in the 
indoors activities where teachers are more available, and consider the outdoor activi-
ties as opportunities for students to gain situated/embodied experiences and for col-
lection of data that is analysed more in depth in the classroom. 

4.4 Scaffolding Provided by the Mobile Technology 

The mobile technology in the present study was designed to provide two different 
scaffolding types, namely conceptual in terms of providing information about the 
species and biotopes through the QR-functionality, and procedural in terms of provid-
ing task-instructions. In Table 4, the students’ utilization of scaffolding offered by the 
technology is presented. 

Based on the data gathered, the obtaining and use of information trough the QR-
functionality significantly correlates to the student’s performance scores. These re-
sults are quite expected considering that the questions in the pre- and post-tests to a 
high extent were aligned with the information offered through the mobile technology; 
information that was believed to highlight critical features intended to be learnt. Al-
though this could be considered as a positive finding emphasizing that mobile tech-
nology may enhance situated learning experiences by highlighting critical features 
and providing in-situ information, it also raises questions and challenges that need to 
be considered. Evidently, a considerable set of students did not read or take advantage 
of the information provided by the technology, which raises two questions, how do 
we design learning technologies to encourage and facilitate accessing information 
through these means? And from which pedagogic objective? After all, in rather com-
plex and rich learning contexts of this kind, where teachers are not readily available, it 
is vital to consider how we support students to highlight critical learning features.      
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Table 4. QR-information use correlated with performance. Correlation is significant at 0.05. 

Group Conceptual (QR-info use) Procedural (Task 
instructions) 

Performance 

1 10 13 0,69 
2 8 7 0,39 
3 9 12 0,56 
4 8 8 0,36 
5 4 9 0,33 
6 6 12 0,42 
7 5 9 0,38 
p  0,04 0,03  

5 Conclusions 

In regards to the potentials of mobile learning, the findings of the study indicate that 
some learning certainly occurred. For instance, a 44 % mean increase in performance 
is not inconsiderable, although it can be gradated with the Hawthorne effect. Obvious-
ly, one could also question what learning we assessed and how we did that in the first 
place, calling for richer assessments focus beyond performance scores. In terms of 
performances scores however, the most noteworthy finding is the impressive perfor-
mance increase of otherwise low-achievement students. It seems that these students 
are particularly responsive to learning situations of this kind, characterized by struc-
tured activities that allowed and guided both individual and collaborative work, also 
providing concrete experiences of the learning material supported by the mobile tech-
nology that highlighted and captured critical features. 

On the other hand, the findings also demonstrated that we, as researcher, designers, 
and teachers, should not rely on collaboration to unfold satisfactorily in a way that 
provides the students the required scaffolding. In fact, some of the findings indicate 
that collaborative scaffolding amongst young students can have negative impact on 
learning, especially if the students are not capable and knowledgeable enough to pro-
vide the required scaffolding. These findings emphasize two things; firstly, the still 
important role of teachers in these kinds of activities, and secondly, the importance of 
a thoughtful technology- and primarily - activity design. After all, our analysis sug-
gests that the mobile technology used, with all its utilized positive affordances, also 
gave rise to problems among students managing the technology, and to scaffolding 
interactions that had significant negative influence on performance scores.  

The analysis presented in this study also suggests that designers, whether its re-
searchers or teachers, should thoughtfully consider how learning activities across 
contexts are planned for, taking account of the scaffolding needs that different tasks, 
learning processes, and learning contexts can give rise to. One should, for instance, 
not put to much focus on conceptual learning in outdoor contexts, where teachers are 
not as readily available, and the concerned students are believed to be incapable of 
providing required conceptual scaffolding to their fellow group members. Essentially, 
designers of mobile learning activities across contexts should thoughtfully ask which 
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learning tasks are suitable for different contexts and how learning tasks can be  
distributed across contexts in order to provide students with the required scaffolding 
for meaningful learning to occur – for as many as possible. 
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Abstract. This paper examines two independent multimedia distribution sys-
tems in terms of user’s impression and the download time on the basis of the 
two experiments which were carried out in English teaching settings in Japan.  
The two are the podcasting system and the mobile-based system. The results of 
the two studies indicated that the students feel that mobiles are more friendly 
and easy to operate. Although it takes them longer time to download digital ma-
terials from the server, they do not feel so much frustrated or irritated for being 
delayed to a certain degree. These implications imply the future possibility for 
blended-instruction model of foreign language teaching in Japan. 

Keywords: e-learning system, podcasting, mobile device, second language  
acquisition. 

1 Introduction 

The use of ICT provides learners with opportunities for linguistic input and output 
especially in a English-as-a-Foreign Language (EFL) environment such as Japan, 
since there is little chance to communicate with other people in that foreign language. 
In Japan the use of ICT is strongly recommended as a national policy in schools of 
both elementary and higher school administrations. On the other hand, how to incor-
porate ICT into curriculum is an urgent research topic that has be investigated. 

This paper considers how the multimedia system for foreign language education 
should be carried out in Japan, and evaluates two multimedia distribution systems on 
user’s impression which were actually carried out in a foreign language instruction in 
Japanese national college of technology. One of the traditional issues on foreign lan-
guage teaching in Japan is how to guarantee a large amount of linguistic input in a 
foreign language classroom. As Web 2.0 advanced, several ICT-utilized systems to 
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distribute digital teaching materials like sound and movie, which we call Multimedia 
Distribution System (MDS), have been proposed to be incorporated naturally into 
foreign language classrooms. This study places much focus on the two of such sys-
tems that had an impact on the field of foreign language education: Podcasting and 
Mobile MDS.  

Our earlier studies [1-2] reported the actual use of podcasting systems for TOEIC 
course and other studies [3-5] described the new type of blended-instruction model 
for reading course with the use of iPod Touch in the classroom and demonstrate the 
pedagogical effect and validity of incorporating this mobile tool into a non-wired 
traditional classroom. 

The issues to be discussed in this paper include (i) construction of two multimedia 
tools and evaluation of the systems by learners, and (ii) effect of the length of down-
load time on learner’s frustration. It will be shown that the survey on Study (i) sug-
gested that the factors such as “operability” of mobile devices were outstanding rather 
than that of podcasting, which implies the practicality for mobile-based blended in-
struction. Study (ii) suggested that the downloading time for the students to wait 
should be limited to less than 90 seconds. On the basis of these findings, this paper 
implies the future possibility of blending lecture and mobile-based e-Learning in 
classroom. 

2 Outline of the Two System and Implementations 

Our studies [1-2] describe the podcasting system outline adopted in the study. The 
schematic model of the system and the hardware and software adopted in our admin-
istration is given in Fig. 1 and Table 1 below. 

 

Fig. 1. The podcasting system 
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Table 1. Hardware and software (podcasting MDS) 

 
 

After 15-week course was finished, the questionnaire was given to students. Partic-
ipants answered all the items asking about the impression in using the system by scor-
ing them on a 7-point Likert scale where 7 was very strongly affirmative and 1 was 
very strongly negative. The question items are adjectives describing impression in 
using the system. All the question items were written in Japanese and the translated 
list of adjectives is illustrated in Fig. 2 below: 

 

 

Fig. 2. Question items on impression 

As to the mobile-based MDS, owing to the strict security policy of our school, 
access from outside the school was prohibited.  So we built up a server inside the 
classroom (a small lecture room), where the LMS software was installed. What was 
adopted in our study is computerized testing software optimized for iPod Touch, 
“starQuiz server” by Cosmicsoft co. An outline of our system and software is given in 
Fig.3and Table 2 below. For details about the system, please refer to our earlier stu-
dies [3] and [4]. 

The course model and implementation of the system was described in [3] and [4], 
where the aim of the course is to enhance learner’s vocabulary through reading vari-
ous types of passages in preparation for TOEIC test. In our course, movies are in-
stalled into each iPod Touch to help students to repeat the materials individually for 
shadowing activities. After 6-week course, we carried out the questionnaire research 
asking the same questions on impression. 
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Fig. 3. Outline of mobile-based MDS 

Table 2. Hardware and software (Mobile MDS) 

 

3 Study (1): Difference between Two Systems 

79 forth-year students of national college of technology participated in this study. The 
aim of Study (1) is to find the difference of learner’s impression on these two sys-
tems. The fourth-year student of college of technology is equivalent to first-year stu-
dents in college or university. After completing the course, we carried out a survey on 
the basis of “Image Evaluation” method [6]. The 31 question items given in Fig. 2  
 
 

CPU Mac Mini Server

Intel Core 2 Duo

2.53GHz / 4GB

Memory / 500GB ×2

HDD / Mac OS X

Server Snow Leopard
Back-up HDD Buffalo HD-CL1. OTU2

Wireless LAN

×２

AirMac Extreme base

station
IEEE 802.11n

Software starQuiz Server

USB Hub ELECOM U2H-Z10SWH 10 port ×2

iPod Touch iPod Touch 8G
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were created with reference to the previous studies [7]. Statistically significant items 
resulted from out t-test were retained and subject to factor analysis.  

The result showed that 19/31 items showed a statistical significance. This means 
that students think that the two systems are different in terms of usability and opera-
bility. Moreover we found that the students are feeling that the iPod Touch is more 
“friendly”, “easy”, and “usable”, suggesting the higher operability of iPod Touch than 
podcasting, independent of the difficulty of task and teaching materials, as illustrated 
in Fig. 4 below. The result of our factor analysis using Principal Factor Method with 
Promax rotation of the significant items is illustrated in Table 3 below. (Total factor 
loading = 55.7 %) 

Table 3. Factor analysis of significant items 

  Factors
  1 2 3

10 familiar .821 .206 -.094 

13 enjoyable .811 .090 -.109 

15 feeling free .755 .156 -.129 

24 friendly .708 -.034 .079 

2 easy to use .644 .022 .030 

9 convenient .643 -.012 -.105 

19 not interesting .555 -.268 .132 

23 desirable .538 -.386 .128 

11 beneficial .484 -.181 .102 

18 causing willingness -.401 .157 .182 

20 unique .370 -.338 .066 

27 feeling emptiness .079 .842 .015 

26 dull .006 .738 .029 

31 negative or passive .063 .624 .244 

29 dark .113 .597 .281 

4 easy to listen to .212 -.446 .127 

21 difficult -.076 -.091 .917 

25 constrained or uncomfortable .027 .306 .524 

17 common or ordinary -.061 .142 .415 

 
Table 3 indicated that four factors were abstracted. Factors 1, 2 and 3 were labeled 

as “Holistic impression toward the system”, “Task” and “Materials” , respectively, on 
the basis of the items related. These results suggest that participants seem to recognize 
these three factors to be independent factors. Fig.4 further suggests that the operabili-
ty of mobile devices seem to be highly evaluated, which has an implication for the  
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Table 5. Correlation among items 

 

Lastly, we carried out the cluster analysis using Ward method with Euclidean dis-
tance on the basis of the data and how participants of each cluster recognized the situ-
ation.  Four clusters were created for iPod Touch and three for PC. We calculated 
average scores on each cluster. The result was given in Table 6 below. 

In this Table, we can observe that the cluster 1 of iPod Touch is the group for 
shortest downloaded time and that the cluster 2 has the most people, almost on the 
average. The clusters 3 and 4 are those who took longer downloaded time. Especially, 
people in cluster 4 spent more than 140 seconds. Looking at the “frustrated” row, we 
can find a clear difference in average scores between clusters 2 and 3. This means that 
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here is a boundary on the scale of frustration; the estimated “comfortable” download 
time is less than 90 seconds. On the other hand, the cluster 3 of PC reveals that they 
were as frustrated even in 29 seconds. This is an interesting result again, and the stu-
dents seem to expect PC will operate more quickly. 

Table 6. Averages of each cluster 

 

5 Concluding Remarks 

This paper evaluated two multimedia distribution system actually carried out in a 
national college of technology in Japan in terms of usability and downloading time. 
The mobile-based MDS as proposed in our project showed that students feel friendly 
and easy to use, independent of the contents and difficulty of the materials, according 
to our factor analysis. This will provide an interesting implication that the in-class 
blended instruction, a combination of face-to-face lecture and the use of e-Learning, 
can be properly introduced in a foreign language teaching setting. This seems to be a 
very important point to be discussed. There are at least two major reasons for this. 
First, the cost for managing the Computer-Assisted Language Learning (CALL) Sys-
tem and such classrooms is surprisingly expensive. Secondly, it is a heavy burden for 
many foreign language teachers who are not familiar with computer use to conduct 
and manage the system. The use of friendly mobiles in a non-wired classroom can be 
a substitute for cheaper and more friendly post-CALL “one-to-one” learning envi-
ronment. Although there are a lot of things to solve for implementation of the new 
system, this trend seems to be much worth pursuing in the future. 
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Abstract. In distance education environments, collaborative activities such as 
wikis, forums and chats play an important role in the e-learning experience 
because they promote communication among students and so allow cooperative 
learning settings to be implemented. Nevertheless, it could be difficult for 
learners to pick out the most interesting and appropriate collaborative activities 
to meet their learning needs. Recommender systems integrated in e-learning 
platforms are usually used mainly to help learners choose teaching resources, 
but they can also be useful to suggest the collaborative activities that best fit 
their learning objectives from a pedagogical point of view. In this context, the 
paper presents a recommendation approach able to suggest collaborative 
activities such as forums, chats, wikis and blogs, that combines dynamic 
clustering and prediction calculus on the basis of the learners’ profiles and 
needs.  

Keywords: Recommender system, collaborative learning, dynamic clustering. 

1 Introduction  

Collaborative activities, such as chats, forums, blogs, wikis, file sharing, are 
becoming increasingly popular in the field of Education because they are helpful tools 
that support both teaching and learning activities. In particular, they allow cooperative 
learning settings to be implemented in distance education, that foster deeper reflection 
and mutual growth processes in students. Although these activities promote 
communication among students, which is one of the basic requirements for a 
successful e-learning experience, it could be difficult for the learner to pick out the 
most interesting and appropriate activities for her/his learning needs. Ideally, e-
learning platforms should be able to help students to address their information 
overload, suggesting the best collaborative activity to tackle next according to her/his 
preferred learning style, cognitive and metacognitive abilities, interests, and learning 
needs. 

Recommender systems have taken on a leading role in many applications (such as 
in e-commerce, e-government, e-learning, etc.) where users have too many choices, 
too little time, and in which the information explosion makes the problem even more 



 Recommendation of Collaborative Activities in E-learning Environments 485 

 

difficult. A recommender system integrated in an e-learning platform could help 
learners not only to choose the best teaching resource, as usually happens, but also to 
suggest the best collaborative activity for her/his learning needs. Up to now great 
numbers of recommender systems in e-learning have been developed to suggest 
courses, learning materials [1], as well as relevant topics in a forum [2] but only  
few researches have combined clustering with recommendation techniques for 
suggesting collaborative activities to stimulate and support cooperative and 
collaborative learning [3].  

The paper presents a recommendation approach integrated in an open source e-
learning platform, designed to suggest collaborative activities such as forums, chats, 
wikis and blogs. The approach combines dynamic clustering of learners on the basis 
of their learning needs and prediction calculus of the most suitable new collaborative 
activities (in the sense that the specific user has not yet been involved in them) for the 
current learner on the basis of similar users’ interests.  

The paper is structured as follows: section 2 presents examples of recommendation 
systems in e-learning settings; section 3 provides a brief description of the proposed 
recommendation approach; section 4 illustrates an example of interaction on the 
Moodle platform; section 5 reports a preliminary evaluation of the recommendation 
approach's effectiveness and, finally, section 5 outlines some conclusions and future 
works.   

2 Related Works 

Nowadays, one of the most interesting challenges in the e-learning research field is to 
address the problem of information overload. Most of the existing recommender 
systems merely suggest educational resources such as: learning objects (LOs), 
simulations, demos, exercises and so forth. Altered Vista [13], for example, suggests 
web-based teaching resources to both students and teachers on the basis of a 
collaborative user-based method [14] and the multidimensional users’ opinions. In 
particular, users can judge the usefulness of the resource, the accuracy of the 
information, the educational relevance for a specific learning objective and so on. 
Also the RACOFI system (Rule-Applying Collaborative Filtering system) [15], which 
suggests audio LOs via a collaborative technique, uses multidimensional ratings to 
evaluate LOs and to predict evaluations of the new resources that best fit the user 
queries.  

In the Web 2.0 era, an e-learning experience cannot be limited to using the Net to 
convey learning materials, because it is also important to promote communication 
among students using collaborative activities such as chats, forums, blogs and wikis, 
which are one of the essential factors for a successful e-learning experience. Although 
they are becoming increasingly popular in Education, up to now only few researches 
have aimed to suggest collaborative learning resources. Among the examples of 
research in this direction there is the Personal Recommender System (PRS) [16], 
which suggests the most suitable learning activities to help the specific learner  
improve her/his learning path. In particular, the PRS employs a switching 
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hybridization strategy in order to identify which is the most suitable prediction 
technique, between knowledge-based [17] and collaborative with demographic 
features. In other words, if only the student's interests are available, the system uses a 
knowledge-based technique; otherwise, if further information is available (motivation, 
time spent studying and so on) it uses the collaborative technique.  

However, the use of merely recommender system methods, either pure or hybrid, is 
not sufficient to make effective suggestions. Usually, it is fruitful to combine the 
recommendation approach and web mining techniques. An example is Zaiane’s 
research [18] that recommends, using the agents approach and web mining 
techniques, on-line learning activities or shortcuts in web-based learning on the basis 
of the user’s access. The proposed e-learning recommender system, in fact, by using 
the association of rule mining, analyzes text messages sent during a specific 
discussion, identifies the context or theme of the discussion and offers the participants 
suggestions about exercises, previous users’ posted messages on a conferencing 
system, on-line simulations, or simply a resource in the web. Another example is  the 
recommender  system described in Tang and McCalla [3], that suggests learning 
activities using clustering techniques. In particular, the proposed recommender 
approach firstly groups learners according to their learning interests and background 
knowledge using a clustering technique, then makes predictions based on the users’ 
explicit ratings by a collaborative filtering technique.  

Tang and McCalla stated that applying clustering before the prediction is made 
allows collaborative filtering to be guided towards obtaining more accurate 
recommendations. In accordance with this statement, our aim is to suggest 
collaborative activities to stimulate and support cooperative learning using clustering 
and collaborative recommendation techniques, but unlike the Tang and McCalla 
solution, the proposed approach combines dynamic clustering and collaborative 
filtering in order to predict the most suitable new collaborative activities (in the sense 
that the user has not yet been involved in them) for the current learner on the basis of 
similar users’ interests.   

3 The Recommendation Approach 

Usually, a Recommender System is used to identify sets of items that are likely to be 
of interest to a certain user, exploiting a variety of information sources related to the 
user, the content items and perhaps also the recommendation context. The 
recommendation process starts with the specification of the initial set of data that is 
either explicitly provided by the user or is implicitly inferred by the system [9].  

Over the past two decades many different pure or hybrid [10] algorithmic 
approaches have been proposed both to select and to rank the item set to be suggested. 
These algorithms can also be classified as heuristic- or memory-based and model-
based according to the formulation of the function R [11].  

The first two require all ratings, items, and user data to be stored in the memory 
and estimate the utility of each item for the current user using all the data collected, 
based on a certain heuristic assumption. For example, the assumption that two users 
who show similar preferences for already-seen items will have similar preferences for 
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unseen items as well. The latter approach learns a predictive model offline (using 
statistical or machine learning methods) and uses this model to compute the function 
R for unseen items [12]. 

Collaborative recommendation algorithms are probably the most familiar and most 
widely implemented in many domains [10]. Beyond the data gathering and storing 
method, these algorithms aggregate ratings or recommendations of objects, recognize 
common features among users on the basis of their ratings, and generate new 
recommendations based on inter-user comparisons [10]. 

In particular,  collaborative filtering is one of the most popular recommendation 
methods used in e-learning environments, because it estimates the utility of a teaching 
resource for a user on the basis of the ratings attributed to that particular resource by 
the community. In other words, a collaborative algorithm uses ratings on items 
already seen both by the active user and other system users to predict ratings for 
unseen items. 

Despite the fact that the collaborative method has always been considered one of 
the best recommendation methods to use in e-learning, it has been proven that when it 
is combined with AI approaches the predictions can be more accurate and more 
effective recommendations are supplied to users. In particular, clustering techniques 
may be advantageous for group users (students or teachers) of an e-learning platform 
as a means of offering personalized learning contents, paths and activities. But study 
of the state of the art demonstrates that the use of clustering techniques is not yet 
widespread.  This is probably due to the fact that the most popular clustering 
algorithms require  the number of clusters in which the users will be divided to be 
known a priori, which is not the most efficient approach for use in an e-learning 
community where users and preferences evolve continuously. 

The proposal presented here addresses this problem, achieving dynamic clustering 
of learners by combining the Silhouette index and K-means algorithm.  

3.1 The Dynamic Clustering of Learners 

The main aim of the proposed algorithmic approach is to suggest collaborative 
activities such as forums, chats, wikis and blogs in an e-learning environment. In 
particular, the defined approach combines dynamic clustering, that clusters the learner 
on the basis of her/his learning needs, with the prediction of the most suitable new  
collaborative activities to be proposed on the basis of the interests of similar users to 
the target one. 

In general, the main goal of clustering is to group objects into clusters so that the 
objects in the same cluster are more similar to each other than to those in other 
clusters. One of the most commonly used clustering algorithms in recommender 
systems is the K-means [4], which classifies a given data set in a number of clusters 
specified in advance. In the e-learning context, where the learning dimensions 
(preferences, goal, background knowledge, etc.) have a high level of dynamism, the 
need to specify a priori the number of clusters is an important drawback of this 
clustering method. For this reason, the proposed solution uses  dynamic clustering [6], 
which classifies learners on the basis of similar learning needs and interests, without 
requiring an initial indication of the number of clusters. In particular, the proposed 
approach uses the Silhouette index [5] to estimate the optimal number of clusters in 



488 P. Di Bitonto et al. 

 

which to group the data set and the K-means algorithm [4] to cluster the data set into 
the optimal,  previously defined partition.  

Let us consider  a data set with n samples that has to be divided into k clusters, 
whereby the Silhouette index will be: 

( ) ( ){ }ibia
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)()(
)(

−=   (1)

where a(i) is the average dissimilarity of sample i to all other samples within the same 
cluster computed using a distance measure; b(i) is the lowest average dissimilarity 
of i to any other cluster. In other words, the lower the values of both a(i) and b(i) the 
better  the match. Function Sil(i) ranges from -1 to 1; when it is close to 1 it means 
that the sample is appropriately clustered; if it is close to 0 it means that the sample is 
on the border of two natural clusters; otherwise if it is close to -1 it is misclassified.  

In the e-learning context the sample is composed of learners, and each learner will 
be represented by a vector describing her/his learning needs inferred in several ways 
according to the available tracking data in the e-learning platform, such as the 
assessment test results, time spent by the learner on a teaching resource, and so on.  

Using the formula (1), in an iterative procedure, it is possible to calculate several 
values of Sil corresponding to different clustering solutions. The optimal number of 
clusters corresponds to the largest value of the Silouette index.  The number of 
clusters calculated is the input of the K-means algorithm, which aims to classify the 
sample of learners in the defined number of clusters [19]. 

When the clustering process is completed the data set is partitioned in several 
clusters of users, so that the learners in the same cluster have similar learning needs. 
In each cluster there is a center, named centroid, that is used during the prediction 
calculus in order to identify the neighbourhood of the target learner. The 
neighbourhood is defined by computing the similarity of two clusters, i.e. the 
similarity of their centroids. Those clusters that have the highest Pearson correlation 
coefficient from the centroid of the target learner cluster is the learner’s 
neighbourhood. Thus, the prediction calculus step computes a score for all the 
collaborative activities in which the target learner has not yet been involved, on the 
basis of the interests showed by the users belonging to the learner's neighbourhood. In 
other words, the learner’s favourite collaborative activities are inferred through the 
rate of interventions of pairs that have similar learning needs and interests in a 
collaborative tool (chat, forum, wiki or blog). 

The proposed recommender approach can be easily implemented and integrated in 
any e-learning platform, in order to suggest the best collaborative learning activity for 
the learner. In particular, we have implemented a plug-in for one of the most 
commonly used open source e-learning platforms: Moodle 

4 Example of Interaction in Moodle 

In order to validate the proposed recommendation system a plug-in in Moodle has been 
implemented, which allows forums, chats, and wikis to be suggested. The plug-in 
architecture consists of three components (Fig.1): 
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─ The Data Gathering Component (DGC) analyses and extracts the tracking data 
from the Moodle DB. As described above, each learner is described by using a 
vector in which learning needs and interests are coded. The learning needs are 
inferred using data about her/his participation in courses and test results. The 
learner's interests are inferred using her/his participation in forums, chats and 
wikis. In particular, as regards  interest in a forum, it is calculated as the percentage 
of the user’s posts, in the forums of a specific course, out of the total number of 
posts since her/his first intervention. For chat the measure of interest is the user's 
participation in different chats about a course, in other words the percentage is 
calculated on the number of chats in which the learner has taken part, out of the 
total number of chats in the course. The same process has been used for wikis, 
whereby the percentage is calculated as the number of actions in the shared 
documents out of the total number of  actions; 

─ The Clustering Component (CC) clusters the users using the data collected by the 
DGC. Firstly, using the Silhouette index it defines the optimal number of clusters, 
then by using the K-means algorithm it classifies learners in the defined number of 
clusters. The output of this component is the definition of classes of users with 
similar learning needs; 

─ The Prediction Component (PC) computes a score for all the collaborative 
activities in which the user has not yet been involved. Firstly, the target learner 
neighbourhood is identified by computing the Pearson correlation coefficient [7] 
among this  and all the other cluster centroids; then, using the data about the 
interest in forums, chats and wikis of neighbours, the prediction on the unseen 
collaborative activities is calculated. 
 

 
Fig. 1. Recommender system components  

5 Results and Discussions 

There are already a large number of studies offering empirical evidence that users 
prefer a recommender system that provides more accurate predictions. In the e-
learning domain, we assumed that a recommender is successful if it is able to provide 
accurate predictions and to promote a deeper level of learning. Thus, for the defined 
approach it is necessary to measure both the prediction accuracy. In our pilot study we 
measured the prediction accuracy only for the forums, because they were the 
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collaborative activity used in the specific experimental context. In particular, the 
prediction accuracy has been evaluated using the popular precision and recall metrics 
[8], where the precision is the fraction of retrieved items that are relevant to the 
search, while recall is the fraction of relevant items that are retrieved by query. A 
forum was assumed to be relevant for the target user if after the recommendation the 
learner decided to participate in it.   

In order to have a meaningful sample to measure the quality of the suggestions 
supplied, students and forums focusing on different courses at the Multimedial 
Advanced Educational Technology Laboratory of the Science Faculties at the 
University of Bari were enrolled. This Laboratory offers e-learning services to 
different degree courses of the Science Faculty. In particular, the recommendation 
system has been applied in two degree courses on Informatics and Digital 
Communication (located in Bari and Taranto). The sample considered consists of 234 
students, 10 courses and 26 forums.  

The recall points were fixed and the precision was calculated for each of them. 
Because precision values were lacking for some standard recall points (0%, 10%, 
20%…,100%), interpolated precision values were computed. The average precision 
values were computed considering 50 recommendation requests corresponding to 
standard recall levels.  

Finally, a precision-recall curve was drawn. It emphasizes the proportion of 
preferred items that were actually recommended (Fig.2). 

 
Fig. 2. Precision-recall curve 

Results showed a high prediction accuracy mainly for low recall values (up to 
30%). Average values of precision ranged between 20% and 50% of recall. Finally, 
the precision value is lower when recall is about 60% and remains constant up to 
100%. Moreover, the curve is very distant from the origin of the axes. To summarize, 
the recommender system shows a good performance and supplies accurate 
predictions.  
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6 Conclusions and Future Works 

Collaborative activities are very helpful tools in e-learning environments because they 
promote cooperative learning and deeper reflection. However, due to the great 
number of activities in which the learner could be involved in an e-learning platform, 
it may be difficult for her/him to choose the most appropriate activities for her/his 
learning needs and interests.  

This problem can be solved by using recommendation systems integrated in e-
learning platforms that suggest the best collaborative activities according to the user's 
preferred learning style, cognitive and metacognitive abilities, interests, and learning 
needs. 

The paper illustrates the added value of combining dynamic clustering with 
collaborative filtering. The proposed solution, in fact, is a two step approach that 
combines the dynamic clustering of the learner on the basis of her/his learning needs 
and interests, and the prediction calculus of the most suitable collaborative activity (in 
which the user has not yet been involved) for the current user according to the 
favourite collaborative activities of users with similar learning needs and interests.  

The defined recommender approach can be easily implemented and integrated in 
any e-learning platform, in order to suggest the collaborative learning activities best 
suited to each learner. In order to evaluate our approach, we have implemented it in a 
plug-in for one of the most commonly used open source e-learning platforms: 
Moodle. The approach was evaluated using data gathered from interactions of 
students on different courses in the Multimedial Advanced Educational Technology 
Laboratory of the Science Faculties at the University of Bari. Based on the results 
obtained, it is clear that the accuracy of the recommendation is very high. An 
evaluation aimed at comparing the recommendation accuracy of the proposed 
approach with traditional recommendation algorithms is currently being planned. 
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Abstract. This paper presents a Web-based nature sound ensemble learning 
system that allows students to create a narrative-episode with "visual", "audito-
ry", and "experimental" effects. Main component of our system is implemented 
in the Web environment and can be easily introduced to PCs in a classroom for 
nature sound ensemble lessons among remote learners, classes, and schools. In 
this study, we show the feasibility of our Web-based ensemble learning system, 
where several learners actually participate in the remote nature sound ensemble 
lessons using example “narrative-episode” with pictures and nature sounds. 

Keywords: music, nature sound, collaborative learning, physical expression, 
sensor, Web-based system, sensibility expression, sensibility education. 

1 Introduction 

It has been important issues in computer-assisted music learning that the design and 
development of interactive learning materials for fostering learner's skills and abilities 
of performing musical instruments. In this paper, we focus our discussion on the en-
semble lesson at school, where it is pointed out that not only the progress of playing 
technique is important, but also the development of each learner's abilities in collabo-
ration and creativity in expression should be focused on. For example, the new  
textbook for elementary school teachers from the Japanese Ministry of Education, 
Culture, Sports, Science and Technology (MEXT) defines the objectives of music 
education for the next generation as “fostering not only basic ability of musical activi-
ties but also love, Kansei (Sensibility in Japanese) and sentiment for music by apprec-
iation and expression focusing on musical elements and mood.” [1] 

On the contrary, as seen in consumer game products, there are advanced computer-
based technologies that allow users to play instruments by simple combinations of 
physical gestures without a high playing technique for musical instrument. By apply-
ing such computer-based technologies, we have designed ensemble lessons focused 
on the development of the learner's sense of collaboration with tempo, rhythm and 
melody. In music education, it is an important issue to teach concepts of rhythm, 
structure, and musical expression using movement [2].  
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Eurhythmics proposed by Émile Jaques-Dalcroze [10] and Eurhythmy promoted by 
Rudolf Steiner [11] are famous methodologies to cultivate learners’ sense and interest 
for music and help learners to discover the way to compose music not only by teach-
ing playing techniques, but also by physical awareness and experience of music in the 
pleasure. Several researches based on similar approaches have been studied and de-
veloped to realize interactive and physical music learning environment using comput-
er-based technology and physical music devices as well as lesson curriculums. For 
instance, Antle and Bakker focus on the learning of music creation and suggest lesson 
curriculum by leveraging embodied metaphor learning methods [3, 4, 5]. In addition, 
many researches attempt to make a new music instrument for improving performance 
skill of music players or giving more opportunities to express a person’s ideas using 
music [6, 7, 8, 9]. Gao et al. [6] propose an adaptive learning approach based on max-
imum a posteriori to adapt a player’s foot-tapping to synchronize with music based on 
the knowledge perceived from the previous excerpt. Holland et al. [7] present a Hap-
tic Drum Kit for teaching and refining drumming skills as well as fostering skills in 
recognizing, analyzing, and composing rhythms.  

Based mainly on these music learning methodologies and concepts such as Eur-
hythmics, we present a prototype of Web-based music learning system that allows 
students to create a narrative-episode with "visual", "auditory", and "experimental" 
effects. Our system is designed for nature-sound ensemble lessons among remote 
learners, classes, and schools. We have implemented our prototype in the Web envi-
ronment where ensemble information can be delivered broadcast/multicast. In addi-
tion, our system can obtain sensor data from acceleration sensor devices (Nintendo 
Wii controller) so that students can play nature sound according to their actual  
physical motions.  

In our ensemble learning system, nature sounds caused by such objects as wind, 
river, leaf, animal and insect, can be assigned to each animated picture for narrative-
episode creation. In the lesson, attendees/learners make “narrative music” by improvi-
sation according to their feelings and imagination. To support their imagination 
process, other multimedia such as still-images (photos or pictures), motion pictures 
(films, animations, or video clips), audio (reading poetries, BGM, or narrations), or 
text data are provided as materials indicating a theme of the improvisation. For exam-
ple, a nature-themed narrative music is created based on a sequential three images: (1) 
clear sky, (2) sudden rain, (3) rainbow. The participants/learners perform improvisa-
tion by playing natural sounds associated with the photos or pictures. By using these 
kinds of multimedia, the participants/learners can make collaboration based on the 
theme and their imagination even if they cannot read musical score.  

In this paper, in addition to practical lesson scenarios using our prototype system, 
we present the feasibility of our Web-based ensemble learning system, where several 
learners actually participate in the remote ensemble lessen using narrative-episode 
with pictures and nature sounds. By using this prototype system, we conducted initial 
studies focusing on the capability of ensemble data transmission and ensure that na-
ture sound ensemble and animation effects can be performed at proper timing in each 
remote PC client. 
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2 System Architecture and Implementation 

Fig.1 shows the architecture of our system. Our system provides a remote ensemble 
learning system using nature sounds and pictures for narrative-episode creation by 
sharing ensemble information among remote clients on the Web environment.  

 

Fig. 1. Architecture of proposed system 

Each client’s component consists of a Web-based GUI，a sensor device，and a 
sensor processing module．The sensor processing module receives sensor values 
such as acceleration data from the sensor device via Bluetooth connection, and sends 
them to a main component of the ensemble system running on a web browser. Our 
ensemble learning system uses the sensor values for making nature sounds and 
changes a movement of animation object on the GUI. 

2.1 GUI of Nature Sound Ensemble Learning System  

The GUI of our system is provided on the Web browser, and consists of (A)(B) a 
current picture of episode with animation objects, (C) pictures for making an episode 
with time-line, and (D) CG instruments (Fig. 2). 

As shown in Fig. 2, in the component of the “current picture of episode with ani-
mation objects”, leaners shows animation objects that assorts well with pictures and 
episodes and add suitable motion representation to the animation objects. The motion 
representation of animation objects is changed according to sensor values received 
from sensor devices by learner’s physical expression. Fig. 4 indicates basic motion of 
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animation objects based on learner’s physical expression that we defined in [2]. In the 
component of the “pictures for making an episode with time-line”, user can sort pic-
tures and photos by drag and drop them, and create an original episode on the time-
line (Fig. 3).  

In addition, the CG Instrument is a user interface for visualizing timing of making 
a sound by physical expression, and consists of images or simple shapes such as 
blocks and balls. For instance, the animated ball moves to a direction given by learn-
er’s physical expression and a nature sound assigned to a block is made at the timing 
when the ball hits to the block.  

 

Fig. 2. Web-based GUI of our nature sound ensemble system 

 

Fig. 3. Pictures for episode with time-line 
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Fig. 4. Basic motion of animation object by physical expression 

2.2 Network Communication Server 

Network communication server is running on a single host. Clients communicate 
ensemble information each other via TCP/IP connection. The clients share an ensem-
ble learning session by logon to the communication server. The ensemble information 
from each client is transmitted to the communication server using commands as 
shown in Table 1, and delivered to each client from the communication server by 
broadcast/multicast. 

Table 1. Commands of transmitting/receiving ensemble information 

 Command Argument Example 
Sound s ID of sound s:1 
Picture p ID of picture p:2 
Animation objects a ID of animation object a:1 
Order of episode i Array of picture ID i:1.jpg,2.jpg,…,n.jpg 
Basic motion of anima-
tion objects 

l ID of basic motion l:1 

Additional motion of 
animation objects 

m 8 direction m:1 

3 Lesson Scenario and Example Narrative-Episodes 

In lesson scenario, attendees/learners make “narrative music” according to their feel-
ings and imagination. To support attendees/learners imagination process, multimedia 
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such as still-images (photos or pictures), motion pictures (films, animations, or video 
clips), audio (reading poetries, BGM, or narrations), or text data are provided as mate-
rials indicating a theme of the improvisation. The lesson is basically performed in the 
following steps:  

[Performance Knowledge] 
1. Participants/learners listen to the example sequences of performing instruments 

based on a specific theme and a set of multimedia. 
2. Participants/learners play improvised music based on a specific theme and a set of 

multimedia prepared by an instructor/teacher. 

[Performance Context] 
3. Participants/learners select favorite multimedia data and sound in CG instrument, 

set the theme, and compose a story/narrative. 
4. Participants/learners play improvised music under the condition fixed in step 3. 

[Performance Adaptation] 
Participants/learners complete narrative music by changing the sounds in CG in-

struments and play them repeatedly in the collaboration. 
Here, we show three examples of narrative-episodes that consist of 4 images that 

selected for representing each theme such as “four seasons” and “walk through a 
mountain in early summer”. The example episodes are as follows: 

[Episode 1] 
 Scene 1 Scene 2 Scene 3 Scene 4 

 

 
A Cherry blossom Fire flake Maple Snowflake 
L C2 L15 C2 C2 
S bird fire flower wind bell wind 

A: animation objects, L: basic motion, S: sound 

[Theme] Nature and seasonal tradition in four seasons 
[Episode and performance instruction] 

Scene 1: A bush warbler is idyllically singing in full cherry blossom. 
<Performance> Move to Scene 2 after second singing of the bush warbler 

Scene 2: Fireworks are rising in the night sky. 
<Performance> Add suitable motions to “fire flake” at the timing of “fire flake” sound 

Scene 3: Maple is beautifully in red leaf, and a wind bell is ringing in silence. 
<Performance> Move to scene 4 after third ringing of the wind bell 

Scene 4: The weather is fine in a snow mountain, but cold wind is blowing. 
<Performance> Add to right and left motions to “snowflake” at the timing of wind sounds. 
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[Episode 2] 
 Scene 1 Scene 2 Scene 3 Scene 4 

 

  
A Clover Leaf Drop Blink star 
L C2 C2 L2 C2 
S Frog, tiny bird Walk on grass, buzz of 

a cicada 
Water dropping River 

 
[Theme] Waking through a mountain in early summer 
[Episode and performance instruction] 

Scene 1: Red bridge is in our view and we can hear frogs and tiny birds sing. 
<Performance> Tiny birds begin to sing after singing of frogs, and move to Scene 3. 

Scene 2: We walk through trees with young leaves. 
<Performance> Cicada starts to buzz after sound of walking. Then move to Scene 3. 

Scene 3: When taking a break, we can see water is dripping from leaf of grass 
<Performance> Move to scene 4 after repetition of water-dripping sound 

Scene 4: We can see river stream and hear its sound. 
<Performance> Add right and left motions to “blink star” at the timing of wind sounds 

[Episode 3] 
 Scene 1 Scene 2 Scene 3 Scene 4 

 

  
A Blink star Drop Rain Blink star 
L C2 L2 L8 C2 
S Wind bell Thunder, water drip-

ping 
Rain, wind Cicada, wind bell 

 
[Theme] Sudden rain 
[Episode and performance instruction] 

Scene 1: Wind bell is ringing in the brisk blue sky of summer. 
<Performance> Move to Scene 2 after second ringing of the wind bell. 

Scene 2: The rain cloud begins to cover sky, and we can hear clap of thunder. 
<Performance> Rain drop starts to fall after the clap of thunder. After the sound of rain-

dropping, move to Scene 3. 

Scene 3: The rain is strongly falling. 
<Performance> Make a sound of strong rain at switching Scene 3. Make a sound of wind at a 

proper timing, and add left motion to “rain” with the sound of wind. Move to 
scene 4 after repetition of the wind sound 

Scene 4: We can see rainbow in the sky after the heavy rain. 
<Performance> Cicadas start to buzz. Make sounds of wind bell in the last. 
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4 Experiment 

In the experiment, we conducted a nature sound ensemble lesson using three example 
episodes and scenario as described in Section 3. Three learners participated in the 
lesson using their own client PCs. Learner 1 and 2 connected to the same university 
network where the communication server is located, and learner 3 used an external 
Internet connection provided by a commercial Internet provider. The rolls of each 
leaner are as follows: 

Learner 1: Picture (p), order of episode (i) 
Learner 2: Sound (s) 
Learner 3: Animation objects (a), additional motion of animation objects (m) 

In order to make a sound or add an animation motion, the learners 2 and 3 use Nin-
tendo Wii controllers as acceleration sensor devices. 

In the evaluation, we mainly focus on the capability of ensemble data transmission 
in order to test that nature sound ensemble and animation effects can be performed at 
proper timing in each remote PC clients. Table 2 shows the performance time of each 
episode in the lesson, and Tables 3, 4, 5, and 6 show the average time of data trans-
mission in each command. All participants synchronize clock on their PCs using  
Internet Time Server in advance, but, we could not synchronize clocks in a  
milli-seconds unit. So, we checked the difference of time on each PC’s clock in a 
milli-seconds unit, and correct the latency time in Tables 3, 4, 5, and 6.  

From these results, we can confirm that the network latency of each command by 
multicast is within 200[ms], and it is deemed that this latency is not affected to per-
form nature sound ensemble among remote clients. Actually, all participants could 
feel that their ensemble of each example episode was performed smoothly without 
any stresses arisen from the network latency.  

Table 2. Performance time of each episode 

 Time 
Episode 1 1 min. 
Episode 2 1 min 40 sec 
Episode 3 2 min 10 sec 

Table 3. Average time of data transmission in episode 1 

 
Command Frequency 

Average time of 
data transmission [ms] 

Sound s 9 180.08 
Picture p 3 142.08 
Animation objects a 3 179.16 
Order of episode i 1 148.75 
Additional motion of 
animation objects 

m 39 192.70 

  [Total] 55 [Average] 168.55 
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Table 4. Average time of data transmission in episode 2 

 
Command Frequency 

Average time of 
data transmission [ms] 

Sound s 7 158.46 
Picture p 3 96.08 
Animation objects a 3 171.50 
Order of episode i 1 131.75 
Additional motion of 
animation objects 

m 65 171.50 

  [Total] 79 [Average] 147.92 

Table 5. Average time of data transmission in episode 3 

 
Command Frequency 

Average time of 
data transmission [ms] 

Sound s 11 136.65 
Picture p 3 104.08 
Animation objects a 4 181.50 
Order of episode i 1 109.75 
Additional motion of 
animation objects 

m 68 160.60 

  [Total] 87 [Average] 138.51 

Table 6. Average time of data transmission (Average of episode 1 to 3) 

 
Command Frequency 

Average time of 
data transmission [ms] 

Sound s 27 158.40 
Picture p 9 114.08 
Animation objects a 10 177.38 
Order of episode i 3 130.08 
Additional motion of 
animation objects 

m 172 178.37 

  [Total] 221 [Average] 151.66 

5 Conclusion 

In this paper, we have presented a prototype of Web-based nature sound ensemble 
learning system with "visual", "auditory", and "experimental" effects.  

In the evaluation, we mainly focus on the capability of ensemble data transmission 
in order to test that nature sound ensemble and animation effects can be performed at 
proper timing in each remote PC clients. From the experimental results, we confirmed 
that the network latency of each command by multicast is within 200[ms]. We con-
clude that this latency is not affected to perform nature sound ensemble among remote 
client. Our Web-based ensemble learning system can be developed as a practical ap-
plication where multiple learners actually participate in the real-time remote ensemble 
lessons for making narrative-episode creation with pictures and nature sounds. 
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As future work, we will perform demonstration experiments at an elementary 
school. Through the practical use in the class, we will validate the effectiveness of our 
proposed music system based on the feedback from teachers and learners, as well as 
improving our system and lesson curriculum. 

Acknowledgments. We appreciate that Ms. Kaede Yamazaki and Mr. Ryo Hoshino 
at Kanagawa Institute of Technology participated in our experiments. 
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Abstract. In this research, we have built a framework of reducing earthquake 
and tsunami disaster for e-Learning environment. We build a prototype system 
based on IaaS architecture, and this prototype system is constructed by several 
private cloud fabrics. The distributed storage system builds on each private 
cloud fabric; that is handled almost like same block device such as one large 
file system. For LMS to work, we need to boot virtual machines. The virtual 
machines are booted from the virtual disk images that are stored into the distri-
buted storage system. The distributed storage system will be able to keep run-
ning as one large file system when some private cloud fabric does not work by 
any troubles. We think that our inter-cloud framework can continue working for 
e-Learning environment under the post-disaster situation. 

Keywords: e-Learning environment, inter-cloud framework, disaster reducing. 

1 Introduction 

On March 11, 2011, a major earthquake attacked to Eastern Japan. Especially, the east 
coast of Eastern Japan was severely damaged by the tsunami attacking. In Shikoku 
area including our universities in Tokushima prefecture, it is predicted that Nankai 
earthquake will happen in the near future. It is expected to have Nankai earthquake in 
the next 30 years, and its occurrence rate is between 70 percent and 80 percent. We 
have to prepare for the major earthquake. It will be like Eastern Japan Great Earth-
quake that the damage caused by earthquake and tsunami was heavy. It is very impor-
tant disaster control, and it is same situation for information system’s field. 

On the other hand, the informatization of education environment on universities is 
rapidly progressed by evolutional information technology. Current education envi-
ronment cannot be realized without education assistance system, such as LMS, learn-
ing ePortfolio, teaching ePortfolio and so on. The learning history of students is stored 
these education assistance system. The fact is that awareness of the importance of 
learning data such as learning histories and teaching histories. The assistance systems 
are important same as learning data. In addition, an integrated authentication  
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framework of inter-organization is used to share the course materials. For example, 
Shibboleth Federations is used to authenticate other organization’s user for sharing 
the course materials within consortium of universities. Today’s universities educa-
tional activity cannot continue smoothly without those learning data and assistance 
system. If the data and assistance systems lost by disasters, it is difficult to continue 
educational activity. 

We can find applications for constructing information system infrastructure by the 
private cloud technology for universities. Generally, those application examples are 
based on a server machine virtualization technology such as IaaS (Infrastructure as a 
Service). For example, we can find Hokkaido University Academic Cloud [1]. One of 
the aims of this system is to provide a lot of Virtual Machines (VMs) which are kitted 
out with the processing ability of huge multiple requests by VMs administrator. The 
VMs administrator can get constructed VM with an administrator authority. It is serv-
er hosting service with adaptive configuration for VM’s administrator. Other case is 
to provide huge resources for distributed data processing infrastructure such as Ha-
doop framework [2]. Their aims are to provide effective use of computer hardware 
resources, and providing a centralized control of computer hardware resources. It is 
different purpose for disaster prevention and the reduction of damage in earthquake 
situation. 

Nishimura’s study [3] provides a remote data backup technology for distributed da-
ta keeping on multiple organizations such as universities. This study is considered 
migration transparency of distributed backup data using a storage virtualization tech-
nology. This system guarantees a security of the backup data, and transparency by 
Secret Sharing Scheme. However, the main target of this architecture is the data 
backup and keeping its transparency. Therefore, it is not designed to continue users 
request handling with user data. 

In this research, we have built a framework of reducing earthquake and tsunami 
disaster for e-Learning environment. We build private cloud computing environment 
based on IaaS technology. This private cloud environment is constructed from any 
private cloud fabric with the distributed storage system into several organizations. 
The Learning Management Systems such as Moodle build on several private cloud 
fabrics. Each VM has a LMS and the related data. General IaaS platform such as Ker-
nel-based Virtual Machine (KVM) [4], Xen [5] and VMware vSphere [6] has a live-
migration function with network shared storage. General network shared storage is 
constructed by iSCSI, NFS and usual network attached storage (NAS) system. Unfor-
tunately, these network shared storage systems are bound to any physical storages on 
the each organizations. As a result, it is difficult to do the live-migration of VMs be-
tween inter-organizations such as universities. 

Our prototype platform is built with distributed storage system and KVM based 
IaaS architecture on a lot of usual server hardware with network interfaces. It is able 
to handle many VMs including LMS and the data with enough redundancy. And, this 
prototype platform will operate on the inter-organizations. As a result, our prototype 
platform will be able to integrative operate each organization’s private cloud fabric. If 
one organization’s e-Learning environment is lost by some disaster, it will be able to 
keep running same environment on other organizations environment. When the  
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rebuild an infrastructure on the damaged organization, lost environment will be able 
to reconstruct by other organizations environment. Therefore, we think that the dam-
aged organization can keep running e-Learning systems, and does not lose data such 
as learning history. 

In this paper, we propose the inter-cloud cooperation framework between private 
cloud fabrics on several organizations, and we show a configuration of the prototype 
system. Next, we show the results of experimental use and examine these results. 
Finally, we describe future study, and we show conclusions. 

2 Assisting the Disaster Reduction for e-Learning Environment 

In this section, we describe the inter-cloud cooperation framework of e-Learning en-
vironment. Especially, the purpose of this framework is a disaster reduction for LMS 
such as Moodle, and to keep running LMS and related data. 

Fig.1 shows a framework of disaster reduction assistance for the e-Learning envi-
ronment. Each organization such as university has a private cloud fabric, it is con-
structed a lot of server hardware and network connections between many server 
hardware. Each server hardware does not independent other server hardware on the 
private cloud fabric. They provide computing resources and data store resources via 
VMs, their resources are changed adaptively by the request from the administrators. 
Each VM which exists on the private cloud fabric is generated from the resources in 
the private cloud fabric, it is able to process any function such as authentication, and 
LMS function on the VM. In addition, Each VM can migrate between other private 
cloud fabrics, and it is able to continue to keep processing. 

A live migration function needs a shared file system to do the VM’s migration. The 
product of Sheepdog Project [7] is applied to our framework. Sheepdog is a distri-
buted storage system optimized to QEMU and KVM hypervisor. Our proposed 
framework builds by KVM hypervisor, and Sheepdog distributed storage system pro-
vides highly available block level storage volumes. It can be attached to QEMU based 
VMs, it can be used to boot disk image for the VMs. Sheepdog cluster does not have 
controller or meta-data servers such as any SAN storage or GlusterFS [8]. The con-
troller and meta-data servers could be a single point of failure under the disaster situa-
tion. We will lose all VM’s image and all any history data when we lost meta-data 
servers. Therefore, we cannot take the distributed storage solution such as meta-data 
server model. The distributed storage system which is based on Sheepdog product 
does not have the single point of failure. Because, Sheepdog has a fully symmetric 
architecture, this architecture does not have central node such as a meta-data server. If 
some server hardware which compose Sheepdog cluster, it has small risk to lost the 
VM image file and history data. In addition, we think each VM image is able to find 
other organization’s private cloud fabric. Because, Sheepdog based distributed storage 
system is constructed integrally on the several organization’s private cloud fabrics. It 
can be able to reboot the VMs on other organization’s private fabric under the disaster 
situation. Where possible, the VMs which are running on the several organizations 
move to riskless other private cloud fabric, and keep running the VMs. 
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Fig. 1. Framework of disaster reduction assistance for the e-Learning environment 

However, if VMs migrate between several private cloud fabrics in working  
condition, it is not true that each organization’s users can use several services. The 
hostname which is used to access the services, it must be rewrite to the previous or-
ganization’s FQDN (Fully Qualified Domain Name). Generally, the users of organi-
zation-A want to access own LMS, they use the FQDN of organization-A. When the 
VM of organization-A is under controlled by the private cloud fabric of organization-
B, that VM’s FQDN has to provide the hostname related to organization-A. This 
function must operate at the same time as the live migration function. 

As a result, we think we can assist to provide this inter-cloud framework against 
the disasters for e-Learning environment. 

3 System Configuration 

We show the configuration of proposed system in Fig.2. This is a prototype configu-
ration of proposed framework. 

This system has three components and two internal networks. The first one of the 
components is the server hardware cluster. This is a core component of our prototype 
system. They are constructed by eight server hardware as shown by node1 to node8. 
This server hardware is based on Intel architecture and three network interfaces. Each 
server has the function of KVM hypervisor, virtualization API and Sheepdog distri-
buted storage API. Each server can be used for the VM execution infrastructure, and 
it is also to use the composing element of Sheepdog distributed storage system. As a 
result, it is realized sharing the hardware to use VM executing infrastructure, and it is 
implemented a reliability and a scalability of the storage. 
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Fig. 2. System configuration of prototype system 

The second one of the components is a Software Defined Network (SDN) control-
ler based on OpenFlow [9] architecture. These servers which compose the VM execu-
tion infrastructure have the function of OpenFlow switch based on Open vSwitch 
[10]. This function is used for making optimum path, and it is also used for integrat-
ing several distributed storage. 

The third one of the components is the Virtual Machine Manager [11].  This func-
tion is used for management several VMs by VM’s administrator on this prototype 
system. In addition, any alert system of earthquake will control VMs live migration 
and saving the learning history via virt-manager interface on this prototype system. 

On the other hands, our prototype system has two internal networks. The one of the 
internal network is provided to make closed segment, it is used to make a keep-alive 
communication, and making the storage data transfer between Sheepdog distributed 
storage clusters. The second of the internal network provides network reachability to 
the Internet, and it provides the connectivity between the users and LMS services. In 
addition, this network segment is used to make a connection for VM controls under 
the secure environment with optimized packet filtering. 

4 Experimental Use and Results 

This prototype system was tested to confirm its effectiveness. We made the virtual 
disk images and virtual machines configuration on our prototype system. And, several 
VMs was installed LMS such as Moodle. Each size of the virtual disk image is about 
20GB on this experimental use. 

Table 1 presents the server hardware specification for the distributed storage sys-
tem’s cluster, and the OpenFlow controller specification is presented in Table 2. 
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Table 1. Specification of the server cluster 

CPU AMD Opteron 3250 HE (Quad Core) 
System Memory Capacity 16.0Gbytes 

HDD Capacity 250Gbytes with SATA600 interface 
Operating System Ubuntu Server 12.04 LTS 64bit ed. 

Table 2. Specification of OpenFlow controller  

CPU Intel Xeon E3-1230 3.2GHz (Quad Core) 
System Memory Capacity 16.0Gbytes 

HDD Capacity 250Gbytes with SATA600 interface 
Operating System Ubuntu Server 12.04 LTS 64bit ed. 

 
The prototype of the distributed storage system is constructed by eight servers, and 

each server has 250Gbytes capacity HDD. The total amount of physical HDD capaci-
ty is about 2.0Tbytes. Each clustered server uses about 4Gbytes capacities for the 
hypervisor function with an operating system. We think this amount is ignorable 
small capacity. However, the distributed storage system has triple redundancy for this 
test. As a result, we can use about 700Mbytes storage capacity with enough redun-
dancy. The total capacity of the distributed storage system can extend to add other 
node servers, exchange to larger HDDs, and taking both solutions. We can take 
enough scalability and redundancy by this distributed storage system. 

We tried a live-migration the VMs from the node1 to node2. We show the screen 
capture in Fig.3 of the test. We used to operate VM’s live-migration by the interface 
of Virtual Machine Manager. The time of live-migration is needed about 10 to 15 
seconds on this test. We think it is enough live-migration time for a disaster reduction 
of provided VMs. And, we could get a complete successful result with active  
condition. 

However, the live-migration of this experimental use is operated by my hands. Na-
turally, we think we have to make an operation of VMs live-migration automatically. 
The problem of this future work is how it can be make a trigger of this migration. We 
think we will use a vibratory sensor via serial communication interface or USB inter-
face. But, we think this method have a lot of false detection situation. For example, 
when someone touches or moves the vibratory sensor, the false detection is kicked up 
by these faults. In addition, it is difficult to keep similar level of each organization’s 
sensing capability. Each sensor device has definitely a variation of sensing capability. 

We think we will use an emergency notification of the disaster from any mobile 
communication carrier such as NTT DoCoMo, KDDI and Softbank via their smart 
phones. The custom application program is installed to any smart phone such as  
Android platform and iPhone platform. If we can get the information of emergency 
notifications via smart phone with near field communication method such as USB 
interface, Bluetooth communication method and so on, we will be able to make a 
trigger of VMs live-migration with more precision. 
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Fig. 3. Live-migration result by Virtual Machine Manager 

The results of this experimental use are pretty good. The time requirement for VMs 
migrating was a short period. However, the results were getting under the initial con-
ditions. The VMs which are installed Moodle system were quite new condition. Gen-
erally, when the VMs are operated to continue long period, each VM has large history 
data. Therefore, the time of live-migration will need more than initial condition. We 
think we have to make the experimental use under the actual conditions.  

5 Conclusion 

In this paper, we proposed a framework of disaster reduction for e-Learning environ-
ment. Especially, we described an assistance to use our proposed framework, and we 
show the importance of an against the earthquake and tsunami disaster for e-Learning 
environment. We built the prototype system based on our proposed framework, and 
we described a system configuration of the prototype system. And, we shown the 
results of experimental use and examine. 

For the future, we have a plan to implement the function of getting earthquake no-
tifications from any smart phone. And we will try to test the cloud computing orches-
tration framework such as OpenStack and CloudStack. And, we will try to experiment 
confirming its effectiveness under the inter-organization environment. 

Acknowledgment. This work was supported by JSPS KAKENHI Grant Number 
24501229. 
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Abstract. We are developing the training system for numerical calculation aim-
ing at improving calculation ability. There are two main purposes of realizing 
this system. One is to increase students’ motivation to study mathematics by  
using the questions in SPI2 adopted by many companies as employment exami-
nations. The other is to support a student’s learning efficiently by giving the 
questions according to the student's ability. In order to give an adaptive ques-
tion, our system has functions to estimate each student's ability and item diffi-
culty in the test item database. This paper reports the basic concept, the features 
and the experiment conducted to verify the usefulness of the system and its  
result. 

Keywords: Training System, Numerical Calculation, SPI2, Web-Based  
Learning. 

1 Introduction 

In recent years, in many universities or colleges, the students who lack calculation 
ability are increasing in number, and it interferes with some lectures premised on 
calculation ability. In addition, since many companies give calculation tests as a part 
of their employment examinations nowadays, it is difficult for students with low abili-
ties to pass them. For these reasons, many universities/colleges give remedial mathe-
matics course to the freshmen students. However, since the difference of the calcula-
tion ability between students is large, it is difficult to raise learning effectiveness with 
the same curriculum. In such a case, the individualized learning which has been 
adapted for each student's understanding is more effective than group lessons.  
However, since most of arts students do not like to study mathematics generally, it is 
difficult for them to maintain the motivation to study using the existing mathematics 
materials. Instead, their motivation to study for an employment examination is com-
paratively high. Therefore, it is expected that the teaching materials made for  
employment examinations will raise their motivation for learning. 

We aim to realize the web-based training system for numerical calculation using 
the questions of SPI2 (Synthetic Personality Inventory 2) which is widely adopted as 
an employment examination in Japan. This system is supposed to be used especially 
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in the entrance into universities/colleges or the period when a student takes an  
employment examination in order to acquire calculation ability. Repeated calculating 
is the most important until a question comes to be solved in order to gain ability. 
However, since there are around twenty study units in SPI2, in order to raise a learn-
ing effect in a limited time, it is important to extract the study units adequately which 
the student should study because she/he does not understand it well.  

The system characterized by giving the questions according to the student's ability 
has been considered for many years. Papers [1] and [2] are featured by choosing the 
question which is adapted for the student's ability from the question database. They 
are effective methods when the test item difficulties are set to all questions before-
hand, but the problem is that a load is required of a teacher. Papers [3] to [7] show the 
methods of generating questions automatically. Although the advantage is that they 
can give many questions to the students, the problem is how the validity of the diffi-
culty of the test item in question is guaranteed. 

We are developing the training system for numerical calculation equipped with two 
functions, ability analysis and a calculation training[8]. One of the features of the 
system is to avoid generating questions that will be too easy/difficult, and showing the 
question according to academic ability by using Item Response Theory (IRT). How-
ever, since the questions in SPI2 are added and updated frequently, there is a problem 
regarding how the difficulty of the test item stored in the question database is main-
tained. We are examining how to estimate the test item difficulty using the number of 
the formulas contained in the process of a numerical calculation. By using this me-
thod together with the PROX method, we think that a system which can respond to 
the frequent change of the contents of the question database can be realized. 

This paper reports the basic concept, the features and the experiment to verify the 
usefulness of the system and its result. 

2 System Overview 

2.1 What Is SPI2? 

Before we start explanation of the system developed now, SPI2 is explained briefly. 
SPI is one of the aptitude tests broadly used as the employment examination of the 

company. It has been developed by present Recruit Management Solutions Co.,Ltd. 
and adopted 9,050 companies in the 2011 fiscal year. In addition, "2" of "SPI2" ex-
presses the version number1. SPI2 consists of an ability test and a personality test, and 
the numerical calculation explained in this paper is a part of ability test. Although the 
range of questions of SPI2 is not exhibited, it includes around 20 study units such as 
probability calculation, speed calculation, and concentration calculation. SPI2 test 
requires the calculation ability from an elementary school to a high school. It also 
requires a student to answer the 30 calculation questions within 40 minutes.  

In addition, although an actual ability test in SPI2 consists of multiple-choice ques-
tions, the training system which we are developing is a system which a numerical 
value is inputted as an answer. 
                                                           
1 The version number of SPI as of February, 2013 is "3". 
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2.2 System Configuration and Operation 

The system configuration is shown in Fig. 1. This system is a web-based training 
system and has two functions, ability analysis and calculation training. The student 
chooses one of the functions to use after login. The outline of two functions is ex-
plained below. 

 

Fig. 1. Configuration of Training System for Numerical Calculation 

1. Ability analysis 
Ability analysis is the function to take the analysis test which consists of test items 
stored in the test item database. Since each of the abilities needs to become clear in 
advance in order to perform an adaptive training, all the students who want to use the 
function of calculation training must take this test. In addition, before performing 
ability analysis, all item difficulties in the test item database must be known. Chapter 
3 explains the setting method of item difficulty. 

The module for question generation gains some test items from the database, creates 
an ability analysis test, and gives a student the question. After a student's answer, the 
module for answer judgment transmits right-or-wrong information to the module for 
ability analysis, and the module for ability analysis estimates the student's ability θ. 

We use Maximum Likelihood Estimation as the method to estimate the ability θ. It 
is the method of estimating θ from a viewpoint of the probability of a series of results 
in a test. By using the item difficulty bj and the ability θ, the probability Pj (θ) for 
correct answer and the probability for incorrect answer can be calculated. Then, the 
probabilities that a series of student answers will take place are calculated, changing 
theta to various values. The largest value among the calculated values is an estimate 
of θ, and it is registered into the student database. 

 

2. Calculation training 
The calculation training is a function which extracts the test item suitable for the stu-
dent's ability from the test item database and shows a student it. The test item has 
attributes and values as shown in Table.1. The contents of each attribute of a test item 
are as follows. 
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Table 1. Sample of Attributes and Values of Test Item 

attribute value 
Item ID 7 
Unit ID 6 
Question 
Sentence 

What percentage of salt water solution will be made 
if (  p

1
  )g of water is added to (  p

2
  )g of (  p

3
  )% 

salt water solution? 
Parameter set (50, 100, 3, 2), (60, 100, 4, 2.5), (50, 200, 5, 4), … 
Parent ID 11 
Child ID 3, 4, 6 
Item Difficulty 0.1 

• Item ID 
ID of a test item 

• Unit ID 
ID of a study unit 

• Question sentence 
Question sentence given to a student. Px (x=1,2,3,…) is a parameter which deter-
mines a value at the time of generating question. 

• Parameter set 
Set of the numerical value given to a question sentence and the numerical value of 
a correct answer. There are some parameter sets in a test item, and one set is cho-
sen at the time of generating the question. For example, when (50, 100, 3, 2) are 
chosen, p

1
=50,  p

2
=100, and  p

3
=3 are set to a question sentence. The correct an-

swer is 2. 
• Parent ID 

IDs of test items containing the calculation process of this item 
• Child ID 

IDs of test items used as the partial calculation process of this question 
• Item Difficulty 

Value of test item difficulty 

The module for question generation selects a test item and generates a question based 
on the teaching strategy. This paper does not discuss the details of a teaching strategy, 
but the following examples are shown as a teaching strategy. 

• When a student answered a question correctly, the system gives a more difficult 
question using Parent ID. 

• When a student answered a question incorrectly, the system gives an easier ques-
tion one using Child ID. 
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3 Estimation of Item Difficulty 

In this paper, we try to propose the method of giving a suitable question based on a 
student's probability of the questions stored in the test item database. We adopt the 
Rasch model (One-parameter logistic model) widely known for the field of IRT as a 
method of estimating the probability. According to Rasch model, when the item diffi-
culty bj and the student's ability θ is known, the probability Pj (θ) is calculated using 
following formula. 11  

Since Pj(θ) is a value for probability, following two points are guessed from a view-
point of the difficulty of question. 

• When Pj(θ) is close to 0, the problem is too difficult for a student. 
• When Pj(θ) is close to 1, the problem is too easy for a student. 

That is, the more the value of Pj(θ) approaches 0.5, the more the question will be suit-
able for a student. By using this view, an adaptive training system will be realized. 

In order to perform ability analysis mentioned in 2.2, all item difficulties in the test 
item database must become clear in advance. We propose to use two methods togeth-
er, the PROX method and the method of using the number of formulas contained in 
the calculation process in order to estimate the item difficulty bj. These two methods 
are explained below. 

3.1 Estimation Using PROX Method 

The PROX method is one of the methods used in order to estimate student's ability θ 
and the item difficulty bj required to apply Rasch model. Its feature is that the compu-
tational procedure for estimation is easier than other methods. 

The example of a right-or-wrong situation where seven students answer the test, 
which consists of the six items, is shown in Table 2. 

Table 2. Parameter estimation using the PROX method 

Student 
ID 

Question ID 
θ 

1 2 3 4 5 6 

1 1 0 0 0 1 0 -0.940 

2 1 1 1 0 1 0 0.940 

3 0 0 1 0 0 0 -2.174 

4 1 0 0 0 1 0 -0.940 

5 1 0 0 0 0 1 -0.940 

6 1 1 1 0 0 1 0.940 

7 1 1 1 1 0 1 2.174 

bj -2.525 0.256 -0.51 2.271 0.256 0.256  
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Since a right-or-wrong situation is expressed with two values of 1 and 0, Table 2 
means that the student 1 answered the question 1 and the question 5 correctly, and 
gave the wrong answer to other questions. The PROX method estimates θ and bj using 
the logit scores calculated from Table 2 (as shown in shading). Explanation of the 
calculation process of the PROX method is omitted in this paper. 

When θ and bj are calculated like Table 2, the probability Pj(θ) that the student of θ= 
0.5 answers the question 2 (bj =0.256) correctly is calculated as follows. 11 . . 0.56 

If the difficulties of all the SPI2 items stored in the test item database are calculated in 
advance, when a student's ability θ becomes clear, the probability for all items will be 
calculated. Therefore, the system can extract the test item which is neither too easy 
nor too difficult for the student. 

However, it is very difficult to actually set up all the item difficulties in the test item 
database in advance for the following two reasons.  

 

(1) For the high updating frequency of test items in the database 
The range of questions of the numerical calculation of SPI2 is wide, and also it is 

expanded every year. Moreover, since it is possible that various questions whose dif-
ficulties are low to high can be created, the frequency of the addition and update of 
the test item database becomes high. At actual schools, it is difficult to carry out fre-
quent test for items whose difficulties are unknown. 

(2) For a restriction of "assumption of local independence" 
In order to apply IRT, assumption of local independence must be satisfied regarding 

each item of a test. Assumption of local independence means that the probability that 
an answer of certain item is correct does not affect the probability that answers of 
other items are correct. Fig. 2 shows the example of three items in the "concentration 
calculation" study unit. In this example, since the calculation process of item A con-
tains the calculation process of item B, the student who cannot answer item B correct-
ly cannot answer item A correctly. Therefore, item A and item B cannot be used for 
the test for ability analysis simultaneously because item A and item B are not in the 
relation of local independence (the relationship between item B and item C is the 
same). However, since it is necessary to create broadly from an easy question to a 
difficult one in order to give the problem according to student's ability, it is rather 
ordinary that items shown in Fig. 2 are simultaneously stored in the test item data-
base. In this case, it is necessary to carry out two or more tests in order to set up the 
item difficulties because of assumption of local independence 

3.2 Estimation Using the Number of Formulas in the Calculation Process 

This section discusses how to estimate the item difficulty using the number of the 
formulas contained in the process of a numerical calculation. 

Fig.2 shows the example of three items belonging to the "concentration calcula-
tion" and their calculation processes. In addition, all the formulas in this paper are 
expressed as dyadic operation. 
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Fig. 2. Example of relationship between 3 items 

As for the item C in Fig.2, the correct answer is calculated in the following 
process. 

1. The percentage expression (concentration) is changed into the decimal expression. 
2. The weight of salt is calculated by multiplying the weight and the concentration of 

the salt water. 
 

As for the item B, its calculation process include one of the item C. Furthermore, 
some formulas are added to the item B. The calculation process of the item A include 
one of the item B as well. That is, the comparison of these three items guesses that the 
item difficulty becomes large at the order of item A, item B, and item C. For example, 
if the item difficulty of item B is known, the item difficulty of item A (or item C) will 
be estimated by getting the difference between the item difficulty of item A and item 
B (or item B and item C).  

The number of formulas contained in the calculation process of each item of Fig. 2 
are as follows. 

 
item A: 8,  item B: 5,  item C: 2 
 
Therefore, the difference between the number of formulas of item A and item B is 

3. Then, we tried to make the relationship between the differences of the number of 
formulas and item difficulty experimentally clear. That is, we estimated the change of 
item difficulty corresponding to one formula in the calculation process by dividing the 
difference between the item difficulty of item A and item B by the difference of the 
numbers of their formulas of calculation processes. 

The following chapter explains the experiment to perform the above-mentioned 
contents. 
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4 Evaluation of the Estimation Method for the Item Difficulty 

4.1 Outline of the Experiment for Evaluation 

In this chapter, we examine the relationship between the number of the formulas in 
the calculation process and the item difficulty. Estimation of item difficulty is per-
formed by analyzing the answers of the test submitted by the college students using 
the PROX method. Under the present circumstances, the contents of the item which 
constitutes a test are important. For example, item A, item B and item C in Fig.2 can-
not be used in the same test simultaneously because of assumption of local indepen-
dence. Then, it is assumed that the difference of the item difficulty depends on only 
the difference of the number of formulas in the calculation process regardless of the 
study unit or the contents of the question.  

In this paper, the relationship between the number of the formulas in the calculation 
process and the item difficulty is estimated in the following procedures. 

 

1. Constitute a test using several questions from which the number of formulas in 
the calculation differs. Select the all questions so that the assumption of local in-
dependence may be satisfied. 

2. Estimate the all item difficulties bj of all the items in the test using the right-or-
wrong situation of a student's answer. 

3. Get the expression of relation between the number of formulas in the calculation 
process and bj. 

4.2 Method of Experiment 

The experiment was conducted on the following conditions. 

• Contents of the test 
─ 15 questions from 4 study units ("price computation", "dealing profit and loss", 

"speed calculation", and "concentration calculation") are used. 
─ All the questions are the numerical calculations whose correct answers are nu-

merical values. 
• Subject 

80 first graders of Kyushu Junior College of Kinki University 
• Answer method 

The student accessed the Web server which stored the test using the personal com-
puters in the classroom and answered simultaneously. 

• Answer time 
Although not specified in particular, all the students finished answering the ques-
tions in about 30 minutes. 

4.3 Result and Consideration 

The graph which plotted the number of formulas in the calculation process of an item 
and the item difficulty is shown in Fig. 3. In addition, for the questions which were 
solved by same number of formulas, the average value of those item difficulties are 
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the representative value. The result is that there is a strong correlation between the 
number of formulas in the calculation process and the item difficulty because the 
Pearson product-moment correlation coefficient is 0.78. The regression coefficient 
was 0.47, and it means that one of the formulas corresponded with 0.47 of item diffi-
culty. Therefore, if the item difficulty of item B will be estimated at 1.00 (for exam-
ple) by the PROX method, item A and item C may be estimated as follows. 

• Item difficulty of item A 
Since item A has 3 more formulas in its calculation process more than item B, 1.00 0.47 3 2.41 

• Item difficulty of item C 
Since item A has 3 fewer formulas in its calculation process more than item B, 1.00 0.47 3 0.41 

 

Fig. 3. Relationship between number of the formulas and item difficulty 

As explained so far, it is possible that all the item difficulties can be estimated by two 
methods, PROX method and the method using the number of formulas contained in 
the calculation process. Therefore, the student's probability of each test item can be 
estimated with applying IRT. 

5 Conclusion 

We are now developing a system with the feature described so far. Moreover, we 
proposed the method of estimating the item difficulty using the number of formulas in 
the calculation process. The result of the experiment suggested the probability that the 
number of formulas in the calculation process may be used for estimating the item 
difficulty.  
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However, since the number of subject and the number of questions on the experi-
ment test was not enough, we could not estimate parameters with precision. Moreo-
ver, another problem to be solved is that the rate of correct answers in an experiment 
test was quite lower than anticipated. Many more tests by many more students must 
be carried out in order to estimate item difficulty with more precision.  

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number 
23501191. We thank to the students of Kyushu Junior College of Kinki University 
who cooperated in the experiment. 
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Abstract. We have developed the TERAKOYA learning system, which helps 
students study actively anywhere on a local area network (LAN) linked to mul-
tipoint remote users. However, if many students frequently sent their questions 
to the teacher, it is very difficult to correspond to quickly answer that for the 
teacher. In addition, the teacher hardly clarifies how much each student unders-
tood because he cannot watch students’ face and reaction. This paper discusses 
the graphical user interface (GUI) system that is used a little ingenuity to pri-
oritize students’ screens through variably changing the GUI interface on the 
teacher’s PC. The aspect of window that was displayed as thumbnails of the 
students’ PC screen was zoomed dynamically each thumbnail by their under-
standing level. By sorting out their priorities on the teacher’s PC screen, the 
teacher can timely observe the students’ work and support their thinking 
process. 

Keywords: GUI, Interactive system, Advanced Educational Environment,  
Ubiquitous Learning, Distance Education. 

1 Introduction 

In today’s environment of ubiquitous computers, promoting the use of computers in 
school is very important. E-learning and learning through web content, however, are 
passive methods, and it is difficult to cultivate comprehensive active learning, which 
has recently gained prominence. Because active learning requires learner participa-
tion, computers are expected to complement classroom lectures given by teachers to 
students. Systems for computer-based active learning enable in-class participation by 
transparently manipulating the input instruments of the students and the teacher. Sev-
eral researchers have suggested that the challenge in an information-rich world is not 
only to make information available to people at any time, at any place, and in any 
form, but to specifically say the right thing at the right time in the right way [1]. In 
particular, the fundamental pedagogical concern is to provide learners with the right 
information at the right time and place in the right way instead of enabling them to 
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learn at any time and at any place [2]. More importantly, as Jones and Jo [3] pointed 
out what you, as educators, should aspire to combine the right time and right place 
learning with a transparent and calm method to allow students to access lessons flexi-
bly, calmly, and seamlessly. Such an approach seems to be a calming technology for 
the ubiquitous computers, and it adapts itself to students’ needs by supporting specific 
practices. 

In the present study, we have developed the new collaborative TERAKOYA learn-
ing system [7] for remedial education, which helps students study actively anywhere 
on a LAN linked to multipoint remote users, as shown in Fig. 1. The TERAKOYA 
learning system provides both interactive lessons and a small private school environ-
ment similar to the 18th-century Japanese basic schools called terakoya. In particular, 
the system provides an interactive evening lesson that uses tablet PCs on a wireless 
LAN (WLAN) and custom-built applications that link students in the dormitory and at 
home with a teacher in the school or at home. In this new system, the students and the 
teacher cooperate and interact in real time, as in some existing systems, using a per-
sonal digital assistant (PDA) [4]. This system can be used to submit and store lecture 
notes or coursework using a tablet PC. 

We define TERAKOYA as a new, evolving virtual private school realized on the 
network. This makes it slightly different from the 18th-century terakoya. Our 
TERAKOYA indicates a system for simultaneously achieving the following: 

(1) Small group lessons for students, like those at a private school in which the teach-
er becomes the leader. 
(2) Interactive lessons that can provide dialog with the teacher and allow students’ 
work to be checked and their thinking processes supported by online collaboration. 
(3) Lessons enhanced by mutual assistance that can clarify any misperceptions in the 
students’ thinking processes and provide appropriate support for each student 
through giving other students’ opinions and answers. 

In other words, TERAKOYA is an educational support system that can correspond 
flexibly to the learning demands of many students today by applying a private school 
model for small group lessons. Therefore, the TERAKOYA system realizes personal 
learning support for students in a dormitory or at home from a teacher in the school or 
at home. 

In the original terakoya environment, it was not easy to maintain the focus on learn-
ing, except for students with a high willingness to learn. On the other hand, our 
TERAKOYA is a more flexible learning system environment that allows teachers to 
freely switch between the conventional terakoya environment and the mutually sup-
portive environment using teacher-centered learning or self-paced learning, as needed. 
Because of this flexibility, we consider that this system can reach a wide range of 
vulnerable-looking students and accommodate contemporary students’ attitudes to-
ward learning. In addition, this system is expected to allow teachers to provide addi-
tional learning assistance to students with less additional work for the teacher than 
supplementary lessons conducted in the classroom or in the dormitory. 

We consider a realistic scenario of dynamically providing an interactive lesson for 
students in an active learning environment in their own living space. As a serious 
problem in the present system, if many students frequently sent their questions to the 
teacher, it is very difficult to correspond to quickly answer that for the teacher. In 
addition, the teacher hardly clarifies how much each student understood because he 
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cannot watch students’ face and reaction. Accordingly, the GUI of the system uses a 
little ingenuity to prioritize students’ screens through variably changing the GUI inter-
faces on the teacher’s PC. These are blinked, sorted and scaled the students’ viewing, 
etc. In particular, the aspect of window that was displayed as thumbnails of the stu-
dents’ PC is zoomed dynamically each thumbnail by their understanding level. If the 
PC screens of students can be sorted out their priorities on the teacher’s PC screen, 
the teacher can timely observe the students’ work and support their thinking process 
as an effective teaching aid. The teacher could also clarify any misperceptions in their 
thinking processes, providing appropriate support for each student. 

This paper presents a basic configuration of a system that provides dynamic deli-
very of full-motion video while following target users in ubiquitous learning envi-
ronments. The delivery of full-motion video uses adaptive broadcasting. The system 
can continuously deliver streaming data, such as full-motion video, to the teacher’s 
display as thumbnails of the students’ PC screen. Because it maintains the information 
about the user’s attitude in real time, it supports the user wherever he or she is, with-
out requiring a conscious request to obtain their information. This paper describes a 
prototype implementation of this framework and a practical application. 

 

 

 

Fig. 1. TERAKOYA learning system 

2 Basic Configuration 

The system consists of tablet PCs, a server machine, and software to enable 
collaboration among the tablet PCs over a WLAN, which covers the campus, the 
dormitory, and their homes. The interactive system software consists of server 
software, authoring software for the teacher, and client software for the students. The 
authoring software synchronizes with the clients via the server software. The system 
works in two modes: collaboration mode and free mode. The authoring software is 
launched on the teacher’s PC, which has a 12-inch XGA display. Its main functions 
are to distribute teaching material, select collaboration mode or free mode, give a 
specific student’s PC the permission to write, view a student’s PC screen, share files 
between a specific student’s PC and another PC using the client software, and submit 
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coursework using remote control from the teacher’s PC. The main functions of the 
client software are browsing lecture notes, storing learning material, and submitting 
coursework. Using the authoring software, teachers can view students’ PC screens as 
thumbnails. The thumbnail view can display 50 client PCs. When students submit 
coursework from their PCs, the filenames are displayed in the order of submission on 
the teacher’s PC. Thus, the teacher can immediately confirm the submission status of 
a student’s coursework. 

In the collaboration mode, the display on the teacher’s PC is shared by the PC screens 
of up to 50 students. Each student PC serves as a handwritten electronic board. All stu-
dents in the class can view the activity of a selected student on their PC screens when that 
student is completing his/her coursework. Furthermore, students with write access can 
post discussions on the process of completing the coursework because the teacher can 
control the ability to write data to each of their PC screens. All students can browse 
through or view these discussions, resulting in a group discussion. 

In the free mode, a student can freely write on the teaching material and course-
work sent by the teacher on his/her PC screen. The teacher can watch all students’ PC 
screens, although each student’s writing is displayed only on his/her PC screen. If a 
student cannot complete the coursework, the teacher can provide hints to the student 
or receive his/her questions by sharing their screens. The displayed content in both 
modes can be saved on each student’s PC or on an external memory device, such as 
USB memory. Students can freely browse the saved data at any time. When they 
submit their coursework to the teacher’s PC, the teacher can mark it immediately and 
evaluate it in detail later. 

Furthermore, as one possible implementation, the system can include multiple 
servers, with server software used for data exchange between the teacher’s client and 
that of a student. However, student PCs in the dormitory cannot communicate directly 
with a teacher’s PC connected with another network on the campus because each 
network is isolated by a firewall. To communicate through client PCs on different 
networks, at least one control server and a steady network connection via TCP/IP are 
necessary for the data exchange between a teacher’s client and that of a student. By 
using a server that runs the server software as a control server, our system can provide 
multipoint remote lessons via connections anywhere on the campus and in the dormi-
tory. Additionally, it can even be accessed from home. 

Because interactive lessons are provided, each client must continuously maintain 
its connection to other computers. Thus, the traffic load between the server and clients 
grows when the number of connected users increases. Consequently, network hard-
ware must provide adequate system performance for real-time information sharing. 
This system was optimized to work smoothly between one server PC and 50 client 
PCs, each with a 12-inch XGA display, for one lesson, and the network speed was 
maintained at 500 kbps or less for each connection. To limit the amount of data ex-
change between the client PCs, all teaching material and coursework were sent to the 
PC screens of all students when each interactive lesson began. After the lesson begins, 
this system sends only their own written data and the data controlled by the teacher to 
the students’ PC screens. 

Although we have already pointed out another problem of this system, if many stu-
dents frequently sent their questions to the teacher, it is very difficult to correspond to 
quickly answer that for the teacher. In addition, the teacher hardly clarifies how much 
each student understood because he cannot watch students’ face and reaction. By 
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conducting a pre-survey of this system, as freely provided advice in the subjective 
evaluation, we received useful comments such as “It may take some time before a 
student’s question gets a response from the teacher.” 

Accordingly, the advanced GUI of the system is configured to use a little ingenuity 
to prioritize students’ screens through variably changing the GUI interfaces on the 
teacher’s PC. These are blinked, sorted and scaled the students’ viewing, etc. In par-
ticular, the aspect of window that was displayed as thumbnails of the students’ PC is 
zoomed dynamically each thumbnail by their understanding level, as shown in Fig. 2. 
If the PC screens of students can be sorted out their priorities on the teacher’s PC 
screen, the teacher can timely observe the students’ work and support their thinking 
process as an effective teaching aid. The teacher could also clarify any misperceptions 
in their thinking processes, providing appropriate support for each student. 

 

 

Fig. 2. Overview of GUI interfaces for viewing the students’ PC screens as thumbnails on the 
teacher’s PC zoomed dynamically by their understanding level 
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Fig. 3. Experiment of prototype system and its image that we see through five to twenty client 
hosts 
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3 Practice and Evaluation 

To evaluate the current implementation of our system, we measured its performance 
in actuating a target host for a broadcast and then measured the response in delivering 
a streaming video to the whole target host. For this experiment, we used a delivery 
server and target hosts from five to twenty as shown in Fig. 3. The delivery server ran 
on a Core i7 (3.4 GHz) processor with Windows 7 Professional and the self-
customized BigBlueButton 8) with Ubuntu; BigBlueButton is an open source web 
conferencing system developed primarily for distance education, and supports mul-
tiple audio and video sharing, presentations with extended whiteboard capabilities. 
Each target host ran on a Core i5 (2.53 GHz) Mobile processor with Windows 7 Pro-
fessional and web browser as a BigBlueButton client. The system interconnects via a 
Gbit LAN from the server on our campus to an IEEE 802.11g/n WLAN for the target 
hosts. The streaming video for one target host is played in a 320×240-pixel (QVGA 
size) window with a webcam. 

We verified the connection speed between the WLAN and the Gbit LAN for the 
server. When the twenty target hosts for students and the host for the teacher were 
used in the campus, as shown in Fig. 3, the minimum throughput speed between the 
server and a host was 12 megabit per second (Mbps). We also measured the time lag 
before a target host’s actuation. The latency from capturing a webcam to passing a 
streaming server’s IP address to a target host was less than 10 ms and the latency of 
the web browser’s connection between a streaming server and a target host over a 
TCP connection set a minimum. 

On the other hand, we carried out a questionnaire survey to investigate the subjec-
tive impression of the prototype system as a subjective evaluation. Test subjects are 
10 students of the department of electrical engineering in their twenties. The subjects 
in their twenties are experienced in the PC operations in their daily life. We explained 
and demonstrated how to use the prototype system for the subjects before they filled 
out the questionnaire. After that, questionnaires on the subjective impression were 
evaluated in a five category rating scale where: Better=5, Slightly better=4, Fair=3, 
Slightly worse=2, Worse=1. 

The subjects evaluated this system favorably, which dealt with the system’s opera-
bility. Because we need to analyze the evaluations of teachers' performances, we 
would like to discuss the evaluation of the system in more detail later. As the educa-
tional effect, the subjects feel that the supplementary lessons using this system had the 
same effect as a face-to-face class. Moreover, their desire to attend the supplementary 
lessons in the future increased. The subjects’ rating of the useful habit of studying was 
high because all students answered that the supplementary lessons using this system 
were more useful for forming the habit of studying, whereas the study time outside of 
the supplementary lessons was slightly low. Regarding the study time, two students 
answered “slightly yes,” and one student answered “slightly no.” Thus, one student 
had more incentive to study for the course because of the supplementary lessons, and 
the other student felt that the lessons were sufficient. 

These ratings of the supplementary lessons provided by this system suggested that 
this system could have the same outcome as a face-to-face class if the supplementary 
lessons are provided as multipoint remote interactive lessons. Also, the evaluated 
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value of the prototype system for these users might prove greater with more familiari-
ty and experience with this system. 

4 Related Work 

Studies of interactive support systems used in class with a pen-based interface focus 
on the way in which the system helps the student answer questions and use the teach-
ing material with an electronic board, a PDA, or information and communication 
technology (ICT) equipment. To compare our TERAKOYA system to related work, 
we weigh two technical areas: interactive systems [5] and active learning environ-
ments, both with pen-based computers [6]. 
  Although each of these related systems is very interesting, ours has the following 
distinguishing features. First, our system can make it easier for students to ask the 
teacher questions the same as they could in face-to-face interactions. Second, it is 
very satisfying for the students that their queries are answered immediately anywhere 
on a LAN linked to multipoint remote users, which is achieved by directly connecting 
the teacher and the students. In addition, students may feel a sense of security and of 
being looked after because the psychological distance between the student and teacher 
is small. As a result, students can maintain their study concentration longer than in a 
normal remedial education class. Thus, the TERAKOYA system not only expands the 
accessibility of popular tablet PC support methods, but also accommodates a wide 
variety of learning styles by leveraging a transparent, calm learning environment. 

5 Conclusions 

This system helped students study actively anywhere on a LAN linking multipoint 
remote users and provides an interactive evening lesson using tablet PCs and custom-
built applications both in the dormitory and at home, so students and teachers can stay 
in their own living spaces. As a prototype, the proposed learning system was 
implemented in a classroom with a teacher in the teacher’s office on the campus. The 
implementation employed a handwritten electric whiteboard with verbal and non-
verbal information. After this test was conducted, the effectiveness of the system in 
helping students study actively and willingly as an example of “right time, right place 
learning” was verified. 

In addition, ours configured to help the teacher quickly answer students’ questions 
for the teacher. Thus, the teacher can clarify how much each student understood 
through watching students’ face and reaction via a LAN. The GUI system that is used 
a little ingenuity to prioritize students’ screens through variably changing the GUI 
interface on the teacher’s PC. The aspect of window that was displayed as thumbnails 
of the students’ PC screen was zoomed dynamically each thumbnail by their under-
standing level. By sorting out their priorities on the teacher’s PC screen, the teacher 
can timely observe the students’ work and support their thinking process. Using this 
system, the teacher distributed instructions or learning materials on all the students’ 
PC screens via the network. On receiving this material on their PCs, the students 
could note their views and answer the questions in the learning material on their PC 
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screens using the pens attached to their tablet PCs. They could also submit their an-
swers as an image to the teacher. Because the PC screens of students were viewable 
on the teacher’s PC screen, the teacher could check the students’ work and support 
their thinking processes by online collaboration. The teacher could also clarify any 
misperceptions by providing appropriate support for each student. 

More specific and effective education programs are required. We would like to fur-
ther evaluate the effect of this system on the understanding and learning motivation of 
the students when the system is used as an effective teaching aid. We would also like 
to study the configuration of the new interactive system under active learning condi-
tions. We also would like to further study the configuration of a new interaction sys-
tem by adding entities. This system is an ambient human interface system, which 
becomes friendly advisers and gives users naturally awareness, through making real 
images via a network to follow users. We would like to expect to realize ambient 
human interface system of a user-oriented ubiquitous computing through implement-
ing this system. 
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Abstract. This paper presents WheelSense, a system for non-distracting and 
natural interaction with the In-Vehicle Information and communication System 
(IVIS). WheelSense embeds pressure sensors in the steering wheel in order to 
detect tangible gestures that the driver can perform on its surface. In this appli-
cation, the driver can interact by means of four gestures that have been designed 
to allow the execution of secondary tasks without leaving the hands from the 
steering wheel. Thus, the proposed interface aims at minimizing the distraction 
of the driver from the primary task. Eight users tested the proposed system in an 
evaluation composed of three phases: gesture recognition test, gesture recogni-
tion test while driving in a simulated environment and usability questionnaire. 
The results show that the accuracy rate is 87% and 82% while driving. The  
system usability scale scored 84 points out of 100. 

Keywords: Tangible gestures, smart steering wheel, in-vehicle user interface, 
in-car natural interaction. 

1 Introduction 

Every year more and more people spend a considerable part of their life in cars. Re-
cent statistics demonstrated that the average Swiss resident drove 23.8 km per day in 
2010 [1]; in U.K., the average motorist spent 10 hours per week in his car [2]. For this 
reason, car makers are trying to make this “in-vehicle life” more enjoying, by equip-
ping the car with various In-Vehicle Infotainment Systems (IVISs). All these systems 
need to be controlled by the car inhabitants and the common approach is to position 
most of these controls in the central dash board, in order to make them accessible also 
to the passenger. Typical approaches make use of knobs and buttons, but over the 
years many car makers have replaced these primordial systems with touchscreens, or 
advanced haptic controls like the BMW i-Drive [3]. When control systems are placed 
in the central dashboard, the driver has to leave one hand from the steering wheel and 
the eye gaze from the road. According to Bach et al. [4], most cases of general  
withdrawal of attention are caused by the loss of visual perception, often because of 
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eyes-off-the-road distraction. Indeed, moving the controls on the steering wheel al-
lows the driver to avoid a consistent source of distraction. This is already a common 
practice for car makers, which offer, since several years, levers and buttons on the 
steering wheel to control the infotainment system and other electronic appliances in 
the car. However, the exponential growth of controls in the car cannot be supported 
only by buttons and knobs placed over or next to the steering wheel. In fact, these 
forms of interaction often cannot be adapted to dynamic content shown on digital 
screens [5]. Moreover, the arrangement of physical buttons is fixed and the space for 
mechanical input is limited [6]. In order to improve the car-living experience, many 
researchers are investigating interaction modalities that could be more natural and 
engaging, e.g., gestural interaction [7]. While free-hand gestures could be trouble-
some for the driver, gestures performed on the steering wheel appear as a safer natural 
interaction approach [8].  

While most researchers focused on performing gestures on a touchscreen inte-
grated in the center of the wheel [9], we explore gestures performed on the external 
ring as first theorized by Wolf et al. in [10]. This exploration takes into account mod-
ern theories on tangible gesture interaction which brings advantages from both tangi-
ble and gestural interaction [11]. The WheelSense system provides a novel interface 
based on tangible gestures performed on the steering wheel allowing the user to safely 
and naturally interact with the IVIS while driving. 

In this paper, we analyze related work in Section 2. Then, we discuss the interac-
tion and the gestures proposed for the control of the IVIS in Section 3. Section 4  
depicts the architecture of the system, while the tests performed on eight users are 
presented in Section 5. In Section, 6 we make a brief discussion about our findings 
and we conclude the paper in Section 7 presenting also the future work. 

2 Related Work 

In the last years, several researchers have explored gestural interaction in the car as an 
alternative and more natural interface to control IVIS. Recently, Riener has affirmed 
that “in-vehicle gestural interfaces are easy to use and increase safety by reducing 
visual demand on the driver” [8]. So far, different approaches have been proposed. 
Although free-hand gestures could seem unsafe, Rahman et al. developed a system to 
control multimedia devices through free-hand gestures recognized by a 3D camera 
[12]. A safer approach was proposed by Endres et al.: instead of gesturing in the air 
with the whole hand, the user can move just a finger, with the hand still on the steer-
ing wheel [13]. In this case, finger gestures were recognized through electric field 
sensing. A similar system was exploited by Riener and Wintersberger near the gear-
shift to control a mouse cursor on an in-car screen [5]. In order to assess if gestures 
could improve and make safer the interaction with the IVIS, Bach et al. compared 
touch gestures on a touch screen to a classic tactile system and a touch Graphical User 
Interface [14]. Even if they did not noticed improvement on driving task errors, the 
study evidenced that touch gestures were able to lower the visual demand. These  
results suggest that gestural interaction could be safer than other approaches if  



 WheelSense: Enabling Tangible Gestures on the Steering Wheel 533 

 

interaction designers manage to reduce the cognitive load with appropriate feedbacks, 
and proposing gestures that are easy to remember. Bach et al.’s test was performed on 
a touchscreen integrated in the dashboard. Several researchers investigated a different 
position for a touch screen, i.e., integrated in the steering wheel. Pfleging et al. [9] 
integrated a standard tablet in the steering wheel combining touch gestures with 
speech commands. Döring et al. used a rear mounted projector to display information 
inside a steering wheel with a Plexiglas core and a camera to detect gestures  
performed with the thumbs on its surface [6]. While the SpeeT system [9] required 
detaching the hand from the steering wheel, Döring et al.’s system grants the possibil-
ity to make gestures while still grasping the external ring, which is required by the 
primary task.  

The importance of keeping “eyes on the road and hands on the wheel” was stressed 
also by Gonzalez et al., [15] who proposed a text input method based on small thumb 
gestures on a small touchpad mounted on the wheel external ring. As an alternative 
approach for text input, Murer et al. explored the use of buttons on the rear of the 
steering wheel [16]. 

The analysis of the related work showed that many researchers aimed at displacing 
the interaction from the central dashboard to the steering wheel, granting as much as 
possible hand contact with the steering wheel. The design of gestures to be performed 
while grasping an object has been analyzed in depth by Wolf et al. [10], who de-
scribed a large set of microgestures associated to a cylindrical grasp, i.e., the typical 
grasp for the steering wheel. 

3 Design of Tangible Gesture Interaction on the Steering Wheel 

Tangible gesture interaction has been recently defined by Hoven and Mazalek as “the 
use of physical devices for facilitating, supporting, enhancing, or tracking gestures 
people make for digital interaction purposes” [11]. Tangible gesture interaction still 
belongs to the broader field of tangible interaction, conjugating its most important 
property, i.e., physicality, and the communicative role of gestures. In this project, the 
physicality is brought by the steering wheel, which can be seen as a tangible interface 
not only for the driver’s primary task [17], benefiting of the direct manipulation of the 
car behavior and of the haptic feedback from the road, but also for secondary tasks. In 
this section, we analyze the design of gestures performed on the steering wheel for the 
interaction with the IVIS discussing both their physics and semantics. 

Wolf et al. analyzed from an ergonomic point of view the possibility to use micro-
gestures on the steering wheel to perform secondary tasks while driving [10]. In par-
ticular, they identified some gestures that are particularly easy to perform while the 
driver holds the steering wheel. Following Wolf et al.’s analysis for the palm grasp, 
we chose three gestures: tapping with the index and dragging fingers around the 
wheel (in both directions). A fourth gesture, squeezing, has been chosen even if it was 
not considered in the Wolf et al.’s analysis. In fact, this latter gesture requires minimal 
effort and cognitive load for the user as well as the other three gestures. Several sys-
tems used squeezing as interaction modality with objects; Fishkin et al. showed in 
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Fig. 5. A user participating at the evaluation 

5.1 Gesture Recognition Accuracy 

During the first part of the evaluation process, the users were asked to perform 40 
times each gesture while the PC was recording for a total of 160 gestures. The order 
of the gesture to be performed was chosen randomly and the user was guided by a 
graphical interface. The user was requested to rest at half of the recording phase. We 
applied the 10-fold cross-validation test on the recorded data. The resulting average 
accuracy is 87% and standard deviation was 17%. 

5.2 Gesture Recognition Accuracy While Driving 

Using the data recorded during the first phase, we trained the HMM classifier. Then, 
we asked to every user to drive using the City Car Driving simulator and to interact 
with the IVIS through the gestural interface. In this case, the gestures were used to 
control a music player with the gesture-function association explained in Section 3. 
We requested the gestures that the user had to perform; he/she had to remain focused 
on the driving task and to perform the gesture only when he/she was feeling confi-
dent, that means when the user evaluated the maneuver as not dangerous. The total 
number of gestures that each user had to perform during the driving simulation was 
40 (10 per type of gesture). The average accuracy was 82% and the standard deviation 
among users was 16%. In fact, during the experience, we noticed a high variability 
between the users. The confusion matrix is reported in Table 1. 
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Table 1. Confusion matrix of the second phase of the evaluation: gesture recognition accuracy 
while driving 

 Up Down Squeeze Tap 
Up 64 9 3 4 

Down 4 69 1 6 

Squeeze 9 4 64 2 

Tap 7 4 4 65 

5.3 Usability 

After the second phase, we asked to the users to fill a System Usability Scale ques-
tionnaire (SUS) [26]. We calculated three factors from the SUS: the overall usability, 
perceived usability and the learnability. The overall usability (calculated following the 
standard procedure) scored 84 points out of 100 (standard deviation: 13); the per-
ceived usability scored 82 points out of 100 (standard deviation: 12); the learnability 
scored 91 points out of 100 (standard deviation: 17). We calculated the last two fac-
tors as suggested by Lewis and Sauro in [27]. 

6 Discussion 

The two performance evaluations showed a high variability among users, which af-
fected also the results of the usability evaluation. This high variability could be ex-
plained with the different hands position of the users during the interaction. In some 
cases, the left hand was not always positioned over the pressure sensors, which de-
creased consistently the quality and the strength of the acquired signals. Variations 
could also occur over time: for example, in one case, the system confused several 
times a squeeze with a dragging up gesture, because the user was not pressing any-
more on Sensor 1 (see Fig. 1). This suggests that a robust system should be difficult to 
achieve without taking into account the changes in the behavior of user’s gestures. An 
adaptive learning approach could be implemented in order to avoid this issue. 

7 Conclusion and Future Work 

This paper presented WheelSense: a novel interface based on tangible gestures per-
formed on the steering wheel. The proposed interaction modality allows the user to 
safely and naturally manage the IVIS while driving. We presented also the design of 
four tangible gestures: tap, dragging up, dragging down and squeeze. Gestures are 
used to control the media player, thus the auditory feedback is generally sufficient to 
avoid eye-off-the-road distraction. The evaluation of the WheelSense system assessed 
the accuracy being equal to 87%. We performed the evaluation of the same configura-
tion during a simulated driving experience and WheelSense scored 82% of recogni-
tion accuracy. The system usability scale assessed the system score as 84 points. 
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As future work, we plan to integrate automatic segmentation and we will conduct 
some evaluation tests in order to compare the performances between the two different 
approaches: automatic segmentation versus manual segmentation. Moreover, we will 
implement an adaptive machine learning approach for the classifier. 
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Abstract. This paper presents a solution to the problem of speeding in male 
young drivers. This paper outlines the design of a persuasive mobile application 
that aims at reducing speeding behavior by providing various incentives. The 
application targets both weak and strong habit drivers between the age of 18 
and 26. Early results show an overall acceptance of the application, mainly due 
to its unique rewarding mechanism, and its ability to demonstrate the actual 
speeding behavior with major impact on safety, fuel costs, environment, and 
possible fine costs. Results further indicate a behavior change for weak habit 
drivers and attitude change for strong habit drivers.  

Keywords: Speeding behavior, persuasive technology, mobile application, 
speeding behavior model, usability test, driving behavior.  

1 Introduction 

Unsafe driving can lead to accidents, serious injuries, and sometimes even death. 
There are several types of behavior that causes accidents, for example distraction, 
negative emotions, and speeding. To elaborate on the latter, speeding is responsible 
for one out of three fatal accidents [1]. When a road and associated traffic situation 
becomes more complex as a result of speeding and environmental factors (e.g. 
country road), the driver is forced to process more information in a shorter time span. 
Furthermore, it is likely that the driver is forced to make more decisions, which 
significantly increases the chances for an accident. 

Studies have been performed in which drivers were rewarded for complying with 
the speed limit. The majority found that rewarding is an effective measure for 
changing speeding behavior [2]. However, these studies focused on all types of 
driving behavior rather than solely speeding. In addition, participants only complied 
with the speed limit when they received a reward. Solely giving out rewards does not 
confront drivers with the badness of their behavior, and results in a reversion to same 
old state. City engineers in Garden Grove, California undertook a different approach 
with neither punishment nor reward [3]. They put up Dynamic Speed Monitoring 



542 A. Bergmans and S. Shahid 

 

Displays (DSMD) (also known as driver feedback signs). Interestingly these signs 
simply show drivers what they already know (namely their speed) and are not 
followed by punishment. Nevertheless, the average speed decreased with 14 percent 
due to the increased awareness of the current speed. According to SWOV [4], 
especially men between the age of 18 and 24 have a higher chance of involvement in 
serious car accidents (six times more the than drivers between the age of 30 to 59) in 
the Netherlands.  

This paper focuses on reducing speeding behavior of male young drivers (age 18 to 
24) by using persuasive technology, which is defined as technology designed to 
change attitudes or behaviors of users through persuasion and social influence, rather 
than through coercion [5]. The main purpose of this paper is to propose the design of 
a new mobile interface for reducing speeding behavior. The design of the application 
which is the main contribution of this paper is based on a longitudinal user study and 
literature review. This paper also presents the results of an early evaluation of this 
interface.  

2 Theoretical Framework 

2.1 Previous Work 

Currently there are several mobile applications to stimulate save driving behavior. 
However, all applications force drivers to change their behavior and do not make 
them aware of their current bad driving practices. Previous scientific research focused 
on extensive programs such as Graduated Driver Licensing [6] or influencing the 
driving locus of control [7]. Results of these programs showed that young drivers 
understand that they should not drive unsafe and know how to deal with unsafe 
situations. However, such programs are a time consuming activity for young drivers 
and these drivers usually find it hard to finish them. Another interesting system, 
named as Intelligente Snelheidsassistentie (ISA) (Advanced Driver Assistance 
Systems), was developed by the SWOV. It is an advanced support system for drivers 
[8]. The ISA-systems determine the general position of the car, compares the current 
speed to the speed limit, and subsequently gives feedback to the driver or manually 
reduces the car speed. Results of using an ISA-system show that speeding decreases 
with two to seven kilometers per hour, depending on the type of ISA-system.  

Other than few examples, most of the existing systems or methods are mostly 
focused on punishment and do not lead to a deliberate behavior change. Helping 
drivers in willingly changing their behavior, by making them aware of their bad habits 
and by offering them right incentives, is the main purpose of this study. 

2.2 Persuasive Technology  

Fogg defines persuasion as an attempt to change attitudes, behaviors, or both [5]. 
Captology states that a computer can be the source of persuasion (e.g. it can 
encourage, provide incentives, negotiate) [9]. Fogg and Hreha present the Behavior 
Wizard [10], which is a method for matching target behavior with solutions for 
achieving those behaviors. The basis for the Behavior Wizard is formed by the 
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Behavior Grid, which consists of fifteen types of behavior change. This Wizard is 
relevant for studies regarding persuasive technology as it provides a simple overview 
of the desired behavior change (e.g. permanent) and how to achieve that behavior 
(e.g. immediately stop). According to Fogg [5], timing and context are critically 
important to influence attitudes and behaviors of people. Mobile devices are pre-
eminently the right instrument for this, as they can influence people at an optimal time 
and place.  

2.3 Speeding Behavior Model and Theory of Planned Behavior  

De Pelsmacker and Janssens [11] developed the reduced Speeding behavior model, 
which shows that norms influence the attitude towards speeding. The latter 
subsequently influences the intention to speed, which in turn influences the actual 
behavior. The model further stresses the importance of habit formation, cognitive and 
affective attitude towards speeding components. Habit formation is equally important 
as intention to speed, because habits are able to directly influence the actual behavior. 
However, habits can also indirectly effect behavior through intention to speed. That 
is, people intend to speed simply because they are used to do so. Therefore the 
researchers argue that breaking bad habits is crucially important to reduce speeding 
behavior. The Speeding behavior model functioned as primary theoretical model in 
the current study as it specifically focuses on speeding behavior. Furthermore, it 
provides a detailed overview of all components and is therefore useful for identifying 
what a persuasive application should influence to reduce speeding behavior.  

The Theory of Planned Behavior (TPB) [12] has also often been used in studies 
regarding speeding behavior. Ajzen argues that when human behavior is goal-
directed, people perform actions to achieve that goal. This is relevant to persuasive 
technology as goals can be used to motivate behavior change. To extent the TPB, 
Greaves and Ellison [13] focused specifically on driving behavior and found that 
aversion to risk reduces speeding. Furthermore, Jager [14] states that routine 
behaviors are performed with a minimum of thinking, and are therefore defined as 
habits. To induce behavior change by changing the habit, one must provide direct and 
timely feedback. The TPB and extensions functioned as addition to the Speeding 
behavior model, as it provides insight into how behavior can be changed in a more 
specific way.  

3 User Research and Results  

An extensive user research phase was conducted to determine the rationales for 
speeding in male young drivers. One questionnaire, two rounds of interviews, and a 
diary study were used to study users’ practices and requirements. The questionnaire 
was administered to gain participants from a large group of university students in a 
relatively quick and easy manner. Semi-structured interviews were conducted to gain 
insight into rationales for speeding and to evaluate the diary. A diary study was 
conducted in-between two interviews for comparing statements and for the recording 
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of actual behavior. All male drivers were between the age of 18 and 26, with a mean 
age of 24 were selected for this study. Elements from the Speeding behavior model 
[11], namely attitude towards speeding, norms, habit, self-standard, intention, and 
actual behavior were used as measurements. Few other measurements were sensation 
seeking, smartphone use, and persuasion.  

3.1 Results 

Results from the first interview show that the rationales for speeding differ. Most 
participants speed because the road is familiar to them, from which they subsequently 
and gradually started speeding. Participants additionally set boundaries for themselves 
so they do not speed excessively. These boundaries range from speeding with 10 km 
per hour to a maximum of 30 km per hour. Many participants have family members 
who feel that they should not speed, although these family members do not try to 
persuade them. The family members state their opinion both outside as inside the car. 
The majority of the participants reported a weak habit of speeding. Participants stated 
they would regret their speeding if there were vulnerable road users present (e.g. 
cyclists or children) or if they would get a fine, although the latter is not persuasive 
enough to reduce speeding. Most of the participants showed concerns about the 
possible negative consequences of speeding but also stated that while speeding these 
negative consequences go in the back of mind. They further do not judge themselves 
as being bad when they exceed the speed limit. The majority does not experience 
speeding as risky, but they do acknowledge that it is more risky in critical situations 
(e.g. when something unexpected happens and they have no control). All participants 
believe that when all drivers would comply with the speed limit, it will reduce the 
number of accidents but they do not see how would it happen. They believe that 
currently many accidents occur as a result of differences in speed, and because 
speeding causes unsafe situations in general. However almost all drivers felt that they 
think they have a good control over car while speeding. Finally, participants state that 
they could be persuaded not to speed by providing them with a reward (e.g. discount 
on road taxes).  

Results from the diary study show that the majority of the statements match the 
results from the diary, mostly regarding the rationales for speeding. Almost all drivers 
over speeded everyday especially on familiar roads. A few participants claimed that 
they did not gain more awareness of their speeding behavior by keeping the diary 
because they either did not think much about what they wrote down (in terms of what 
it meant) or because they were already aware of the speed they drove. Majority of 
them reported to notice their actual speeding behavior, which indicates they were not 
completely aware of their speeding behavior before. 

4 Early Prototyping and Final Design 

In the first phase, design alternatives were developed based on a brainstorming 
session and design requirements. These design requirements included all major 
triggers for behavior change that the application must hold. For example, the 
application must persuade drivers to obtain goals and make drivers aware of their 



Reducing Speeding Behavior in Young Drivers Using a Persuasive Mobile Application 545 

 

speeding behavior. The design alternatives were divided into two parts: application 
functions that can be used while driving, and functions that can be used outside the 
car. Aspects from nearly all design alternatives were used in a paper prototype. The 
paper prototype was tested with end user for improving the contents and structure of 
the application. 

Previously interviewed participants were selected to participate in the paper 
prototype test. It was made sure that participants with different behaviors, habits, and 
opinions were selected for the paper prototype test. Six tasks were defined that 
covered the complete interface. Although the test succeeded without many problems, 
several improvements needed to be made in the design. The whole process resulted in 
the final working design, which is shown in Figure 1 and 2.  

 

 

Fig. 1. Main screen of the application with links to the in-car live screen, traffic game, profile, 
help-section, and overview of goal achievement. The screen presents the progress and goal 
requirement per key goal.  

The final application was developed for iPhone, and all native interface design 
guidelines and standards were used for this design. The final design consists of a main 
screen that shows four key goals to be achieved in order to obtain a reward (Fig. 1). 
The behavior triggers behind different design elements and goals are discussed in the 
next section. The four key goals are CO2 emissions, overview of fine costs, fuel costs, 
and chance for an accident. Furthermore, this screen contains navigation to several 
sections. Firstly, the profile in which friends can be invited and possible competitions 
can be started between friends. Secondly, an overview section was added in which 
users can view their overall goal progress and previously obtained rewards. Thirdly, a 
traffic game section was added as a fun-factor so drivers would still be reminded of 
less speeding even while not driving. Fourthly, a help section was added with basic 
information regarding the purpose and functions. However, the most important aspect 
is the in-car live screen. The in-car live screen (Fig. 3) shows real-time goal progress 
while driving, possible fine cost at the current speed, damage at the current speed 
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represented by a dented car, and possibility to personalize the car. This in-car live 
screen is the most important aspect of this design. It tracks actual speeding behavior 
and presents it to users who can immediately change their behavior if necessary. The 
design of the application therefore requires drivers to take the smartphone with them 
in the car to track their speeding behavior.  

 

 

Fig. 2. In-car live screens in which users can adjust the appearance of the car, see the health 
status of the car and the possible fine costs at the current speed, and overview of the goal 
achievement. This screen is shown while driving.  

4.1 Behavior Triggers  

The Behavior Wizard of Fogg and Hreha [10] served as basis for determining the 
target behavior (i.e. reduce/eliminate speeding), and matching solutions (i.e. 
persuasive application with various sections) for achieving that behavior. The 
application holds several triggers that stimulate the use of the application. Ideally, the 
application changes the current bad habit of speeding into the good habit of 
complying with the speed limit.  

The overall trigger to use the application is the chance of obtaining a desirable 
reward. In order to receive that reward, users must achieve goals by not (or less) 
speeding. This trigger is the most important one, since it should directly influence 
drivers to immediately reduce or eliminate their speeding behavior when they speed. 
A warning border indicates which goals are critically low, and is therefore also 
considered a trigger because users can adjust their speeding behavior accordingly. 
Another trigger is viewing the progress from friends, which can lead to a competition. 
In order to win or remain in first place, users must continuously use the application in 
their car. The traffic game is a similar activity, in which users can earn points and rise 
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in the overall game ranking. A trigger for outside the car is the overview of statistics 
per goal on the home page and in the “Progress” section. These elements confront 
users with their speeding behavior, negative consequences such as increased petrol 
costs, and the consequences on obtaining their reward. This is a major trigger, 
because when users see they are doing bad they will most likely start using the 
application in the car. In case users stopped using the application and subsequently 
witnessed a decrease in progress, they will most likely start using the application 
again. This is a back-up trigger for a scenario when users are solely using the 
application outside the car. A final minor trigger is the possibility to change the 
settings of the car, as users might prefer to manually choose and/or personalize the car 
to be displayed (e.g. similar to their own car) which will improve the overall 
acceptance of the application.  

5 Evaluation  

In this section, we present the early evaluation of the application. The goal of 
evaluation was to improve the usability of the application and to verify if young 
drivers accept it as a possible mean of persuasive intervention. These participants 
were routine derivers with bad driving habits and performed real tasks while driving. 
The experimenter observed and recorded all actions.  

In the first round, the usability of the application was evaluated. This part of 
evaluation specifically focused on the perceived ease of use and perceived usefulness 
of the application [15]. Following the usability test, an observational study together 
with post interviews was conducted to measure the overall acceptance and persuasion 
of the application. The tasks were, to a large extent, identical to the tasks used in the 
paper prototype test, except for some minor changes to increase efficiency of the task 
executions (e.g. different formulation of a sentence). 

5.1 Results 

Results of the all three phases of evaluation show that the application holds more 
advantages than disadvantages, and a user can relate to at least one of the goals. 
Participants realized the added value of the application for themselves and for others. 
They said that they would recommend it to other drivers in their social circle because 
they appreciated the learning-factor (i.e. confrontation with actual speeding behavior), 
the social factor (competition with friends and scoring), and the fun-factor (i.e. traffic 
game). All participants mentioned that the application uses an unusual and positive 
approach (i.e. reward and insight in the four goals of speeding behavior) for 
improving driving habits. They mentioned that they would keep an eye on the 
achievement of goals while driving the car and the possible reward or incentive 
gained after achieving a goal would be the major persuasive factor. One participant 
said, “The app warns when you are speeding and what the consequences are. This 
makes it easier to adjust speeding behavior because it is a constant (positive) reminder 
while driving the car”.  

In all phases of evaluation, all participants liked the idea of ‘four key goals’ on the 
main screen and they mentioned that the ‘dented car’ picture and the impact of bad 
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driving on the ‘wallet’ were quite persuasive. The impact of bad driving on 
environment was also appreciated, but majority said that it would never work as a 
primary factor. All participants rated the application as easy to use because of the 
clear structure of the goals, flexibility, responsive interaction style and intuitive 
navigation. One participant said, “The design is very basic and it is very easy to use 
even when you are driving. You can quickly scan the interface for knowing the 
current status and therefore it does not threaten your and others’ lives on road”. 
Furthermore, the learning curve was extremely low. Participants were able to learn 
the application without any tutorial and they were able to use all major features fairly 
quickly. During the test, not even a single participant asked for any assistance. 

Several participants mentioned that it becomes socially unacceptable to speed 
when friends score higher. This kind of a social influence is much stronger than the 
one when your friends or family members warn you about the speeding in a more 
general way. Only three participants did not realize the persuasive power of scoring. 
Participant also appreciated the offline part of the app. The possibility of reviewing 
their current journey and statistics of previous journeys made them aware of their 
habits. Most of the participants believed that this app has the potential to change their 
speeding behavior in the long run. They mentioned that if all works as proposed in 
this version of app, the application would decrease their speeding behavior in the long 
run. Finally the results show that the application seems to work for both weak and 
strong habit drivers; the weak habit drivers were effected and persuaded much more 
quickly and strongly than strong habit drivers. 

In summary, majority of the participants claim that the application alters the 
(affective) attitude towards speeding through the four goals, encourages them to 
achieve goals by offering a reward, confronts them with their actual speeding 
behavior, shows anticipated regret, communicates risk aversion, and create a social 
atmosphere where their friends can influence each others behavior. They think that it 
is a positive step towards to a long-term behavior change. 

6 Discussion and Future Work 

The aim of this study was to design a new mobile persuasive application, which could 
assist young drivers in changing their speeding behavior in a more eagerly and 
voluntarily manner. The design of the application was based on a longitudinal user 
study and detailed literature review. The final application, developed for an iPhone, 
was appreciated by the drivers for its design, usability and utility. The results of the 
first evaluation show that the application has the potential to positively effect the 
speeding behavior of male young drivers. The results also show that the level of 
persuasiveness is determined by the type of habit. Weak habit drivers indicate an 
immediate reduction in speeding behavior, whereas strong habit drivers indicate a 
change in attitude and at later stage reduction in speeding behavior. This result is 
inline with the results of [16], who also showed that weak habit users can easily be 
influenced as compared to strong habit users and that is why weak habit users should 
be the first target for a persuasive intervention.  
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The reward mechanism and confrontation with actual behavior using timely and 
relevant feedback are the major reasons for the possible behavior change. Other 
aspects such as competition with friends (social influence), continuous warning about 
possible fines (anticipated regret and risk aversion), and the offline reviewing of 
journeys (personal reflection) also contribute to the overall utility of the application. 
These results again confirm the results of early studies. For example, a study by 
Mazureck, et. al. [17] showed that giving rewards on good driving behavior can 
improve speeding behavior. Another study showed that the use of direct and timely 
feedback about the appropriateness or inappropriateness of certain behavior positively 
influences the behavior [14].  

Finally, all drivers realized the added value of our application, because all drivers 
were able to find at least one feature or function, which was influential, relevant for 
their needs and suitable for their personality. Based on the early results, we think that 
the application was able to accommodate a diverse user group due its flexible design. 
Overall the application was rated very positive by all drivers because it employs a 
positive approach with regard to reducing speeding behavior and none of the 
participants had experienced this kind of approach before.  

This study has a number of limitations. One of the major limitations of this study is 
the evaluation phase. The evaluation presented in this paper is very short and was 
done in the early phase of the design. The final design was once again improved after 
this evaluation. In the next round, the application should be extended by a 
longitudinal study to accurately measure if the speeding behavior changes in the long 
run. Based on the early results, we can say that this application has the potential to 
influence the behavior but we will have to verify it in the next round of evaluation. 
The current results should only be taken as trends.  

In future research, it is not only important to test the application in long run but 
also test it multiple times after certain intervals to see if the speeding pattern 
reemerges once people stop using this application.  
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Abstract. The aim of the user study presented in this paper was to investigate 
the efficiency of single and multimodal user interfaces for in-vehicle control 
and information systems and their impact on driving safety. A windshield pro-
jection (HUD) of a hierarchical list-based visual menu was compared to an  
auditory representation of the same menu and to a combination of both repre-
sentations. In the user study 30 participants were observed while operating a 
driving simulator and simultaneously solving tasks of different complexity with 
the three interfaces. The variables measured in the user study were task comple-
tion times, driving performance and the perceived workload. Our study shows 
that the single modality auditory interface is the least efficient representation of 
the menu; the multimodal audio-visual interface, however, shows a strong ten-
dency to be superior to both the auditory and visual single modality interfaces 
with regards to driver distraction and efficiency. 

Keywords: Human-computer interaction, auditory interface, head-up display, 
car simulator, driving performance. 

1 Introduction 

Head-up displays (HUDs) are the current state-of-the-art solution intended to reduce 
driver errors originating in distractive interfaces, such as onboard entertainment dis-
plays or navigation systems. HUDs reduce the frequency and duration of glances at 
Head-down displays (HDDs) by presenting information directly on the windshield in 
the driver’s field of vision.  

HUDs, when compared to HDDs, have been shown to reduce the response times to 
unanticipated road events [1], reduce navigational errors [2], and lead to smaller va-
riances in lateral acceleration and steering wheel angle [3]. Charissis et al. [4] found 
that HUDs dramatically reduce the number of collisions and improve the maintenance 
of following distance in low visibility situations. 

On the other hand, HUDs have also been shown to increase mental workload as in-
dicated by longer response times in high workload situations [5, 6]. The so-called 
cognitive capture, i.e. when the drivers’ attention is unconsciously shifted away from 
the road and is mainly focused on processing the information presented by the  
HUD [7, 8], has been identified as one of the disadvantages of HUDs. The resulting 
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perceptual tunneling may lead to a delayed reaction or a complete absence of response 
to situational changes in the driving task [9, 10].  

The results of our previous study [11] give grounds for the assumption that by pre-
senting information non-visually, negative influences such as visual distraction and 
cognitive capture can be reduced. The results also suggest that auditory information 
presentation can reduce the perceived workload and lead to fewer driving errors when 
compared to visual interfaces presented on a HDD. These findings are supported by 
the results of a recent study by Weinberg et al. [12], who established that navigating 
through aurally presented lists had a lower impact on mental workload when com-
pared to HDDs and HUDs.  

These findings support the assumption that a combination of auditory, especially 
speech-based information presentation and text-based information presentation 
through a HUD may in fact present the “best of both worlds”: the attention and safety 
benefits of an eyes-free approach with the higher information processing rate of visual 
information presentation. By offering drivers a multimodal interface, they can choose 
to either listen to or read the required information depending on their situational cog-
nitive capacities and/or their personal preferences.  

The study presented in the following chapters was conducted to evaluate this as-
sumption and to gain further insight into the subjectively and objectively measured 
impacts of using a single modality or a multimodal in-car information display while 
driving. 

2 User Study 

The aim of our user study was to evaluate the potential benefits of a multimodal user 
interface compared to two single modality interfaces for an in-vehicle information 
system through a series of representative tasks. The study used a within-subjects de-
sign (repeated measures) and compared a spoken auditory representation of a hierar-
chical menu structure to a visual representation (in the form of a HUD) of the same 
structure and a combined, multimodal representation. To imitate a realistic environ-
ment, the study was conducted in the driving simulator shown in Fig. 1, left. 

The simulated on-board computer was operated through a custom-made interaction 
device attached to the steering wheel (see Fig. 1, right) enabling various tasks related 
to navigation, communication, and various on-board control systems. The primary 
interest of this study was to evaluate the efficiency of the interfaces and their impact 
on driving performance. 

The efficiency was assessed by measuring the time required to complete a given 
set of tasks and the self-reported mental effort. The individual driving performance 
was analyzed by noting and rating anomalies and unsafe driving - such as swerving, 
sudden and unnecessary speed reductions, disobeying the traffic rules or even causing 
an accident - which occurred while performing the tasks.  



 Auditory and Head-Up Displays in Vehicles 553 

 

2.1 Interaction with the Menu 

Participants were asked to perform a set of tasks with the simulated on-board informa-
tion system. The system imitated various navigational, communicational and other 
functionalities, while the interaction was based on a structured set of menu options. 
The top-most level of the structure was labeled the “Main menu”. It consisted of five 
sub-menus that were further structured into sub-sub-menus.  

The menu was operated through a custom made device located at the backside of 
the steering wheel (Fig. 1, right). The device’s scrolling wheel and its two buttons 
supported the following three interactions: descending into a sub-menu, confirming an 
option and exiting a sub-menu or returning to the next higher level. 

2.2 Conditions 

Three experimental conditions were compared: 

1. a visual representation of the menu (V), 
2. an auditory representation of the menu (A), and 
3. an audio-visual representation of the menu (AV). 

Visual Interface (V). The visual interface was a HUD displaying the available items 
of the menu structure. The menu was projected to the right-central part of the wind-
shield (Fig. 1, left). The approximate size of the projection was 20 x 20 cm. The text 
was displayed on transparent background in high contrast colors: 

• the title of the active menu was displayed in green on the top of the HUD, 
• the available but unselected items were displayed in yellow, 
• the selected item was highlighted in red and a slightly bigger font size . 

 

 

Fig. 1. The visual interface implemented as a HUD (left) and the interaction device (right). By 
clicking the lower mouse button (yellow highlight), the participants selected an item or des-
cended in the hierarchy; the scrolling wheel (red highlight) was used to select an item; the  
upper mouse button (yellow highlight) was used for ascending in the hierarchy. 
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The HUD was implemented as a “sliding window” displaying at most five of the 
available items of the active menu. When available, the remaining items became ac-
cessable by scrolling up or down the menu.  

Auditory Interface (A). In the auditory interface condition, pre-recorded readings of 
menu items were played through two computer speakers placed at the sides of the 
simulator imitating the in-vehicle speakers mounted in the side doors. The title of 
each sub-menu was announced upon entering the menu and menu items were read 
each time the virtual cursor’s position/selection was changed. When participants 
reached the last (first) item of the menu, the end (beginning) of the list was indicated 
to them by a repeated reading of the item. 

Audio-Visual Interface (AV). In the audio-visual condition, the visual and auditory 
interfaces described in the previous sections were presented simultaneously. 

2.3 Tasks 

Within each of the three experimental conditions, each participant was given three 
simple (“conventional”) tasks followed by two difficult (“complex”) tasks. All tasks 
in the conventional and all tasks in the complex group had the same minimum number 
of interactions (clicks, turns of the scrolling wheel) required for completion. The tasks 
in each group were chosen to be comparable in cognitive workload (e.g. scanning 
through text, listening to messages, considering options). A sample of a conventional 
task is: “Set the temperature to 24 degrees.” A sample of a complex task is: “You are 
waiting for an e-mail from Denny Crane with the name of the restaurant where he 
would like to meet you. Please check your e-mail inbox and tell the name of the res-
taurant mentioned in the e-mail to the experimenter.” 

3 Methods 

3.1 Test Subjects 

A total of 30 test subjects (9 female and 21 male) with a valid driving license partici-
pated in the study. The participants were in average 29 years old and had in average 
11 years of driving experience. They all reported to have normal sight and hearing. 

3.2 Test Groups 

To ensure comparable driving conditions, all participants were given loose navigation 
instructions while driving. To eliminate the influence of traffic density and street 
layouts, each of the three conditions (A, V, AV) was repeated with two different driv-
ing dynamics: a busy city center and a motorway. To avoid learning effects, six expe-
rimental groups were formed, each with a different combination of conditions and 
routes. For example, the participants from the group “A” started with the auditory 
interface on the “high speed motorway” route, then proceeded with the visual inter-
face on the same route, and concluded with the AV interface on the “low speed city” 
route. 



 Auditory and Head-Up Displays in Vehicles 555 

 

In the “high speed” scenario, participants drove on a motorway with a low traffic 
density with an average speed of 72 km/h (45 mph). In the “low speed” scenario,  
participants drove through a busy city center with an average speed of 33 km/h (21 
mph). 

In order to obtain a measure of the overall driving performance without the interfe-
rence of a secondary task, a virtual control group was formed. The data of this control 
group was obtained by evaluating the driving performance of all drivers in the inter-
vals between tasks. 

3.3 Experiment Procedure 

Before the experiment participants were informed about the nature and structure of 
the study. Participants were then asked to complete a pre-study questionnaire (age, 
gender, hearing and sight disabilities, driving experience, prior experience with simu-
lators, and proneness to sea or simulator sickness). The participants were then tho-
roughly introduced to the driving simulator, the interaction device, the structure and 
content of the menu, and the three interfaces. Finally, they were given 20 minutes to 
familiarize themselves with the simulator while driving on a test route. 

Participants then proceeded with a series of tasks.. Each task was read to partici-
pants loudly and clearly. Participants were asked to perform the given tasks as quickly 
as possible, but to also obey traffic rules and drive the car safely. 

Task completion times, interaction activity and driving behavior were recorded au-
tomatically for each task. The measurements started when participants started to solve 
tasks and were stopped when the task was completed successfully. For the purpose of 
post-evaluation of the driving performance, the entire user study was recorded with a 
digital video camera. 

After finishing each of the experimental conditions, participants were given an 
electronic version of the NASA TLX questionnaire [13] to evaluate their perceived 
workload for each particular interface. 

After all three conditions were completed, participants were asked to fill in a short 
post-study questionnaire on their overall perception of the interfaces, their design, the 
design and realism of the driving simulator, and the complexity of given tasks. 

3.4 Technical Setup 

The experimental environment consisted of three basic elements: the driving simula-
tor, the user interface application (UI) and the management and logging software 
(ML) suite. 

The UI application controlled the interaction device and the output interfaces (A, 
V, AV). The application reported events associated with the interaction device (button 
clicks, scrolling wheel turns) to the ML software suite. The setup of the experimental 
environment was described in more detail in [14]. 
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4 Results and Interpretations 

4.1 Efficiency of Interfaces 

The efficiency of the interfaces was measured through task completion times. The 
averaged results (of all participants in the study) are presented separately for each 
condition. 

The average task completion times are presented in Fig. 2, left. Due to non-
homogeneity of variances between data groups, the Kruskal-Wallis test was chosen to 
confirm the significance of differences between experimental conditions: H = 40.279, 
2 d.f., p < .001. A post-hoc Games-Howell test with a .05 limit on family-wise error 
rate confirmed significant differences (p < .001) between the auditory interface (A) 
and other two interfaces (V and AV). The difference between the V and AV interfaces 
was not found to be significant. 

The results confirm one part of our initial hypothesis: the auditory interface proved 
to be the least efficient among the three tested interfaces, as it was found to be the 
slowest and it required the most (physical) effort to complete tasks. However, a supe-
riority of the multimodal interface over the visual interface could not be confirmed.  

 

 

Fig. 2. Average task completion times (left) and subjectively perceived workload (unweighted) 
for all thee interfaces (right) 

4.2 Workload 

Participants’ perceived workload was measured using the NASA-TLX assessment 
tool [13]. The procedure derives an overall workload score from the ratings on the 
following six subscales: mental demand, physical demand, temporal demand, perfor-
mance, effort and frustration. 

Fig. 2, right shows the overall workload for all three interface conditions. The re-
sults of the ANOVA show a significant difference between the three conditions: 
F(2.87) = 4.035; p = .021. The post-hoc Bonferroni test with a .05 limit on a family-
wise error rate revealed that the reported workload in the audio condition (A) was 
significantly higher (p = .019) when compared to the workload in the AV condition. 
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The differences between the visual (V) and other two conditions (A and AV) were not 
found to be significant. 

No significant difference between the visual and the multimodal interface was 
found, but again a trend towards a lower impact of the multimodal interface on the 
overall perceived workload is indicated. 

4.3 Driving Performance 

The driving performance was evaluated on the basis of the logged data in the simula-
tor and then revised by a retrospective analysis of the video recordings. Four aspects 
were assessed: (a) lateral instability (swerving), (b) anomalies in driving speed (sud-
den and unnecessary speed reductions, inappropriate speed for a certain situation), (c) 
obeying common driving rules and signs (d) and causing accidents. 

For each aspect, the performance of the participants was rated using the following 
system:  

• 0 points – no anomalies were observed 
• 1 point – one or very few anomalies were observed 
• 2 points – anomalies were repeated several times 
• 3 points – anomalies were repeated constantly resulting in very unsafe driving. 

 

 

Fig. 3. Penalty points for driving errors per error category and total for all three interfaces and 
the control group 

The scores of the individual aspects were then combined into an overall driving 
performance assessment. For the purpose of comparability, the performance of the 
control group was determined by measuring the performance of participants while 
driving without any distraction from secondary tasks. The results are shown in Fig. 3. 

The results showed no significant differences between the four groups regarding 
the overall driving performance. However, significant differences were established for 
lateral control (H = 9.294, 3 d.f., p = .026.). A post-hoc Games-Howell test revealed a 
significantly lower number of errors for the control group when compared to the  
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visual condition (p = .016) and for the auditory condition when compared to the visual 
condition (p = .047). This result corresponds with the findings of our initial study 
[11], in which the auditory interface caused the least lateral instability. 

The results show no significant difference in the overall safety (total) of the individual 
interfaces. As expected, the analysis indicates that the driving simulator itself acts as a 
confounding variable, as it has a major influence on the overall driving performance. 
This influence is somewhat inevitable as the simulator allows for a semi-realistic scenario 
yet without causing any threats to safety. However, special care has been taken to create 
a high degree of realism of both the driving experience and the tasks. 

5 Discussion 

The analysis of task completion times shows a significant difference between the 
auditory interface and the other two interfaces. The auditory interface required more 
time and interaction activity from the participants to complete the given set of tasks. 
We assume this result is a consequence of the sequential nature (and hence lower 
information density) of sound, making a quick “scanning” of a menu for an item im-
possible. The transience of sound also implies that, in order to understand the mean-
ing of the spoken words, one has to focus on the playback. In the other two conditions 
information was continuously projected on the windscreen until participant decided to 
make changes to the display. Information was presented just once in the auditory 
condition and the only way to re-access them was to deselect and then reselect the 
item again. These two factors may have contributed to task completion times, interac-
tion activity and a higher perceived workload of the non-visual interface.  

Participants’ comments strengthen this assumption pointing out that for them eyes-
free information presentation is inappropriate for lengthy messages, such as emails. 
For some it was too much of a strain to memorize information even over a limited 
amount of time while also attending to road events.  

The visual interface had the strongest impact on lateral driving stability. Even 
though the display was projected onto the simulated windshield, a measurable influ-
ence could be noted. While participants in the audio-visual condition could attend to 
either of the modalities depending on the current situation, participants in the visual-
only condition had to always focus on the visual representation of the menu which 
may have affected their stability within lanes. 

When asked about their personal preference, the majority of participants preferred 
the multimodal interface (60%). The comments about this interface version were 
mostly positive. Only 16.7% preferred the visual interface and even fewer participants 
preferred the auditory interface (23.3%). Besides the benefits of the AV already men-
tioned, we assume that while the A and V interfaces are especially efficient with “au-
ditory” or “visual” types of people, the multimodal AV interface, allows participants 
to exploit the part of the interface that best suits his or her preferences and needs.  

Our data suggests that for an average, randomly selected user, the multimodal in-
terface may not perform significantly better than a single modality interface, but it is 
likely to have the least disadvantages. In most aspects of the evaluation, the multi-
modal interface proves to have a slight (although not always significant) advantage, 
but it never has the strong disadvantages of the auditory interface (high task comple-
tion times) and of the visual interface (worse lateral control). 
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6 Conclusion 

Visual interfaces based on HUDs proved to be very efficient and easy to learn. HUDs 
already represent a safer alternative to HDDs in many modern high-end vehicles. 
However, the majority of existing HUDs is used for displaying only a limited amount 
of information, such as navigation directions and speed or RPM. We believe their 
functionality could be extended to also enable advanced interaction with, for example, 
entertainment and communication systems. 

The non-visual auditory interface proved to be safe but significantly less efficient 
than the HUD. Despite this fact, we see its great potential particularly in a combina-
tion with a HUD. Such a combined interface would take advantage of two non-
competing human senses and enable the driver to rely on just one of them depending 
on the driving and traffic conditions. Although our experiment did not confirm any 
significant benefits of such a combination of interfaces, the majority of users respond-
ed positively to them.  

The aim of our future research is to find new, efficient, safe, and enjoyable combi-
nations of visual and auditory displays. We believe audio and visual output could be 
used simultaneously or interchangeably, depending on the driving conditions. We also 
believe that new and better alternative or supplement haptic interfaces to input devic-
es attached to the steering wheel could be explored. Eye-gaze systems offer a big 
potential and could enable the on-board system to be aware of the user’s current focus 
and eye activity. Similarly, tangible tracking has the potential to expand the driver’s 
interaction beyond the limitations of physical buttons and knobs. 
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Abstract. This paper presents a system for bump detection and alarming system 
for drivers. We have presented an architecture that adopts context awareness and 
Bump location broadcasting to detect and save bumps locations. This system uses 
motion sensor to get the readings of the bump then we classify it using Dynamic 
Time Wrapping, Hidden Markov Model and Neural Network. We keep records for 
the bump location through tracking its geographic position. We developed a system 
that alarms the driver within appropriate profiled distance for bump occurrence. 
We conducted two experiments for testing the system in a street modeled architect 
with different kinds of bumps and potholes. The other experiment was on real 
street bumps. The results show that the system can detect bumps and potholes with 
reasonably accepted accuracy. 

Keywords: Context awareness, Location awareness, Pattern Recognition. 

1 Introduction 

Nowadays, a lot of vehicles are released to the public and there are a huge number of 
cars all over the world. The vast number of vehicles leads to a new challenging prob-
lem for traffic control systems. The most popular one is traffic accidents because of 
high speed vehicles. People moved to change the structure of roads in order to de-
crease the number of accidents by constructing bumps in the streets to force drivers 
slow their vehicle's speed. 

Moving many times on these bumps or potholes with inappropriate speed affects 
negatively the vehicles and sometimes these bumps cause many accidents, Accord-
ing to Portland government report that shows the effect of Speed Bumps on Traffic 
Crashes [1]. 

Traffic accidents are one of the main reasons for death of many people in Egypt. 
Bumps have been used a long time ago to decrease the speed of fast vehicles. Ac-
cording to "Ahram newspaper" issue 14th August 2012. Egypt is suffering from the 
massive increase of bumps. They give an example of chaos in building bump such 
that at a distance of 50 kilometers, 94 bumps can be found. Moreover, driver beha-
vior on the road in certain locations could highly increase the possibility of having 
accidents. 
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Most streets in Egypt almost devoid from one or more between industrial bumps set 
up by the province and bumps that have been constructed by the citizens, which led to 
force the drivers going far away from these bumps to avoid harming their vehicles. 

Repairing the streets needs a lot of money, time and planning, so we have imple-
mented a system which has the ability to warn the driver about the bump before mov-
ing on it to reduce their speed to avoid harming their vehicles. Recently most of the 
smart pads and phones have embedded motion sensing devices and location aware 
services. Hence we developed a system that aims to use the PDA and smart phones to 
automatically detect and warn the drivers about an incoming bump. 

Ramjee et al. [2] Discussed Rich Monitoring of Road and Traffic Conditions using 
Mobile Smart phones and Jakob Eriksson et al. [3] Discussed The Pothole Patrol: 
Using a Mobile Sensor Network for Road Surface Monitoring and capturing potholes 
and bumps locations. However, their system lacks the accuracy of detection and there 
was no alarming system. 

Related work is discussed in section 2, Section 3 determines the system overview, 
the description of experiments and its results has been determined in section 4, and 
finally, section 5 summarizes our conclusion and future work. 

2 Related Work 

Accelerometers are used in many fields and have solved a lot of challenges, James F. 
Knight et al. [25] discussed uses of an accelerometer which can be used for a lot of 
purposes like teaching, context aware computing systems, coaching sporting activities 
and in physical education. A. Krause et al. [4] Presents Toward community sensing 
where we can exact information from a population of privately-held sensors helping 
us creating useful application that may be used as distributed networks of velocity 
sensors for traffic monitoring which helps making data sharing acceptable, like GPS 
devices and embedded cell phones. 

Accelerometer sensor is used for automotive safety applications such as detecting 
crashes and notify emergency services automatic. W. D. Jones [5] presents a work 
that predicts what the traffic would be like after some hours to avoid crowding and 
save more time. 

Furthermore, in healthcare the accelerometer was used in human activity recogni-
tion where Jennifer R. Kwapisz et al. [6] Described and evaluated a system that uses 
phone-based accelerometers to detect the human activities in order to improve human 
healthcare, Lee et al. [7] Presents a work that recognizes the Physical activities using 
tri-axial accelerometer. N. Ravi et al. [26] presents a work on multi-level and meta-
level of the classification algorithm for human activity recognition, it uses a device 
which has an accelerometer, Bluetooth transmitter and iPad mobile phone for upload-
ing data. M. Zhang et al. [27] presents a view of a framework for detecting human 
activities based on Sensor data. It previews multi-stage of classification which pro-
vided better accuracy for detecting human activities. It uses nearest neighbor classifi-
ers which evaluate the different k- neighbors for detecting activity. 

In road surface monitoring for collecting data of the vehicle's motion, Yang and J. 
[8] Presented a work of motion recognition which was so helpful to detect motion 
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using simple accelerometer features with mobile phones. Ramjee et al. [2] Discussed 
Rich Monitoring of Road and Traffic Conditions using Mobile Smart phones which 
focuses on using sensing technology embedded in smart phones to detect honking, 
bearking and bumps/potholes. J. Eriksson et al. [3] Presents P2 system “ Pothole 
Patrol system “ which describes an application using mobile sensing to detect bumps 
and potholes on road surfaces, the application depends on collecting data from the 
accelerometer and GPS sensors to be processed. 

Mikko Pertunen et al. [9], presents a system that improves the traffic process us-
ing smart phones mobiles to detect bumps in order to decrease the amount of acci-
dents, the system Performs a spectral analysis of tri-axial acceleration signals in 
order to get a reliable road surface anomalies label. Gonzlez et al. [10] Presents the 
Vehicle system dynamics, which collects data from an accelerometer fixed in some 
specific vehicle to estimate the road surface conditions and how to describe the 
road’s profile with more accuracy. 

GPS receiver listed as one of the sensing types that used to get the location of 
something. Bernhard B. et al. [11] presents a system design and implementation to 
integrate wireless data acquisition in order to get high accuracy position applications. 
J. Yoon et al. [12] presents a method that describes a traffic conditions using data 
collected from GPS location training files which helps getting updates of road condi-
tions in order to increase its accuracy.  

B. Hull et al. [13] installed Cartel system to monitor the vehicle's movement using 
GPS and report it back using Blue tooth. 

3 System Overview 

The system stores and synchronizes a shared repository for bump locations. Whenev-
er a driver approaches to the bump with predefined distance. The system warns the 
driver for the location of the bump and remaining distance to pass through. 

Figure 1 shows the system overview a) A car number 1 capturing and broadcasting 
the bump location. A car number 2 warned for bump location before passing through 
it. In car number 3, GPS saves the bump location into the database. b) A screenshot of 
the developed prototype. 

 

 
(a) 

 
(b) 

Fig. 1. System Overview 

When the vehicle moves on some bump or pothole for the first time the accelero-
meter detects the pattern of the bump/pothole then the GPS saves this bump/pothole's 
location in its local database. When the system is connected to the internet the saved 
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locations in the local database broadcasted to the shared database to be shared to all 
users who are using the system. When any vehicle moves to the saved location the 
system alarms the driver about incoming bump or pothole in order to slow the ve-
hicle's speed. 

3.1 System Architecture 

Detecting bumps using accelerometer and GPS have been done in some steps deter-
mined as follows: 

1. The accelerometer starts recording readings of accelerations when the speed of 
the car being less than 30 km/h and this has been gotten from GPS, will be 
discussed in the next section, and when the vehicle's speed being more than 30 
km/h the accelerometer closes recording accelerations. We have collected data for 
three bumps and two potholes by 20 samples for every bump and pothole. 

2. The acceleration data that have been recorded is filtered to get the accelerations 
on the bump only using threshold filters. 

3. The filtered data entered as input to the classifier to test if this acceleration data is 
really bump or not, the classifier that we used in our work is Hidden Markov 
Model which will be discussed later. 

4. If the classifier detected a bump or a pothole, the GPS save the location of it to 
warn the driver in next time he will move on it. 

Figure 2 shows the system architecture. 

Motion Sensing. The accelerometer is a device that measures all accelerations X, Y 
and Z axes depending on the earth's gravity, we use the tri-axial accelerometer which 
helps in a lot of fields like: engineering, industry, biology and HCI. Figure 3 shows 
the Wii-remote that is used to measure all accelerations. 

 

 

Fig. 2. System Architecture 

 

Fig. 3. Wii-Remote 

The role of the tri-axial accelerometer in our work is to measure the change of X, 
Y and Z values to detect bumps in the streets. The design part of the accelerometer is 
discussed in how the accelerometer will be positioned in the vehicles to get the re-
quired pattern of bumps. So, assuming the orientations of the accelerometer are x-axis 
for moving forward or backward, y-axis for moving right or left and z-axis for mov-
ing up or down a case of bumps / potholes. There are two ways to position our accele-
rometer: Well-oriented and Disoriented. 
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These ways for orientations of the accelerometers were discussed in Nericell Sys-
tem [2]. In this work, we used well-oriented way of positioning our sensor to be 
oriented as the vehicle's orientation in order to make the vehicle's orientation, which 
represented by the orthogonal X, Y , and Z axes, with X points directly to the front, Y 
to the right, and Z into the ground, being oriented with accelerometer orientation. 

Using disoriented way needs to calculate tilt angle to get the right accelerations of 
the accelerometer according to the vehicle's orientation as discussed in Nericell Sys-
tem [2]. 

Detection Algorithms  
Hidden Markov Model. Hidden Markov Model algorithm is a probabilistic model 
representing a process with states and only the output of the model is visible and 
states are hidden. Hidden Markov Models used in many applications such as speech 
recognition, sign language recognition [14], handwriting recognition [15] and biome-
tric gait recognition [16]. For building and training Hidden Markov Models, we used 
Hidden Markov Model Toolkit htk [17]. It has helped in the training and testing of 
Hidden Markov Models. A 4-state HMM was used and data represented by matrix of 
three columns x, y and z acceleration values. 

Dynamic Time Warping. Dynamic time warping [18] is an algorithm used to measure 
similarity between two different two sequences in time or speed. It has been used in 
video, audio and graphics or any data, which can be turned into a linear representation 
such as speech recognition [19]. Dynamic time warping matches a sample against the 
template of bump and pothole. Every bump and pothole represented by a sequence of 
feature vectors. Assume that S is a sample and T is a template, where S= {s1, si} and 
T= {t1, tj} and each feature vector consists of the x, y, z-axis acceleration values. We 
want to compute the matching cost by DTW (S, T). The first step constructed distance 
matrix D by computing the distance between each vector in S and T using formulation 
1 for each S (x, y, z) and T (x, y, z). 

d(si,tj)=( si - tj )2  (1)

After that we compute the matching cost: DTW (S, T) using this formulation 2, Sam-
ple is then recognized as the bump or pothole corresponding to the template with the 
lowest matching cost. 

D(i, j) = d(si,tj) + min{D(i-1, j), D(i-1, j-1), D(i, j-1)}  (2)

Artificial Neural Networks. An artificial neural network is an algorithm based on si-
mulation of the brain [20]. Artificial neural networks have been applied to problems 
ranging such as speech recognition, predictions of time series, classification of can-
cers and gene prediction. ANNs has implemented using Encog 2.5 for C# [21]. Neural 
network required a fixed length feature vector; the data need to be resampled and 
normalized between 0 and 1 for Sigmoid Activation Function [22]. Data normalized 
using Encogs normalization class [23]. Data resample using an algorithm described in 
[24] was implemented and data were resampled to 100 points. With 100 points each 
for the three x, y and z, feature vector of 300 was used as input to the neural network. 
We used back propagation neural network and desired error 0.001. 
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Bump Location Awareness. We used GPS Data Logger device to know the location 
of the bumps and to calculate the speed of the vehicle. The roles of the GPS device in 
our work are as follows: 

─ During driving the vehicle, the GPS device always recording readings to all its 
features so, when the GPS records that the vehicle's velocity being less than 30 
km/h then comes the role of the accelerometer to record accelerations. 

─ When the GPS device that records the vehicle's velocity being more than 30 km/h 
the accelerometer closes recording acceleration to go ahead to filtration and classi-
fication steps. 

─ So, if the classifier detects some bump, then here is the second role of the GPS 
device, and it is to save the bump's longitude, latitude and altitude in its database. 

─ During driving, the GPS device continues recording the vehicle's velocity and 
comparing the current location of the vehicle with which in its database using the 
altitude, longitude and latitude. 

The location that the GPS saves in its database is the location of the bumps to warn 
the driver about before moving on it. 

4 Bump/Pothole Recognition 

We used the Wii remote as the accelerometer to get the required acceleration readings 
and the GPS device to get the current location of the vehicle. Our experiments were 
about two types of environments: 

─ Lab Street Modeled Architect: Taking training files from an RC “remote con-
trolled” car connected to the Wii-remote to record acceleration data then filter the 
data to import it to the classifier.  

─ Road Experiment Evaluation: The second one was taking training files from exis-
tent bumps from the street by putting Wii-remote in the car and recording the data 
to be filtered then classified. This one is a real bump detection experiment. 

We used three algorithms for our recognition process: 

─ Hidden Markov Model. 
─ Artificial Neural Network. 
─ Dynamic time wrapping. 

4.1 Lab Street Modeled Architect 

In this section, we discussed the implementation and evaluation of street modeled 
architect by determining the design and results of it. 

We have recorded the training data form RC car connected to the accelerometer as 
in figures 4. 
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Fig. 4. Remote Control car connected to the Wii remote 

We tested the system on three different types of bumps and two potholes as shown 
in figure 5. 

 

Fig. 5. Street Modeled Architect 

We tested each bump/pothole by recording 15 training reading files and tested each 
one by five readings for each algorithm, and the results showed that HMM and DTW 
are good algorithms for detecting street modeled architect's potholes, and ANN is 
good for detecting its bumps. Table 1 shows the results. 

Table 1. Street modeled results 

 
 
By implementing HMM and DTW on modeled architect the result determined that 

they have detected all potholes with accuracy 100% and ANN is better in detecting 
bumps on modeled architect with accuracy 86.6% and the rest has been detected as 
potholes. 

4.2 Road Experiment Evaluation 

We have recorded our data set of Real bumps/potholes. We tested the system on dif-
ferent types of bumps in east and west of Cairo. 

We tested each bump/pothole by recording 15 training reading files and tested each 
one by five readings for each algorithm, and the results showed that HMM is a good 
algorithm for detecting real bumps but DTW and ANN are good algorithms for de-
tecting real potholes and Table 2 shows the results of real bumps and pothole's detec-
tion using the three algorithms. 
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Table 2. Real bump results 

 
 
We have recorded the data sets in many places in east and west of Cairo in Egypt. 

Applying HMM Algorithm. The system database contains of three bumps and two 
potholes. We use 15 samples for training for every bump and pothole and five samples 
for testing. Results show that HMM detection accuracy for bumps was 100% and 80% 
for potholes. We construct a confusion matrix between bumps and potholes, and the 
result is shown in Table 3. 

Table 3. HMM results 

 

Applying ANN Algorithm. We used back propagation neural network and 15 sam-
ples for training and 5 for testing. The ANNs architecture has 300 input layers, one 
hidden layer, number of hidden neurons and output layers five output layers. Results 
show that ANNs detection accuracy was 73% for bumps and 100% for potholes. We 
constructed confusion matrix shown in table 4. 

Table 4. ANN results 

 

Applying the DTW Algorithm. We used one template matching for every bump and 
pothole and five samples for testing. Results show that DTW detection accuracy 73% 
for bumps and 100% for potholes. We constructed confusion matrix and the result is 
shown in table 5. 
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Table 5. DTW results 

 
 
By implementing ANN and DTW on real bumps and potholes the results deter-

mined that they have detected all potholes with accuracy 100% and HMM has de-
tected all bumps with accuracy 100%. 

5 Conclusion and Future Work 

We have implemented a system that can detect bumps and potholes with the highest 
accuracy using tri-axial accelerometer and GPS receiver; the role of the accelerometer 
is to detect bumps and potholes by identifying the change of accelerations using the 
classifiers, and the role of GPS is to locate the vehicle and calculate its velocity. The 
experiment's results showed that the hidden Markov model can detect the bumps with 
100% accuracy, and the artificial neural network can detect potholes with 100% accu-
racy. In future work, many filtered samples will be extracted to cover more patterns 
for more types of bumps or potholes. The system has a good potential to be deployed 
as a mobile application. 
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Abstract. Speech and dialogue systems have been used in a variety of domains, 
from acting as human operators, to assisting those who have difficulties using 
other modalities, and more recently facilitating smartphone input.  Speech has 
been more readily adopted by in-vehicle speech systems as the safest way to 
both communicate to the driver and to have the driver provide input to the  
system.  Much of the work on speech dialogue systems has focused on the cog-
nitive aspects of speech interfaces by evaluating different information architec-
tures, e.g. [1], or comparing mixed modality interfaces, e.g., [2].  This paper  
argues that advanced speech-based interfaces will have the need and opportuni-
ty to be emotionally responsive. 

Keywords: emotion, emotion regulation, speech dialogue systems, in-car  
interfaces. 

1 Emotion in the Car 

Perhaps one of the most important contexts for monitoring and modifying temporary 
emotional states is driving.  When it comes to driving, three distinct groups of emotional 
states have emerged as states of interest.  The first state is defined by a slightly positive 
valence and a moderate level of arousal, closely associated with the emotional state of 
happy.  An optimal state, thought of as a flow state [3], involves a moderate level of 
arousal, allowing for attention, focus, and productivity.  While a state of high arousal or 
extreme positive valence may potentially lead to distraction, states of a positive affect 
have also been shown to improve performance in non-driving contexts [4], [5], [6].  The 
second state is characterized by very low arousal and sometimes accompanied by a slight 
negative valance; when broadly defined, this state encompasses both sadness and drow-
siness.  A sad or negative state degrades task performance, and within the car this state is 
manifested as inattention.  Similarly, a subdued state nearly to the degree of drowsiness is 
quite dangerous.  Drowsy driving and falling asleep at the wheel are often responsible for 
fatal collisions and off-road accidents [7].   

The last state of interest is characterized by an extreme level negative valence and 
high arousal, usually classified as anger.  Frustration is distinguished from anger by 
the degree of negativity and arousal.  Often, frustration is referred to as a gateway 
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emotion that leads to anger, and ultimately to aggression and road rage [8].  There 
have been numerous attempts to classify aggression on the roadway [9], [10], [11], 
with all definitions holding the common belief that aggressive driving behaviors in-
clude tailgating, weaving through traffic, not cooperating with other drivers, driving 
at excessive speeds, and running stop signs and lights [12]. The perception of aggres-
sive driving as a safety issue is widespread [11], [13].  In 2008 survey, seventy-eight 
percent of respondents rated aggressive drivers as a serious traffic problem, and near-
ly half of the same sample reported driving at excessive speeds [14]. Furthermore, the 
behaviors associated with aggressive driving are significant contributing factors to 
vehicle accidents and fatalities [15], [16].  Excessive speed is a factor in nearly one-
third of fatal accidents and about fifty percent of vehicular fatalities involve at least 
one aggressive driving behavior [17].  Given these implications of driving under the 
influence of particular emotional states, it is unquestionably important to be able to 
identify and respond to such states in drivers.   

2 Appropriate Responses to Driver Emotion 

The underlying assumption that this work holds is that understanding the user’s  
emotional state will create more effective interfaces.  Affect is a fundamental cue in 
human-to-human communication, so much so that emotion in the voice can be un-
derstood by children before they can understand speech.   People also carry expecta-
tions that interactive media will behave in a human-like manner [18], so it is crucial 
that speech-based interfaces feature some degree of emotional responsiveness.   

Recognizing and classifying emotion are necessary first steps for interactive tech-
nologies. These attempts to capture affect fall into three major categories---facial 
expressions, voice characteristics, and physiological markers. While there visual and 
physiological methods of predicting affect, speech-based assessments prove to be the 
most promising.  Visual methods of analysis struggle with individual differences in 
the expression of affect, environmental factors such as low light, or contextual factors 
like corrective eye glasses or a turned head.  Physiological methods have difficulty 
determining much more than user arousal and are commonly physical intrusive.  The 
advantage of speech-based in-vehicle systems is not only that speech allows drivers to 
keep their hands on the steering wheel and eyes on the road, but also that the speech 
input is a rich signal of the driver state.  Speech characteristics can be assessed to 
classify the user state with variables such as pitch range [19], [20].  The results are 
systems that can vary their response depending on the affective state of the user. 

The power of interpreting the affective state of the driver is the potential to react 
appropriately to it.  Emotional aspects of an interface can be used to gain trust [21] 
have positive effects on user stress levels [22], and generally improve the perception 
of the interface [23].  Much work has discussed the importance of have an affective 
component in interfaces, e.g., [24], [25], but most of this work has relied on facial 
expressions [26] and gesturing [27] to express an affective state.  While textual or 
visual representations of agent affect may be effective in computer-based and non-
cognitively demanding contexts, the best way is to express emotion for an in-vehicle 
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system in through speech.  In one study, voice characteristics were manipulated by 
trained voice actors [28] and effects on drivers illustrated the attitudinal and behavior-
al importance of having a speech-based interface match the emotion state of its user. 

This previous research has experimentally tested social responses to driver emo-
tion.  Nass and colleagues used a 2 (induced emotion) x 2 (voice interface emotion) 
between-subject factorial design [28].  Without the benefit of a naturalistic setting and 
real-time assessment of driver emotion, researchers relied on the method of using 
emotionally-charged clips to induce emotion [29], [30].  Two five minute videos, one 
inducing the state of happy, and the other for sad/subdued were created from a pre-
tested image database.  Half of the participants in the study were induced to be happy, 
and the other half were sad/subdued; the effectiveness of the inducement method was 
verified by self-report data from the Differential Emotional Scale (DES) [31].   

In keeping with the factorial design, half of the participants from each inducement 
group drove through a simulated driving course while engaged in conversation with a 
happy voice interface; the other half interacted with the sad/subdued voice.  The voice 
interface was actually a series of brief questions and comments, played at exactly the 
same time in the simulator for every participant.  The same female voice talent rec-
orded both the happy and sad/subdued versions of the script; there was no difference 
in content between the two versions, only a distinction in intonation and expression.   

Contrary to common beliefs that happy is always best, results from the study 
showed that matching the voice emotion to the driver emotion proved more beneficial 
to emotion than simply presenting all drivers with a happy voice.  This surprising 
result reveals the importance of designing socially appropriate in-car voice interfaces.  
Drivers who were induced to be sad/subdued expected their conversation partner to 
be aware of their state and respond accordingly, in a more subdued manner.  Thus, the 
ability to detect driver emotion is not only helpful in predicting driver behavior, but 
necessary for designing smart, adaptive, and beneficial driver interfaces.   

In order to implement socially appropriate interfaces [18], [28], several hurdles 
must be overcome before the technology and knowledge can be integrated in vehicles.  
Some first steps have been made, but the studies that have been completed only begin 
to touch upon the range of human emotional states.  The field of psychology, among 
others, provides a significant body of work to aid in addressing negative emotions and 
promoting healthier states.  

3 A New Strategy for Emotion Regulation 

Although properly designed affective interfaces could aid drivers, precisely under-
standing the driver state and responding appropriately is a tricky proposition.  For 
example, Breazeal [32] developed synthesized speech with angry, calm, distressed, 
fearful, happy, sad, or surprised affect, but participants sometimes confused discrete 
emotions across valence or arousal (but neither both).  A new line of research sug-
gests that neither knowledge of the user emotion nor interface expression of emotion 
is necessary to positively influence driver affect and behavior [33].  By constructing a 
dialog system that is intelligent enough to understand the driving context and to  
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produce output to regulate driver emotion by using cognitive reappraisal prompts,  
speech can have a far greater impact than any other modality.  

The study by Harris and Nass [33] experimentally tested the use of cognitive reap-
praisal prompts in response to frustrating driving contexts. The work targeted poten-
tially negative states of lower activation that may lead to aggression [8], [34], [35], 
[36].  The frustration-aggression hypothesis [35] highlights the danger of negative 
states by offering a model in which thwarting progress towards a goal results in ag-
gression. Berkowitz offers a clarification of the frustration-aggression hypothesis by 
defining frustration as an “external instigating condition” rather than “an organism’s 
reaction to this event” [34]. When drivers encounter frustrations such as traffic slow-
downs, these frustrations can trigger negative states that lead to aggression [8]. Given 
that aggressive driving behaviors are a primary cause of many accidents and driving 
fatalities [17] it could be important to react to these external conditions rather than the 
driver state.   

The authors in the above-mentioned work [33] leveraged the process model of 
emotion regulation [37], [38], [39] which fit regulation strategies around the “modal 
model” of emotion [40].  The modal model of emotion is a generalization of appraisal 
theories, e.g., [41], [42], that assume people automatically and implicitly appraise 
everything. When the cognitive evaluation of events occurs, this forms an essential 
part of the experience of emotion.  The model contains four timing-dependent com-
ponents related to the experience of an emotion. The first component is the situation; 
the individual exists in a psychologically relevant situation. The second is attention. 
An individual must attend to aspects of the situation. Based on the situation and the 
attention given to it, the individual appraises the situation. Finally, based on the ap-
praisal, the individual internally and externally responds.  

The related model of emotion regulation [37], [38], [39], posits that emotions may 
be regulated at one of five points: selection of the situation; modification of the situa-
tion; deployment of attention; change of cognitions; and modulation of the response.  
Previous research indicates that a change of cognitions may be the most effective 
strategy, e.g., [43].  Broadly speaking, a change of cognitions means that an event is 
cognitively reprocessed.  Under the assumption that emotions are consequences of 
cognitions about events and stimuli, there is an opportunity to change the experience 
of the stimuli (e.g., the emotional state) by changing the cognitions about the event. 
Individuals can up-regulate their emotions to increase their emotional response to an 
event, or down-regulate emotions to interpret an event in a less unemotional way.  

Applying this theory to the driving context, Harris and Nass [33] used a 1 X 3 
(regulation type: no regulation, down-regulation, and up-regulation) between-subjects 
design to see if a speech-based intervention could leverage the idea of cognitive reap-
praisal.  The speech-based interface was actually a series of 10 prompts played at 
exactly the same time for every participant during a 15 minute driving simulation.  
The prompts were placed precisely after potentially frustrating events (e.g., being cut 
off) and suggested ways to interpret the event such as The driver must not have seen 
you, otherwise, he would not have chosen to change lanes (down-regulation condi-
tion) or The driver must have chosen to change lanes despite the danger of running 
into your car (up-regulation condition).  The same female voice talent recorded both 
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the down-reappraisal and up-reappraisal versions of the script; there was no difference 
in expression between the two versions, only a distinction in the words spoken.   

The down-regulation resulted in better driving performance and a better self-
reported emotional state than drivers with the up-regulation interface or no interface 
at all. This shows that in-car voice interfaces do not have to be aware of the driver 
state or express emotion to positively influence the driver. Despite cognitive issues of 
fatigue [44] and workload [45] inherent in the driving task, using the speech-based 
interface to present drivers with reappraisals benefitted their emotional states and 
performance.  The speech-based interface designer’s work may be made easier by 
only relying on traffic, weather, and other environmental information. 

4 Conclusions 

Driver emotion is strongly linked to behavior on the roadway.  Whether the affective 
state is established outside of the vehicle or influenced by events while driving, it is 
crucial for future in-car speech-based systems to appropriately address the driver 
state.  Future research should aim to understand how advanced speech systems will 
incorporate emotionally appropriate features as a fundamental component of complex 
infotainment and personalized interfaces.   
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Abstract. The results of previous MINI E field trials provided initial indica-
tions that driving electric vehicles (EV) leads to adaptations in driving behavior 
and might increase driving efficiency. This paper presents the methodologies to 
measure changes in driver characteristics by logging velocity, acceleration, and 
cruising range, on smartphones. In this experiment, 25 MINI E were provided 
as electric test vehicles for a diversified spectrum of subjects consisting of pri-
vate and corporate customers. The field trial included both longitudinal and 
transverse components in order to assess long-term and situation specific 
changes. Participants operated both combustive and electric vehicles. Driving 
dynamics data from these vehicles was collected over a six month period time. 
Additionally, these same participants were required to perform a 2 hour drive, 
which served as a comparison drive, three times over the period of EV usage.  
The frequency of intermittent usage of combustion vehicles was captured by 
logbooks.  

Keywords: Electric Vehicle, Driving Behavior, Field Trial, MINI E. 

1 Introduction 

Bringing electric vehicles into the market is necessary in order to direct future mobili-
ty in a way that is independent from fossil fuels. In order to ensure an acceptable cost 
and performance range for these electric vehicles, completely new vehicle models 
need to be designed. The first MINI E field trials in Germany reported by [1], [7], and 
[11] showed that using electric vehicles instead of conventional vehicles with com-
bustion engines does not limit mobility in urban and suburban areas. However, in-
depth results describing characteristic parameters of EV-typical driving behavior are 
still rare until now. Especially adaptations in driving strategies and subsequent 
changes in driving efficiency are substantial characteristics to be known as conceptual 
basis for coming generations of electric vehicles. 

2 Theoretical Background 

The next chapter will give a short overview over the subject of strategies for efficient 
driving, specifics of electric driving and learning procedures in the context of electric 
mobility. 
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2.1 Strategies for Efficient Driving 

Efficiency is a very important aspect in electric driving. The fact is that the battery of 
electric vehicles cannot be recharged as easily as the fuel tank of a combustion ve-
hicle can be refilled. Additionally, certain destinations are only reachable either by 
making long recharging stops or by a adopting a conservative driving behavior. In 
contrast to combustive driving, saving battery is not only motivated by economical or 
ecological aspects. 

The driver’s influence on driving efficiency, in conventional vehicles, has been 
proved by several analyses and studies (e.g. [3], [12]). If adequate strategies are ap-
plied, such as anticipatory driving, a significant reduction of the combustion vehicle’s 
fuel consumption is possible. 

Due to the different power characteristics of e-machines, these results cannot be di-
rectly transferred to electric driving.  Even though regenerative braking (recupera-
tion) operates with loss due to a technical limited efficiency factor, the driver of an 
electric vehicle may similarly increase the cruising range by using the battery energy 
responsibly. In fact, [15] proved that the drive efficiencies of electric vehicles vary 
significantly by driver. According to interviews in previous MINI E field trials, users 
discovered anticipatory driving with constant speed and the avoidance of unnecessary 
accelerating as the most successful strategy for efficient locomotion with electric 
vehicles. 

2.2 Specifics of Electric Driving 

The comparatively small operating range resulting from the limited battery capacity, 
the long loading/charging times, and the availability of energy, are currently primary 
disadvantages of electric mobility. According to previous studies (e.g. [11]) there is 
not much difference in common mobility behavior between electric vehicles and 
combustion vehicles for urban use cases. Further work by [14] confirmed that the 
usage of electric vehicles, in these cases, lead to very similar daily driven distances 
and a similar coverage of mobility needs. Also, the average parking times of the used 
electric vehicles were mainly comparable to those of conventional cars.  

As a result of the technical perspective, cars with combustion engines can be re-
placed by state-of-the-art electric vehicles for the majority of everyday trips in urban 
areas. Compared to driving with conventional cars, there are not only psychological 
aspects, such as the fear of insufficient range (e.g. [9]), which may affect the typical 
electric driving behavior. The fact that the driving dynamics characteristics of electric 
vehicles are very different to those of combustion vehicles is quite important here. 
The e-motor’s/engine’s maximum torque is delivered at any speed and without the 
need to shift; meaning that an electric vehicle accelerates the moment the driver push-
es the accelerator down, whereas conventional vehicles need some time to find the 
right gear and increase the torque. This acceleration behavior and the deceleration of 
regenerative breaking, create a very specific driving performance which is different to 
that of combustion vehicles. 
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2.3 Learning Procedures 

Previous field trials with MINI E showed that successfully dealing with the barriers of 
electric mobility is a result of adapting to electrical powered driving. According to 
[14], electric vehicle drivers deal with the limitations of electric mobility better over 
time. With advanced e-driving experience, drivers become used to specific circums-
tances, such as the cruising range and the recharging process. This is additionally 
reflected in an increasing satisfaction with the vehicle used. Over the usage period, an 
appropriate estimation of operating distance becomes perceivable by fewer but longer 
charging stops [8]. Amongst others, [5] has discovered that driving experience with 
electric vehicles does not only lead to an optimized driving behavior with such cars, 
but might also affect the non-electric driving habits towards a more efficiency based 
way of driving conventional cars.  

A more detailed analysis by [13] shows three typical phases of EV-initiated learn-
ing procedures, namely: discovery, translation, and application. Discovery includes 
learning about the unique attributes of the vehicle, such as its drive feel, regenerative 
braking, cruising range, and recharging. The evaluation and appreciation of newly 
discovered facts takes place in the translation stage. Finally – in application – the 
drivers incorporate translated discoveries into their everyday driving habits and con-
solidate the adapted behavioral patterns. Using the example of limited range the three 
phase learning procedure is the following. Initially the driver perceives that driving 
fast reduces range. In the next step, the driver decides that driving slower to get more 
range is worth it. Finally the driver changes the permanent driving behavior for the 
benefit of a slower but more efficient motion. 

As previous MINI E field trials showed, trends towards novel behavioral patterns 
with the objective of compensating disadvantages of electric mobility are detectable 
in characteristics concerning everyday use, charging and range [14]. 

2.4 Generic Data Collection Procedure in Previous MINI E Field Trials 

None of the previous MINI E field trials were set up with the goal of measuring 
changes in driving behavior. The main objectives were concentrated on acceptance, 
general using behavior and the substitutability of conventional cars. Therefore, mainly 
subjective data was collected; [1], [2] and [10] described these methods in detail. The 
users’ motivation and attitude were evaluated by telephone interviews and face-to-
face-interviews before receiving the MINI E. Further interviews and supplement on-
line questionnaires were conducted halfway through and at the end of the usage pe-
riod. Using behavior parameters such as the frequency of use and the suitability for 
certain types of trips were captured by travel diaries which were administered three 
times for one week [14]. Charging diaries (two times for one week) provided informa-
tion about charging habits. 

Only few of the test vehicles were equipped with onboard data loggers for collect-
ing trip-length, speed, and acceleration. This makes the existing vehicle related data-
base insufficient for investigations with a focus on behavioral changes. Therefore, 
another field trial with the main objective of detecting and understanding EV-effected 
changes in driving behavior has become necessary. 
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2.5 Research Questions 

According to the assumptions of [8] and [14] e-drivers are running through a certain 
learning process to handle the challenges of electric mobility successfully. It is sup-
posed that with increasing time the driver adapts his driving behavior to the electric 
vehicle. Though [13] already offers a model describing the learning procedure, the 
knowledge of preliminary studies is mainly based on subjective data acquisition by 
interviews and travel diaries. The whole experimental design of previous field trials 
was developed with objectives other than analyzing changes in driving characteristics. 
Detailed driving dynamics data which is essential for the parameterization of adapta-
tion and learning procedures has not been provided until now. The basic question is 
whether driving experience with electric vehicles causes a measurable variation of 
driving strategies. Furthermore, it is very important to understand how driving strate-
gies might be modified. Trying to reach destinations at the limits of range by highly 
efficient driving is not the only possible driving patterns adaptation. It is also con-
ceivable that gained confidence in terms of range estimation may lead to a more spor-
ty driving behavior by using the cars performance potential. Hence, it needs to be 
known whether the altered driving behavior results in higher efficiency and increased 
range. The influence of periodical interruptions in the adaptation process by simulta-
neous usage of conventional combustion vehicles is also relevant. Progress in devel-
oping an e-optimized driving behavior may be annihilated by re-habituation to com-
bustive driving. Another question is how far the success of the adaptation process is 
depending on intermittent usage of combustion vehicles. Finally, specific driving 
patterns adapted during a longer usage period of an electric vehicle probably also 
affect combustive driving. This leads to the question whether an efficient EV-adapted 
driving behavior is sustainably transferred to the usage of conventional cars. 

3 Methodology 

In order to parameterize adaptations in driving efficiency with electric vehicles, 25 
MINI E were provided as electric test vehicles. Participants were either considered as 
private (EV for private use) or corporate (EV for official purposes). The field trial was 
composed of two complementary data collections. One was the long-term data collec-
tion in combustive and electric vehicles over several months. Another three compari-
son drives, 2 hours each, on a reference route completed the long-term analysis with 
situation specific reference data.  

3.1 MINI E as Vehicle for the Electric Field Test 

The electric vehicle used for the purposes of this study was a MINI E. It is a MINI 
Cooper which has been converted to an electric vehicle. The installed e-machine of-
fers 150 kW. With about 1500 kg of weight, this car is able to keep up even with well 
motorized combustion vehicles in terms of driving performance. The speed of the 
MINI E is electronically limited at 95 mph and its battery capacity lasts for cruises as 
far as 100 miles. Complete recharging at 230 V and 32 A takes up to 4 hours (or up to 
10 hours with 12 A). Concerning these characteristics, the 2009 built MINI E is still 
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representative for today’s electric vehicles. The substantial contrast to conventional 
combustion vehicles is the very strong regenerative brake, which allows decelerations 
of up to 0.24 g [4]. The regenerative brake is controlled through releasing the accele-
rator pedal. It is, therefore, possible for the driver to operate this electric vehicle 
through the use of only the accelerator pedal, except in emergency circumstances, 
where a higher deceleration is necessary. 

3.2 Data Collection by Smartphones 

In order to trace learning procedures with electric vehicles, the driving dynamics data 
was collected with a smartphone (Apple iPhone 4) in each car. Using the smart-
phones’ sensor technology, acceleration was recorded at a frequency of 25 Hz, posi-
tion and velocity out of the GPS signal at a frequency of 1 Hz. Gathered data packets 
were sent to a webserver by an application especially designed for this purpose. This 
flexible logging method makes it possible to collect driving dynamics data both in 
electric and in combustion vehicles comparably with the same platform. Furthermore, 
a pre-analysis of collected data allows first insight into the field trial’s progress during 
the running operation. In order to measure the relevant longitudinal accelerations, the 
smartphones were positioned into the test vehicles with one of their coordinate axes 
exactly parallel to the longitudinal axis of the vehicle. An appropriate fastening me-
chanism prevented the measuring devices from uncontrolled movement. 

3.3 Test Area around Munich 

[14] showed that the majority of daily trips in suburban areas is possible with current-
ly existing limits of range. Also, the test vehicle MINI E provides the required every-
day suitability for usage cases in and near the city. The urban and suburban areas of 
Munich were selected as test environment for the long-term data collection. Further-
more, this region is one of the typical application areas of electric vehicles. This en-
sures that the results of this field trial are representative for the majority of electric 
vehicle usage cases. 

Additional two-hour comparison drives which were conducted every two and a 
half month allow the measurement of situation-specific influence on the adaptations 
of electric driving. Therefore, a 20 mile long course north of Munich was selected as a 
reference route. Passing through towns and continuing along country roads and mo-
torways, this track contains a variety of common driving situations according to [6]. 
These range from simple road intersections or short motorway trips to multi-lane 
traffic light junctions. Amongst others, the numerous accelerating and decelerating 
operations at speed limits and traffic lights are particularly important for analyzing 
and parameterizing EV-specific driving patterns. 

3.4 Two Groups of Subjects 

The influence of intermittent usage of conventional vehicles on the success of adapta-
tion procedures was determined by two different groups of subjects.  Fifteen MINI E 
were allocated to private individuals. Another ten were provided to FMG (Munich 
Airport) and SWM (Stadtwerke München, Munich City Utilities). The vehicles were 
used as part of the corporate car pool and were used by a larger number of drivers. 
Among these, 15 drivers took part in the current study. While each of the 15 private 
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users had access to his MINI E at all times, the 15 corporate participants could use the 
electric vehicle only as an additional car pool vehicle for official purposes and had to 
switch back to their own combustion vehicles for personal use; corporate users had to 
change between cars with electric engine and those with combustion engine more 
frequently (some changed every day) than the private participants, who mainly drove 
electric. Apart from this different using condition all subjects of both groups were 
running through the same test procedure. Therefore, all measurable learning effects 
can be described as a result of intermittent usage of conventional vehicles.  

3.5 Test Procedure 

Short and long-term changes in driving behavior were examined during a five-month 
collection of driving dynamics data from MINI E test vehicles in daily use. The varia-
tion of measured values with time describes the progress of learning procedures. 
Therefore it is possible to parameterize EV-specific driving behavior and the adapta-
tion process leading to this. Furthermore the success of EV-adapted driving patterns 
(e.g. a variation of range) is measureable by the analysis of the participants’ everyday 
using behavior. The frequency of EV usage which indicates the degree of intermittent 
usage was captured by logbooks. 

To identify before-and-after effects, data logging smartphones were installed into 
the subjects’ combustion vehicles the three weeks before and the three weeks after the 
EV usage period. During the pre-electric-measuring, the initial driving behavior, 
which served as the driving baseline in conventional cars, was recorded. The post-
electric-measuring subsequent to the five-month usage of MINI E allows analyzing 
the transferability of adopted driving behavior back to conventional driving. Like-
wise, the sustainability of e-optimized driving patterns was evaluated. 

In terms of special test trials, the subjects were driving the reference route once 
with a conventional vehicle and once with a MINI E (with changed order between the 
subjects). In this way, it is possible to compare the determining variables of driving 
behavior in specified situations. There were two standardized comparison drives used 
in this field study. The one at the beginning provided situation specific baseline data 
of different driving behavior with conventional cars and electric vehicles. Finally, 
situation dependent variations of driving patterns become measurable by using the 
data of the second comparison drive at the end of the EV using period. 

Additionally, by another comparison drive, where the reference route was driven 
two times with the electric vehicle, the potential of successful energy saving strategies 
is quantifiable. Therefore, in one of the two test runs the subjects were instructed to 
drive according to their common driving habitation while the other one had to be done 
by driving in the possibly most efficient way. 

4 First Results 

A first impression of changes in driving behavior is obtained from a statistic pre-
analysis of the first two month of MINI E usage. A trend analysis of the means of all 
subjects, showed no significant general variation in any variable which was measured 
to specify driving strategies for the whole group. This effect seems plausible as learn-
ing processes have to be analyzed on an individual level. Only by a closer look at the 
recorded data it becomes obvious that the driving behavior of single participants 
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changes – but with contrary trends. One reason for this might be the influence of dif-
ferent using conditions in private and corporate use. Another assumption is that there 
are generally various types of drivers who adapt to electric driving in their specific 
way. 

Further results, describing the influence of intermittent usage and assessing the 
adopted efficiency driving, will only be possible as soon as the field trial has been 
completed. 

5 Conclusions 

Changes in driving behavior with electric vehicles can be measured and analyzed with 
the methodologies presented here. Long-term effects as well as the influence of in-
termittent combustion driving have become measurable by different phases of data 
collection. A pre-analysis of the data has already shown that the usage of electric 
vehicles may lead to opposed changes in measurable parameters of driving habitation. 
For this reason, further analysis of the collected data has to be done in consideration 
of different types of drivers. 
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Abstract. Personality has a huge effect on how we communicate and interact 
with others. This study investigates how dominant/submissive personality 
match and mismatch between driver and voice of the in-vehicle system affects 
performance and attitude. The study was conducted with a total of 40 partici-
pants at Oxford Brookes University in the UK. Data show that drivers accurate-
ly discern the personality of the car voice, and that car voice personality affects 
drivers’ performance. The dominant car voice results in drivers following  
instructions better regardless of driver personality. The matched conditions 
showed 2 -3 times better driving performance than the mismatched conditions. 
Drivers with the submissive voice in the car felt significantly less at-ease and 
content after driving than drivers with the dominant voice. Design implications 
of in-vehicle systems are discussed. 

Keywords: In-car System, Driving Simulator, Driving Performance, Speech 
system, Attitude, Personality, Dominant and Submissive, Similarity Attraction. 

1 Introduction 

Humans are tuned to detect characteristics in a voice and use that skill when commu-
nicating with both humans and speech-based computer systems [1]. The linguistic and 
para-linguistic properties of a voice can influence people’s attention and affect per-
formance, judgment, and risk-taking [2, 3]. Previous studies show that voices used by 
in-car systems can influence driving performance in the same manner [4, 5, 6]. Cha-
racteristics of the voice affects listeners perception of liking and credibility of what is 
said, regardless of if the speaker is human or computer-based system [3]. The psycho-
logical literature suggests that consistency is important. People expect consistency 
and prefer consistency to inconsistency. When inconsistency is encountered, people 
enter a state where they are motivated to adapt their perceptions in order to resolve 
inconsistency [7]. This process increases their cognitive load. The need for consisten-
cy is well understood in traditional media, but is less clear for human-computer inte-
raction. In the context of in-car information systems, Nass et al. [8] show a clear  
positive effect of matching the emotional characteristics of the in-car voice to the 
emotional state of the driver.  
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Communication is also more effective [9] when source and receiver share common 
meanings, belief, and mutual understanding. Lazarsfeld and Merton [10] showed that 
most successful human communication will occur between a source and a receiver 
who are alike, i.e., homophilous, and have a common frame of reference. People pre-
fer people with personalities and accents similar to themselves. Communicating with 
entities that are markedly different requires more effort to reach common ground.  

In general terms, theories of similarity-attraction and consistency-attraction [11] 
would suggest that personality has a huge effect on how we communicate and interact 
with others. Previous studies [12] show that matching personality when communicat-
ing with a computer systems matters and Dahlbäck, Swamy et al. [13] show that even 
matching accents matters. A system is always rated higher, and the user’s perception 
of the systems performance better in matched cases.  

The study reported here was designed to investigate if the voice of an in-car  
system would be subject to similarity-attraction and consistency-attraction. In particu-
lar, the personality of the voice, and how that would affect attitude and driving  
performance. 

2 Study Design and Apparatus 

To investigate the effect of matching and mismatching personality of voice with driv-
er personality, a study with 100 participants was designed. The study was conducted 
at Oxford Brookes University in the UK and a replicated study was done at Stanford 
University in the USA. Reported here are the results from the UK study. 

2.1 Study Design and Participants 

The design was a 2 (Personality of driver: dominant, submissive) x 2 (Personality of 
car voice: dominant, submissive) between subject and gender balanced study.  

There were 40 participants in the study (20 dominant and 20 submissive) Partici-
pants were screened based on the Interpersonal Adjective Scale [14] where questions 
were selected to assess participants along the dominant-submissive dimension. This is 
a standard commercial questionnaire, where the dominant-submissive dimension 
represents the degree to which an individual is assertive and willing to exercise con-
trol over others.  

All participants were students at Oxford Brookes University and they were 
awarded 10GBP for their participation. 

2.2 Apparatus 

Driving Simulator. The studies were done using a driving simulator, and hence the 
results provide an indication rather than a determination of behavior in real cars and 
real traffic.  

The main factor that motivates the use of driving simulators for initial testing is the 
controlled environment. Despite the dangers involved in driving, the average driver 
will have very few accidents in their lifetime. Due to the rarity of incidents, it would 
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3 Procedure and Measures 

3.1 Procedure 

All participants were informed that the experiment would take one hour and started 
the experimental session by signing a consent form. After this, participants drove a 
five-minute test run of the simulator to familiarize themselves with the simulator and 
the controls. This enabled participants to experience feedback from the steering 
wheel, the effects of the accelerator and brake pedals, a crash, and for us to screen for 
participants with simulator sickness [16]. Two of the signed up participants felt nau-
seous or discomfort during the training course and did not conclude the study. The 
remaining 40 participants filled in the first questionnaire consisting of general infor-
mation such as gender and age in addition to driving experience. 

Participants where then randomly divided into two gender-balanced groups of 20 
in the UK. The dominant and submissive participants were matched and mismatched 
with the personality of in-car voice. 

All participants drove the driving simulator with the driving scenario scripted to 
take the driver to five destinations, and all participants were subjected to the factual 
information inserted at six locations along the road. 

After the driving session, participants filled in post driving questionnaires. One of 
the questionnaires asked participants to assess the personality of the navigation sys-
tems, and how similar the navigation system voice was to them. A second question-
naire asked participants to recall information volunteered by the navigation system 
during the drive. 

3.2 Measures and Dependent Variables 

Personality. Participants were screened based on the Interpersonal Adjective Scale 
[14] where questions were selected to assess participants along the dominant-
submissive dimension. This is a standard commercial questionnaire, where the domi-
nant-submissive dimension represents the degree to which an individual is assertive 
and willing to exercise control over others. 

Similarity. An important aspect of how voices influence attitude and perception of 
spoken messages is similarity-attraction. Similarity-attraction predicts that people 
will be more attracted to people matching themselves than to those who mismatch. 
Similarity-attraction is a robust finding in both human-human and human-computer 
interaction [12, 17] human-computer interactions, the theory predicts that users will 
be more comfortable with computer-based personas that exhibit properties that are 
similar to their own. Attraction leads to a desire for interaction and increased attention 
in human-computer interaction [18, 19]. A standard questionnaire on homophily [20] 
was used to identify measures of similarity. An index for similarity was constructed 
as a combination of attitudinal similarity and behavioral similarity. Participants were 
asked to rate the statements based on the questions "On the scales below, please indi-
cate your feelings about the person speaking?" Contrasting statements were paired on 
opposite sides of a 10-point scale such that, 'similar to me' and 'different from me' 
would appear at different ends. 
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Driving Performance. This is a collection of measures that consists of accidents and 
adherence to traffic regulations. The driving simulator automatically collected the 
data for these measures. Bad driving is comprised off-road accidents, collisions, 
speeding and running red lights. Because it is much more difficult to drive in a simu-
lator than to drive a real car in real traffic, the number of incidents are much higher 
than in real traffic, which makes this a useful measure of driving performance. 

Navigation System. This is a collection of measures related to the voice used by the 
navigation system and how drivers reacted to it. The measure Instructions followed 
simply counts how many of the driving instructions drivers followed. Time to destina-
tion measures drivers’ time to complete the driving scenario to the last destination. 
Facts remembered measures how many of the driving scenario facts that drivers re-
membered after the driving session ended. The measure Voice competence was based 
on a 30-term instrument, where participants were asked to assess the voice using a  
10-point Likert scale. Feeling calm or annoyed after driving was measured  
using a 17-term DES [21] instrument where participants assessed their emotional state 
using a 10-point Likert scale. 

4 Results 

The effects of the matching and mismatching the car voice personality of a navigation 
system with driver personality were measured by a two (Personality of of Navigation 
System voice) by two (Personality of Driver) between-participants ANOVA. 

4.1 Prior Driving Experience 

To ensure that there was no bias based on drivers’ prior driving experience, data from 
the two most recent years of driving was collected. The data, that included number of 
accidents and tickets, was averaged for each group of drivers. No significant differ-
ences were found across conditions. 

4.2 Manipulation Check 

The manipulation check showed that drivers perceived the voices to be dominant and 
submissive. All drivers rated the dominant voice as dominant (Mean=43.3, SD=5.7) 
and the submissive voice as submissive (Mean=30.8, SD=6.5), F(1, 36) = 42.8, p < 
0.001. There were no effect of driver personality, and no interactions effects. 

4.3 Similarity – Homophily 

Data from the similarity assessment show an interaction effect.  Dominant drivers felt 
similar to the person behind the dominant voice (Mean=6, SD=0.6), and dissimilar to 
the person behind the submissive voice (Mean=4, SD=0.3). Submissive drivers, how-
ever, felt equally similar to both the person behind the dominant voice (Mean=5, 
SD=0.3) and the person behind the submissive voice (Mean=5.3, SD=0.7), F(1, 36)= 
45.2, p < 0.001. 
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5 Conclusions and Discussion 

Results from the study show that drivers can discern the personality of the car voice. 
It is interesting to note that all drivers felt they were similar to the person behind the 
dominant personality, even when submissive drivers clearly rated the submissive 
voice more competent than the dominant voice. This influenced how drivers paid 
attention to instructions given by the navigation system. Data show that all drivers, 
regardless of personality, followed directions when given by the navigation system 
with the dominant voice. Submissive drivers paid attention to instructions given by 
the navigation system with the submissive voice, dominant drivers did not.  

Data clearly show, that even if there is a slight bias towards the dominant voice in 
the car regardless of driver personality, matched conditions show significantly better 
driving performance. Matching the voice personality of a navigation system to the 
driver personality improves driving performance dramatically, with as much as 2 and 
3 times. This huge difference in driving performance was not biased by overt speed-
ing by any particular group of drivers, since there was no significant difference be-
tween drivers in time to reach the fifth and last destination.  

Matching conditions improves driving performance, especially submissive drivers 
to in-vehicle systems with a submissive voice improves performance – even though 
data shows a bias towards the dominant voice. The data however also show that driv-
ers felt less at ease after driving with the submissive voice, than after driving with the 
dominant voice. This was true for both dominant and submissive drivers. 

The data from this study show complex interactions between personality, perceived 
similarity, attitude and performance. It emphasizes that it is important, to find the 
balance between matching-efforts and efficacy. Having a system that can accurately 
match drivers’ personalities, is a remarkable technological feat, if drivers are not posi-
tively influenced by it, it is however a wasteful expense. Even worse, if a system is 
perceived as annoying or undesirable, regardless of its actual performance, drivers 
will be dissatisfied with both the system and the car. The bottom line is that even the 
technologically-best system may not satisfy or help all drivers: While in-vehicle in-
formation systems represent exciting technological advances, their deployment should 
be guided by significant caution. 
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Abstract. The engineering process for a traffic light assistant system on a 
smartphone for use while driving as an In-Vehicle Information System (IVIS) 
was accompanied by assessment of subjective usability ratings using question-
naires, such as the System Usability Scale (SUS), AttrakDiff2 and NASA-TLX. 
The results during the development process are presented and discussed. 

The SUS was an easy to apply and fast instrument for the project. Neverthe-
less, caution should be taken when a high percentage of users are repeatedly in-
volved in examining the same system, as this will likely increase the SUS score. 

Keywords: IVIS, usability, engineering, questionnaires, SUS, AttrakDiff. 

1 Introduction 

With the goal of traffic flow and traffic light optimization, the Institute of Ergonomics 
at the Technische Universität München created and tested a prototypical traffic light 
assistant on a smartphone [1, 2].  

The assistant system works on a normal smartphone and can provide the driver 
with information about the state of an upcoming traffic light, so that he or she can 
adjust their driving behavior when approaching the next traffic light.  

Because this application is to be used while driving, special care must be taken to 
minimize distraction effects. So, the main aim of most human factors experiments 
within the project was to assess driver distraction issues. Nevertheless, we were very 
interested in subjective usability and user experience ratings and repeatedly included 
questionnaires in the different experiments. The most often used was the System Usa-
bility Scale (SUS) [3] followed by the AttrakDiff2 [4]. 

This paper will show subjective ratings during the project, with special focus on 
the SUS. 

1.1 Related Work – System Usability Scale (SUS) 

The SUS was published by Brooke in 1996 [3]. Some historic background 
information can be found in [5]. The SUS variation used here is documented in the 
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method section 3.1. The SUS was originally intended as a “quick and dirty tool” to 
achieve a one dimensional “overall usability” [3]. Newer research proposes that the 
SUS results can be split into two sub-dimensions when needed: “Learnability”, which 
includes item 4 and 10 and “Usability” which incorporates the rest [6,7]. 

[8] compared five questionnaires in a website usability study. SUS provided a fast 
discrimination in a simulation when a reduced number of subjects would participate. 
[9,10] reported some problems with the word “cumbersome” and was replaced with 
"awkward". [10] replaced the term “system” with “product”. In [7] there is an Italian 
version. 

In [10,11] an adjective scale is added to the SUS scores and scores are provided, 
which help to assess own data. Further data for a raw relative judgment of own SUS 
scores can also be found in [6].  

[10] provides the evolvement of SUS scores along the engineering process, which 
inspired the work presented here and the application of SUS within the project pre-
sented here. 

1.2 AttrakDiff2 

The AttrakDiff2 questionnaire can be found in [4]. It consists of four sub-dimensions 
(PQ, HQ-S-HQ-I, ATT), each with seven semantic differentials (adjective pairs) on a 
seven step Likert-scale, thus a total of 28 items. The underlying model can be found 
in [12], for example. The creators of the questionnaire propose that a product can 
have pragmatic quality (PQ) and hedonic quality (HQ). The hedonic quality is further 
divided into stimulation (HQ-S) and identification (HQ-I). Consequently PQ and HQ 
contribute to the attractiveness (ATT) of a product. 

2 Method – Experiments 

In Table 1 different human factor subject tests within the KOLIBRI project and their 
main aims are described. 

The abbreviation TDT stands for Tactile Detection Task. It is a detection response 
task (DRT). DRTs are currently in a standardization process by ISO TC22 SC13 
WG.8. DRTs have shown to be sensitive to cognitive workload.  

The percentage of repeated participation indicates the number of test subjects in a 
study had previous experience with the traffic light assistant from a former  
experiment.  
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Table 1. Studies conducted up to present  

KOLIBRI 
questionnaire X      

AttrakDiff2  X X  X  
SUS  X X  X X 
NASA-TLX    X X X 
TDT   X  X  
Video 
Recordings 

    X X 

GPS data    X X X 
Eye tracking  X X   X 
Drv.sim.data  X X X   
%-repeated 
participation    

19
%

 

40
%

 

35
%

 

80
%

 

Subjects (N) 

69
4 

20
 

22
 

20
 

23
 

22
 

Setting and 
main goal 

Pa
pe

r 
ba

se
d 

an
d 

on
lin

e 
su

rv
ey

, s
ys

te
m

 d
es

cr
ib

ed
 b

y 
w

or
ds

 G
oa

l:
 D

o 
us

er
s 

w
an

t a
 tr

af
fi

c 
li

gh
t a

ss
is

ta
nt

? 
H

ow
 s

m
ar

tp
ho

ne
s 

ar
e 

cu
rr

en
tly

 u
se

d 
in

 r
el

at
io

n 
to

 
ca

r /
tr

af
fi

c 
is

su
es

. 

D
ri

vi
ng

 s
im

ul
at

or
. G

oa
l: 

Fi
nd

 a
n 

ap
pr

op
ri

at
e 

H
M

I.
 

C
he

ck
 f

ea
si

bi
lit

y 
an

d 
so

m
e 

be
ha

vi
or

. P
ub

lis
he

d 
in

 
[1

,2
] 

D
ri

vi
ng

 s
im

ul
at

or
. G

oa
l: 

(1
) 

U
se

rs
 c

ou
ld

 c
us

to
m

iz
e 

th
e 

sy
st

em
 to

 th
ei

r 
ne

ed
s 

(2
) 

A
cq

ui
re

 s
om

e 
ta

ct
ile

 d
et

ec
-

tio
n 

ta
sk

 (
T

D
T

) 
m

en
ta

l d
em

an
d 

va
lu

es
 

D
ri

vi
ng

 s
im

ul
at

or
 a

nd
 r

ea
l r

oa
d.

 S
am

e 
pe

rs
on

s 
(w

ith
in

 
de

si
gn

) 
dr

iv
e 

so
m

e 
se

tti
ng

s 
in

 r
ea

l a
nd

 s
om

e 
in

 s
im

u-
la

te
d 

dr
iv

in
g.

 G
oa

l: 
C

om
pa

re
 b

eh
av

io
r 

in
 r

ea
l a

nd
 s

i-
m

ul
at

ed
 d

ri
vi

ng
 

R
ea

l r
oa

d.
 G

oa
l:

 O
bt

ai
n 

a 
m

en
ta

l d
em

an
d 

ra
ti

ng
 (

T
D

T
) 

of
 tr

af
fi

c 
li

gh
t a

ss
is

ta
nt

 s
ys

te
m

 o
n 

th
e 

re
al

 r
oa

d 

R
ea

l r
oa

d.
 G

oa
l:

 A
ss

es
s 

gl
an

ce
 b

eh
av

io
r 

w
ith

 tr
af

fi
c 

lig
ht

 a
ss

is
ta

nt
 s

ys
te

m
 in

 r
ea

l t
ra

ff
ic

 w
hi

le
 v

ar
yi

ng
 th

e 
di

sp
la

y 
si

ze
 (

2.
5”

, 3
.5

” 
an

d 
6.

5”
) 

an
d 

te
st

in
g 

an
 a

dd
i-

tio
na

l a
co

us
tic

 n
ot

if
ic

at
io

n 
so

un
d 

St
ud

y 

SU
R

V
E

Y
 

K
1 

 
(H

M
I)

 

K
2 

 
(C

us
to

m
iz

in
g)

 

K
3 

 
(C

om
pa

ri
so

n)
 

K
4 

 
(T

D
T

, r
ea

l)
 

K
5 

 
(E

ye
 t

ra
ck

in
g,

 
re

al
) 



 Subjective Ratings in an Ergonomic Engineering Process 599 

 

3 Method – Questionnaires 

3.1 System Usability Scale (SUS) 

Figure 1 and Table 2 show the format and wording of SUS used in the experiments. In 
absence of an official translation, the instruction and items were presented bilingual. 
The instruction was taken from [11]. 

 

Fig. 1. Instructions and one item from the SUS questionnaire used 

Table 2. SUS items from [3] with the translation used here 

Item Original Translation used 
1 I think that I would like to use this system 

frequently 
Ich denke, ich würde dieses System gerne 
regelmäßig benutzen. 

2 I found the system unnecessarily complex Ich fand das System unnötig komplex. 
3 I thought the system was easy to use Ich fand, das System ist einfach zu nutzen. 
4 I think that I would need the support of a 

technical person to be able to use this 
system 

Ich denke, ich würde die Unterstützung 
einer technisch erfahrenen Person 
benötigen, um das System nutzen zu 
können. 

5 I found the various functions in this sys-
tem were well integrated 

Ich fand, die verschiedenen Funktionen in 
diesem System sind gut integriert. 

6 I thought there was too much inconsisten-
cy in this system 

Ich denke, es gibt zu viele Inkonsistenzen 
in diesem System. 

7 I would imagine that most people would 
learn to use this system very quickly 

Ich könnte mir vorstellen, dass die meisten 
Leute sehr schnell lernen mit diesem 
System umzugehen. 

8 I found the system very cumbersome to 
use 

Ich fand das System im Gebrauch sehr 
umständlich. 

9 I felt very confident using the system Ich fühlte mich sehr sicher bei der 
Benutzung des Systems. 

10 I needed to learn a lot of things before I 
could get going with this system 

Ich musste eine Menge lernen, bevor ich 
mit diesem System zurechtkam. 
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3.2 AttrakDiff2 

For the AttrakDiff2 the items and instructions from [4] were used in the different 
experiments (see section 2). Figure 2 shows one formatted item with a seven point 
Likert scale.  

 

Fig. 2. Instructions and one item of the AttrakDiff2 questionnaire used 

3.3 NASA-TLX 

For the experiments which used the NASA-TLX [13], a German translation from [14] 
was used. 

4 Results 

4.1 Comparison of SUS Scores 

The different SUS scores during the project are shown in Fig. 3. Five different HMI 
variants were tested in experiment K1. Two HMIs received low SUS values and three 
earned higher scores. Due to different considerations explained in [1], such as e.g. 
glance durations and portability, the HMI with the highest score (HMI2) was not the 
“winner”, rather HMI3 was used for further experiments. In experiment K2 the 
participants drove with a preconfigured (complex) HMI and could customize it using 
different configuration parameters. Surprisingly, the self-configured HMI did not get 
much higher scores. As a conclusion, the configuration options of a final app will be 
reduced to a minimum. In K4 the HMI was tested on the real road. And in the (to the 
present) latest experiment K5, the HMI was displayed in different sizes on a tablet. 
The HMI_M (medium), which was the same size as the former display on a 3.5-inch 
smart phone, received the highest score. The HMI variant with an additional acoustic 
click (HMI_M_C) received the lowest score. 

In regards to the desirable feature of retest reliability, it is a good sign that the 
dashed line is nearly horizontal between K1 and K2. The HMI got some minor tweak-
ing between K2 and K4, e.g. to the display colors. In K2 the system was used in an 
artificial environment (static driving simulator), whereas K4 was carried out on the 
real road. Thus these are plausible reasons that a slightly better rating was achieved. 
What was not easily explicable to us was the shift from K4 to K5 of 78.7 to 86.4 
(about 10%). A one sided t-test would also be significant: t(38) = -1.866; p = 0.035. 
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Fig. 3. SUS scores during the project 

 

Fig. 4. Results of SUS items in K4 and K5 

The main differences, to the best of our knowledge, should be the presentation on a 
smartphone (K4) and on a tablet (K5), the use of a tactile detection task (K4) and an 
eye tracking system (K5) and the proportion of test subjects that participated repeat-
edly: 35% in K4 and 82% in K5. Combinations of measurement tools, such as tactile 
detection task and an eye tracking system, were also used in K1 and K2 previously 
and appear not to influence SUS scores. As can be seen within the results of K5, pres-
entation in different screen sizes can have a slight influence. Thus the presentation on 
different devices (tablet or smart phone) perhaps has an influence and should be 
checked in future experiments. The increasing proportion of repeatedly participating 
test subjects seems to be an easy explanation. With findings from [15] that expe-
rienced users score a system higher in SUS by about 11%, it would be a tempting 
conclusion. For a closer look at what causes the difference, Fig. 4 shows the individu-
al items. All items (positive/negative) are converted to a uniform range from 0 to 4. 
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The three items with the highest difference are 2, 5 and 8. The items with the lowest 
improvement (nearly zero) are 1, 7 and 10. After rereading items 2, 5 and 8, it appears 
that the participants feel a reduced perceived complexity of the system.  

4.2 Correlation of SUS and AttrakDiff2 in Experiment K1 

Five different HMIs where judged in experiment K1. The individual ratings ranged 
between SUS scores of 25 and 100. Table 3 shows the correlation of some measures 
from SUS and AttrakDiff2 for experiment K1. SUS is the classical SUS score. 
Pragmatic quality (PQ), hedonic quality identification (HQ-I), hedonic quality 
stimulation (HQ-S) and attractiveness (ATT) are the four sub-categories of the 
AttrakDiff2 questionnaire. HQ is the combination (average) of HQ-I and HQ-S. And 
overall construct AVG used here is a combination (equal weighted average) of PQ, 
HQ-I, HQ-S and ATT. For this experiment, the SUS had a high correlation with the 
pragmatic quality (PQ). That is a good sign, since they should measure the same 
thing. SUS and PQ show a low to medium correlation to HQ values. Thus these 
hedonic sub-categories may provide some additional helpful information about what 
some people might call “user experience”.  

Table 3. Correlation between different AttrakDiff2 based measures and SUS in experiment K1 

  SUS PQ HQ-I HQ-S HQ ATT AVG 
SUS 1.00 
PQ 0.90 1.00 
HQ-I 0.61 0.62 1.00 
HQ-S 0.20 0.23 0.44 1.00 
HQ 0.47 0.49 0.84 0.86 1.00 
ATT 0.79 0.84 0.79 0.36 0.67 1.00 
AVG 0.80 0.86 0.86 0.59 0.85 0.93 1.00 

4.3 Correlation of SUS and NASA-TLX 

SUS and NASA-TLX were used in experiment K4 to assess one interface. The 
calculated correlation coefficient is r = -0.37. 

In experiment K5, four interfaces were examined with SUS and NASA-TLX, with 
a correlation coefficient of r = -0.28. These results indicate a weak negative correla-
tion between perceived demands (NASA-TLX) and overall usability (SUS). This 
modest correlation would be in line with findings from [16], which reported that a 
hard task could lower the SUS by 8%. 

4.4 Maximum Price 

In the SURVEY and in the experiment K4 subjects were asked what maximum price 
they would be willing to pay for a traffic light assistance app. In the survey the 
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function of the app was described in words, while in the experiment the subjects could 
experience the app on the real road. In the paper-based and online survey the answers 
was most often “0 euro”. This changed in experiment K4, in which the system could 
be used. The median increased fivefold from 2 euros to 10 euros (Fig. 5).We interpret 
the associated price as an indicator for the perceived system qualities of usefulness 
and satisfaction. Thus it can be stated that the opinion of subjects improved after they 
experienced the system. This is interesting, since [17] found the contrary effect with 
their system: The subjects judged the system more useful and satisfying before they 
experienced it in a simulator. Their system is similar to the interface K1_HMI4, 
which has been discarded for this project in an early stage (see SUS score of 
experiment K1 in Fig. 3)  

 

 

Fig. 5. Maximum price subjects will pay for a traffic light assistance application 

5 Conclusion 

The users show a high willingness to use the application and rate the current human-
machine interface with high SUS scores. The ‘willingness-to-use’ and experience of 
such an assistance system will most probably be the key point of its success or failure. 

The perceived demand (NASA-TLX) of the different interfaces in different expe-
riments shows only a slight negative correlation with SUS scores; the hedonic sub-
categories of the AttrakDiff2 feature a small to medium correlation with the SUS 
scores. So the combination of SUS, NASA-TLX and AttrakDiff2 could examine a lot 
of nicely separated information. From the standpoint of efficient test planning and 
conduction, the six questions of NASA-TLX and the ten items of SUS are superior to 
the 28 items of the AttrakDiff2. Some participants even find it hard to fill in the At-
trakDiff2.In our opinion, the SUS is an easy to apply questionnaire, which is also well 
accepted by participants. 

For the SUS we will keep a special lookout for whether subjects participate several 
times.  

We would welcome an official German translation, instead of the bilingual form 
used here. An improvement of the translation used here and proposed, would possibly 
be to replace “sicher” in item 9 (Table 2) with “selbstsicher”. When not applied bilin-
gually, and in a context to assess a car assistance system, “sicher” could have a slight 
unintended connotation in the direction of “safe” instead of “confident”. 
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6 Outlook 

In the real test the traffic lights acted on predetermined coordinated switching times 
(green wave). In the final project stage the traffic lights are switched back to a traffic 
flow adaptive scheme and report their current state to a central server. The central 
server, using this information, attempts to predict the future behavior of the traffic 
lights and sends estimated switching intervals to a new programmed app on 
smartphones. It will be interesting to examine whether this setup, with probabilistic 
information, is capable of providing a similar user experience as the configuration 
used up to now. The pilot project is set up to check the technical feasibility and assess 
human factors, such as driver distraction issues. 
 
Acknowledgement. The project KOLIBRI (cooperative optimization of traffic signal 
control) is funded by Bayerische Forschungsstiftung (Bavarian Research Foundation).  

The authors would like to thank Verena Knott, Thomas Moll, Alexander Rissel, 
and Levent Yilmaz for conducting the experiments.  

References 

1. Krause, M., Bengler, K.: Traffic Light Assistant Evaluation of Information Presentation. 
In: Salvendy, G., Karwowski, W. (eds.) Advances in Human Factors and Ergonomics 
2012. Proceedings of the 4th Ahfe Conference 2012, pp. 6786–6795. CRC Press (2012) 

2. Krause, M., Bengler, K.: Traffic Light Assistant - Driven in a Simulator. In: Toledo-
Moreo, R., Bergasa, L.M., Sotelo, M. (eds.) Proceedings of the 2012 International IEEE 
Intelligent Vehicles Symposium Workshops (2012) 

3. Brooke, J.: SUS: A quick and dirty usability scale. In: Jordan, P.W., Weerdmeester, B., 
Thomas, A., Mclelland, I.L. (eds.) Usability Evaluation in Industry, pp. 189–194. Taylor 
and Francis, London (1996) 

4. User Interface Design GmbH: AttrakDiff a service of User Interface Design GmbH, 
http://www.attrakdiff.de/en/Home/ (last checked January 22, 2013) 

5. Kirakowski, J.: The Use of Questionnaire Methods for Usability Assessment, 
http://sumi.ucc.ie/sumipapp.html (last check: January 3, 2013) 

6. Lewis, J.R., Sauro, J.: The Factor Structure of the System Usability Scale. Human Cen-
tered Design 1, 94–103 (2009) 

7. Borsci, S., Federici, S., Lauriola, M.: On the dimensionality of the System Usability Scale: 
a test of alternative measurement models. Cognitive Processing 10(3), 193–197 (2009) 

8. Tullis, T.S., Stetson, J.N.: A comparison of questionnaires for assessing website usability. 
In: Proceedings of the Usability Professionals Association (UPA) 2004 Conference, pp. 7–
11 (2004) 

9. Finstad, K.: The System Usability Scale and Non-Native English Speakers. Journal of 
Usability studies 1(4), 185–188 (2006) 

10. Bangor, A., Kortum, P.T., Miller, J.T.: An Empirical Evaluation of the System Usability 
Scale. International Journal of Human-Computer Interaction 24(6), 574–594 (2008) 

11. Bangor, A., Staff, T., Kortum, P., Miller, J.: Determining What Individual SUS Scores 
Mean: Adding an Adjective Rating Scale. Journal of Usability Studies 4(3), 114–123 
(2009) 



 Subjective Ratings in an Ergonomic Engineering Process 605 

 

12. Hassenzahl, M.: The thing and I: understanding the relationship between user and product. 
In: Blythe, M., Overbeeke, C., Monk, A.F., Wright, P.C. (eds.) Funology: From Usability 
to Enjoyment, pp. 31–42. Kluwer Academic Publishers, Dordrecht (2003) 

13. Hart, S.G., Staveland, L.E.: Development of NASA-TLX (Task Load Index): Results of 
Empirical and Theoretical Research. In: Hancock, P.A., Meshkati, N. (Hrsg.) Human Men-
tal Workload. North Holland Press, Elsevier Science Pub. Co., Amsterdam (1988) 

14. Seifert, K.: Evaluation multimodaler Computersysteme in frühen Entwicklungsphasen: Ein 
empirischer Ansatz zur Ableitung von Gestaltungshinweisen für multimodale Computer-
Systeme. Dissertation, Technische Universität Berlin (2002) 

15. Sauro, J.: Does prior experience affect perceptions of usability? (January 19, 2011), 
http://www.measuringusability.com/blog/prior-exposure.php (last 
checked January 22, 2013)  

16. Sauro, J.: How much does the usability test affect perceptions of usability? (May 17, 
2011), http://www.measuringusability.com/task-effect.php (last 
checked January 22, 2013)  

17. Pauwelussen, J., Hoedemaeker, M., Duivenvoorden, K.: CVIS Cooperative Vehicle-
Infrastructure Systems: Deliverable D.DEPN.4.1b Assess user acceptance by small scale 
driving simulator research (2008) 



 

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 606–611, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Ergonomics Design on Expert Convenience  
of Voice-Based Interface for Vehicle’s AV Systems 

Pei-Ying Ku1, Sheue-Ling Hwang1  
 Hsin-Chang Chang2,*, Jian-Yung Hung2, and Chih-Chung Kuo2 

1 National Tsing Hua University, Hsinchu, Taiwan 300 
a60029@yahoo.com.tw 

2 Industrial Technology Research Institute, Hsinchu, Taiwan 310 
piosn@itri.org.tw 

Abstract. This research aimed to investigate and explore expert user interface 
design principle in adaptive user interface of in-vehicle full voiced-based in-
terface. In this study, 3 stages of driving simulation experiments were estab-
lished. The voice-based interface called Talking Car novice interface has been 
designed before. Through driving simulation experiments, subjects’ behavior 
and response data when using voice-based interface were collected and  
analyzed. According to the result, the length of speech by Talking Car novice 
interface would be adjusted to fulfill expert users’ requirements, and then 
switched to Talking Car expert interface. After that, a driving simulation expe-
riment is conducted to verify the usability of the adapted interface as well as the 
implications on operation efficiency and traffic safety. 

Keywords: in-vehicle full voice-based interface, Talking Car, driving simula-
tion, expert user interface. 

1 Introduction 

1.1 Background and Motivation 

Ministry of Transportation and Communications in Taiwan has amended 89th and 
90th road safety traffic rules, indicating that drivers have to turn off all entertaining 
monitors within their eyesight, but not included the display of driving aided function. 
(Ministry of Transportation and Communications in Taiwan, 2011) 

As we know, there is noticeable importance on developing an in-vehicle user inter-
face by full voiced control. In other words, the drivers only depend on their auditory 
memory to use the interface, and thus it might be more difficult to teach novice users 
how to use the in-vehicle full voiced-based interface. On the other hand, the interface 
with convenience for expert users is also required. Therefore, in order to make the in-
vehicle full voiced-based interface to be provided with novice elicitation and expert 
convenience, it’s necessary to design an adaptive user interface. 

                                                           
*  Corresponding author. 
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Regarding adaptive user interface in Human–Machine Interface, there are abun-
dance of previous literatures on visual interface; however, there is little specific guid-
ance on in-vehicle full voice-based interface. According to Jason (2010), novice users 
are generally concerned with how to do things instead of how fast they can do it. For 
this reason, novice user interface design must have complete aided functions to help 
novice user operating the interface step by step. Meanwhile, expert users are goal 
orientated and when using a user interface, they quickly deduce goals and actions to 
achieve those goals. They want a highly efficient interface and would thus like the 
number of interactions to be reduced. Hence, expert user interface design should re-
duce guides, and let users use the interface at their own choice to improve users’ op-
eration efficiency and traffic safety. 

1.2 Objectives 

In-Vehicle Speech Systems have been developed, and there is one (LUXGEN 
Think+) in-vehicle control systems in Taiwan. As a matter of fact, drivers need to use 
hands and eyes to complete the tasks to control systems in a vehicle. Distraction is 
easily brought up when drivers have to operate the control system while driving.  

However, as things go, there has not been an in-vehicle speech control system with 
adaptive user interface. This study aimed to find the length of sentence the expert 
could tolerate in Talking Car, and then an In-Vehicle Speech Expert Interface with 
convenience was designed according to the experiment results. Furthermore, a follow 
up experiment was to ensure sufficient users’ operation efficiency and a safe response 
to take care the road situations when controlling the AV System in-vehicle. 

2 Research Method 

2.1 Experimental Design 

The Voice-based interaction interface with expert convenience was developed step by 
step through three stages of driving simulate experiments. This research chose music 
and radio functions which are commonly used by users to design the experimental 
tasks. The experiments include two independent variables - Talking Car users’ fami-
liarity and Talking Car’s mode with novice, advanced-novice and expert. In driving 
simulated experiments, a camera was set to capture the subject’s operations; we 
measure reaction time of the brakes when “STOP!!” message showed on the display, 
system speech times and words used by subjects using interrupt control button and the 
task completion time while carrying out the driving task. After the experiment fi-
nished, subjects would be asked to complete three questionnaires, included NASA-
TLX, subjective and impatient-degree questionnaire to evaluation subjects’ workload, 
satisfaction and the degree of impatient. 

2.2 Experimental Procedure 

Sixteen participants, including 9 males and 7 females, are students from National 
Tsing Hua University in different majors, and ages range from 22 to 30. Subjects have 
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to hold the driving license for at least 1 year and have a habit of listening to radio or 
music while driving. None of them has experience of using In-vehicle speech interac-
tion system. The following sub-section describes the testing process. 

1. The process of experiment took around 1 hour in the first stage, 30 minutes in the 
second and the third ones. 

2. Learning time took 10 minutes to introduce the system and practice to drive on the 
simulator. 

3. Complete tasks took 15 to 20 minutes in the first stage, 5 to 10 minutes in the 
second and the third stages. 

4. All tasks will be executed 2 times. 

3 Experimental Results 

3.1 Suitable Sentence Length for Expert Users Analysis 

Among 15 types of sentences in Talking Car, 4 types of sentences were used more 
often. Therefore, the following were analyses for the 4 sentences (sentence 2, sen-
tence 3, sentence 5 and sentence 13). To find out the sentence length that expert users 
could tolerate, we recorded the number of characters (Chinese characters) used in 
each sentence before subjects interrupted, and then calculated the accumulated per-
centage of interrupted times. We then identified whether the accumulated percentage 
of interrupted times was within 60% or there was a huge gap between the percentage, 
and used the number of characters in each sentence as an indicator for the next stage 
of experiment. The limitation of words in each sentence length is shown in Table 1. 
According to the result, the speech sentence was designed to fulfill Talking Car expert 
interface users. 

Table 1. Result of limitation of sentence length from experiments. (number of characters) 

 Sentence 2 Sentence 3 Sentence 5 Sentence 13 

First Stage 16 13 17 19 

Second Stage 7 5 5 5 

Third Stage 7 5 5 5 

3.2 The Suitable Timing of Interface Switch Moment 

This section would analyse the suitable timing of changing the interface from novice 
to expert by system automatic switch. Base on Table 1, the limitation of sentence 
length could be known. In addition, we calculated the average of number of characters 
in each sentence used by subjects in every interrupt times; the result was shown in 
Table 2 and Table 3. Accordingly, we defined that novice interface (used in the first 
stage of experiment) could be changed into advanced-novice interface (used in the 
second stage of experiment) when novice users interrupted the sentence for 6 times, 
and advanced-novice interface could be changed into expert interface (used in the 
third stage of experiment) when advanced-novice interface users interrupted the sen-
tence for 5 times. Especially, the interface was changed sentence by sentence rather 



 Ergonomics Design on Expert Convenience of Voice-Based Interface 609 

 

than changed all the sentences once. In this manner, it could avoid the confusing situ-
ation that users listening the expert sentences without guidance. 

Table 2. Average of interrupt moment in the first stage of experiment (number of characters) 

Interrupt Times 1 2 3 4 5 6 
Sentence 2 19.63 17.38 15.56 14.00 11.38 12.06 

Sentence 3 16.44 15.44 17.00 14.38 13.31 12.44 
Sentence 5 30.19 26.69 19.94 20.44 22.50 14.81 
Sentence 13 24.88 21.75 20.56 17.69 20.25 16.44 

Table 3. Average of interrupt moment in the second stage of experiment (number of characters) 

Interrupt Times 1 2 3 4 5 
Sentence 2 7.44 6.81 6.25 6.63  

Sentence 3 8.94 8.25 7.25 8.19 6.6 
Sentence 5 7.69 6.31 5.5 6.44 6.56 
Sentence 13 6.88 6.75 7.56 7.5 5.56 

3.3 Impatient Degree of Speech Sentence 

In these experiments, we would like to know whether the length or content of speech 
sentence made users irritable. Thus the subjects required to rate the degree of impa-
tient on 15 speech sentences, including speech length and content. The rating scale 
was from 1 to 5, and the degree of 5 meant that the subject felt the most impatient on 
the sentence. According to Table 4 and Table 5, the degree of impatient on sentence 
length between novice and advanced-novice interface (p>0.05) was not significantly 
difference, and the same result on impatient degree of sentence content. Between 
advanced-novice and expert interface, there are significant difference both on the 
impatient degree of sentence length and content. Moreover, we could conclude that 
the speech sentence on Talking Car expert interface resulted in users the lowest impa-
tient significantly. 

Table 4. Paired t-test results of impatient degree of speech sentence length 

 First Stage Second Stage Second Stage Third Stage 
Mean 2.659 2.583 2.583 1.876 

P-Value 0.490 0.005* 
*p<0.05 

Table 5. Paired t-test results of impatient degree of speech sentence content 

 First Stage Second Stage Second Stage Third Stage 
Mean 2.546 2.563 2.563 1.771 

P-Value 0.850 0.001** 

**p<0.01 
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3.4 Task Completion Time 

The completion time of radio and music task was analyzed by Paired t-test. As shown 
in Tables 6 and 7, there were significant differences on all the tasks completion time. 
Moreover, the average operation time of Talking Car expert interface (third stage) 
was the shortest one in all interfaces due to the shortest speech sentence. It implies 
that expert interface has comparative convenience among these interfaces. 

Table 6. Paired t-test results of task completion time on radio task 

 First Stage Second Stage Second Stage Third Stage 
Mean(Sec) 359.84 127.78 127.78 102.75 

P-Value < 0.001*** < 0.001*** 

Table 7. Paired t-test results of task completion time on music task 

 First Stage Second Stage Second Stage Third Stage 
Mean(Sec) 187.13 95.22 95.22 79.44 

P-Value 0.000*** < 0.001*** 

***p<0.001 

3.5 Reaction Time 

Subjects’ reaction time is recorded by simulated software. The calculation method of 
reaction time is started from the “STOP!!!” message showing on the display till sub-
ject stepping the brake to stop counting. Analyzing the average reaction time with 
radio and music task and without task, the result showed that there was no significant 
difference between “talking” task and without “talking” task in the first stage, but was 
significant in the second stage (p<0.001). Furthermore, the result also showed that the 
reaction times of radio and music task between the second and the third stage was not 
significantly different. 

3.6 NASA-TLX 

After the simulation experiment, subjects required to answer a NASA-TLX question-
naire. As shown in Table 8, the Talking Car expert interface has the lowest mental 
workload. The results of Paired t-test indicated that mental workload of advanced-
novice interface was significantly lower than that of novice interface (p<0.01), but 
there was no significant difference between mental workload of advanced-novice and 
that of expert interface. It implies that Talking Car expert interface provides a more 
efficient user interface to the driver so that the driver can operate the Talking Car 
System with less mental workload. 
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Table 8. Average weighted score of NASA-TLX 

NASA-TLX weighted score 

Items Mental 
Demands 

Physical 
Demands 

Temporal 
Demands

Own  
Performance

Effort Frustration Total 

First Stage 16.77 6.38 7.63 8.56 16.90 5.81 62.05 
Second 
Stage 

14.14 6.14 4.29 3.83 11.79 3.29 
43.48 

Third 
Stage 

10.65 5.10 3.98 3.67 5.77 3.44 
32.61 

4 Conclusion 

After three stage experiments, the results suggested the suitable sentence length of 
each interface as shown in Table 1. According to the experiment result, we could also 
define that novice interface sentence would be changed into advanced speech sen-
tence when it has been interrupted for 6 times, and advanced-novice interface would 
be changed into expert interface sentence when it has been interrupted for 5 times. In 
addition, the sentence of expert interface resulted in lowest degree of impatient, and 
required less operation time and mental workload than that of other interfaces. There-
fore, drivers not only feel more convenience but also have a safer driving condition. 

Acknowledgements. This research was sponsored by the Ministry of Economic Af-
fairs, Taiwan, R.O.C. through project No. C352SN3100 conducted by ITRI. 

References 

1. Ministry of Transportation and Communications in Taiwan, 89th and 90th Road Safety 
Traffic Rules, http://motclaw.motc.gov.tw/ 
Law_ShowAll.aspx?LawID=E0055087&Mode=0&PageTitle=%E6%A2%9D%E
6%96%87%E5%85%A7%E5%AE%B9 (accessed December 13, 2011)  

2. Jason, B., Calitz, A., Greyling, J.: From the Evaluation of an Adaptive User Interface 
Model. In: SAICSIT 2010 Proceedings of the 2010 Annual Research Conference of the 
South African Institute of Computer Scientists and Information Technologists (2010) 

3. Global Road Safety Partnership, Speed management: a road safety manual for decision-
makers and practitioners, p. 6 (2008) 

4. Transportation Engineering Online Lab Manual. Brake Reaction Time,  
http://www.webs1.uidaho.edu/niatt_labmanual/Chapters/ 
geometricdesign/theoryandconcepts/BrakeReactionTime.htm  
(data accessed December 2, 2012) 



 

M. Kurosu (Ed.): Human-Computer Interaction, Part II, HCII 2013, LNCS 8005, pp. 612–620, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

The Timeframe of Adaptation to Electric Vehicle Range  

Stefan Pichelmann, Thomas Franke, and Josef F. Krems 

Chemnitz University of Technology, Cognitive & Engineering Psychology, Germany 
stefan.pichelmann@s2009.tu-chemnitz.de, 

{thomas.franke,josef.krems}@psychologie.tu-chemnitz.de 

Abstract. We explored how people learn to cope with the limited range of elec-
tric vehicles (EVs), and examined the relationship between personality traits 
and the amount of practice needed to achieve a maximum available range. Data 
from 56 participants who leased an EV in a 6-month field study were analyzed. 
The amount of practice needed until a participant achieved his maximum avail-
able range was assessed with four variables computed from data logger record-
ings: the amount of time, days, and distance the user drove the EV and the 
amount of days the user owned the EV. All four variables correlated strongly 
with each other (r ≥ .75). The results showed that an average person needs ap-
proximately three months to complete adaptation to EV range and that speedy 
driving style, low need for cognition, high impulsivity, and high internal control 
beliefs are related to a longer adaptation timeframe. 

Keywords: adaptation, electric vehicle, range, practice, need for cognition, 
driving style, impulsivity, control beliefs. 

1 Introduction 

Electric vehicles (EVs) are a promising form of sustainable transportation. However, 
limited range is a potential barrier for market acceptance. Recent research has focused 
on the interaction between the EV [1-2] and the user, with the goal of identifying 
approaches that could improve utilization of existing range resources. As a next step 
in this research, we analyze the timeframe in which users learn to cope with EV range 
and the factors that can account for variance in this timeframe. This analysis is based 
upon EV field study data. 

2 Theoretical Background 

When people use an EV, they adapt to the limited range over time [2-3]. In this paper, 
we define adaptation to EV range as the conscious or unconscious change in car driv-
ers behavior that occurs after switching to an electric vehicle and influences the ve-
hicles available range based on the definitions of adaptation in [4-5]. One facet of 
adaptation to EV range is the process of learning to better utilize the available battery 
power resources. In other words, users are expected to increase their competent range 
over time [1]. Adaptation can be considered complete when there is no further in-
crease in attained available range over time (i.e., the maximum obtained range has 
been reached).  
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The amount of practice (i.e., total learning time, number of trials) has always been 
considered fundamental to learning and skill acquisition [6]. However, learning can 
also be achieved by observation (i.e., being a co-driver) [7] and periods between prac-
tice trials have also been repeatedly pointed out as important for learning performance 
[8-9]. Thus, coping with EV range might benefit from both, (a) time engaged in the 
task and (b) the idle time in between practice trials. 

2.1 Contributing Factors to the Amount of Practice Needed 

An overview of possible factors (e.g., internal control beliefs, subjective competence, 
daily practice) that are related to more successful adaptation to EV range has been 
presented in [1]. We assume that the following variables presented in [1] also account 
for variance in the length of the adaptation timeframe (i.e., the amount of practice 
needed to attain a maximum available range): internal control beliefs, need for cogni-
tion, ambiguity tolerance, speedy driving style, impulsivity. 

Need for cognition, which can be defined as a desire to understand complex sys-
tems [10], has been shown to positively influence complex task performance [11] 
through higher motivation [12]. Hence, a high need for cognition might be negatively 
correlated with the adaptation timeframe length (i.e., EV users with a high need for 
cognition need less practice to improve). 

High internal control beliefs refers to a person’s perception "that the event is con-
tingent upon his own behavior or his own relatively permanent characteristics" [13, 
p.1] and often demonstrates higher motivation and performance [14]. Thus, it also 
might be negatively correlated with the amount of practice needed. 

Ambiguity tolerance can be defined as a person’s perception of "ambiguous situa-
tions/stimuli as desirable, challenging, and interesting" [15, p. 179] and has often been 
emphasized as important for learning [16]. Thus, this characteristic might be asso-
ciated with a reduced amount of practice needed to adapt to EV range. 

High impulsivity has been shown to be negatively related to learning outcomes 
[17]. It might be possible that people with high impulsivity need more time to show 
the same performance as people with low impulsivity.  

Driving speed has been considered one of the most important determinants of driv-
ing task difficulty [18]. Hence, a speedy driving style might interfere with a systemat-
ic investigation of the underlying processes that influence the available range, as it 
requires more cognitive resources. Thus, persons with a speedy driving style might 
need more practice (i.e., a longer timeframe) to learn how to cope with the range of  
an EV.  

2.2 Research Objective, Goals, and Hypotheses 

The objective of the present study was to better understand the timeframe of adapta-
tion to EV range. First, we aimed to assess the amount of practice required to  
complete adaptation. Second, our goal was to test the expected relationships between 
contributing factors and the amount of practice needed for a complete adaptation to 
EV range. We expected the required amount of practice to be negatively correlated 
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with (1) high internal control beliefs, (2) high need for cognition, (3) high ambiguity 
tolerance and positively correlated with (4) high impulsivity, and (5) a speedy driving 
style. 

3 Method 

3.1 Field Study Setup 

The present research was part of an EV field trial in Berlin, Germany. The trial was 
set up by BMW Group and Vattenfall Europe and funded by the German Federal 
Ministry for the Environment, Nature Conservation and Nuclear Safety. The trial 
consisted of two 6-month user studies (S1, S2) with 40 private users each. It was part 
of an international EV field trial [19]. The EV had a maximum range of around 250 
km under ideal conditions and around 170 km under daily conditions. Subjective data 
were collected by interviews and questionnaires. Objective data were recorded by the 
BMW Group with car-based data loggers which recorded variables such as speed, trip 
length, range, and state of charge. Further methodological details can be found in  
[20-22].  

3.2 Participants 

Potential participants applied to lease an electric vehicle for a 6-month period via a 
public online application form. From this pool of potential early adopters of EVs, 
participants were selected who met several inclusion criteria (e.g., possibility to install 
charging infrastructure) and increased heterogeneity of basic sociodemographic and 
mobility-related variables. Participants were only included in the analyses if objective 
data could be safely allocated to subjective data, had sufficient logger data, and had 
completed the necessary questionnaires. The final sample consisted of 56 participants 
with a mean age of 48.23 years (SD = 9.72), including 9 women. 

3.3 Criterion for the End of the Adaptation Timeframe 

We operationalized completion of adaptation to range as the time at which users 
achieved their maximum available range. This score was calculated based on pre-
processed logger data provided by the BMW group. The available range was assessed 
as the displayed remaining range for every data point of each participant. Each data 
point represented a driven distance of one kilometer. Values that referred to situations 
with the battery not fully charged were extrapolated to full charge range. As we ex-
pected a high measuring error for remaining range for low states of charge, all data 
points were excluded with a state of charge ≤ 5%. Because of the influence of tem-
perature on range [23], data points with temperatures outside the interval of 0 to 30 °C 
were excluded. Finally, each estimated available range was divided by the mean 
available range for its temperature and multiplied by the mean estimated available 
range for 15°C (the middle of our temperature range) to further minimize the influ-
ence of temperature. Hence, for each user the data point with the maximum tempera-
ture-adjusted estimated available range was considered the end point of his/her  
adaptation. 
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3.4 Measures of the Amount of Practice Needed 

Four variables were computed to measure the amount of practice the user needed to 
complete the adaptation to EV range: (1) the total distance driven by the participant 
until the criterion (see 3.3) was met, (2) the total time driven by the participant until 
the criterion was met, (3) the number of days the user owned the EV, and (4) the 
number of days on which the participant used the EV. While the first two variables 
are very precise measures that can differ because of standing times and speed profiles 
(e.g., traffic lights, jams), the last two variables also account for the idle time between 
practice (see 2.2). A factor analysis was conducted to combine all four variables into a 
general factor measuring the amount of practice needed to adapt to EV range, referred 
to as practice needed throughout the remainder of this paper. The principal compo-
nent analysis identified a single factor solution according to the Kaiser-criterion (first 
factor eigenvalue = 3.57, second = 0.29, factor loadings for every variable > .85). The 
z-standardized four variables yielded a Cronbach’s alpha of .96. 

3.5 Measures of Contributing Factors 

Internal control beliefs, ambiguity tolerance, and speedy driving style were assessed 
in S1 and S2; whereas, need for cognition and impulsivity were only assessed in S2. 
We used the 8-item Internal Control Beliefs in Dealing with Technology Scale [24] (n 
= 54), the 8-item Ambiguity Tolerance Scale [25] (n = 55), the speed scale of the 
Driving Style Questionnaire [26] (n = 55), and the Need for Cognition Scale [27] with 
16 items (n = 30). For impulsivity, we used a single-item measurement from the Ger-
man socio-economic panel [28] (n = 32). Cronbach’s alpha was > .74 for all multi-
item measures. 

4 Results 

4.1 Timeframe of Adaptation 

Data obtained from each measure of the amount of practice needed and the criterion 
for the end of the adaptation timeframe were screened for outliers according to [29]. 
The Kolmogorov-Smirnov test was conducted to investigate if the variables deviated 
significantly from a normal distribution. All variables were normally distributed and 
only one outlier for the end of the adaptation timeframe criterion was detected. Never-
theless, this value was retained in analyses, as it was apparently not due to an error in 
data recording and also subjective data from the user supported a very high range 
value.  

The mean of the maximum estimated available range was 192.63 km (SD = 26.82). 
All four variables measuring the timeframe of adaptation that were computed from 
the data logger recordings were strongly correlated (r ≥ .75) with each other. The 
average participant needed 2397.80 driven kilometers (SD = 1708.74), 72.88 driven 
hours (SD = 47.81), 97.39 days of ownership (SD = 45.66 days), and 62.32 days to 
drive the car (SD = 35.25 days) before reaching the maximum estimated available 
range. Figure 1 shows the box plots for all four measures of the amount of practice 
needed. 
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Fig. 1. Box plots of participants’ amount of kilometers driven, amount of days driven, number 
of days of car ownership, and the number of days on which they drove the car until the end of 
their adaptation timeframe to EV range.  

4.2 Contributing Factors to the Amount of Practice Needed 

To screen for distortion of correlations between the practice needed and contributing 
factors caused by highly influential values, scatter plots were inspected. They did not 
show any disproportionately influential values. One-tailed correlation tests were con-
ducted, because we had directional hypotheses. Correlations were interpreted in ac-
cordance with Cohen [30] as weak (|r| = .10), moderate (|r| = 0.3), and strong (|r| = 
0.5). 

In order to interpret our results regarding factors contributing to the timeframe of 
adaptation to EV range, we only used the magnitude of the correlation coefficients. 
The significance level was not used to determine whether the findings supported our 
hypotheses, because of the small sample size.  

Hypothesis 1, which predicted a negative correlation between high internal control 
beliefs and the amount of practice needed, was not supported by our results. Instead, a 
weak positive correlation (r = .27, p = .025, n = 54) was observed, indicating that high 
internal control beliefs are related to a higher amount of practice needed. Future re-
search should examine this result further. 

Hypothesis 2, which predicted a negative correlation between high need for cogni-
tion and the amount of practice needed, was supported by our results, as we found a 
weak negative correlation (r = -.26, p = .080, n = 30).  

Hypothesis 3, which predicted a negative correlation between high ambiguity toler-
ance and amount of practice needed, was not supported by our results, as the correlation 
coefficient was close to zero (r = .03, p = .409, n = 55). As the concept of ambiguity 
tolerance in relation to learning was mostly researched in the context of academic learn-
ing, it might be possible that it is less relevant for adaptation to EV range.  

Hypothesis 4, which predicted a positive correlation between impulsivity and 
amount of practice needed, was supported by our results, as we found a weak positive 
correlation (r = .25, p = .082, n = 32). 



 The Timeframe of Adaptation to Electric Vehicle Range 617 

 

Hypothesis 5, which predicted a positive correlation between speedy driving style 
and amount of practice needed, was supported by our results, as the correlation was 
weak and positive (r = .22, p = .054, n = 55).  

5 Discussion 

The specific aims of the present study were to (1) quantify the amount of practice 
needed (i.e., the timeframe) until adaptation to EV range can be assumed to be com-
pleted, and (2) to identify factors contributing to the amount of practice needed. We 
were able to identify a timeframe of roughly 3 months of car ownership correspond-
ing to 2400 driven kilometers, 73 driven hours and 63 days on which the car was dri-
ven. Furthermore, we found some indication for a relationship of practice needed with 
internal control beliefs, need for cognition, impulsivity, and speedy driving style. 

5.1 Critical Examination of the Methodology 

Each study lasted for six months. Hence, it cannot be determined whether a higher 
available range might be achieved after six months (e.g., after a year of driving). 
Therefore, the real timeframe of adaptation (i.e., practice needed) might be much 
longer. Although this possibility cannot be ruled out, there is some evidence against 
it. The average participant achieved his or her estimated maximum available range 
after 97.39 days of car ownership. If the adaptation timeframe were longer than six 
months, the average should be much closer to 180 days. 

The criterion for the end of the adaptation timeframe (maximum estimated availa-
ble range) varied on an individual basis. Hence, the findings presented might have 
been different if a fixed reference value (e.g., an available range of 180 km) was used 
for all participants as a criterion. This was not possible to test, however, as partici-
pants’ achieved available ranges varied considerably. A high value might not have 
been achieved by some participants and a low value might have resulted in an unde-
restimation of the length of the adaptation timeframe for persons achieving a much 
higher available range.  

As noted previously, we consider our estimates for the timeframe of adaptation to 
EV range to be rather conservative, as our criterion is the absolute maximum availa-
ble range. Another study, which investigated adaptation to EV range based on 
changes in charging behavior, identified a critical timeframe of two weeks for adapta-
tion [19]. There are two possible explanations for this difference. First, the researched 
facets of adaptation to EV range differ (attained available range vs. charging beha-
vior) across the two studies. Second, our study tried to identify the absolute end of the 
adaptation period; whereas, the other study analyzed when major changes in the adap-
tation process where concluded. Hence, different aspects of adaptation to EV range 
might require different timeframes for completion. 

5.2 Implications for Theory, Practice and Future Research 

The present study showed that field research on everyday interaction with EV range 
should be conducted over several months, in order to validly assess the user expe-
rience and behavior of adapted EV drivers. The absolute minimum seems to be three 
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months, corresponding to the average necessary number of days of car ownership, but 
more time is recommended. Under conditions in which the EV is driven over greater 
daily distances than the present study (on average around 37 km), shorter study pe-
riods may be possible. 

The findings concerning factors contributing to the amount of practice needed sug-
gest a relationship between practice needed and need for cognition. Hence, in order to 
help people adapt as quickly as possible to their EV, they should be encouraged to 
concern themselves with the influences on their available range as much as possible. 
Furthermore, for EV novices, a steady, non-impulsive driving style appears to pro-
mote faster achievement of the maximum available range. As internal control beliefs 
seem to be linked to high available ranges, but high amounts of practice as well, an 
implication for practice cannot be determined now.  

All of our findings require further research, especially with regard to the causal na-
ture of the relationships between contributing factors and necessary practice. Hence, 
we highly recommend further cross-lagged analyses, as experimental investigation is 
difficult in the field of personality traits. Also, the interaction between necessary prac-
tice, contributing factors, and achieved available range should be explored in more 
detail.  

In the present study, we have focused on a specific facet of adaptation to EV range. 
Charging behavior, as examined by [19], also appears to be a promising approach to 
understanding adaptation to EV range. In fact, we believe there are several facets of 
adaptation to EV range which are worth further investigation: increase of trip length 
over time, personal range buffer changes over time, amount of trips until recharging, 
EV usage in comparison with other possibilities of transportation (e.g., other cars of 
the household, public transportation), but also indicators like experience of stress, or 
range anxiety. Therefore, future research should aim to develop a more comprehen-
sive picture of adaptation to EV range. 
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Abstract. An electric vehicle (EV) is more than just a car with an electric en-
gine. It implies a major shift in everyday experience. Charging the vehicle at 
home, thinking about where this energy comes from, dealing with limited range 
or driving a silent vehicle without engine noise are only some aspects of a com-
pletely new ecosystem for an electric vehicle owner. Of course, EVs will only 
succeed in the mass market if they meet customers’ expectations. With the deci-
sion to step into this unknown terrain, the BMW Group gathered data in field 
trials with pilot customers of the MINI E and BMW ActiveE. The field trials 
discovered that everyday driving does not differ significantly from conventional 
vehicles in the same segment. About 90% of intended trips can be realized, 
showing the gap that needs to be closed is manageable. In order to close it, 
BMW will offer innovative mobility services and charging solutions.  

Keywords: Electric Vehicle, MINI E, BMW ActiveE, field trial, user study. 

1 The Road towards Series-Produced Electric Vehicles 

Global developments like climate change, decreasing availability of natural resources 
and increasing urbanization call for new solutions in many facets of everyday life. 
This demand implies also the need for changes in mobility patterns. Within the BMW 
Group, the sub-brand BMW i was created to respond to this situation. The goal is to 
design purpose-built electric vehicles and mobility services to support sustainable 
individual mobility. For the BMW i3, BMW Group’s first series-produced EV, the 
life cycle global warming potential (CO2e) is at least a third lower than for a state-of-
the-art highly efficient combustion-engine vehicle in the same segment1. If the vehicle 
is charged with renewable energy, this can be increased up to well over 50 per cent. 
Recycled materials in the vehicle interior and exterior play a major role, as well as 
weight savings by extensively using innovative materials like CFRP (carbon fibre-
reinforced plastic).  

The focus on sustainability is not restricted to the operation of the vehicle itself but 
widened over the complete value chain. The BMW i3 will lead to a massive increase 
                                                           
1  Estimated for an i3 concept car under the assumption of the European electricity mix 

(EU25).  



622 J. Ramsbrock, R. Vilimek, and J. Weber 

 

in the already high standards of BMW’s sustainable production system. Recycling of 
materials used during the production process will be carried out wherever possible. 
These high standards are also laid upon the supply chain.  

As the mobility needs of people will change when switching to electric vehicles 
with limited driving range, mobility services will also be offered as a part of the 
BMW i solution portfolio. On-demand vehicle solutions like DriveNow, a joint ven-
ture between the BMW Group and Sixt AG, and innovative functions within the ve-
hicle itself and/or as Apps on smartphones target the requirements of urban personal 
mobility.  

These offers lay a solid foundation to establish electric vehicles as a means of sus-
tainable individual mobility. Of course customers will only accept them if they meet 
their needs and expectations.  BMW launched a project in 2007 to perform thinking 
outside of the box and explore sustainable mobility solutions, called the project i. 
Analyzing EV customers with a conventional market research approach was not poss-
ible in the early phases, which was project i’s main intention to make this feasible. 
Hardly any EV customers were on the road and the interdependencies between the 
infrastructure and the car itself have not even been touched by large-scale research.  

Therefore field trials with conversion electric vehicles were set up in cooperation 
with expert partners from universities and research institutions for scientific monitor-
ing and with partners from the infrastructure sector as well as the energy sector. The 
trials were conducted in several countries in close collaboration and exchange with 
the local public authorities in order to assess long-term developments in policy to-
wards e-mobility. These field trials are unparalleled worldwide in their scope. Starting 
with the first step in 2009 in the United States and in Germany, private and corporate 
pilot customers rented EVs from a fleet of over 600 MINI E cars. The MINI E is a 
conversion of the MINI Cooper developed to assess the general feasibility and accep-
tance of an EV as a megacity vehicle. Between 2009 and 2012, data from more than 
16 million kilometers (10 million miles) driven by customers in the United States, 
Germany, the United Kingdom, France, Japan and China were gathered. More than 
15,000 people applied to rent a MINI E, 430 private households took part in extensive 
mostly face-to-face interviews and 14 fleet user companies actively participated in the 
study. At the end of 2011 the second step of the learning projects for BMW i began. A 
fleet of over 1,000 BMW ActiveE vehicles, conversions of the BMW 1 Series Coupe, 
set for launch in several countries. This part of the field trials focuses more directly on 
technological innovations for EVs. For instance, the study will deliver customer feed-
back on using remote functions via smartphone apps, pioneering driver assistance 
systems and switching between comfort-oriented and efficiency-oriented driving with 
the so-called ECO PRO mode. In contrast to the MINI E field trial that analyzed fun-
damental aspects of everyday life with electric vehicles, the BMW ActiveE studies 
have their goals analog to usability tests: Identify specific optimization potential of 
certain (pre-production) functions. In both field trials an accompanying social media 
analysis was carried out. While the comments of pilot customers in blogs, newsgroups 
or social networks were used mainly to inform our research partners about issues from 
a direct customer’s perspective in order to guide the design of quantitative methods, 
regular social media reports were additionally used during the BMW ActiveE field 
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trials to assess the reaction of customers on newly introduced features. The transfer 
from sometimes even singular reactions in social media to a decision process in the 
development of vehicles is detailed in [1]. 

In the following, firstly the key results of the MINI E field trials are summarized 
first in a very condensed form. Secondly, already available data from the ActiveE 
study in Germany and the US are discussed. As the data reported here stems from 
field trials which are stretched massively over time (2009-2013) and which witnessed 
considerable changes during this time, the results should be regarded as tendencies. 
Only descriptive statistics are provided. If not otherwise state, numerical values (% 
agreement) refer to answers on a Likert scale from 1 (do not agree at all) to 6 (fully 
agree) and are dichotomized to top three (“agree) and bottom three (“disagree”) 
judgments.  

2 The MINI E Study 

The MINI E is a two-seat development of the MINI hatch featuring a 204 hp (150 
kW) electric motor that develops a torque of 220 Nm. The air-cooled 35 kWh Liti-
hium-Ion battery consumes most of the luggage department as well as the space of the 
back seats. The range in real terms is up to 130-160 km (80-100 miles). Charging with 
32 ampere takes about 4 hours or 10 hours with 12 ampere respectively.  

In terms of user interface, the dashboard was adapted rather minimally to display 
EV specific functions as shown in Figure 1. The battery level indicator is mounted 
behind the steering wheel replacing the traditional rev counter. It shows in percentage 
figures how much charge is still available in the battery. The small display below the 
indicator allows to switch between a small set of additional items like battery temper-
ature, consumption or charging voltage. The central gauge in the middle of the dash-
board displays the current velocity. It also includes an LED display, the converted 
fuel gauge, indicating power consumption or regeneration. The display and control 
options of the MINI E are sufficient for the basic interaction with EV functions. How-
ever, the customers strongly demanded more detailed information on consumption 
and EV specifics as well as more options to control advanced EV functions like being 
able to set charging times or to remotely monitor the charging progress. These re-
quests were fed into the development process and resulting solutions in the BMW 
ActiveE are again subject to customer test in field trials.  

The MINI E field trial served to address key questions on everyday usage patterns, 
expectations, reactions to special and typical electric vehicle characteristics and addi-
tional aspects like the perception of the importance of ecological added value of EV 
driving to customers. Several universities and research institutions were involved in 
the field trial. Research partners were the Chemnitz University of Technology (Ger-
many), the University of California at Davis (USA), Oxford Brookes University 
(UK), the Institute of Science and Technology for Transport, Development and Net-
works (IFSTTAR, France), the Waseda University and the marketing research com-
pany IID (Japan) and the Chinese Automotive Technology and Research Center as 
well as the market research company INS (China). The study was designed to  
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maximize the participation on customer’s everyday life with the EV. Travel and 
charging diaries were administered repetitively as well as a several interviews during 
the usage period [2-3]. 

 

Fig. 1. MINI E dashboard (Fotocredit: BMW Group): Battery level indicator (left) and central 
gauge (right) 

Potential customers interested in driving the MINI E applied via an online applica-
tion tool. Besides providing socio-demographic information and giving feedback on 
their motives and interests in electric driving, applicants needed to fulfill different 
selection criteria (e.g., be willing to take part in interviews, drive the vehicle on a 
regular basis, be willing to pay a monthly leasing fee). Background information on the 
large number of applicants, about 500-3500 per country for each 6-12 months usage 
period, allowed to form a study sample that was representative for the early adopter 
generation of EV customers. Details on rationale and procedure are described in [3].  

The most important finding from the MINI E field trial was that electric vehicles 
are suitable for everyday life for a large customer segment. Onboard data logger in-
formation was read out from the MINI E cars and compared to conventional vehicles 
within the same segment (BMW 116i and MINI Cooper). Control group customers 
with combustion engine vehicles used their cars on average for 43.4 km (27.0 miles, 
MINI Cooper) and 42.0 km (26.1 miles, BMW 116i) per day. The average daily dis-
tances for MINI E vehicles range from 38.6 km (24.0 miles) in Germany over 44.2 
km (27.5 miles) in France to 47.8 km (29.7 miles) in the UK to 49.0 km (30.4 miles) 
in the US and in China.   

Customers were able to satisfy about 80% of their daily mobility needs with the 
MINI E. Based on the MINI E drivers’ subjective estimation and travel diary data, 
they would have been able to use the vehicle for approximately 90% of the intended 
trips if the MINI E had more than two seats and standard storage space. Due to the 
limitations of the conversion vehicle concept, the MINI E had an extremely small 
luggage compartment. However, it should be noted that the range of the MINI E was 
not always available. As air cooling was the only thermal management of the batte-
ries, the MINI E was not able to deliver the full range during cold temperatures in 
winter. This was regarded as major drawback by customers.  

The MINI E study also showed that customers get used to charging procedure and 
range quickly. After less than one month of usage, customers charge only once every 
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two or three days. If customers used a wallbox that allows to charge in less than 4 
hours, average charging events per week stabilized at 1.9 (Germany) to 2.9 (UK). 
Only if charging takes longer (about 9-10 hours with a standard wall socket), custom-
ers needed to charge almost daily as data from the France field trial shows.  

Regenerative braking is an advanced function for electric vehicles. It refers to us-
ing the electric motor as a generator when decelerating by lifting the foot from the 
accelerator pedal. The deceleration is quite strong with -2.25 m/s² in the MINI E and 
allows driving the car in most situations with one pedal only after some driving prac-
tice is gained. From an efficiency point of view, regenerative braking can be a power-
ful tool to save energy. To assess customer acceptance, a long-term evaluation was 
implemented. The customer feedback was overwhelming. After at least three months 
of usage, between 92% (China, Japan) and almost 100% (Germany, UK, US, France) 
customers unanimously said that they would not want to miss this feature in an EV.   

In short, the international MINI E trials demonstrated that an electric vehicle with 
slightly larger and more stable range as well as more space for passengers and cargo 
will meet the mobility needs for urban use to a very large extent. A more comprehen-
sive overview over the MINI results is provided in [4]. 

3 The BMW ActiveE Study 

Like the MINI E, the BMW ActiveE is a conversion vehicle. It integrates all electric 
drive components in the vehicle body of a 1 Series Coupe while keeping the comfort 
of four full-fledged seats and a 200-litre luggage compartment. The electric motor 
develops a torque of 250 Nm with a 170 hp (125 kW) engine. The range in real terms 
is up to 160 km (100 miles), depending on the driving style. As the battery is liquid 
cooled and able to be tempered, fluctuations due to high or low temperatures are ex-
pected to be reduced significantly. Charging times are comparable to the MINI E. 
Battery and drive train of the BMW ActiveE are pre-series versions of the BMW i3. 
In addition to standard laboratory and test track development procedures, these com-
ponents are tested during the field trials in everyday customer environments. The 
customers did not participate as professional test drivers in this setting. When the 
vehicle is handed over to them, all safety and standard tests are fulfilled. By giving 
the car additionally to pilot customers it will be possible to make sure that scenarios 
and usage circumstances currently not known to test engineers will also be covered.  

A test fleet of over 1,000 BMW ActiveE vehicles was sent out to provide this vital 
knowledge. Field trials with user research are conducted in Germany, the United 
States and China starting with the first pilot project involving 15 private and 15 fleet 
customers in Berlin in December 2011. Additional vehicles are used in Germany as 
part of governmentally funded research programs. Approximately 190 BMW ActiveE 
vehicles contribute to projects in Germany. The majority of the BMW ActiveE fleet is 
on the road in the United States since January 2012. About 700 vehicles are part of a 
project that has been created to gather not only customer experience but also market 
experience. Sales and handling processes are evaluated, options for add on services 
assessed and requirements on service infrastructure for large EV fleets examined. In 
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early 2013 user research projects in China begin, involving roughly 100 BMW Acti-
veE cars. Additional vehicles are in the hands of private and corporate customers in 
France, the United Kingdom, the Netherlands, Italy, Switzerland, South Korea and 
Japan.  

As the user research focus is clearly directed to a usability / user experience design 
approach, the HMI components of the BMW ActiveE play a much more central role 
than in the MINI E. Figure 2 gives an impression of the interior design. The instru-
ment cluster and the iDrive control system and display functions were adapted for the 
first time in a BMW vehicle for electric vehicle specifics. The instrument on the right 
side of the cluster shows the amount of energy regenerated while slowing down the 
vehicle or the energy being consumed from the battery while accelerating. It also 
informs the driver that the vehicle is ready to drive as there is no engine noise normal-
ly connected to a driving-ready electric engine. The battery charging level and on-
board computer information such as the remaining range are also displayed.  

 

Fig. 2. BMW ActiveE interior (Fotocredit: BMW Group): Location of the ECO PRO button 
(left), instrument cluster and central display with vehicle energy information. Smartphone dis-
play of vehicle energy functions (right) 

Further EV related functions are available via the Central Information Display. 
Schematic representations of the vehicle energy flows are designed to make electric 
mobility better perceptible and comprehensible. Specific sections inform about energy 
consumption of in-vehicle systems, range details and charging details like percentage 
available and time required for a full charge. Special charging functions are also im-
plemented. The charge control function allows to start and finish the charging process 
and to program the charge timer. Preconditioning is a new function first introduced in 
the BMW ActiveE. It offers the possibility to cool or heat both the batteries and the 
vehicle interior. By bringing these components to the ideal operating temperature the 
highest performance of the energy storage is ensured and energy consumption during 
the trip is drastically reduced as the interior is already adjusted to a pleasant tempera-
ture without consuming energy from the battery.  The ECO PRO mode is a new driv-
ing mode that allows to increase range by activating a switch in the center console. 
Efficient driving is then optimized by an adapted accelerator pedal characteristic deli-
vering less power than in normal driving mode at identical pedal travels. Air condi-
tioning, heating and ventilation systems are also reduced in energy consumption. In 
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ECO PRO mode, the driver is additionally provided with tips on how to reduce ener-
gy consumption for best possible efficient driving.  

In addition to onboard systems, several functions are available via BMW Connec-
tedDrive using direct internet connection, e.g. a charging station finder. With the “My 
BMW Remote” app, users are enabled to access functions remotely via smartphone. 
Besides standard functions like locating or locking the car, new remote functions for 
battery charge control and vehicle preconditioning as described above have been  
integrated.  

Like in the MINI E, regenerative braking is initiated by taking the foot off the ac-
celerator pedal. The strength of regenerative braking, -1.8 m/s², was somewhat  
reduced compared to the MINI E. Using a distinctive intermediate position of the 
accelerator pedal, the driver is able to set the BMW ActiveE in a “glide” mode. The 
vehicle then acts like when in neutral / no gear mode and coasts freely with its gained 
momentum.  

In the following, results from the BMW ActiveE field trials in Germany and the 
United States are described. Due to the ongoing development process of the series 
vehicle and due to the page restriction here, only a small subset can be presented. 

3.1 BMW ActiveE Field Trial Germany 

From December 2011 to March 2012 the first BMW ActiveE user study involving 15 
private customers was undertaken. On average the customers’ age was 46 (14 male, 1 
female), ten of these customers were former MINI E drivers.  

The study was planned and carried out in cooperation with the Institute of Cogni-
tive and Engineering Psychology at the Chemnitz University of Technology and the 
market research agency Spiegel Institut Mannheim. It was designed to maximally 
share the customers’ user experience with a three-phased research procedure. Cus-
tomers were first contacted – besides initial interviews during application – after 
roughly 4 weeks in an open telephone interview stating their impressions in general as 
well as likes and dislikes. The drivers’ experiences were directly fed into the planning 
of focus group sessions which were held after 8 weeks. Each customer participated in 
one of two focus groups mainly concentrating in one group on EV winter usage and 
preconditioning or in the other group on general system usability (esp. display and 
interaction concept) and efficient EV driving (including assistance functions). Besides 
this qualitative input, users gave additional feedback by taking part in an online sur-
vey at the end of the trial. The online survey incorporated questions from relevant 
development and strategy departments as well as those aspects that customers brought 
up during the focus groups which needed further clarification.  

One of the most intriguing findings was that the ECO PRO driving mode was ac-
cepted very differently. Usage varied from 5%-95% share on total distance driven 
with the vehicle. Customers stated in the focus groups that some of them used it rather 
permanently while others only wanted a kind of take-me-home “emergency” mode in 
case of low battery capacity or large distances. Especially in the later case the drivers 
expect a more drastic effect on driving dynamics and comfort functions. Because of 
the large variability in usage patterns it was decided to seek support for this finding 
with the larger sample of US customers.  
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The BMW ActiveE Berlin field trial took place completely during winter. Espe-
cially those customers with MINI E experience rated it very positively that even de-
spite freezing temperatures electric driving was still possible. Although it took some 
time to get accustomed to using the preconditioning feature, it was welcomed after 
experiencing that it leads to range increase. However, several customers criticized that 
auxiliary systems like heating still reduced range considerably.  

The option to monitor and control the charging process remotely was regarded to 
be an essential function for premium EV user experience. This holds especially for 
the preconditioning feature. Customers clearly showed a preference to use their 
smartphone to set the relevant parameters compared to carrying out the input opera-
tions in the vehicle.  

When asking the ten former MINI E customers for a direct comparison, the BMW 
ActiveE was uniformly rated to be the more mature car which has a much higher po-
tential to be used as the only car in the household. Several comparison dimensions are 
depicted in Figure 3. Although technologically less advanced it is interesting to see 
that the MINI E still was regarded as a potential candidate for the next vehicle pur-
chase by three customers if the car was available on the market.  

 

Fig. 3. Direct comparison between the MINI E and the BMW ActiveE by 10 customers of the 
Berlin field trial with at least three months of usage experience with both vehicles  

Regenerative braking was again a feature very much liked by the BMW ActiveE 
customers. As the MINI E field trials already revealed that individual preferences 
exist in the preferred level of the magnitude of deceleration when stepping off the 
accelerator pedal it is not surprising to see that several customers liked the MINI E 
deceleration characteristic better. Very important for future developments was that 
customers were able to use both, coasting and regenerative braking – depending on 
different use cases in deceleration and driving speed – as means of efficient driving.  

3.2 BMW ActiveE Field Trial USA 

The online survey from the Berlin field trial was extended with questions that either 
stemmed from development, sales or strategy departments or that were initiated by 
feedback in social media. Since the survey was still online during the creation of this 
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document, preliminary findings based on N=79 customers are presented that shed 
more light on the results presented above.  

The results on the strength of regenerative braking are put on a broader basis. Did 
the comparison to the MINI E mean that regenerative deceleration definitely needs to 
be stronger? The majority of customers in the US rate the design of the BMW Acti-
veE’s regenerative braking quite positively: While the majority was satisfied or even 
very satisfied (27% and 67%, respectively), only 5% were not satisfied (with 1% hav-
ing no opinion).   

Usage patterns of the ECO PRO mode are verified with a larger sample. As shown 
in Figure 4 the results of the focus group discussion are replicated. Again, a signifi-
cant group of customers uses the ECO PRO mode as default while driving. On the 
other end, a large group of customers never uses the ECO PRO mode. Qualitative 
comments in the survey again point out, that a distinction between a “standard” ener-
gy saving mode and an “emergency use only” energy saving mode would make sense. 

 

Fig. 4. Customers using ECO PRO mode as percentage of daily driving  

Preconditioning was regarded to be a vital feature for future EVs. 82% of the driv-
ers used this feature. The smartphone app did not work in all cases during the field 
trial which lead to customer complaints, providing further evidence for the impor-
tance of this option. The vast majority (84%) required the availability via smartphone 
for the series vehicle.  

4 Conclusions and Future Developments 

The field trials provided ample evidence that EVs are suitable for everyday use. 
Based on customer feedback important functions were introduced or refined for the 
BMW i3. For instance, one-pedal driving with regenerative braking was identified as 
a key characteristic for positive user experience in e-mobility. The BMW i3 will fea-
ture different modes for energy saving, ECO PRO and the additional ECO PRO + 
mode which further reduces energy consumption to add crucial miles to the driving 
range if necessary in unforeseen circumstances.  
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The field trials also demonstrated the necessity for functions that allow to better 
exploit the range available. The series vehicles will therefore come with advanced 
navigation functions that assist the driver by taking energy consumption based on 
driving characteristics into account as well as integrating geographical characteristics 
of route alternatives. Additional intermodal route planning options and so-called “last 
mile navigation” that continues to navigate the driver after already having parked the 
vehicle by sending instructions to the smartphone will make it easier to reach the final 
destination while charging the vehicle in a suitable location.  Finally, in order to 
close any remaining mobility gap, BMW i will continue to develop fast charging 
technologies and mobility services targeting those use cases.  
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Abstract. This paper proposes a Kinect-based system that can help people who 
have difficulties with moving one of their arms, to drive and control the 
vehicles with only one hand. The advantage of the system is that only the user’s 
hands need to be visible, so that users can use the system while seated. 
Experiments to measure system performance have shown reasonable accuracy. 
This system can be broadly applied to any wheeled electronic vehicles such as 
an electronic wheelchair, robot or car in future.  

Keywords: Assistive Technology, Kinect, Human-Computer Interaction, Hand 
Tracking, Driving. 

1 Introduction 

With advances in technology, we are constantly looking for more efficient and 
smarter ways to improve our daily lives. Human-Computer Interaction (HCI) is 
applied to our daily lives very broadly and there may be more applications in the 
future. The main objective of this paper is to create another successful example of 
HCI with hand gestures that may be applied to driving wheeled vehicles by replacing 
the steering wheels or a remote controller. This paper presents a system that can help 
people with disabilities in their arms or legs to drive vehicles with just one hand. 

2 Related Works 

2.1 Assistive Technology 

Past applications on assistive driving technologies for disabled persons include 
Tongue Drive System [1] that enables disabled persons to drive vehicles with their 
tongue and Adaptive Driving [2] that allows disabled persons to drive their car, 
thereby allowing both disabled and able drivers to drive equally well. Assistive 
driving technologies are not limited to people with hand or leg disabilities. There is a 
Driver Assistive System that shows the surrounding environment to people with low 
visibility through a Head Up Display (HUD) [3]. Olsheski et al. [4] presented In-
Vehicle Assistive Technology (IVAT) for drivers who have survived a traumatic 
brain injury. The system takes the driver’s individual cognitive abilities and 
limitations into account to increase driver safety.  
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2.2 Hand Tracking 

Chai et al.  [5] presented a robust hand gesture analysis method using 3D depth data. 
This paper focused on accurate hand segmentation by removing the negative effect of 
the forearm part. The coarse hand region was detected with the depth data captured by 
3D camera. The geometric circle feature was extracted to represent the palm region to 
determine the part in the coarse region that belongs to a hand. After the palm was 
located in the coarse hand region, the forearm cutting was implemented by 
determining whether the cutting direction was horizontal or vertical and using the 
spatial relationship between centre of the hand and centre of the palm.   

Bao et al. [6] implemented a real-time hand tracking module using a new robust 
algorithm called Tower method to obtain hand region and used skin color for hand 
segmentation. The skin segmentation was based on YCbCr color space to use the 
system in unrestricted environment and morphological operations were used to 
smooth the image and remove the noise while extracting the hand with Tower 
tracking method. Tower tracking is a method that determines the features of the object 
and approximates the value of the distance between “towers”. Then it generates the 
coarse towers with the distance reasonably and scans the signal in all coarse towers. 
With each signal, a boundary spreading algorithm is executed and refines the set of 
points found in the algorithm. The results showed that the proposed algorithm was 
reasonably robust. 

Wang et al. [7] developed an entertainment robot which plays the rock, scissors 
and paper game.  Image pre-processing was done to capture the hand image of a 
person by skin color-extraction to distinguish between hand and the background and 
dilation and erosion operations to obtain a clean gray image of a hand leaving the 
background black.  Hand gesture recognition is performed by removing the hand 
image without fingers from the hand image with fingers, which leave the fingers only; 
then the number of fingers are counted to determine whether the gesture is rock, 
scissors or paper. The study indicates that image processing can be applied in human-
robot interaction for a simple entertainment purposes. The strength of this research is 
that simple image-processing technique was used, but the limitations are that the 
scope and the techniques used are relatively low, and this explains why the result has 
relatively low success rate. The idea is good but another approach with newer 
techniques on this idea would make it better.  

Raheja et al. [8] presented a new approach for controlling a robotic hand or an 
individual robot by showing hand gestures in front of a camera. The system captures a 
frame containing some gestures and extracts the hand gesture area from captured the 
frame. The hand gesture area was obtained by cropping the hand region after global 
thresholding. The result showed 90% accuracy in proper light arrangement and the 
accuracy got affected with poor lighting arrangement. Using a color transform such as 
YCrCb or HSV for segmentation would have solved that problem. 

Yu et. al [9] presented a feature extraction method for hand gestures based on 
multi-layer perception. The hand was detected by skin segmentation using YCbCr 
color space. The hand silhouette and features were accurately extracted by means of 
binarizing the hand image and enhancing the contrast. Median and smoothing filters 
were integrated in order to remove the noise. The results showed 97.4% recognition 
rate which shows that the hand detection was robust enough. 
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Fig. 4. Distinction between acceleration (green) and brake (red) using depth thresholding 

 

Fig. 5. Switching gears using different number of fingertips 

5.1 Nonholonomic Steering 

The steering angle for nonholonomic steering is measured similar to a real car 
steering. In the real world, the driver steers a car by grabbing the steering wheel first, 
then rotating it with the hands holding the steering wheel. In this work, since only one 
hand is used for steering and the steering angle can be measured by tracking the 
movement of the hand while it is holding the “virtual” steering wheel and measuring 
the angle of rotation, with the center of the frame as the center of rotation. In order to 
distinguish between a steering state (hand holding the steering wheel) and non-
steering state (hand not holding the steering wheel), the status (open/closed) of the 
hand is used. The open hand and closed hand are distinguished by the number of 
fingertips detected. Five fingertips represent an open hand and zero fingertips 
represent closed hand.   
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times so that they would eventually know the depth range for acceleration, neutral and 
brake. In the real world, a car is more complicated since it includes other features 
such as indicator, window wiper, lights and others which are essential for driving. 
However, the experimental results show that this system can drive vehicles that only 
require those features or fewer such as a robot or electronic wheelchair. 

7 Conclusion 

A single hand driving system for disabled persons was presented in this paper. The 
significance is that the proposed system uses a single hand, unlike most of the other 
past works on vision-based driving systems, while achieving steering that works in a 
similar way to an actual steering wheel and allows switching between different 
modes. Also, the proposed system facilitates a new HCI application to drive vehicles 
for disabled persons and also explores the potential for applying HCI using Kinect to 
assistive technologies. 
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Abstract. Mobile device applications (apps) are becoming an important source 
of information, control, and motivation for EV drivers. Here we review the  
current ecosystem of mobile applications that are available for EV drivers and 
consumers and find that apps are available in six basic categories: purchase de-
cisions, vehicle dashboards, charging availability and payment, smart grid inte-
raction, route planning, and driver competitions. The current range of the EV-
specific mobile marketplace extends from pre-sale consumer information, 
charging information and control, and EV specific navigation features among 
other services. However, the market is highly fragmented, with applications 
providing niche information, and using various methodologies. In addition, we 
find that the barriers to more useful apps are a lack of vehicle and charger APIs 
(application programming interfaces), lack of data availability, reliability, for-
mat and types, and proprietary payment and billing methods. We conclude that 
mobile applications for EVs are a growing market that provide important direct 
benefits as well as ancillary services to EV owners, although the lack of un-
iformity and standards between both vehicle and charger systems is a serious 
barrier to the broader use of mobile applications for EVs. 

Keywords: Electric Vehicles, Mobile Apps, Energy Feedback. 

1 Introduction 

Smartphones are becoming more and more common among consumers, making up 
54% of the US mobile subscriber market [1]. This growing ubiquity of connected 
devices in our population is greatly changing the way consumers both consume and 
generate information.  These mobile devices have near constant internet connection, 
are usually always with an individual and have many sensors onboard including GPS, 
accelerometers, cameras, and magnetometers. As governments attempt to increase the 
adoption of electric vehicles, manufacturer and driver integration of mobile apps will 
become an increasingly important source of information, control, and motivation. 
This is because EVs have very different characteristics than conventional vehicles, 
including most notably their fuel source (electricity compared to gasoline), new units 
of energy and power (kilowatt-hours and kilowatts instead of gallons of gasoline and 
horsepower), shorter driving range (typically 50-150 miles), longer refueling times, 
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and new refueling locations (home, work, and parking lots). A recent study by the 
Plug-in Hybrid & Electric Vehicle (PH&EV) Research Center found that EV drivers 
go through a lifestyle learning process to explore and adapt to these vehicle differenc-
es over time [2]. The study concluded that consumers’ perceptions and use of electric 
vehicles could be shaped by mobile information technology as it accelerates the life-
style learning process. This paper attempts to further investigate the current ecosys-
tem of mobile apps tailored for new car buyers and EV drivers and presents some 
preliminary hypotheses of the possible effects these apps might have on consumer 
perceptions and behavior. 

2 Current EV Mobile Ecosystem  

The current range of the EV-specific mobile apps extends from pre-vehicle-sale con-
sumer information, charging information and control, EV specific navigation features, 
and EV-network specific energy efficiency competitions among other services. EV 
drivers are particularly well suited for mobile apps due to the high adoption rate of 
smartphones [3]. Figure 1 shows the difference in smartphone adoption between Cali-
fornian EV drivers and the U.S. general population. As shown in the figure, the most 
noticeable variation is in the percentage of smartphone adoption rate among EV driv-
ers (84% compared to 54%) and the major difference between iPhone and Android 
operating systems among those smartphone adopters. 

 

 

Fig. 1. PH&EV Research Center survey results comparing California EV drivers with U.S. 
general population in smartphone adoption rate and the corresponding smartphone operating 
systems 

Clearly there is a high potential for the use of mobile apps to engage, encourage, 
and even create new EV drivers (by influencing purchase decisions). However, devel-
opers face a number of challenges that have limited the capability of mobile apps for 
EV drivers, including: 
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• Lack of vehicle and charger APIs (application programming interfaces) 
• Lack of data availability, reliability, format and types 
• Proprietary payment and billing methods 

Some of these barriers are due to varying levels of manufacturer-specific agreements 
with software makers and telematics companies. For instance some charging stations 
have their own RFID (radio-frequency identification) cards that work only within 
their network, making it more difficult for EV drivers to easily refuel their vehicles in 
public. Another issue can arise from unknown data quality in apps, such as crowd-
sourced charging station location and information, potentially reducing the reliability 
of the information. 

Some other problems include the high marginal cost of starting mobile data servic-
es. For example, a time-of-use (TOU) charging control app can provide benefits to 
drivers by leveraging TOU rate tiers to reduce the cost of charging. However, a TOU 
app that requires a subscription telematics service may not be sensible from a  
financial perspective.  

3 Mobile App Review 

A search of mobile apps that serve the EV marketplace showed that there are six dis-
tinct use cases that have been approached by app developers: 

1. Purchase decisions 
2. Vehicle dashboards 
3. Charging availability and payment 
4. Smart grid interaction 
5. Route planning 
6. Driver competitions 

Apps in the purchase decision category provide non-EV drivers with information 
about EV range, charging availability, or (potential) fuel and emission savings asso-
ciated with switching to an EV. Mobile technology enables these apps to make use of 
GPS locations and speed traces to help drivers understand the implications of EV use 
on their specific route, and with their specific driving patterns. 

The vehicle dashboard category covers apps that provide drivers with the ability to 
check the vehicle battery status remotely, initiate charging, or preheat or cool the 
vehicle. The remote dashboard typically acts through a cloud service (such as OnStar 
or Entune) that collects vehicle data on an ongoing basis, and then serves the app with 
recent information about the vehicle status. This capability, while not unique to EVs, 
is particularly important for EVs since battery state of charge and charging status can 
determine if and when a driver can initiate a trip. 

The charging availability and payment category is the most active category for  
developers. These apps provide drivers with maps of charging locations, and may 
supplement the mapping data with specialty information such as community based 
comments, photos of chargers, etc. The breadth of choices in this category is due to 
both the availability of data on charging locations (provided by National Renewable 
Energy Lab and others), as well as a crowd-sourcing philosophy; created by the early 
EV driver social networks. Charging payment, however, is currently only served by a 
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provider of charging locations. Although this makes intuitive sense, it is clear that 
integration of a charger reservation or payment system would make many of the other 
apps much more useful and convenient, and we therefore hope to see developer 
access to a payment API for privately owned charger networks. 

The smart grid integration category is one that is still taking shape as vehicle man-
ufacturers and electric utilities explore the smart grid implications of connected EVs. 
Very little smart grid interaction is currently possible, so the apps presented in this 
category are mostly prototypes or demonstrations. The primary use of these apps is to 
time EV charging to match lower rate tiers or lower environmental impact. Direct 
smart grid interaction is generally not yet possible because utilities do not release rate, 
load, or environmental information in a real-time fashion. It is interesting to note that 
even without demand response infrastructure, utilities could encourage smart grid 
interaction by simply making rate, load, and carbon intensity data available to devel-
opers through an API. This would allow developers to optimize charging schemes 
based on such utility data. 

Route planning is an important aspect of EV driving that is also a complex issue. 
Currently there are only rudimentary tools available in this category. The route plan-
ning category, which we expect to grow in the future as the EV market expands, will 
cover apps that generate optimal routes, charge points, or charging schemes based on 
user requested destinations.  

Driver competitions are another emerging use of EV connected apps. These tools 
provide drivers with two primary feedback mechanisms: additional information about 
driving efficiency and a comparison to peers driving the same model vehicle. These 
tools can help drivers increase their overall efficiency, and can help automakers en-
gage their customers in a new way. In the future we expect to see competition and 
efficiency information apps that can allow drivers to compete against affinity groups, 
cooperate to save fuel, or view savings in comparison to drivers of other vehicles. 

Below are the apps identified as of February 2013 for this review. 

3.1 Purchase Decision Apps 

• BMW Evolve: tracks driving patterns to show how much battery power, emissions, 
and charging cost a drive would consume in a BMW EV 

• UC Davis EV Explorer web-app: Allows potential PEV customers to input their 
travel destinations and frequencies as well as charging infrastructure to find how 
well PEV technologies can meet their travel needs. 

• iEV 2: tracks user trips statistics to help drivers determine if an EV can fulfill a 
driver’s needs, and compares different vehicles 

• eMotionApp (Swiss): version of iEV2. 

3.2 Vehicle Dashboard 

• HondaLink EV: an interactive vehicle charging remote control displaying charging 
status and vehicle range from the mobile app. 

• Onstar RemoteLink: mobile app letting you start charging, change charge modes, 
lock/unlock doors, start volt remotely, search for destinations and send directions 
to vehicle. Additionally it allows for the viewing of real-time electric range, set 
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charge alerts, check current state of charge, view real-time tire pressure informa-
tion, view latest fuel efficiency figures. 

• GreenCharge: app that connects to Nissan Leaf, Plug-in Prius, and Chevy Volt that 
allows for viewing and sharing of charging history, carbon offset, and historical da-
ta to monitor driving habits and average costs to charge. 

• Nissan Carwings: app that lets users check state of battery charge, start charging, 
check when battery charge will complete, see estimated driving range, and remote-
ly turn on or off the climate control system. 

• MyFord Mobile: app allows Ford Focus Electric drivers to find chargers and plan 
trips around charging stations using mapquest. It additional shows the vehicle's 
state of charge. Additionally it can lock/unlock, remote start of vehicle, precondi-
tion the vehicle cabin temperature by setting ‘Go Times’. 

• Volvo C30 Electric: app for monitoring vehicle including vehicle location, vehicle 
trip statistics, and owner’s manual. 

• Better Place Oscar: 
• Toyota Entune: an app that houses ‘mini-apps’ including a fuel economy app, 

movie and restaurant bookings, sports and stocks information, charge management, 
remote climate control, vehicle locator, and internet radio. 

3.3 Charging Availability and Charging Payment 

• ChargePoint: app showing the location, real-time status and reservations of charg-
ers within the chargepoint network.  It also shows the location of chargers outside 
its network. 

• Blink: allows for finding public Blink chargers and receive charging status updates.  
• Recargo:finds public charger from multiple charging networks and crowdsourced 

locations. Includes social features such as photo sharing and route planning. 
• PlugShare: allows drivers to use each-others charge points (home or garage plugs) 
• Plugsurfing (europe only): combines public and private charging into one map. 

Allows plug owners to share their plug on the network. 
• CarStations: global database of charging locations. User updated database. 
• TipCharge: charger map with fast filtering and routes. 
• Chargelocator: includes pay versions with authenticated charger information. 
• ChargeYourCar (UK only): is a charge network aggregator and mapping/payment 

service. 
• Onstar: Park-Tap-Charge Prototype app tap phone against charger to select pay-

ment options. 

3.4 Smart Grid Interaction 

• MyFord Mobile: enables home charging based on local utility electric rates. 
• IBM/EKZ project in Switzerland enables remote charging control and utility-rate 

dependent charging rules including selection of fossil or renewable energy based 
on charge timing. 

• TENDRIL mobile app: with user selectable charging optimization schemes (fast-
est, cleanest, cheapest charge). 
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3.5 Route Planning 

• Onstar: Spark EV Waypoint Tab - determines if a waypoint can be reached on a 
single charge.  

3.6 Driver Competitions 

• Onstar: Volt Driver Challenge App “It will log a Volt's daily and cumulative per-
centage of electric miles driven, its daily and cumulative miles per gallon, the total 
gallons of fuel saved, and let drivers compare their numbers to comparable data 
from other Volt drivers.” 

• Nissan Carwings: competition mode allows drivers to be ranked based on their 
driving efficiency, with 4 categories of platinum, gold, silver, bronze ‘medals’. 

• Toyota Entune: EV ecodriving ranking allows drivers to monitor their ECO status, 
ECO challenge, and Ranking for reduction of the vehicles carbon footprint. 

4 Discussion and Conclusions 

Mobile apps are transforming the way in which EV drivers interact with their vehicle 
and the electricity that powers it. Whereas interaction with a gasoline vehicle is much 
simpler (or at least well known) in terms of the relationship between refueling and 
driving, the interaction of time, range, and availability of electric “fuel” is both com-
plex and novel.  Mobile apps provide information across these categories helping the 
driver use his or her car in a greater variety of situations and using electricity as fuel 
more effectively.   

This ability to use electricity more effectively has societal implications as well.  
Being easily able to find a charger in an unfamiliar area reduces the overall require-
ment to place chargers everywhere. One charger can serve the function of several if 
they are easy to find and reserve when needed.  This reduces overall number of 
charger installations necessary and lowers the infrastructure barrier needed to encour-
age wider adoption. Using electricity as a fuel is also beneficial in terms of air quality 
and greenhouse gas emissions and mobile applications help increase the use of elec-
tricity for transportation and adoption of electric vehicles.  On average, electricity is 
less polluting on both metrics. 

There are barriers to using these mobile apps and some opportunities for improve-
ment.  As presented earlier, mobile apps are at a very early stage of development. 
There are many single purpose apps, and there is a significant opportunity to integrate 
functions.  Currently there are situations where a user must switch between apps to 
get all the information he or she needs.  For example, charging and vehicle monitor-
ing can be controlled from proprietary apps from auto companies, but there are still 
other apps such as a charger location app that a user might switch to in order to find 
the nearest charger. A typical long distance trip may involve locating a charger with 
one app such as Recargo and finding its network affiliation such as Chargepoint or 
Blink.  Then the user must switch to the app of the network provider to find its avail-
ability.  Finally while charging, an app from a specific OEM must be used to control 
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charging and check state of charge.  If vehicle or charger data were available in some 
secure way, this app switching could be reduced, improving the consumer experience.  
This presents challenges with data security, but these could be overcome with cooper-
ation between parties. 

The same basic data sharing issues prevent EVs from optimizing their charging 
times based on grid-optimal or price-optimal signals. Currently, utilities do not make 
such data public or accessible through an API, making it difficult or impossible for 
3rd party developers to generate apps that can help optimize charging cost, grid load, 
or environmental impact. 

Mobile applications for EVs are prime for a surge of growth, both as the market 
penetration of EV grows as well as the integration of currently siloed and fragmented 
information becomes connected. This mobile app ecosystem could provide important 
direct benefits as well as ancillary services to EV owners, although the lack of un-
iformity and standards between both vehicle and charger systems is a serious barrier 
to the broader use of mobile applications for EVs. 
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Abstract. According to the AAA Foundation for Traffic Safety, driver inatten-
tion is a major contributor to highway crashes. Above all, driver distraction is 
an important factor. As a result, many studies have been performed on it. We 
also performed experiments on candidates for biological indexes. In this paper, 
we employed new biological signals (eye tracking). Then, we performed an  
experiment to find new candidates for biological indexes. We obtained new 
knowledge from the result of that experiment. 

Keywords: Driver distraction, Biological signal.  

1 Introduction 

According to the AAA Foundation for Traffic Safety [1], driver inattention is a major 
contributor to highway crashes.  The National Highway Traffic Safety Administra-
tion estimates that approximately 25% of police-reported crashes involve some form 
of driver inattention, where the driver is distracted, asleep, fatigued, or “lost in 
thought” [2]. Estimates from other sources are as high as 35-50%. 

Against these backgrounds, much research has been performed on driver distrac-
tion [3]. We also performed experiments to discover candidates for biological indexes 
of driver distraction, shown in Table 1, and found some useful ones. 

Table 1. Candidates for biological indexes 

Biosignals Biological Indexes 

ECG 

(Electrocardiogram) 

RRI, heart rate, LF/HF 

EEG 

(Electroencephalogram) 

Power spectrum of alpha, beta, delta waves, 

ratio of each wave, 

SPA (Galvanic Skin Potential) SPR, SPL 
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Then, we performed a new experiment employing eye-tracking data to find new 
candidates for biological indexes as the next step. 

This article describes the experiment, its results, and the proposal of useful biologi-
cal indexes for driver distraction. 

2 Experimental System Including Driving Simulator 

An outline of our experimental system is shown in Fig 1. The system consists of a 
driving simulator (DS) and measurement systems for biological signals. The driving 
simulator consists of the following components: 

─ Display(s) 
─ Speakers 
─ Wheel 
─ Pedals 
─ Sheet 
─ Radio channel tuning system(s) 
─ PC(s) to control simulator operation. 

The measurement system consists of the following components: 

─ Sensors (or electrodes) and instruments to measure ECG, SPA and eye tracking 
─ PCs to control the measurement of these biological signals 

To measure SPA, the palmar surface of the finger is commonly used. However, since 
palms are involved in holding steering wheels, we instead employed the bottom of the 
foot. Figure 2 shows a diagram of the eye-tracking system. 

 

Fig. 1. Outline of experimental system 
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Fig. 2. Diagram of eye-tracking system 

3 Experimental Method 

3.1 Experimental Purpose 

The purposes of this experiment are as follows: 

• ・to find some candidates of indexes for eye-tracking data. 
• ・to obtaining new indexes from combinations of biological indexes. 

3.2 Test Course 

The test course was a straight line with three lanes and flags set randomly to show the 
lanes for lane changes (Fig. 3). It takes three minutes to drive this course at 100 km/h. 

 

Fig. 3. Test course with flags 

3.3 Experimental Task 

The main task was the driving task with lane change. The secondary task was radio 
channel selection. An ordinary car radio was employed, and the frequencies to be set 
were orally given by the experimenter.  

The kinds of experimental tasks are as follows: 

1. Driving (main task only) 
2. Interval A (main task + secondary task with an interval of 2 seconds) 
3. Interval B (main task + secondary task with changing lanes through flags 2 times) 
4. Interval C (main task + secondary task with changing lanes through flags 3 times) 
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3.4 D. D. Indexes 

We employed biological indexes such as RRI, SPR, and stationary point for the D. D. 
indexes. RRI means an interval between R-wave and R-wave of ECG. SPR means 
change of resistance of skin by temporary sweating. 

4 Experimental Results 

4.1 Experimental 

We performed the experiment with four volunteers in their 20s. The experiment took 
about 1.5h per participant. Each participant repeated each task four times. The setup 
of the driving simulator is shown in Fig. 4. 

 

Fig. 4. Appearance of driving simulator 

4.2 Experimental Results of Eye Tracking 

We considered indexes of eye tracking for candidates as follows:  

─ -stationary point 
─ -steady gaze at the radio 
─ -gaze-movement speed 
─ -gaze-movement amount 
─ -distance of gaze 
─ -pupil diameter 

We will describe especially useful candidates. 

─ Gaze-movement speed 

Figure 5 shows the average gaze-movement speed. We performed a two-factor analy-
sis of variance and multiple comparison between each task. Both main effects of tasks 
and participants were effective at 1% and 5% levels. The results of multiple compari-
son are as follows: 

Driving < Interval A, B, C (p<0.01) 
Interval B, C < Interval A (p<0.01) 
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Fig. 5. Averaged gaze-movement speed 

─ Pupil diameter 

Figure 6 shows average pupil diameter of subjects’ left eyes. We performed a two-
factor analysis of variance and multiple comparison between each task. Both main 
effects of participants and tasks were effective at 1% and 5% levels. The results of 
multiple comparison are as follows: 

Driving < Interval A (p<0.01) 

 

Fig. 6. Average pupil diameter of left eye 

4.3 Experimental Results of ECG and SPA 

Result of ECG and SPA indicates a similar tendency to previous research as follows 
[3]. 

─ At ECG, RRI is very appropriate for detecting the difference between each task. It 
indicates mental work-load. 

P1 P2 P3 P4 Average 
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─ At SPA, average of SPR is also appropriate for detecting the difference between 
each task. It indicates nervousness of the driver. 

4.4 Experimental Results of Combination of Indexes 

We performed correlation analysis to indexes that we measured in this experiment. 
We will describe useful combinations. 

- RRI and steady gaze at radio 

At RRI, there’s no statistical difference between Intervals B and C. However, combi-
nation of RRI and steady gaze at radio has a difference between these tasks. (r= -
0.543, P<0.01) 
 

  

Fig. 7. Results of combination of RRI and Steady gaze of radio 

4.5 Redefinition of Start of Secondary Task 

In previous research [4], we defined the start of the secondary task as when the expe-
rimenter showed the task to the participant. However, we redefined the start of the 
secondary task more strictly using eye tracking. 

5 Discussion 

RRI and SPA showed a similar tendency to previous research. This means those are 
reliable indexes for measuring D.D. At some indexes for eye tracking, there’s a statis-
tical difference between tasks. This indicates those indexes could be indexes for D.D. 
However, we need further experiments to confirm the reliability of those indexes. 

Steady gaze at radio 

Driving 

Interval A 

Interval B 

Interval C 
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6 Conclusions 

We performed an experiment and obtained the following conclusions. 

• RRI and SPA are reliable indexes for D. D. 
• Gaze-movement speed and pupil diameter may become indexes of D. D. 
• From the result of combination of indexes, RRI and steady gaze at radio shows  

new possibility. 
 

We must perform further experiments to confirm these new indexes. 
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Abstract. This research is aimed to design an auditory-only in-vehicle speech 
system, named as Talking Car Novice Mode, and provide with elicitation that 
even a novice can easily handle. In this study, 19 participants were asked to use 
radio and music functions in two kinds of in-vehicle speech systems, the origi-
nal Talking Car and Talking Car Novice Mode, while driving through a virtual 
world. Data of secondary task performance, the amount of time spent on tasks 
and the times of calling help function were recorded by a camera. The annoyed 
score of sentences, NASA-TLX questionnaire and subjective questionnaire 
were completed after the test. The result indicated that there was no significant 
difference between driving with and without tasks on either the reaction time of 
slamming the brake or the times user call for help. Besides, the learning curve 
of Talking Car Novice Mode is steep and ensures that Talking Car Novice 
Mode provides enough elicitation to novices. Hence, the Talking Car Novice 
Mode is expected to be friendlier and safer than original Talking Car in-vehicle 
speech system for a novice user. 

Keywords: ergonomics design, Talking Car Novice Mode, elicited design, 
voice user interface. 

1 Introduction  

1.1 Background and Motivation 

According to the investigation in 2010 by National Highway Traffic Safety Adminis-
tration of America, distraction internal the vehicle was a critical reason of car acci-
dents. These distracting tasks affect drivers in different ways, and can be categorized 
into three types: visual distraction, manual distraction and cognitive distraction 
(NHTSA, 2010). Both of visual and manual distraction happened all the time such as 
adjusting the radio channel or making a phone call while driving. 

Wickens (1992) elaborated the general concepts of the multiple processing re-
sources proposed by Kantowitz & Knight (1976) and Novan & Gopher (1979). He 
indicated that we can sometimes divide attention between the eyes and ears better 
than between two auditory channels or two visual channels. Base on this principle, 
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many car manufacturers have developed In-Vehicle Speech Systems by which drivers 
can use speech/buttons to control the multimedia devices. Since lots of car accidents 
caused by distracted driving, government in Taiwan has legislated to forbid multime-
dia devices’ display function to be used while driving (Ministry of Transportation and 
Communications in Taiwan, 2011). However, most of the current In-Vehicle Speech 
Systems still rely on a screen to transmit the commands or information to drivers.  

1.2 Objectives 

In the previous research, we proved that Talking Car System is better than the current 
In-Vehicle Speech System in Taiwan (Leong, 2012). However, similar to other 
speech systems, it cannot be used without a screen. Thus, Talking Car System may 
still cause visual distractions. Therefore, this research aimed to design an auditory-
only In-Vehicle Speech System with enough elicitation that even a novice user can 
handle easily, and we named it “Talking Car Novice Mode”.  

2 Literature Review  

The methodologies and design principles for auditory interface overlap substantially 
with those used for other types of user interface. However, there are a number of cha-
racteristics of voice user interfaces that pose unique design challenges and opportuni-
ties (Cohen et al, 2004). After the literature review, we sum up some principles that 
should be noticed before interface design. 

Principle 1: Different kind of errors will be recovered in different ways 

Errors are unpreventable because neither technology nor human are perfect. There 
were two kinds of errors occurred in the vehicle speech system. The first one is “re-
ject” (no good match was found) which was due to the lower recognition, and could 
be solved by improving the technique. Another one is “no-speech timeout” which 
means no command received by the system. This error often occurred when novice 
users who don’t know what to say, and increase more elicitation into the system is a 
way to solve this problem. 

Principle 2: Consistency design helps users to be familiar with the system quickly 

To reduce users’ cognitive load, system should be designed as more learnable as poss-
ible. Consistency is an idea to let the user do similar thing in similar ways, and it effi-
ciently and effectively helps user being familiar with the system and decrease the 
learning time. 

Principle 3: Memory load need to be rethought in auditory interface 

The 7±2 limitation of working memory (Miller, 1956) is important for system design, 
but may not be appropriate for the auditory interface. Gardner-Bonneau (1992) and 
Schwarz (1995) indicated that people can remember only about three items in aver-
age. And a reasonable guideline is to keep menus to three or four items. 
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Recency is a simple way to reduce users’ memory load. It works by placing the 
keyword or command at the end of sentences, let the item users need to remember is 
the last thing they hear. For example, “if you need a command list, say, ‘help’” is 
better than, “say, ‘help’ if you need a command list”. 

3 Research Method 

3.1 Experimental Design 

In this research, music and radio functions that most commonly used by drivers were 
chosen as the experimental tasks. There were nineteen subjects, including 11 males 
and 8 females. All subjects, 20 to 30 years old students from different majors in Na-
tional Tsing Hua University, need to hold driver’s licenses for more than one year and 
very often listen to music or radio while driving. To ensure all subjects are novice 
users, none of them has operated any kind of speech system.  

There was one variable in this experiment, subjects’ familiarity with Talking Car 
Novice Mode; and the degree of familiarity was decided by the experience that sub-
jects had operated Talking Car Novice Mode twice or none. The goal was to observe 
the performance and reactions between the two groups, novices and advanced users. 
To ensure the safety of subjects, all experiment would be executed through a driving 
simulator called “SimuRide (Home Edition)” which is a simplified version of the full 
professional driving simulation Software used in driving schools in North America. In 
driving simulated experiments, a camera was set to capture the subjects’ operations. 
To measure the distractions of users, we recorded the reaction time that users 
slammed on the brakes while a “STOP!!” message suddenly showed on the display. 
The number of the help function used by subjects and the task completion time would 
also be recorded. After the driving simulated experiments finished, subjects needed to 
complete three questionnaires, including NASA-TLX, subjective and impatient-
degree questionnaire to evaluation subjects’ workload, satisfaction and the degree of 
impatient. 

3.2 Procedure 

Talking Car Novice Mode was developed after three stages of driving simulated expe-
riments. In the first stage of experiment, we asked three novice users to operate a 
simplified Talking Car system, which has no elicited sentences so that we could find 
out the need of the users by observing their behaviors and errors. The rest of two stag-
es of experiments were used to compare the task performance with two kinds of user 
familiarity, novices and advanced users. 

To balance the learning effect, we separate 16 subjects into two groups and 8 sub-
jects each group. Group 1 would start the music function tasks first, and then the radio 
function tasks; group 2 would be opposite. Besides, the entire tasks would be ex-
ecuted in two rounds. The whole process of the experiment took around 40 to 60 mi-
nutes, including 10 minutes for tutorial and practicing the driving on the simulator, 20 
to 40 minutes for driving simulated experiment with tasks, and 10 minutes for  
questionnaires.  
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4 Results 

4.1 Behavior Analysis 

In the first stage of experiment, we observed some behavior and errors while subjects 
were operating the in-vehicle system without elicitation nor visual display. We sum-
marized the observed behavior below and would take these behavior into considera-
tion while we designed the Talking Car Novice Mode. The results were as follows. 

1) Subjects had no idea what commands could say. 
2) Subjects did not know that they could switch or confirm the search result by but-

tons on the wheel. 
3) Some sentences or commands made users confused. 

4.2 Tasks Completion Time 

The tasks completion time is an important index which reflects the degree of subjects’ 
familiarity. We used Paired t-test to compare the two rounds in second stage of expe-
riments, system operated by novices, and the last two stages of experiments. As the 
result showed in Table 1 and Table 2, the degree of subjects’ familiarity significantly 
affected the tasks completion time. Novices spent more time at the first round of the 
novice experiment, and the tasks completion time which operated by novices was 
longer than that by the advanced users. 

Table 1. Paired t-test results of tasks completion time in 2nd stage of experiments 

 N Mean 
(sec.) 

StDev SE Mean 

1st round 16 353.7 82.7 20.7 
2nd round 16 209.5 76.0 s 19.0 
T-Test of mean difference = 0 (vs not = 0): T-Value =5.39  P-Value < 0.001 

Table 2. Paired t-test results of tasks completion time 

Stage of  
experiments 

N 
Mean 

(sec.) 
StDev SE Mean 

2nd stage 16 276.3 56.3 14.1 
3rd stage 16 111.4 12.6 3.2 
T-Test of mean difference = 0 (vs not = 0): T-Value =12.67  P-Value < 0.001 

4.3 Times of Assistance 

Talking Car Novice Mode provided a command to assist users while they were not 
sure what to do or say next. This index, times of assistance, reflected the confusion of 
the users, in other words, it could measure the degree of familiarity more accurately 
than tasks completion time. In Fig. 1, we could find out that in the first round of the 
secondary experiment, subjects called for help 62 times, 30 times for music function 
and 32 times for radio function. In the second round of the experiment, these numbers  
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Fig. 1. Bar chart of times of assistance 

rush down almost 60 percent, just 11 times for music and 16 times for radio function; 
and decreased to 0 at the next stage of experiment. 

4.4 NASA-TLX 

After the simulation experiment, subjects required to answer a NASA-TLX question-
naire; it’s a questionnaire for measuring the mental workload. The result could help us 
to evaluate the degree of mind free, one of the conditions for safety driving indicated 
by NHTSA, in our system. In Table 3 and Table 4, the average weighted scores of 
NASA-TLX have significant differences. Advanced users gave lower scores than 
novices did. It means as the increase of the familiar in Talking Car Novice Mode, the 
mental workload of users would decrease quickly. 

Table 3. Average weighted scores of NASA-TLX 

Stage of  
experiments

Mental 
Demands 

Physical 
Demands

Temporal 
Demands 

Own Perfor-
mance Effort Frustration 

2nd stage 16.77 6.38 7.63 8.56 16.90 5.81 

3rd stage 14.14 6.14 4.29 3.83 11.79 3.29 

Table 4. Paired t-test results of average weighted scores 

Stage of  
experiments N Mean (sec.) StDev SE Mean 

2nd stage 6 10.34 5.12 2.09 
3rd stage 6 7.25 4.59 1.87 
T-Test of mean difference = 0 (vs not = 0): T-Value =4.31  P-Value=0.008 

4.5 Reaction Time 

Subjects’ reaction time is recorded by simulated software. The reaction time was from 
a “STOP!!!” message suddenly showing on the display till subjects stepping the brake 
to stop counting. A Paired t-test was conducted to compare the difference of average 
reaction time between driving with tasks or not in the last two stages of experiments. 
In Table 5, the result showed no significant difference on the reaction time 
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with/without tasks in the second stage of experiments. However, Table 6 showed that 
for the advanced-users, the reaction time between driving with and without tasks was 
significantly different. Subjects performed better if they didn’t need to operate tasks 
while driving.  

Although the reaction time which needs to operate tasks increased significantly in 
the third stage of experiments, the time was still under 1 to 3.5 seconds, which meet 
the acceptable average reaction time of slamming on the brakes (AECPortico, 2003; 
McGee, 1983). Therefore, the Talking Car Novice Mode may not cause drivers  
distractions. 

Table 5. Paired t-test results of reaction time in 2nd stage of experiments 

 N Mean (sec.) StDev SE Mean 
No tasks 16 0.867 0.131 0.033 
With tasks 16 0.887 0.131 0.038 
T-Test of mean difference = 0 (vs not = 0): T-Value =-0.36  P-Value = 0.721 

Table 6. Paired t-test results of reaction time in 3rd stage of experiments 

 N Mean (sec.) StDev SE Mean 
No tasks 16 0.757 0.085 0.021 
With tasks 16 0.809 0.102 0.026 
T-Test of mean difference = 0 (vs not = 0): T-Value =-4.18  P-Value = 0.001 

5 Conclusions 

This research is aimed to design an auditory-only in-vehicle speech system with elici-
tation and to meet the goal of hands free, eyes free and mind free, as close as possible. 
From the results of tasks completion time and times of assistance, it’s known that the 
learning curve of Talking Car Novice Mode is steep and ensure that Talking Car No-
vice Mode provides enough elicitation to novices, and made users to be familiar with 
the system easily. The results of NASA-TLX and reaction time showed that this sys-
tem would not cause too much mental workload nor distractions. Therefore, drivers 
may focus on their driving while using the Talking Car Novice Mode, a safe, conve-
nient and friendly in-vehicle speech system.  
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