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Preface

The 12th International Conference on Ad-hoc, Mobile and Wireless Networks
(ADHOC-NOW) took place in Poland in 2013. Since its inauguration in Toronto
in 2002, ADHOC-NOW has won high, international reputation as a conference
dedicated to wireless and mobile computing. The meetings have demonstrated
that the field of wireless and ad hoc computations and communications poses
important research questions, deals with urgent practical problems, and is at the
center of attention for many scholars.

Previous editions of the conference were held in Canada, France, Mexico,
Spain, Germany, and Serbia. In 2013, ADHOC-NOW was organized for the first
time in Wroc�law – a city of complex and fascinating history. Today Wroc�law is
seat of a number of high-tech companies and several universities. The conference
was hosted by the Institute of Mathematics and Computer Science of Wroc�law
University of Technology in its Congress Centre.

The 12th ADHOC-NOW conference received 56 submissions of which 27 were
accepted for presentation. Paper proposals were evaluated by four independent
reviewers. The accepted articles address such diverse topics as routing, rumor
spreading, reliability, topology control, security aspects, and the impact of mo-
bility. Some of the submissions contain precise analytical results while others
are devoted to solving specific practical problems of implementation and deploy-
ment. This range of problems demonstrates that the conference has become a
stimulating forum for the exchange of ideas and for discussions between theoreti-
cians and practitioners, whose interaction brings about, on the one hand, more
realistic theoretical models and, on the other, more significant practical results.

We would like to thank the members of the Program Committee, the re-
viewers, and all the people who contributed to organizing the event and putting
together an excellent program.

Jacek Cichoń
Marek Klonowski

Maciej Gȩbala
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Design and Assessment of a Reputation-Based Trust 
Framework in Wireless Testbeds Utilizing  

User Experience 

Aggelos Kapoukakis, Christos Pappas,  
Georgios Androulidakis, and Symeon Papavassiliou 

Network Management & Optimal Design Laboratory (NETMODE) 
School of Electrical & Computer Engineering 

National Technical University of Athens (NTUA), Greece 
{akapouk,chris,gandr}@netmode.ntua.gr, papavass@mail.ntua.gr 

Abstract. In this paper a novel Trust and User Experience Framework (TUEF) 
that enables trustworthiness between users and testbeds is proposed. The pro-
posed framework utilizes: (1) monitoring data from testbeds and (2) user expe-
rience data, stemming from users’ capability to provide feedback regarding 
their Quality of Experience (QoE) and service received. The applicability of the 
TUEF is demonstrated in a wireless testbed environment as a proof-of-concept 
implementation, while the performance evaluation is based on both real and si-
mulated experiments. The results presented in this paper demonstrate that the 
proposed trust mechanism succeeds in delivering accurate reputation values 
even in the case where a large number of malicious users may provide false 
feedback.   

Keywords: Trust, User Experience, Reputation, Wireless, Testbeds. 

1 Introduction 

“Trust is the firm belief in the competence of an entity to act dependably, securely, 
and reliably within a specified context” [1]. The concept of trust has originally been 
conceived in the social sciences, where several connotations have derived from. In the 
lapse of time and the rapid evolution of pervasive computing, trust has become an 
indispensable component in network infrastructures. For example, in a peer-to-peer 
network where the users perform transactions and exchange data, the establishment of 
trust between different users is crucial. 

Reputation-based trust management systems represent a considerable trend in deci-
sion support for service provision applications [2]. The main idea is to let different 
entities rate each other, after the completion of an interaction, collect the feedback for 
each entity, aggregate the provided information in a distributed or centralized manner, 
and produce a reputation score, which can assist other entities in future trust deci-
sions. Reputation mechanisms are employed in web search engines (i.e. Google's 
PageRank [3]), in online marketplaces – e-Commerce (i.e. eBay, Amazon) [4], in 
email systems to provide anti-spam functionality [5], etc.  
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At the same time, along with the huge growth of the Internet and its endued tech-
nologies, an increased public awareness of several crucial shortcomings in terms of 
security, mobility, heterogeneity and performance has led to Future Internet research 
efforts [6], [7]. Hence, large-scale testbeds are needed for experimenting, integrating 
and validating next-generation network technologies. Trust in testbeds typically in-
cludes a belief in the identity of another party (e.g. Service X is from Provider Y) or 
in their actions (e.g. Provider Y will allocate resources according to those requested). 
In this paper the notion of trust in testbeds is extended to include user’s Quality of 
Experience (QoE). Quality of Experience (QoE) is a service level efficiency metric 
that indicates the level of satisfaction for the received service from the end user  
perspective [8], [9]. By taking into consideration QoE parameters allows for a more 
user-centric, rather than service-centric, approach to be adhered. With the expected 
proliferation of the use of testbeds for experimentation purposes, such an approach 
would provide an added value service for testbeds owners and users, and especially 
for wireless infrastructures where conditions produced by the existence of multi-hop 
routes and dynamic changes in topology, cannot be properly quantified and evaluated. 
In our approach we take the view that an experimenter’s actual needs, requirements 
and expectations for future wireless testbeds and services, cannot be defined or 
mapped in static and/or strict way (values and/or thresholds), but rather depend on 
several metrics, including subjective ones, such as background noise, personal expe-
riences, trust considerations, which are more properly and effectively expressed via 
QoE rather than traditional QoS. Within such a framework, the access control models, 
as well as the design and provisioning of a testbed, has to take into account how users 
perceive trust and what they anticipate from a trusted service/testbed. As a result, the 
interactions and feedback exchange between testbed owners and experimenters, along 
with issues related to trust and opinion establishment, are becoming of high impor-
tance. 

Therefore, we propose a novel Trust and User Experience Framework (TUEF) that 
enables trustworthiness between users and testbeds, utilizing: (1) monitoring data 
from relevant systems and testbeds and (2) user experience data [10], stemming from 
users’ capability to provide feedback regarding their Quality of Experience (QoE) and 
service received. This framework will further support experimenters in the decision 
making process regarding the potential use of a testbed compared to other similar 
ones. The performance of the proposed framework is assessed with the deployment of 
the implemented mechanism in a wireless testbed consisting of 20 802.11a/b/g/n 
wireless nodes. The evaluation process is based on feedback provided by both real 
users’ experimentation and simulated experiments. In our case, feedback is provided 
regarding testbed’s node availability and Packet Delivery Ratio (PDR). These two 
metrics are utilized for demonstration purposes only while our proposed trust and user 
experience framework can employ other metrics, specific to the provided testbed 
services. To the best of our knowledge this is a first attempt in the literature to create 
such a Trust and User Experience Framework in order to facilitate and support expe-
rimenters in evaluating available testbeds and selecting the most appropriate ones 
according to their objectives and purposes.    

The structure of the paper is as follows: first in section 2 we present the proposed 
trust and user experience framework, then in section 3 we describe the implemented  
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reputation-based trust mechanism, while in section 4 the performance evaluation of 
the proposed framework using both real data and simulation results in a wireless ad-
hoc testbed is demonstrated. Finally, section 5 provides some concluding remarks. 

2 Trust and User Experience Framework 

In this section, the proposed framework for the trust and user experience is analyzed. 
The scope of the framework is to provide mechanisms and tools towards building 
trustworthy services based on the combination of reputation and monitoring data. The 
developed mechanisms and tools reflect the end users (experimenters) perspective 
with the objective of empowering the users to select reliable resources, based on dy-
namic performance metrics. These metrics would be a dynamic decision making tool-
box and a “smart” user support service that provides a unified and quantitative view 
of the trustworthiness of a facility.  

There are two ways towards trust building: (1) users provide feedback from their 
quality of experience in order to construct a quantitative view of the trustworthiness 
of the testbed and (2) the testbed provides feedback and insight regarding experimen-
ter motives and behavior, thus creating a service that could point out user trustworthi-
ness. This work mainly focuses on the first kind of trust building. That is building 
reputation-based trust on a testbed utilizing: (1) monitoring data (e.g. node availabili-
ty, link quality, delay, bandwidth, packet loss, CPU, memory, disk space) and (2) 
users feedback regarding their Quality of Experience (QoE) and service received. 

2.1 Experiment Lifecycle 

The experiment lifecycle is partitioned in three consecutive phases (Figure 1). In the 
first phase, a testbed user deploys an experiment by reserving the resources that satis-
fy his requirements. The resources can vary depending on the facility (wired net-
works, wireless Wi-Fi or WiMAX networks, servers and mobile devices, as well as 
wireless sensor networks). For example, a wireless testbed may feature wireless (or 
mobile) nodes, wireless frequencies and bandwidth. On the contrary, a wired testbed 
may feature memory and network bandwidth, number of dedicated processors etc. 

 

Fig. 1. The experiment lifecycle 

In the second phase, the user interacts with the testbed by executing his experiment 
utilizing his reserved resources at the scheduled timeframe. Afterwards, in the third 
phase, the experimenter is given the capability to rate the service received at the  
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particular experiment according to his satisfaction both objectively and subjectively. 
The feedback provided by the experimenters is used to evaluate the testbed services, 
as it will be described in the following section. 

2.2 Testbed Evaluation 

A basic scheme for the Trust and User Experience Framework (TUEF) is depicted in 
Figure 2. Considering a testbed and  users ( ,  , … , ) conducting experiments 
in it, the testbed will advertise to the users  services ( ,  , … , ). After the ex-
ecution of an experiment (or during the experimentation phase, if the experiment has 
a large time span) a user can give feedback regarding his Quality of Experience (QoE) 
and his perception of the received services from the testbed. Users’ feedback for a 
service is weighted with a value C that is called Credibility and refers to the users’ 
honesty on providing feedback. 

After each experiment, the credibility value is updated according to the monitoring 
data retrieved from the testbed via a monitoring tool (i.e. Nagios [17]). If the feedback 
for a service matches the corresponding monitoring data, then the credibility of the 
user increases. Otherwise, if for example the user gives negative feedback for a ser-
vice but according to the monitoring data the service was provided as promised, then 
the credibility of the user is decreased. Feedback from users is aggregated to form the 
trust scores for each service ( , , … , ). Monitoring data will also be taken into 
account to form the trust values of the services. The aggregation and computation of 
the trust scores is performed by a reputation-based trust mechanism, which will be 
described comprehensively in section 3. 

Monitoring Data

. . . .
.
.
.
.

Service Trust Score
U1

U2

UN

S1 S2 Sk
S1

S2
.
.
.

Sk

TS1

TS2

TSk

C1

C2

CN

 

Fig. 2. The general concept of the Trust and User Experience Framework (TUEF) 

As mentioned previously, after an experiment the user can provide feedback re-
garding his Quality of Experience (QoE) and his perception of the received services. 
In order to enable this feature, QoE metrics must be defined. Our proposition suggests 
that QoE metrics need to be categorized in technical and non-technical aspects.  
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The ratings of the technical aspects (i.e. node availability, link quality, bandwidth, 
CPU, memory, etc.) are given in terms of a Mean Opinion Score (MOS). MOS is a 
typical user-related metric for measuring QoE and can range from 1 (worst) to 5 
(best) as portrayed in Table 1. On the other hand, ratings of non-technical aspects are 
calculated as a simple average along each aspect. This is a similar way to how eBay's 
traditional feedback system operates and treats users’ feedback ratings. The class of 
non-technical aspects refers to questions whose answers cannot be rated with a nu-
merical value, such as, "did the user face any problems?", "would the user pay for the 
provided service?" and so on. To conclude this section, it should be mentioned that 
the feedback used as input for the reputation-based trust mechanism, derives only 
from the technical aspects. Therefore, we will emphasize only on trust scores for the 
technical services. 

Table 1. Mean Opinion Score for the technical aspects 

MOS Quality 
5 Excellent 

4 Good 

3 Adequate 

2 Poor 

1 Bad 

3 Reputation-Based Trust Mechanism Implementation 

A variety of approaches has been proposed for solving the trust management problem 
using reputation-based methodologies such as EigenTrust [11], ROCQ [12], H-Trust 
[13], Mate [14] and Strudel [15]. The common target of these trust algorithms is to 
aggregate feedback provided by users to form a global trust metric which will be used 
to measure the trustworthiness of an entity. ROCQ's architecture is the best fit for our 
purpose, as it (i) provides high degree of customization and (ii) allows integration and 
exploitation of the ground truth that is introduced by Trust and User Experience 
Framework through monitoring data. In this section we describe the implementation 
of our proposed Reputation-based Trust Mechanism, which is based on ROCQ [12]. 
ROCQ mechanism is a reputation-based trust management system, proposed by 
A.Garg and R.Battiti, which computes the trustworthiness of peers on the basis of 
transaction feedback. The ROCQ model combines four parameters: Reputation (R) or 
a peer's global trust rating, Opinion (O) formed by a peer's first-hand interactions, 
Credibility (C) of a reporting peer and Quality (Q) or the confidence a reporting peer 
designates on the judgment it provides. 

It is clear that ROCQ, as originally proposed, cannot be integrated in testbeds, 
where no notion of peer-to-peer networking exists. Hence, we implemented a novel 
reputation-based trust mechanism for testbeds, which has its roots in ROCQ. In the 
following subsections, the architecture of the system is analyzed. 
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3.1 Involved Entities 

• A testbed that is used to run experiments, consisting of   monitored services. 
•  users using the testbed, conducting multiple experiments.  is the number of 

experiments that user  has conducted. 
• Users provide feedback for a list of questions that are related to each experiment 

that has been conducted. 
• The core engine that gathers all feedback provided by the users, stores the data, 

aggregates and computes reputation values for each service along with their repre-
sentation (Figure 3). 

 

Fig. 3. Core system of the proposed trust mechanism 

3.2 Description 

The user, after executing an experiment, is requested to provide feedback for the ad-
vertised testbed services, according to his own perception and expectations. This 
feedback -from now on called as opinion- is stored in the core engine for further 
processing. At the same time, the user is requested to rate the level of his certainty 
regarding the feedback he provided to the system. This value represents the quality 
factor. 

Afterwards, the core engine estimates the reputation value of each service by ag-
gregating the opinions, weighted by the quality and credibility factors. The credibility 
factor indicates the level of trustworthiness of a user, regarding the honesty of his 
opinions. The last step of the process is the representation of the reputation values for 
each testbed service. 

• Opinion 

Opinion expresses the amount of satisfaction of the user  for his  experiment and 
is represented as follows: 

   1 , 1  (1) 

where  is the number of users in the system and  is the number of the experi-
ments conducted by user . Opinion  takes a value in 0,1 . 

• Quality 

Quality represents the confidence of the user providing feedback. If a user is not sure 
about his opinion and provides feedback, his credibility and the final reputation 
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should be influenced proportionally. There are many ways to determine quality me-
trics. The approach we consider here is to be set manually by the user. Values lie in 
the 0,1  area. 

• Credibility 

Credibility is used to express whether a user provides true or false judgments for 
testbed services. Each user has a credibility value assigned, which is adjusted accord-
ing to the honesty of his ratings. Credibility is used to weigh the opinions that the user 
provides. If credibility is low – namely the user is not trustful – his opinion plays a 
minor role in the system evaluation and vice versa. The credibility factor lies in the 0,1  area and is initiated to 0.5 for each user. The credibility of user  after the 1 experiment is adjusted according to the honesty of his opinion  as follows: 1 ·2 ,  ·2 ,                                               (2) 

 
 is the quality of the opinion  , while  is the real and true value of the ser-

vice, for which the opinion is being asked, and is provided to the reputation-based 
algorithm by a monitoring tool. Finally,  is a threshold which is defined as the mean 
absolute difference of the opinion  and the real value of the service . If a user 
gives a low (high) rating and the real value is high (low), then credibility is reduced, 
as it is possibly an attempt to trick the evaluation system. On the contrary, if a user 
gives a rating and the absolute difference from the real value is not higher than the 
threshold, then the credibility is increased. At the highest reported quality value of 1, 
a rating that lies within the absolute difference from the real value, increases the cre-
dibility of the reporting user by half the amount required for credibility to reach the 
maximum value 1. On the other hand, a rating outside this region results in decreasing 
the credibility value by half.  

• Reputation 

The reputation R of a service is the end result of aggregating user opinions, weighted 
by credibility and quality values. ∑ ∑ · ·∑ ∑ ·                                                        (3) 

By defining as the number of all experiments conducted in the system ∑ , the computational complexity of  is ( ) (i.e. linear to ), which is con-
sidered very efficient. 
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4 Performance Evaluation 

In this section, we evaluate the functionality and performance of Trust and User Ex-
perience Framework (TUEF) with the use of real and simulated experiments. The 
experiments were carried out in NETMODE wireless testbed [16] at National Tech-
nical University of Athens (NTUA) which consists of 20 802.11a/b/g/n wireless 
nodes. The wireless testbed offers to the experimenters the necessary experimentation 
tools to validate their protocols and applications in real world environments. In our 
case, for demonstration mainly purposes and without loss of generality, experimenters 
had the capability to provide feedback for the node availability and Packet Delivery 
Ratio (PDR) services of the testbed at the end of their experiments. Node availability 
characterizes the state of a node (up or down). PDR is defined as the ratio of data 
packets received by the destination node to those generated by the source node and 
provides an average estimation of the link quality over a period of time. In our wire-
less testbed, PDR between all nodes is measured in advance and is updated periodi-
cally, while node availability is monitored by the Nagios tool [17]. It is worth noting 
here that these two metrics have been considered as a proof of concept implementa-
tion, nevertheless our proposed framework can be utilized with other metrics which 
are specific to the provided testbed services.  

In addition, a rating for the Overall Experience of using the testbed has been in-
cluded in our evaluation. The algorithm described in section 3 is applied also for the 
Overall Experience, but due to the subjective nature of the attribute, two amendments 
are necessary. First, Equation (2) needs proper modification because of the absence of 
a ground truth, when updating a user’s credibility. The real value coming from moni-
toring data (T) has been substituted with the reputation (R) calculated from the current 
opinions for the Overall Experience. Second, a separate credibility, from the one for 
the technical aspects, is stored to avoid intermixing credibility values for aspects of a 
different nature, as well as for security reasons. 

4.1 Real User Experimentation 

In order to demonstrate the operation of our trust mechanism, we implemented the 
algorithm with input instances from real experiments and the respective feedback 
provided by our wireless testbed users (100 experiments including opinions and their 
confidence levels about technical aspects and the Overall Experience). In Figure 4, a 
visual representation of the reputation for each of the aforementioned attributes of the 
testbed is depicted.  

As expected, the reputation value of node availability is close to 1 with negligible 
variance, due to the fact that all nodes are available under normal circumstances. PDR 
is difficult to be objectively evaluated from the user perspective, and one would as-
sume that fluctuations would arise; however users’ opinions seem to be consistent. 
For the Overall Experience, each user bases his opinion on different factors with dif-
ferent weights and this subjectivity justifies the fluctuations depicted in the graph. 
 



 Design and Assessment of a Reputation-Based Trust Framework 9 

 

Fig. 4. Reputation of wireless testbed attributes for real world experiments 

4.2 Simulated Experimentation 

Making sound judgments for our implementation, based solely on real data is imprac-
tical and incomplete. Therefore, we conducted several simulations, with a high num-
ber of virtual users and experiments. In order to test our algorithm under abnormal 
conditions, we modeled the behavior of four malicious user categories. Low, average 
and highly malicious users, provide 20%, 50% and 100% malicious opinions respec-
tively. Sleepers build up their credibility by providing honest opinions for the first 
50% of their experiments and then start acting maliciously. By measuring user beha-
vior and testbed performance from the real experiments, we modeled the behavior of 
honest users and testbed services. Furthermore, we devised a metric for providing an 
evaluation score for trust mechanisms, which does not take into consideration the 
specific reputation values, but provides an insight about the effectiveness of malicious 
opinions. 1 | | 
 :      :   
 

According to this definition, results yielding a metric value close to 1 demonstrate 
that the reputation of good users dominates total reputation. Apparently, this value 
depends on the amount of malicious opinions and therefore we will conduct simula-
tions with an increasing percentage of malicious users. The credibility graphs of an 
honest, a highly malicious and a sleeper user are shown in Figure 5. For this case, a 
malicious user population of 10% was considered, while each user conducted 100 
experiments. 
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Fig. 5. Credibility graph for various user types 

Evidently, the credibility graphs for both the honest and the malicious user con-
verge at values 1 and 0 respectively, after a small number of experiments. The fluctu-
ations that are observed occur because the experiments of the different users are in-
termixed and conducted in random order and the system needs several iterations to 
converge. Furthermore, the change in behavior of the sleepers is clearly depicted, as 
the credibility graph starts to decrease rapidly after the 50th experiment. 

The next step towards TUEF evaluation was to conduct a worst case scenario si-
mulation, for an increasing percentage of malicious users. We ran simulations up to a 
95% of malicious users, where all of them were highly malicious. In order to have a 
point of reference, we compared the results of TUEF with those of a simple algorithm 
that calculates reputation as a simple mean score (Figure 6). 

 

Fig. 6. Comparison between TUEF and Mean Score 

Apparently, the TUEF graph has a smoother descend rate than the mean function, be-
cause opinions of malicious users play a minor role compared to those of the mean func-
tion, where all opinions are equal. However, after a point, malicious users compromise 
the system and the TUEF graph approaches the mean graph. This is also evident from 
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Equation (2), where the threshold is the mean absolute difference of the opinions  and 
the monitoring data . As the number of malicious users proliferates, this threshold in-
creases, meaning that more malicious opinions are treated as honest. 

The final simulation is a more moderate approach, where TUEF is tested against an 
increasing number of malicious users, where each category of malicious users consti-
tutes 25% of the overall malicious population. The reputation metric values for the 
two aforementioned services (Node availability, PDR) and the Overall Experience are 
portrayed in Figure 7. We observe that the Overall Experience attribute continuously 
fluctuates, in contrast to the TUEF services. Considering the fluctuations described in 
Figure 4, this is something expected and occurs due to the subjective nature of the 
attribute. Moreover, TUEF has a consistent behavior and manages to suppress highly 
deviating opinions, even for high percentage of malicious users. 

 

Fig. 7. TUEF Services and Overall Experience in a mixed malicious population 

5 Concluding Remarks 

In this paper, a novel reputation-based trust mechanism which provides a quantitative 
view of the trustworthiness of a testbed utilizing monitoring data and experimenters’ 
feedback regarding their Quality of Experience (QoE) was presented. The perfor-
mance evaluation results demonstrated that the proposed trust mechanism succeeds in 
delivering accurate reputation values even in the case where a large number of mali-
cious users provides false feedback. 

Our future work includes extension of the proposed trust mechanism to include 
feedback and insight regarding user motives and behavior. Specifically, users’ beha-
vior could be monitored based on their previous posed experiments that might have 
been characterized as illegal or have resulted into testbed malfunctions. For example, 
a behavior criterion in a wireless testbed could be the commitment of a user to use his 
reserved wireless channels. Finally, our aim is towards a common federation frame-
work for heterogeneous environments, where reputation based trust management can 
provide a horizontal paradigm allowing dynamic reputation building and trustworthi-
ness among testbeds and/or users. 
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Abstract. In particular types of Delay-Tolerant Networks (DTN) such
as Opportunistic Mobile Networks, node connectivity is transient. For
this reason, traditional routing mechanisms are no longer suitable. New
approaches use social relations between mobile users as a criterion for
the routing process. We argue that in such an approach, nodes with
high social popularity may become congested. We show that social-based
routing algorithms such as Bubble Rap are prone to congestion, and
introduce two algorithms Outer and LowerEps. We present experimental
results showing that the latter outperform Bubble Rap and solve the
congestion problem.

1 Introduction

The emergence and wide-spread of new-generation mobile devices together with
the increased integration of wireless technologies such as Bluetooth and WiFi
create the premises for new means of communication and interaction, challenge
the traditional network architectures and are spawning an interest in alternative,
ad-hoc networks such as opportunistic mobile networks.

An opportunistic mobile network (ON) [10] is established in environments
where human-carried mobile devices act as network nodes and are able to ex-
change data while in proximity. Whenever a destination is not directly accessible,
a source would opportunistically forward data to its neighbours. The latter act
as carriers and relay the data until the destination is reached or the messages
expire.

To cope with intermittent connectivity and ON partitioning, the natural ap-
proach is to extend the store-and-forward routing to store-carry-forward (SCF)
routing [8]. In SCF routing, a next hop may not be immediately available for
message forwarding. In this case forwarding will be delayed until a suitable node
is encountered. Thus, ON nodes must be (i) capable of buffering data for a con-
siderable duration, and (ii) selecting suitable carriers for a message, from the
list of all sighted nodes. A bad forwarding decision may cause the packets to be
delayed indefinitely [3].
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Routing algorithms for ONs are either mobility-aware or social-aware. The
former (which includes protocols such as PRoPHET [9]) takes routing decisions
based on the number and duration of node encounters; the latter (which includes
Bubble Rap [7]) relies on the knowledge that members (or nodes) of an ON are
people carrying mobile devices. Social-aware ONs involve routing decisions based
on how people are organized into communities, according to places of living and
work, common interests, leisure activities, etc. A network of human relations as
well as the overall structure of a community is captured by a social graph. Social
networks are popular platforms for interaction, communication and collaboration
between friends. The social relations between people can be generally inferred
from the user interactions in such networks [12]. This is why in recent years,
researchers have started to show an interest in social-based routing algorithms
for ONs. However, approaches such as [7] can quickly lead to network congestions,
as more popular ON members become flooded by message forwarding requests.

In this context, given that more powerful smarthpones and tablets continue
to appear, would such devices be able to successfully carry messages destined
for others, as envisioned by the opportunistic approach? Opportunistic networks
are designed to support from catastrophic scenarios, where smartphones would
take over the entire capacity of the damaged communication facilities in the dis-
aster areas and beyond, all the way to completely distributed social networks,
where mobile devices become caches of information in a publish/subscribe ap-
proach [10]. A forecast of mobile traffic published by CISCO [1] states that
”global mobile data traffic will increase 26-fold between 2010 and 2015. Mobile
data traffic will grow at a compound annual growth rate (CAGR) of 92 percent
from 2010 to 2015, reaching 6.3 exabytes per month by 2015“. Experts agree
that at this growth a significant investment in the infrastructure will be needed.
Opportunistic networks offer an alternative approach, when some of this wireless
traffic can be offloaded directly into the mobile devices within the surrounding
area. The current wireless communication infrastructure reached its threshold,
as bottlenecks have already been observed - e.g., in [13] the overload of the
AT&T infrastructure due to wider deployment of smartphones. Will this hap-
pen again when dispersing some of this overwhelming traffic directly to other
smartphones? Unfortunately, predictions are not good, as they show that we
still have to design communication protocols for opnets that can compensate for
potential communication bottlenecks.

The contribution of this paper is twofold. First, we introduce the conges-
tion problem, and show that the social-based Bubble Rap [7] algorithm can
frequently produce message buffer overflows in nodes with high popularity, thus
leading to lost messages. Second, we introduce two adaptations of the Bubble
Rap algorithm, Outer which shows significant improvements in scenarios with a
high number of ON participants and Lower-Eps which outperforms the classic
Bubble Rap algorithm in situations where the number of ON nodes is low.

The rest of the paper is structured as follows: In Section 2, we review some
of the most prominent social-aware routing algorithms, and especially Bubble
Rap, which is considered to exhibit highest performance. Also, we show that
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1 begin BubbleProcedure ()
2 if (LabelOf(currentNode) == LabelOf(destination)) then
3 if (LabelOf(EncounteredNode_i) == LabelOf(destination))
4 and (LocalRankOf(EncounteredNode_i) > LocalRankOf(currentNode))
5 and (message.InnerTokens > 0)
6 then
7 message.InnerTokens --
8 EncounteredNode_i.addMessageToBuffer(message)
9 else

10 if (( LabelOf(EncounteredNode_i) == LabelOf(destination))
11 or (GlobalRankOf(EncounteredNode_i) > GlobalRankOf(currentNode)))
12 and (message.OuterTokens > 0)
13 then
14 message.OuterTokens --
15 EncounteredNode_i.addMessageToBuffer(message)
16 end

Listing 1.1. The adjusted Bubble Rap procedure

approaches such as Bubble Rap are prone to congestion. In Section 3 we intro-
duce two algorithms, Outer and LowerEps, and show that they behave better
than Bubble Rap, both in terms of performance, as well as susceptibility to
congestions. In Section 4 we present our conclusions.

2 Congestion in ONs with Social-Based Routing

2.1 Social-Based Routing Algorithms

There is a considerable number of works regarding social routing in ONs as
well as results showing the prevalence of these methods over traditional routing
mechanisms [4].

In [15] a Socio-Aware Overlay is used for publish/subscribe communication.
ON nodes act as: (i) publishers of certain events (abstracted as messages) and/or
(ii) subscribers to certain events they are interested in. Also, there is a chosen
event broker responsible for maintaining a high message delivery rate. Instead
of relying on criteria such as geographical location for clustering ON nodes, the
authors of [15] use communities to build an abstract topology of the ON. Com-
munity detection is achieved dynamically, as each node exchanges and updates
community-related information (community affiliation, frequently encountered
nodes, etc.) upon each encounter with another node. The HiBOp (History-based
routing protocol for opportunistic networks) algorithm described in [4] also ex-
ploits social information for message routing. Unlike [15], where communities
were inferred solely on the cumulative contact duration between nodes, HiBOp
holds context information as a set of attributes which include personal informa-
tion, device characteristics, residence, hobbies & fun, etc. for each node.

The Bubble Rap algorithm [7], builds on the ideas from [15], but unlike [4]
assumes that no information regarding the characteristics of nodes is known
in advance. In a manner similar to [15], Bubble Rap organises nodes into com-
munities, and assigns a local ranking for each node n and each local community n
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is part of. Also, each node receives a global ranking. Both the local and global
rankings are measures of importance (centrality) a node has either in some com-
munity, or in the entire ON. Routing is achieved as follows: messages will be
forwarded to nodes with higher global ranking until a node from the destina-
tion’s local community is encountered. Next, the same forwarding process occurs
inside the local community, based on the local ranking instead of the global one.
As is the case with [4], Bubble Rap shows significant improvements with respect
to traditional (non-social) routing methods [7].

In most ON routing solutions, congestion is often ignored. For instance, in
epidemic routing, which rely on broadcasting messages in parts of, or in the
entire ON, authors of [11] argue that such protocols are able to ensure message
delivery only when the buffer capacity is sufficient. In [5], Grossglauser and Tse
propose a 2-hop forwarding approach which consider that nodes have infinite
buffer capacity, which of course is unrealistic. Previous authors assume that
nodes with higher popularity (either measured using community rankings or
context similarity) are the key elements in routing messages, and are supporting
most of the forwarding workload in the ON. Since Bubble Rap does not provide
any mechanisms to control the number of copies for each forwarded message,
it is hard to distinguish between situations where the entire network or just a
subset of popular nodes is being flooded. In order to rule out the complete ON
flooding scenario, we add some minor modifications to the original Bubble Rap
algorithm which allows us to place an upper limit on the number of generated
copies for each message.

1 begin Classic ()
2 foreach EncounteredNode_i do
3 BubbleProcedure()
4 end
5 Obs: for each generated message , InnerTokens = OuterTokens = MAX_TOKENS/2

Listing 1.2. The Classic algorithm

We refer to the adjusted Bubble Rap algorithm as Classic. The logic imple-
mented at the encounter of an arbitrary node from the ON is shown in List-
ing 1.1. The pseudocode for Classic is shown in Listing 1.2, and it relies on the
BubbleProcedure from Listing 1.1. Whenever a message is generated, two values
InnerTokens and OuterTokens expressing the message copy limit in the local
and global communities, are associated with it. As seen in Listing 1.1, at lines 5
and 12, whenever the copy limit is reached, the message is no longer forwarded,
and deleted from the node’s buffer.

2.2 Experimental Setting

We have tested Classic on a variety of traces with different features, in order
to see whether congestion/saturation can occur. One of the most relevant fea-
tures of each trace is the interaction density, i.e. the number of interactions
between distinct users, per period of time. The traces used in the experiments
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can be roughly divided into three categories, based on interaction density: low,
medium and high. Low density traces are typical for environments where any
two wireless nodes (i.e., cars in traffic, large urban environments) meet with a
low probability because of the large covered area. Medium density traces are
typical for small communities (i.e. suburbs, small towns, university campuses),
where node encounters have a higher probability than in case of low density
scenarios. Finally, high density traces correspond to environments where node
encounters are frequent (i.e. conferences, employees within a single company).
Due to limited space, in this paper we have selected one representative trace for
each category. All are publicly available traces, belonging to the CRAWDAD
database:

– Haggle-iMotte-infocom2005 (short Infocom): was collected at the IEEE In-
focom Conference in Grand Hyatt Miami, USA. It has 41 participants and
a duration of 3 days. We consider it to be of high interaction density.

– Haggle-iMote-content (short Content): resulted from an experiment per-
formed in the city of Cambridge, UK, has 54 participants and lasted 8 weeks.
It reflects mobility in a academic environment and also contains a number of
18 devices with a fixed location. We consider it to be of medium interaction
density.

– St. Andrews-sassy (short St.Andrews): was collected in the city of St. An-
drews, UK. It has 27 participants and lasted 11 weeks. It reflects mobility
in an urban environment. We consider it to be of low interaction density.

The experiments aim at simulating an ON where nodes have the features extracted
from a chosen trace. We follow the same assumptions from [14]: we consider an
asynchronous communication pattern in which each node can generate a message
for some other node(s) in the ON. Out of the total of N nodes in the network, N/2
nodes will be randomly chosen as generators of messages. Therefore, the number
of messages each generator will send would be distributed according to the normal
distribution. In this scenario, any of the N − 1 nodes different from the generator
has an equal chance of being a destination. However, we further enforce the obser-
vations from [14] and use a community bias b on the distribution of sent messages:
all nodes that generate a number greater than b of messages, will use as destina-
tion only nodes from the local community. For all other nodes, any destination
is generated at random. Such a scenario corresponds to the distribution of status
messages in a social network as observed in [6].

Messages have an average size of 10KB. We assume each node has a buffer
size of approximately 20MB, which means it can store up to 2048 messages.
The choice of the buffer size is motivated by the current memory limit of most
applications on Android devices, which ranges from 16 to 24 MB, on newer
generation phones.

2.3 The Congestion Problem

We say a node becomes saturated whenever a buffer overflow event occurs for
that particular node. The overflow is experienced when the buffer capacity is
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Fig. 1. Out-of-memory events, Content, 2 message copies

exceeded - for example, when a node receives messages at a higher rate than
it is able to forward, thus causing message buffers to be filled. Whenever a
new message is received and the buffer is full, it is discarded. We noticed a
surprisingly large number of buffer overflow events during the lifespan of each
trace, including those of low density, as can be seen in Figure 1. The results
correspond to different message generation rates (nodes generate messages from
every hour to as rare as every 5 days).

Next, we were interested to see how pervasive these events are. We therefore
monitored the saturation rate for each node, i.e. the number of saturation events
a node experiences, over a fixed period of time.

Figures 2(a) and 3(a) provide an overview of the saturation rate for the Con-
tent and Infocom traces. As can be noticed in Figure 3(b), even for traces of low
density such as St. Andrews, high values for the saturation rate are recorded.
The charts are plotted for the scenario when half of the total number of nodes
generate new messages every 6 hours, which corresponds to a 0.25 message gen-
eration rate. The sample period for chart plotting is of 0.33, i.e. every 8 hours.
Notice there is a phase-shift between between the moment when messages are
generated, and the moment when congestion readings are performed. This allows
messages to propagate in the network, and to avoid situations in which only the
moments of message generation are recorded.

Finally, we looked at possible connections between saturation rates and the
size of the ON. By using the same monitoring technique and running the simu-
lations for subsets ranging from 10 to 50 nodes (or maximum available for each
trace if lower than 50) we noticed that no such connection exists. Saturation
does not depend on the size of the network, and can appear even in ONs of
small size.

Also, we were interested in seeing whether saturation could be avoided by an
increase of the message buffer size. The simulations we carried out show that
saturation still occurs even with buffer sizes increased up to 10 or 20 times over
their initial values (depending on the data set used). This is shown in Figure 2(b),
for the Content trace.

We therefore argue that node saturation is a general problem intrinsic to
social-based routing algorithms (and in particularly to our adaptation of Bub-
ble), and does not depend on specific features of the ON at hand.
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Fig. 2. Saturaton rate, Content, 2 message copies, 0.25 message generation period
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Fig. 3. Saturaton rate, 2 message copies, 0.25 message generation period

3 Solutions for the Congestion Problem

3.1 The Algorithms Outer and LowerEps

We examined two approaches for avoiding node saturation. The first one relies
on the assumption that once a message has reached a node from it’s destination
community, it has a high delivery probability. Therefore, after a message copy
has been forwarded inside the destination’s community, all other copies will be
reserved for encounters with nodes from other communities. This restriction is
fit for relieving message flooding inside local communities. We denote by Outer,
the adaptation of the Classic algorithm, that takes this into account. It can be
seen in Listing 1.3. The restriction is implemented by setting InnerTokens to
the value of 1, for each message.

Another important feature of Outer is related to forwarding messages that are
not destined for the local community of the current node. While Classic would
wait to encounter a node with a higher global ranking before sending the message,
Outer sends the message to the first node encountered from another community,
regardless of its rank. This has the effect of eliminating global rankings as a
criterion for forwarding between nodes of different communities.
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1 begin Outer ()
2 foreach EncounteredNode_i do
3 BubbleProcedure()
4 if (message .wasNotForwardedTo(EncounteredNode_i))
5 and (LabelOf (currentNode) !=
6 LabelOf (destination))
7 and (LabelOf (currentNode) !=
8 LabelOf (EncounteredNode_i))
9 and (message .OuterTokens > 0)

10 then
11 message .OuterTokens --;
12 EncounteredNode_i.addMessageToBuffer(message )
13 end
14 Obs: for each generated message , InnerTokens=1 and OuterTokens= MAX_TOKENS -1

Listing 1.3. The Outer algorithm

The second approach relies on the observation that, in Classic, messages hav-
ing as destination nodes with low global ranking have to traverse nodes with
higher ranking in the local community first, before being finally delivered.

In order to reduce the occurrence of such situations, we introduce another
adaptation of Classic, namely LowerEps, that exploits randomness. The be-
haviour of LowerEps is governed by a threshold ε, as follows: for each node
encounter there is a probability ε that a message will be forwarded to the en-
countered node, regardless of its rank, and a 1− ε probability that the algorithm
will behave precisely as Classic. Experiments show that LowerEps has an ideal
behaviour for ε = 0.1. The psedocode for LowerEps is shown in Listing 1.4.

1 begin LowerEps ()
2 BubbleProcedure()
3 if (message .wasNotForwardedTo(EncounteredNode_i))
4 and (random < 0.1)
5 and (message .Tokens > 0)
6 then
7 message .Tokens --;
8 EncounteredNode_i.addMessageToBuffer(message )
9 end

10 Obs: for each generated message , InnerTokens = OuterTokens = MAX_TOKENS/2

Listing 1.4. The LowerEps algorithm

3.2 Experimental Results

Our experimental results are aimed at: (i) examining the performance of Outer
and LowerEps, with respect to Classic and (ii) studying the exposure to con-
gestion, for each of the three algorithms. For the experiments we implemented
a simulator that parses the traces and then applies an opportunistic routing
algorithm at every encounter between two nodes.

For measuring performance, we use the following standard metrics: hit rate,
i.e. the percentage of successfully delivered messages out of the total number of
generated messages, delivery cost which represents the ratio between the total
number of exchanged messages and the total number of generated messages and
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latency which is the time passed from a message being generated to it being
successfully delivered to its destination.

To our knowledge, there is no widely accepted metric for measuring the sus-
ceptibility to congestions in ONs with social-based routing. For this reason, we
consider load balancing to be a relevant criterion for such a task. Intuitively,
an ON node i is less prone to congestion if the number of encounters of node
i is proportionate to the number of messages sent to node i. This intuition is
captured by the load balancing factor (LBF) for node i (denoted LBF(i)), which
is the difference between the normalized sighting values for node i and those for
the normalized number of received messages by node i, i.e.

LBF(i) =
sight(i)

max
i∈nodes(ON)

sight(i)
− msg(i)

max
i∈nodes(ON)

msg(i)

where nodes(ON) denotes the set of nodes in the network, sight(i) refers to the
number of times node i was encountered by other nodes and msg(i) denotes the
number of messages received by node i, during the lifespan of the trace.

We use the average value of LBF(i) computed for all nodes i in the ON, to
measure the exposure to congestion for each algorithm, on a given trace. We
denote this value as ALBF.

Performance. As can be observed in Figure 4(a), both Outer and LowerEps
have a better average hit rate. The same is true when increasing the number of
copies for each message, as can be seen in Figure 4(b).

The increase of the number of message copies, which is justified by the need
of higher hit-rates, increases the delivery costs for Outer. However, when the
number of generated messages is also increased, the delivery costs become mod-
erate. The same thing is true about the average latency. Therefore, a suitable
balance between (i) better hit-rate, and (ii) better latency and delivery costs can
be found, depending on the expected traffic of the ON (i.e. number of exchanged
messages).
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Fig. 4. Hit rate, Infocom

When dealing with a trace of a medium density such as Content, Outer
achieves the best hit rate results.
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Fig. 5. Delivery cost, 2 message copies
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Fig. 6. Average latency, 2 message copies

This confirms the performance gain exhibited for high density traces. In terms
of delivery cost and latency, the values for Outer are still higher but to a lower
extent. This tells us that pushing messages towards outside communities works
best when at least half of the total number of nodes belong to communities that
interact with each other frequently. We have obtained similar results on other
medium density traces, such as UPB2012 [2].

A different picture presents itself when doing the same simulations for the
low density trace of St. Andrews. The best performance in this case is achieved
by lowerEPS which has better values for both hit rate and average latency and
a delivery cost comparable to Classic. This shows that when faced with few
interactions in a large geographical space, node centrality is not very reliable as
there is not enough data for the computation of a proper value. In such a scenario,
an approach which exploits randomness proves to be more useful. Figures 7(a)
and 7(b) also show that the routing scheme used by Outer is inappropriate for
this scenario, having the lowest hit rate. Similar results have been obtained for
the low-density trace UPB2011 [2].
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Fig. 7. St. Andrews, 2 message copies

Exposure to Congestion. In opportunistic networks, load balancing depends
on the sighting distribution. By sighting distribution we denote the number of
times each node has been sighted (by any other node) during the life span of a
trace and is equivalent to the number of interactions. The more times a node
interacts with other nodes, the more likely it is to receive messages. Thus, perfect
load balancing would result from the use of a totally random routing scheme.
Ideally, the distribution of received messages for each node of the ON would be
almost identical to the sighting distribution. Under this assumption, we plot the
LBF value for Classic, Outer and LowerEps, against that of a totally random
routing scheme.

Figures 8(a), 8(b) show the result of applying this technique, for the three
traces. Due to the nature of opportunistic networks, a critical mass of messages
(thus a lower message generation period) in the network is required in order to
achieve a close to perfect load balancing even with a random routing scheme.

Figures 8(a) and 8(b) account for the performance of Outer. They show that
Outer achieves the best load balancing, being closest to the random routing
algorithm. It is notable that Classic has the worst behaviour, which shows that
it is unfit to provide good load balancing.
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4 Conclusions

We have shown that congestions are likely to appear in social-based routing algo-
rithms due to buffer overflows, an issue which has been, to our knowledge, insuf-
ficiently addressed. We have identified two solutions to the congestion problem.
Classic, Outer and LowerEps use different strategies for forwarding messages not
destined for the local community of the current node. The performance results
suggest that global rankings are not always a suitable criterion for forwarding
messages between nodes of different communities. All these observations were
drawn from experiments performed on a variety of traces, with different number
of nodes, taken in various environments and having a broad range of sighting
distributions.
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Abstract. In this paper we investigate the Maximum Lifetime Broad-
cast (MLB) problem, i.e. the problem of extending network lifetime when
a series of broadcast operations is executed, in sensor networks with mo-
bile nodes. For this problem, we present two localized algorithms (nodes
use only 2-hop information), namely LPrim and LMCP, which are based
on trees with minimum highest cost edges and shortest paths trees, re-
spectively. The algorithms were evaluated through simulations under
three distinct mobility models and compared against common broadcast-
ing techniques (broadcasting based on a Connected Dominating Set and
Flooding). According to our experiments, LPrim outperformed alterna-
tive solutions in terms of the number of successfully executed broadcasts
(network lifetime) and in terms of the energy consumed by broadcast.

Keywords: broadcasting, network lifetime, mobile sensor networks.

1 Introduction

The development of energy efficient protocols for wireless sensor networks has
been a prolific area of research, as these networks are composed of large sets
of low-cost resource-constrained sensor nodes, commonly equipped with non-
replenishable batteries. These networks are usually deployed on remote sites,
which makes battery substitution unattainable in many cases. Battery lifetime
thus becomes one of the most critical resources, as it ultimately determines the
total utility time of the sensor node.

In a mobile sensor network (MSN) nodes may change their geographical posi-
tions over time. Mobility of nodes may be caused by a number of reasons, such
as the action of external agents, like animals or wind, or by the sensor node
itself, when equipped with actuators that allow movement. As mobility results
in frequent changes in the network topology or might even result in network
partition, the design of communication protocols that are energy-efficient and
that achieve high message delivery rates in a mobile setting becomes a challenge.

In this paper, we address the Maximum Lifetime Broadcast (MLB) problem
[10] in the context of mobile networks. This problem consists in maximizing

J. Cichoń, M. Gȩbala, and M. Klonowski (Eds.): ADHOC-NOW 2013, LNCS 7960, pp. 26–37, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Maximum Lifetime Broadcast in Mobile Sensor Networks 27

the lifetime of a wireless sensor network when a series of broadcast operations
is executed. Broadcasting is one of the fundamental communication primitives
in distributed systems. A message broadcast by a node, called source node, is
disseminated to all other nodes of the network. Global information update, route
discovery, and the dissemination of cryptographic keys are examples of network
tasks that are typically executed periodically and that require broadcasting.

The MLB problem has been so far studied in the context of static wireless
networks. In this paper, we evaluated three algorithms for energy-efficient broad-
casting, called respectively LPrim, LMCP and LCDS. LPrim is an algorithm that
we designed as a distributed version of the centralized algorithm for maximizing
network lifetime described in [10]. LMCP is a distributed algorithm we designed,
based on minimum cost paths trees. We refer to LCDS as an algorithm for broad-
casting based on the algorithm for connected dominating sets presented in [16].
These algorithms address energy efficiency by controlling the transmission power
of each sensor node (topology control). The lower transmission power a sensor
node uses to transmit, the lower energy it spends while sending messages. These
algorithms represent a comprehensive set of specific alternatives to define the
transmission power of nodes: calculating trees whose maximum edge weight is
the minimum (LPrim); minimum cost paths tree (LMCP); and connected dom-
inating sets (LCDS). Beyond comparing these algorithms with each other, we
compared them also against flooding, that corresponds to a broadcast strategy
with no energy-aware specific control. We evaluated the algorithms considering
three representative mobility models, as described in Section 5. The evaluation
of the algorithms was performed through simulations.

This paper is organized as follows. Section 2 discusses related work. Section
3 presents the adopted system model and the problem definition. Section 4 de-
scribes the evaluated algorithms. Section 5 presents the results of the perfor-
mance evaluation of the algorithms. Section 6 concludes the paper.

2 Related Work

Network lifetime refers to the time interval within which the network is able
to perform the tasks it was designed for. As there exists a number of different
applications, each one with its specific requirements, there is also a wide range
of network lifetime definitions. A comprehensive survey of these definitions can
be found in [6]. The far most commonly used definition in the literature is to
consider network lifetime as the time until the first node fails due to energy
exhaustion.

A taxonomy for the Maximum Lifetime Broadcast problem was presented in
[7], based on the set of source nodes that can initiate a message broadcast and
on the number of trees that can be used to extend network lifetime: (1) Single
Source MLB, when there is only one source node and multiple broadcast trees
can be used to extend network lifetime; (2) Single Source/Topology MLB, when
the number of broadcast trees is restricted to one; and (3) Single Topology MLB,
when there is a non-empty set of source nodes, and a single undirected tree is
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used as a broadcast tree by all of them. The existence of efficient solutions or
approximation algorithms for these problems is dependent on a set of aspects,
such as the type of graph (directed or undirected), symmetry of edge costs, the
initial distribution of energy of nodes, among others.

In this paper, we concentrate on the Single Source MLB problem. This prob-
lem has only been considered for the case of stationary (non-mobile) networks.
For these networks, Single Source MLB is NP-hard in directed graphs (model
assumed in this paper) [2,15], even when: costs are symmetric [2]; all nodes trans-
mit with the same power but the initial energies of all nodes except one are equal
[15] or the initial energies of the nodes are equal and the transmission power lev-
els of all nodes except one are equal. The authors in [15] prove that this problem
remains NP-hard even if the number of broadcast trees is restricted to a fixed
number. This problem can be, however, approximated logarithmically in directed
graphs [2,15] or by a constant with high probability in random geometric graphs
[1]. Centralized heuristics for this problem in directed graphs are presented in
[2,15] and for undirected graphs in [10]. In all these algorithms reception cost
is ignored, with the exception of [15], which discusses the problem when each
transmitted message is received by a single node. Centralized algorithms, how-
ever, are not scalable nor applicable to a mobile setting. A distributed algorithm
that provides a guaranteed performance of at least 1/12 of the optimum with
high probability on random geometric graphs is presented in [1]. The algorithm
does not consider reception costs and depends on the spatial distribution of
nodes. In [13], we described a localized distributed algorithm for Single Source
MLB. In this paper we evaluated a variation of this algorithm called LPrim, as
described in Section 4. Further variations of MLB, such as for considering di-
rectional antennas, and combinations of unicast, multicast and broadcast, have
also been studied (e.g. [4,10,15,7,14,8,12]). Additional work on broadcasting for
wireless network exists, but which are focused on different problems, such as, for
example, maximizing message delivery rate in the presence of faults.

As far as we know, this paper is the first to consider the problem of extending
network lifetime for a series of broadcast operations by controlling transmission
power in a mobile setting.

3 Problem Definition

3.1 System Model

A mobile sensor network (MSN) is composed of a set of nodes that might change
their positions over time. Each node is equipped with a battery and a variable
range radio transceiver, whose transmission power can be adjusted to any value
between 0 and a maximum value, Pmax. The system is modeled as a weighted
time-varying graph [3] G = (V,E, T , w, ρ, IEnergy, Pos), where:

– V is a set of n = |V | nodes deployed on a two-dimensional Euclidean plane.

– The relation E : V × V represents the set of directed edges between nodes.
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– As a mobile network is a dynamic system, relations between entities occur
over a time span T ⊆ T, where T is a sequence of time instants (without
loss of generality, we consider it to be a nondecreasing sequence of natural
numbers). T represents the lifetime of the network.

– w : E × T → R≥0 is the edge weight function, as explained later in this
section. The edge costs vary with time.

– ρ : E × T → {0, 1} is the edge presence function. ρ(e, t) = 1 iff the edge e is
available at instant t ∈ T . Otherwise, ρ(e, t) = 0. This function models the
availability of communication channels between nodes.

– IEnergy : V → R≥0 represents the initial battery supply of each node.
– Pos : V × T → R2

≥0 represents the position of a node at a given instant.

Each node is capable of moving in any direction on the two-dimensional space
with any speed ranging from 0 to a maximum Vmax. We assume that nodes do
not know their exact movement pattern in advance, and thus future positions
cannot be foreseen.

We assume a simple connectivity model, in which all nodes in the transmission
range of a node p receives messages transmitted by p. I.e. if the transmission
range of node p at an instant t is r, then all nodes q ∈ V such that dist(p, q, t) ≤ r
will receive the message, where dist(p, q, t) represents the Euclidian distance
between p and q at instant t.

We additionally adopt a usual energy model. The strength of a signal trans-
mitted with power pt decreases at a rate that is proportional to 1/(pt)

α as the
distance from the sender increases, where α is the path loss exponent. Thus, the
energy spent by node u to transmit an l-bit message using the minimum power
needed to reach a node at a distance d from u (d ≥ 0) is given by function
tc(u, d, l):

tc(u, d, l) = l · (cf(u) + γ(u) · dα) (1)

where: cf(u) is the (fixed) energy spent by the transmitter electronics at node
u; γ(u) is a parameter characteristic of the transceiver and the channel; and α
is the path loss exponent (2 ≤ α ≤ 6).

We assume that all nodes spend the same amount of energy to receive an l-bit
message, as defined by the rc function below, where rcv is a constant:

rc(l) = l · rcv (2)

The weight of an edge e = (u, v) at instant t is defined by the function w(e, t):

w(e, t) = tc(u, dist(u, v, t), 1) + rw(u, v, t) (3)

where:

rw(u, v, t) = rcv · |{z : (z �= u) ∧ (dist(u, z, t) ≤ dist(u, v, t)}| (4)

I.e. the weight associated with edge e = (u, v) (Eq. 3) is the transmission energy
(for an 1-bit message) spent by u when it transmits using the minimum needed
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power to reach v (Eq. 1) plus the sum of the reception energy (for an 1-bit
message) spent by all nodes that are at a distance from u that is smaller or
equal to the distance from u to v at instant t (Eq. 4), i.e. the nodes that would
hear transmissions from u to v.

We assume that the system executes in synchronous steps. Each node is
equipped with a message queue. At each step, each node removes all the mes-
sages from its message queue, processes them, and, if needed, sends messages to
other nodes (puts these messages in those nodes’ message queues). Nodes thus
communicate through reliable communication channels, and each message takes
a single step to be transmitted from a node to another.

3.2 Problem Definition

We address the problem of maximizing network lifetime when a series of broad-
cast operations is executed. As mobility might cause network partition and spe-
cific movement patterns might prevent nodes from receiving a broadcast message,
just extending the number of steps executed by the network per se does not re-
flect usefulness of an algorithm. We are not interested on algorithms that spend
low energy but do not successfully execute a reasonable number of broadcasts.

Thus, we consider maximizing network lifetime as the problem of maximizing
the number of successfully executed broadcast operations, started from a source
node s ∈ V , until the first node runs out of energy. A broadcast of a message m
is successfully executed when all nodes receive m. Starting from the same net-
work configuration, algorithms that extend the number of successfully executed
broadcasts are more effective in usefully spending the energy reservoir of the net-
work. Additionally, this notion of network lifetime is adequate for comparing the
algorithms in an asynchronous setting, where there is no explicit notion of time
(although we assume a synchronous model in this paper, we are interested in
developing algorithms that are suitable for use in asynchronous environments).

4 Evaluated Algorithms

In this paper we evaluated three algorithms: LPrim, LMCP and LCDS. Be-
yond comparing them with each other, we compared them also against message
dissemination without power control (Flooding). LPrim, LMCP and LCDS rep-
resent three general approaches to the problem. LPrim and LMCP are based
on local computation of trees that minimize the highest cost edge and mini-
mum cost paths, respectively. LCDS is based on the distributed computation
of connected dominating sets. Flooding does not apply any energy control. The
names of the algorithms come from the fact that LPrim and LMCP are based on
local (L) computations of, respectively, a variation of Prim’s algorithm and a
Minimum Cost Paths tree, and LCDS is a localized (L) algorithm for calculating
a Connected Dominating Set.

LPrim, LMCP and LCDS are described in the following subsections. LPrim
and LMCP are executed whenever the source node starts broadcasting a new
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message. LCDS is a local algorithm that is reexecuted by each node whenever
it receives information about its neighbourhood (hello messages).

4.1 LPrim

In [13] we described an algorithm for maximum lifetime broadcast called DLMCA.
LPrim is a combination of the centralized algorithm for MLB presented in [10]
with the strategy of DLMCA for calculating a broadcast subgraph in the dis-
tributed environment. DLMCA is based on local computation of minimum cost
arborescences, using Edmonds’s algorithm [11]. LPrim instead locally executes
a variation of Prim’s minimum spanning tree (MST) algorithm [5] as described
in [10]. DLMCA and LPrim find locally a spanning tree which minimizes the
highest edge weight, but LPrim runs locally faster than DLMCA. As described
in [10], such trees provide optimal solutions to MLB in the static case (when a
single broadcast tree is used).

Prim’s algorithm was designed for undirected graphs. The algorithm incre-
mentally constructs a MST from the source node by inserting in the tree a node
at a time. Nodes that have already been inserted in the tree are called covered
nodes. At each step, the algorithm inserts in the tree the edge with the least cost
that is adjacent to a covered and an uncovered node. This uncovered node be-
comes thus covered. As we are considering directed graphs, the variation of this
algorithm described in [10], used in LPrim, considers at each step only directed
edges from covered to uncovered nodes.

LPrim is executed periodically and incrementally. Starting at the source node,
each node pi executes as follows. On a graph that represents pi’s two-hop neigh-
bourhood, i.e. pi’s neighbours and the neighbours of pi’s neighbours, pi uses the
variation of Prim’s algorithm to calculate a directed tree rooted at pi that spans
all nodes in this graph. This tree is used by pi to define: (a) its transmission
power; (b) the set of nodes that become covered by it, i.e. that are reached by pi
when it transmits with the defined transmission power; and (c) the next nodes
to continue the algorithm, called relays.

Each node pi determines the relays and covered nodes using the tree as follows.
Node pi chooses a node pj among its children in the tree for which the weight
of edge (pi, pj) is the highest. Let us call this node highesti. Node pi will adjust
its transmission power to the minimum power necessary to reach highesti. All
nodes pk in pi’s one-hop neighbourhood for which the weight of edge (pi, pk) is
less than or equal to the weight of edge (pi, highesti) are the nodes covered by
pi. The other nodes in the tree are the uncovered nodes, according to pi’s view.
The relays will be those nodes that are tails of bridges, i.e. edges (q, s) in the
tree which have a covered node as tail (q) and an uncovered node as head (s)1.

After having determined the relays, pi broadcasts a Relay message, using
the minimum power needed to reach highesti. This message contains a list of
the nodes that are known by pi to have been covered and those nodes that were
chosen as relays by pi. When a node, say pj, receives a Relay message from

1 For an edge (u, v), we call u and v, resp., the tail and the head of the edge.
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pi, it acts as follows: (a) if it was chosen by pi to be a relay and it has not
been chosen a relay previously (by some other node), it continues the algorithm
(executes the steps above), eliminating from its neighbourhood those nodes that
have already been covered; (b) if it was not chosen by pi to be a relay and it has
not been previously chosen a relay by any other node, it sets its transmission
power to zero; (c) if it was chosen to be relay by pi and it has already been
chosen to be a relay previously, it ignores the message.

4.2 LMCP

LMCP is a variation of LPrim, where each node calculates locally a minimum
cost paths tree, i.e. a tree containing minimum cost paths from it to each other
node in its two-hop neighbourhood, instead of the tree described in the previous
subsection.

4.3 LCDS

This is an algorithm for broadcasting based on the distributed algorithm for
connected dominating set (CDS) described in [16]. The CDS algorithm works as
follows. Each node first locally elects itself a member of the CDS if it has two
neighbours which are not directly connected, i.e. which cannot communicate
with each other in a single hop. Each node in the CDS is said to cover its
neighbours. After that, each node executes a set of optimization rules, based
on the relationships that might exist between the set of nodes that it and its
neighbours cover. We evaluated the algorithm with rules 1a and 2a described in
[16], which use the id and the degree of nodes to consistently remove nodes from
the CDS, when nodes cover overlapping sets of neighbours.

When starting a broadcast, the source node transmits the message with max-
imum power. At least one of the nodes in the CDS will hear it (even if the source
node is not in the CDS). After that, messages are disseminated by retransmis-
sions by each node in the CDS using maximum power. In the particular case of
a static network, all nodes will receive the message (by the definition of CDS).

5 Evaluation and Analysis

5.1 Performance Metrics

The algorithms were evaluated according to the following metrics:

(a) Number of Successful Broadcasts : this metric represents the number of
successfully executed broadcasts, performed until the first node fails due to bat-
tery exhaustion. A message is successfully broadcast when it is received by all
nodes.

(b) Average Consumed Energy: this metric is the average of the total energy
spent by successful broadcasts. The total energy consumed by a successful broad-
cast is the sum of the energy spent by each single node due to transmissions and
receptions.
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5.2 Description of Experiments

The evaluation of the algorithms was performed through simulations, using
Sinalgo, a Java-based framework for testing and validating network algorithms
[9]. The mobility scenarios were generated with BonnMotion v2.0, a tool that
generates mobility traces according to a specific mobility model. The same traces
were used to evaluate all the algorithms. In order to properly initialize the net-
work, the first 3600 simulation steps were disconsidered. Experiments were per-
formed with the number of nodes varying from 40 to 100 (different node densi-
ties), moving on a two-dimensional 500m X 500m area. For each network density,
20 different scenarios were generated for three distinct mobility models:

(a) Random Waypoint Model : In this model, each node randomly chooses a
speed and a direction, which are independent from past moves. In our simulation,
the minimum and maximum speeds were set to 1 m/s and 5 m/s, respectively.

(b) Gauss-Markov Mobility Model : This model assumes that the mobility of
each node is temporarily correlated. It is based on a Gauss-Markov stochastic
process which represents the speed of a node on time instant t as dependent on
its speed on time instant t − 1. The degree of dependency on past behaviour is
determined by a parameter, referred to here as δ, 0 ≤ δ ≤ 1. When δ = 0, nodes
are memoryless, whereas when δ = 1 the speed of a node on instant t is equal
to its speed on time t− 1. In our experiments, δ = 0.5, and the maximum speed
was 5 m/s.

(c) Manhattan Grid Model : In this model, nodes move on a grid, mimicking
the movement of vehicles on streets. In our experiments, the simulation area was
structured as a 10 x 10 grid of blocks, on which nodes moved with a mean speed
of 5 m/s, with a standard deviation of 0.2. For each node, the speed was updated
every time the node ran for 5 meters. We assumed a 50% probability for a node
to maintain its direction and 25% to turn either right or left.

For the sake of simplicity, each scenario is composed of a homogenous set of
sensor nodes (i.e. all the nodes have the same transmission and reception costs,
and the same initial battery energy), even though this is not a premise for the
correctness of the evaluated algorithms.

We used the following values for the variables in Equations (1)-(4):
cf(u) = 48 nJ/bit, γ(u) = 16.1 pJ/bit/m2, α = 2 and rcv = 236.4 nJ/bit.
These values are based on characteristics of the CC2420 transceiver, used in
many typical sensor nodes. The maximum transmission range was 100m (out-
door range). We assumed that each node has an ideal battery, i.e. energy is
linearly consumed. The initial battery charge was 5 J.

LPrim and LMCP require each node to know the neighbours in its two-hop
vicinity and distances between them. This information is periodically exchanged
in beacon packets by each node. In the messages we have used 7-bit identifiers
(sufficient for 100 nodes) and 7 bits for each distance value (which provides a pre-
cision of approximately 1 meter - recall that the maximum transmission range
assumed is 100m). Each ”hello” message is composed of a 7-bit source node
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identifier and an id/distance pair to each of the source node’s neighbours. For
LCDS, the size of the control messages is reduced, as each node needs to know
the neighbour relationship between nodes in its two-hop vicinity, but not the dis-
tances between them. Flooding does not use any control messages. We assumed
that nodes are capable of estimating the distance to its one-hop neighbours by
using some signal-strength-based technique. Thus, there is no need for nodes
to exchange their geographic coordinates. In the experiments, nodes transmit
one control message per time unit. This was a conservative choice and of course
the frequency with which control messages are sent can be tunned according to
the dynamicity pattern of each network, in order to balance control overhead
and accuracy of the view of the network by each node. An improved beaconing
strategy would favor LPrim, LMCP and LCDS, which are the algorithms that
need propagation of neighbourhood information.

We assumed that the data to be broadcast has 1024 bytes. Thus, an LPrim or
LMCP Relay message containing broadcast data (piggybacked) contains 1024
bytes plus 7 bits for each of the identifiers on the lists of relays and covered
nodes. LCDS and Flooding packets size lengths only 1024 bytes.

5.3 Experiment Results and Discussion

In this section, we present our evaluation of the algorithms under the three
chosen mobility models, for the metrics defined in Section 5.1.

Number of Successful Broadcasts. Two distinct factors are responsible for
limiting the total number of successful broadcasts. First, as mobile networks are
susceptible to partitions, some nodes may be prevented from receiving messages,
what is especially true in sparse settings. On the other hand, at the same time
that dense networks hardly face disconnections, their nodes suffer from rapid
battery draining due to the high communication traffic, which in turn results
in a shorter operational time of nodes. As the number of nodes grows, failed
broadcasts due to disconnections become rarer, whereas unsuccessful broadcasts
caused by the depletion of nodes’ batteries are more likely to happen. From this
tradeoff, we derive an expected behaviour of network lifetime in mobile networks.
For lower densities, the total number of successful broadcasts grows as density
grows. From some specific density on, the impact of the high communication
overhead on the lifetime of nodes becomes more significant and acts as a limiter to
network lifetime, which begins to decrease (with the increase in network density).

For the Random Waypoint model (Fig. 1), LPrim performs significantly better
than other approaches. In scenarios with 100 nodes, LPrim successfully executes
63.2% more broadcasts than LCDS, 82.5% more than LMCP and 153.8% more
than Flooding.

A similar behaviour is observed for the Gauss-Markov mobility model (Fig. 3).
For density = 100 , LPrim achieved 148 successfull broadcasts, 41.9 % better
than LMCP, 48.6% better than LCDS and 86.4% better than Flooding. Ob-
serving the behaviour of the algorithms in Fig.3, this difference is expected to
still increase for networks with more than 100 nodes. As in Random Waypoint,
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LMCP and LCDS had a close performance. LCDS tends to perform asymptoti-
cally better than LMCP for these mobility models.

For the Manhattan Grid model, the algorithms exhibited a different behaviour
than for the Random Waypoint and Gauss-Makovian models, as can be seen in
Figure 5. For sparse networks (less than 90 nodes) Flooding performs better
than the other algorithms. This can be explained by the fact that the particu-
lar pattern of movement in the Manhattan Grid model contributes for network
disconnections, especially in sparse settings. As density grows and partitions
becomes more unlikely to happen, LPrim and LMCP outperformed Flooding
due to their lower communication cost. For 100 nodes, LPrim and LMCP per-
formed approximately 13% better than Flooding and 115% better than LCDS.
LCDS poor performance can be justified by the reduced set of retransmitter
nodes (which reaches 30%, while for LMCP and LPrim this ratio can reach
up to 70% of nodes). For networks having this specific pattern of mobility, the
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connected dominating set approach is insufficient to guarantee a high number of
successfully delivered broadcasts. Further investigation should be done in order
to better understand the differences in behaviour between LMCP and LPrim,
which performed almost equally in all simulated densities.

Mean Total Energy. The total consumed energy metric is commonly used for
evaluating energy-efficiency. In all mobility models, algorithms behave similarly
for this metric. As expected, the total consumed energy per broadcast increases
as density grows due to the increment in the communication overhead and the
impact of overhearing. LPrim presented the lowest energy expenditure per suc-
cessful broadcast among the simulated algorithms. For the Random Waypoint
Model (Fig. 2), in networks with 100 nodes, LPrim spent 22.6% less energy than
LCDS, 97.6% less than LMCP and 271% less than Flooding. For the Gauss-
Markov model (Fig. 4), the advantage of LPrim is around 14.6% in comparison
to LCDS, 72% in comparison to LMCP and 205% in comparison to Flooding.
For the Manhattan Grid model, the gain obtained by LPrim is lower but still
significant (Fig. 6). For 100 nodes, LPrim spends 16.2% less energy than LCDS,
54% less energy than LMCP and 172% less energy than Flooding.

6 Conclusion

In this paper we investigated the maximum network lifetime problem (MLB) in
mobile sensor networks. Commonly used approaches for broadcasting (Flooding,
use of Connected Dominating Sets, Shortest Paths Trees and trees with the
minimum highest weight edge) were evaluated under three different mobility
models (Random Waypoint, Gauss-Markov and Manhattan Grid). We presented
the LPrim algorithm, which locally uses a variation of Prim’s MST algorithm
for directed graphs (as introduced in [10]), and LMCP, which is based on local
computations of shortest path trees. Simulations showed that, in all mobility
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models, LPrim outperformed other solutions both in terms of the number of
successfully delivered broadcasts and in terms of the average energy consumed
per broadcast.
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Abstract. More and more Wireless Sensor Networks (WSNs) applica-
tions and protocols are proposed. Notably, critical applications, which
must meet time and reliability requirements. Works on the real-time ca-
pability of WSNs have been proposed [1]. In this paper we propose to
study the achievable reliability of WSNs, tacking into account the prob-
abilistic nature of the radio link. We define the reliability of a WSN to
be the probability that an end-to-end communication is successful (i.e.
the packet is received by the sink). We propose a theoretical framework
inspired by a reference model [5]. We use the framework to derive the
reliability of two types of routing schemes: unicast-based and broadcast-
based. We show that in the case of broadcast-based, the sink is a relia-
bility bottleneck of the network. We also discuss the impact of the MAC
scheme on the reliability.

1 Introduction

Wireless Sensor Networks (WSNs) are multihop large scale networks composed
of up to thousands of sensor nodes. They are usually deployed to monitor envi-
ronment parameters of an area, or to monitor some equipments (such as power
meters or gas meters). Sensor nodes run on batteries so they should consume as
little energy as possible in order to increase the network lifetime. Because WSNs
can contain lots of nodes, the financial cost of a node should be as low as possible,
this leads to design nodes with poor capabilities (computation, radio, memory,
etc...). For these reasons, research on WSNs mainly focused on self-organization
and energy consumption efficiency.

Nevertheless, new applications appear. Notably critical applications on which
human life and environment may depend. For example forest fire detection ap-
plication must send an alarm to the sink when a forest fire is detected. Such
applications require the respect of time constraints and a high reliability. In our
example, the fire alarm must reach the sink before a known time bound and
the probability that it reaches the sink must be high. This leads to ask which
constraints can be handled by WSNs. Part of the answer is given by previous
work [1], which derives a bound on real-time capacity of WSNs. However, this
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work does not take into account the probabilistic nature of the radio link. A
protocol that can meet end-to-end deadlines loses its value if its delivery ratio
is very low. The goal of this paper is to give an insight on what reliability is
achievable in WSNs. We provide a theoretical framework used to model the reli-
ability of WSNs. This framework is inspired form previous works [5] [10]. In this
paper, we define the reliability to be the probability that a packet is received by
the sink after H hops. The main contributions of this paper are the theoretical
framework and its application, with different sets of hypotheses, to derive the
achievable reliability of WSNs. Notably with a link reliability that depends on
the emitter-receiver distance and a broadcast-based routing scheme.

In section 2 we describe related works. In section 3 we present our theoretical
framework. In section 4 and 5 we apply the framework, respectively with a basic
and realistic propagation model. In section 6, we discuss the impact of MAC on
reliability results. In section 7, we conclude and give future works.

2 Related Work

In the literature, some reliability models for WSNs have been proposed with
different definitions of reliability. The authors of [2] define the reliability of a
WSN to be the probability to have a minimum rate of information delivered to
the sink. They propose an algorithm in order to compute it. Nevertheless their
approach is not focused on failures coming from the probabilistic radio link but
more on node failures. In [9], the authors present a theoretical framework to
compute the reliability of transport protocols in WSNs. This framework uses
an elegant block diagram approach and includes several possible faults. Never-
theless, this is a high level model which not able to capture the complexity of
realistic communications in WSNs. In [3] authors study the reliability of multi-
path routing in ad-hoc networks. They take into account the probabilistic radio
link, but the link quality is not dependent on the emitter-receiver distance (it is
a parameter of the model) and they derive reliability equation for peer-to-peer
traffic, not convergecast as in WSNs. Our proposition is complementary to these
approaches. It focuses on the reliability of the end-to-end communications by
modeling physical, MAC and routing layers.

Several reliable communication protocols for WSNs have been proposed [13][11]
[12][7]. Our framework allows to understand better why these communication
protocols are reliable and also to develop new, and even more reliable, schemes.

3 Theoretical Framework

3.1 Unreliable Links

Usually, the signal transmitted through the wireless channel is not only atten-
uated by the distance between the emitter and receiver, but it also experiences
random attenuation coming from changes in the environment (moving objects,
etc). Due to this random attenuation, the reception of a packet is probabilistic,
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i.e. there is a probability that a transmission between two nodes fails. In the
remainder of this paper we will consider two link models: a basic model in which
a node has a predefined set of neighbor and a probability that a packet sent is
correctly received by a neighbor, and a more realistic model in which the node
can potentially communicate with every node of the network with a probability
that depends on the emitter-receiver distance.

In the basic model, each node is provided with a set of neighbor nodes which it
can communicate with. Nevertheless the communications between a node and its
neighbors are unreliable. Indeed, a neighbor of a transmitting node can receive
the packet with a probability Pbcr. In this basic model we assume that the
probability is the same for all neighbor nodes.

The realistic model is based on the log-normal propagation model. In [14],
the authors advocate that it provides a realistic propagation model for WSNs.
In this case, the reception probability depends on the emitter-receiver distance
(at constant transmission power). The probability to receive correctly a packet
is a function: Pcr(d) with d the emitter-receiver distance. More information on
this model can be found in [4]. It is possible to consider packet retransmissions
in the probability formula as in [6].

We can notice that, in both models, we consider the probability for a node to
receive a packet is independent from the probability for another node.

3.2 Network Topology

Our network model is based on [5] and [10]. N nodes are placed randomly and
uniformly on a disk of area 1. The sink is placed at the center of the disk.
Messages are generated by nodes in the network and must be routed to the sink
in a multihop fashion. We assume that the nodes are distributed uniformly on
the disk, thus on average there is one node in a 1

N surface. We can also determine
the radius of a disk that contains d nodes on average:

R =

√
d

πN
(1)

We also assume that a gradient has been constructed in the network. As in
[13], a node is given a number that corresponds to the number of hops a packet
originated from this node has to do to reach the sink. In the case of the basic
model, the number of hops a packet has to do depends on the size of the neighbors
set of a node which is linked to the nodes range by equation 1. In the case of
unreliable links, the hop-count is difficult to evaluate because any node can
potentially communicate with the sink or with any other nodes (with a given
probability). We thus assume that the gradient is constructed using a threshold.
Above a given probability of reception threshold two nodes are considered to
be neighbors. Since we assumed the nodes are uniformly distributed, the nodes
with the same hop-count form concentric rings of width R centered on the sink,
as depicted on the left-hand side of Fig. 1 (In the case of realistic model, the
ring width depends on the probability threshold).
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3.3 Protocols

In this work, we focus more on the influence of routing on reliability because
we are interested in end-to-end reliability. Nevertheless the impact of MAC op-
eration is discussed in section 6. We divide MAC schemes into two categories
regarding reliability, in the first, the MAC mechanism ensure that the packet is
received (no collisions or resolved collisions). In the second, the packet may not
be correctly received (unresolved collisions).

We use the number of hops as a routing metric. The shortest path is the path
composed of the less possible number of hops according to the gradient. When
the gradient is constructed, several metrics can be used (probability of reception,
energy,...). Thus many routing metrics can be mimiced by the number of hops
metric, by carefully constructing the gradient. We present two ways of routing
which lead to different reliability as it is shown in the remainder of this paper.

In unicast-based routing, a shortest path from the source to the sink is selected
(using the gradient). A node sends the packet to the neighbor which is next in
the path. In the remainder of the paper we derive the reliability formulas of the
presented schemes.

With a broadcast-based scheme, the packet is broadcasted to the neighbors
of a node (as in [13] for example). A set of potential forwarders compete to relay
the packet. In our case it is the nodes with a smaller hop-count (known thanks
to the gradient presented in section 3.2). The selection of the forwarder can be
made based on several criteria (signal strength, energy level, random, etc). In
this paper we do not detail this process and we assume that a unique node is
arbitrarily chosen among all potential forwarders which have correctly received
the packet.

4 Case 1: The Basic Radio Link Model

In this section we derive the end-to-end communication probability from the pre-
sented theoretical framework with the basic propagation model. Here we assume
that the first MAC scheme is used, i.e. no packet is lost due to MAC operation.

4.1 Unicast Scheme

We consider that the routing scheme selects a path from the sender to the sink.
A node belonging to the path forward the packet to the neighbor that is next in
the path. The probability that one hop is successful is Pbcr. The probability that
the packet is correctly received by the sink after H hops is given by equation 2.

Pe2e 1u =

H∏
i=0

Pbcr = (Pbcr)H (2)

The number of hops depends on the range of a node:

H =

⌈
1

R
√
π

⌉
(3)
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1√
π

is the radius of the disk of area 1. The probability Pe2e 1u goes to zero when

R goes to zero (because H goes to +∞ and 0 ≤ Pbc ≤ 1) and it is equal to Pbc

when R ≥ 1√
π

. It means that, in the case of the basic model, when there are

less hops, the communications are more reliable. This is true because Pbcr does
not decrease in function of the emitter-receiver distance. The basic model fails
to capture the fact that long communications are less reliable. Nevertheless it
is still useful when the difference between the furthest neighbor and the closest
neighbor of a node is small.

Using a large value for R is not only a problem because long range communi-
cations are unreliable (notice that increasing the power of transmission increases
the reliability) but also because it reduces the possible spatial reuse (simultane-
ous communications in the network) and thus reduce the achievable throughput
as mentioned in [5].

4.2 Broadcast Scheme

In the case of broadcast-based routing, there is not only one forwarder but there
is a set of potential forwarders. This set is defined by the routing protocol used.
In our case, one of the shortest paths must be selected, the set of potential
forwarders is thus the nodes with a smaller hop count than the sender.

With the gradient information we can define the set of forwarders by deter-
mining the percentage of the neighbors of a node which have smaller hop-count.
If no gradient information is provided this percentage has to be determined
according to the routing scheme used.

Fig. 1. Surface S

As shown on Fig. 1, we assume that if a ring h has a sufficiently large radius,
it can be considered as two parallel straight lines at the scale of a node. This
is not true for rings close to the sink, thus a correction factor might have to
be considered. For exact calculation, see [8]. With this assumption, a node is on
average placed at equal distance from the ring edges. It means it has, on average,
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an overlapping surface S with the lower ring. The surface S is the surface of a
segment:

S =

(
π

3
−

√
3

4

)
R2 (4)

The ratio between the surface of the disk defined by the range of the node and
the surface S is given by equation 5.

r =
S

πR2
=

(
1

3
−

√
3

4π

)
(5)

We know there are d nodes in the range of the node and, as nodes are distributed
uniformly, the number of nodes in an area is proportional to the surface of this
area. We thus define m the number of potential forwarders to be: m = rd.

The probability that one hop is successful, in the case of broadcast-based
routing, is the probability that at least one potential forwarder receives the
packet. The probability that the end-to-end communication is successful is the
probability that every hop is successful. It is given by equation 6 for a H hops
path.

Pe2e 1b = Pbcr

H−1∏
h=1

(1 −
m∏
j=1

(1 − Pbcr))

= Pbcr(1 − (1 − Pbcr)m)H−1 (6)

For the last hop the only potential forwarder is the sink so h ranges from 1 to
H − 1. The last hop is thus less reliable because if the sink fails to receive the
packet, it is completely lost as in the case of unicast-based routing. The sink
can thus be seen as a reliability bottleneck. We can notice that the number of
potential forwarders m should be smaller for rings closer to the sink, because
these rings are smaller. In order to take this effect into account the surface S
should have to be computed using the technique from [8] where the exact surface
formula is given. Then m would be a function of h.

When m goes to +∞, (1 − Pbcr)m goes to 0 thus Pe2e 1b goes to Pbcr. It
means that the more potential forwarder there is, the more reliable the end-to-
end communication is. But, the sink is a reliability bottleneck so Pe2e 1b does not
go to 1 when m goes to +∞. It means that by putting several sinks instead of
one at the center of the disk area we can increase the reliability. Similarly to the
unicast case, the reliability increases also when there are less hops. Nevertheless
same issues as unicast case, about long range communications and spatial reuse
appear.

Broadcast-based routing is more reliable than the unicast-based scheme. We
do not give a formal proof here, but intuitively, we observe that in the case of
broadcast-based scheme, to have a successful communication we need that, at
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least, one node receives the packet. So if all communications but one fails, the
communication is successful. In the case of unicast, if the unique communication
fails the packet is lost. On the other hand, broadcast-based routing involves
more nodes. The potential forwarders have to be awake and wait for packets. A
mechanism for forwarder election has to be implemented in order to select the
forwarder. These mechanisms consume energy. This highlight a trade-off between
energy consumption and reliability.

5 Case 2: The Realistic Radio Link Model

In this section, we use a more realistic propagation model in order to derive
the end-to-end communication probability. In this case, the probability that a
packet is correctly received depends on the emitter-receiver distance.

5.1 Unicast Scheme

With the unicast-based routing scheme, a path from a node to the sink is prede-
fined. Nevertheless in the case of the realistic model, every node in the network
can potentially communicate with every other node (in some cases this proba-
bility is very low). So two cases are possible, either the forwarder of a packet
sent by a node in the path must be the next hop in the path, or it can be any
node of the path closer to the sink, as in [7].

In the former case, a packet originated from a node in ring H has to travel a
distance of H × R by doing H hops. The probability to reach the sink is thus
obtained by substituting Pcr(R) for Pbcr in equation 2. Here the construction
of the gradient is important. Indeed, if the probability threshold (mentioned in
section 3) is low the probability to receive correctly the packet for one hop is low
but a hop has a longer distance. On the contrary if probability threshold is high
the probability for one hop is high but a hop has a shorter distance. This latter
alternative is better for reliability (for example if a node is three hops away from
the sink with Pcr(R) = 0.95 then Pe2e = 0.86, with another gradient threshold
it is six hops away from the sink and Pcr(R) = 0.99 then Pe2e = 0.94) but more
hops lead more transmissions and thus to higher end-to-end delays.

In the latter case, every node on the path closer to the sink than the sender
can relay the packet. We assume that a node forwards a packet it has just re-
ceived only if no node closer to the sink has received it (only nodes belonging to
the path can receive the packet). We can notice that it is not a strictly unicast
solution because there are more than one receiver. A protocol which implements
this behavior is provided in [7]. For a packet originated in ring H , there are H−1
potential forwarders (plus the sink). For each potential forwarder, the probability
that it is elected is equal to the probability that it receives the packet and that
no node closer to the sink receives it. The end-to-end communication probabil-
ity is the sum of the probabilities that each node of the path is a forwarder and
the probability to reach the sink from the forwarder. The probability to reach
the sink from the forwarder is defined similarly to the end-to-end communication,
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but with H being the ring of the forwarder. The end-to-end communication
probability is thus a recursive function defined by equations 7 and 8.

Pe2e 2u(0) = 1 (7)

Pe2e 2u(H) =

H−1∑
h=0

⎧⎨⎩
h−1∏
j=0

[1 − Pcr((H − j)R)] × Pcr((H − h)R) × Pe2e 2u(h)

⎫⎬⎭
(8)

Fig. 2. Pe2e 2u in function of H for different transmission powers

Fig. 2 is a plot of equation 8 with H ranging from 1 to 5 and different trans-
mission powers (the transmission power here depends on a basis value Ptb). We
observe that, for the lower transmission powers, the probability of a successful
end-to-end communication decreases when H increases. For higher transmission
powers, probability can be higher for H = 2 than for H = 1. This is due to the
fact that the probability to communicate from the ring H = 2 to the sink is
high when the transmission power increases. The reliability in this case is higher
than in the strictly unicast case (intuitively a packet has more options to reach
the sink). Nevertheless, the former solution requires that all nodes of the path
closer to the sink than the sender are awake at each hop. This increases energy
consumption.

5.2 Broadcast Scheme

With this scheme, a node can relay a packet if it is closer to the sink than the
sender and no node closer to the sink receives the packet. But unlike the unicast
second case, in this case, there are several potential forwarders in each ring h.
We thus have to determine the number of potential forwarders at a given ring,
the number of nodes closer to the sink and the distance of those nodes from
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Fig. 3. Link between surfaces and D

the sender (because the probability of reception depends on the emitter-receiver
distance).

The number of nodes in ring h noted mh and the number of nodes closer to
the sink noted mh− are given respectively by equations 9 and 10

mh = �(π(Rh)2 − π[R(h− 1)]2)N� (9)

mh− = �(π[R(h− 1)]2)N� (10)

In order to compute the probabilities, we need to evaluate the distance between
the sender and the potential forwarders. Since nodes are uniformly distributed
on the disk, the number of nodes in an area is proportional to the size of the area.
The range of a node defines a disk area. Thus the first neighbor of a node is at
least at a distance that allows the two nodes to be in the same circle. In our case
we define areas as depicted on Fig. 3. The segments areas f and g are defined
in function of the distance D, so the emitter-receiver distance is linked to the
surface and the surface is linked to the number of nodes. We can thus determine
the distance between the sender and the nth node in the ring h (notice that in
this case again the circle corresponding to the range of node no is approximated
by a straight line).

The function f is the surface of segment of ring h, and is defined as follows:

– if 0 < D < R:

f(D,h,R) = cos−1

(
1 − D

hR

)
(hR)2 − (Rh−D)

√
2hRD−D2 (11)

– if R ≤ D ≤ (2h− 1)R:

f(D,h,R) = cos−1

(
1 − D

hR

)
(hR)2 − (Rh−D)

√
2hRD −D2

− cos−1

(
1 − D −R

(h− 1)R

)
((h− 1)R)2 (12)

+(R(h− 1) −D + R)
√

2(h− 1)R(D −R) − (D −R)2
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– if D ≥ (2h− 1)R:

f(D,h,R) = cos−1

(
1 − D

hR

)
(hR)2 − (Rh−D)

√
2hRD−D2

− cos−1

(
1 − D −R

(h− 1)R

)
((h− 1)R)2 (13)

The inverse function with respect to D gives the distance in function of the
surface (with S = n/N for the nth neighbor):

f−1(S, h,R) = D (14)

Similarly, the surface for nodes closer to the sink is given by equation 15:

g(D,h,R) = cos−1

(
1 − D

hR

)
(hR)2 − (Rh−D)

√
2hRD−D2 (15)

and g−1(S, h,R) is defined similarly to f−1.
As in the second case of the unicast scheme, the probability of a successful

end-to-end communication is a recursive function defined by equations 16 and
17.

Pe2e 2b(0) = 1 (16)

Pe2e 2b(H) =

H−1∑
h=0

{⎡⎣1 −
mh∏
j=1

(1 − Pcr(f−1(
j

N
, h,R) + R× (H − h)))

⎤⎦
×
[
mh−∏
k=1

(1 − Pcr(g−1(
k

N
, h− 1, R) + R× (H − (h− 1))))

]
(17)

×Pe2e 2b(h)

}
The probability that an end-to-end communication, originated at ring H , is
successful is the sum of the probabilities for each ring that at least one node of
the ring h receive the packet, and no node closer to the sink receives the packet,
and the probability to reach the sink from ring h.

We can notice that when h = 0, f−1 and g−1 are equal to 0, mh is equal to
1 (the sink node) and mh− is equal to 0 (similarly, for h = 1, mh− is equal to 1
and g−1 is equal to 0).

Fig. 4(a) is the plot of equation 17 with N ranging from 50 to 2000 and H
from 1 to 5 with a power transmission of Ptb× 2. The probability of a successful
end-to-end communication increases with N up to a maximal value that depends
on H . The maximal value is less than one. By increasing the number of nodes
N , the number of potential forwarder in any ring increases but there is still only
one sink so the probability cannot converge to one. As in the case of the basic
model, the sink can be seen as the reliability bottleneck of the network.
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(a) H varies and Ptb × 2 (b) Transmission power varies and H = 4

Fig. 4. Pe2e 2b in function of N

Fig. 4(b) is the plot of equation 17 with N ranging from 50 to 2000 and the
transmission power from 1×Ptb to 5×Ptb with H = 4. In this case, the probability
also reaches a maximal value. This maximal value increases with the transmission
power because communications are more reliable. We can remark that, by adding
sinks (enlarging the bottleneck), we improve the reliability without increasing
the transmission power, thus without spending more energy (indeed new sinks
consume energy but it does not reduce the network lifetime).

6 Impact of MAC

In the previous sections we consider that no packet is lost due to MAC operation.
The probability to lose a packet only comes from the radio propagation. In this
section, we consider that the probability to receive a packet is the probability
that the packet is not lost because of the MAC (unresolved collision) and that
it is not lost due to the propagation.

In the case of the unicast-based routing and the basic model the only change is
that the probability Pbcr in equation 2 is replaced by Pbcr nodet = Pbcr×Pno coll

with Pno coll the probability that there is no packet collision at the receiver.
In the case of broadcast-based routing and the basic model, if there is a

collision, it may prevent several potential forwarders from receiving the packet.
In the worst case, all the potential forwarders cannot decode the packet because
of the collision. In this case, equation 6 becomes:

Pe2e 1b = (Pbcr × Pno coll) × ((1 − (1 − Pbcr)
m) × Pno coll)

H−1 (18)

The broadcast-based scheme reliability is thus highly reduced by MAC unre-
solved collisions. Similarly, these results can be easily extended to the realistic
propagation model case with the same conclusions.
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7 Conclusion and Future Works

In this paper we develop a theoretical framework which aims at studying the
reliability of WSNs. We apply it to two types of propagation models with dif-
ferent routing and MAC schemes. Our results show that the broadcast solutions
are more reliable than unicast based ones. Nevertheless, this comes at a price in
terms of energy consumption and throughput. We also conclude that the sink
is a reliability bottleneck in the case of the broadcast-based scheme. The pre-
sented framework allows a better understanding of the reliability of end-to-end
communications in WSNs and thus guide protocol designers’ decisions in order
to meet applications reliability requirements.

More information on WSNs reliability can be derived from our model, for
example we plan to further investigate the effect of the gradient construction
probability threshold on the reliability. We also plan to enhance our model by
taking into account correlations between reception probabilities of different nodes
of the same area. The influence of MAC and routing acknowledgment packet shall
also be considered.
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Abstract. In this paper, we introduce three proactive maintenance
strategies for static Wireless sensor Networks (WSNs) using a limited
number of mobile maintainer robots: the Centralized Proactive Mainte-
nance Strategy (CPMS), the Fixed Distributed Proactive Maintenance
Strategy (FDPMS) and the Adaptive Distributed Proactive Maintenance
Strategy (ADPMS). The proposed maintenance strategies are based on
a simple analytical energy dissipation model to estimate the occurrence
times of the expected sensor failures in the network. Once identified,
the anticipated failures are replaced by the available robots before they
happen. Simulation results have shown that CPMS gives the minimal
network dysfunction time representing the interruption time of the ser-
vice provided by the network. But, due to its significant signaling cost,
we have remarked that CPMS can be deployed only in small scale WSNs.
In large scale ones, we recommend using the ADPMS maintenance strat-
egy. However, in particular cases, when sensor failures are uniformly dis-
tributed on the network map, FDPMS has given the best performances.

1 Introduction

Providing a continuous service is the main requirement for many Wireless Sen-
sor Network (WSN) applications [1]. To achieve this goal, the WSN must deploy
a set of mechanisms to protect the network coverage from the eventual sensor
failures [2]. In literature, many approaches have been proposed to conserve the
initial WSN Quality of Service (QoS) parameters and restore the coverage and
the connectivity upon a sensor failure such as: the use of mobile wireless sensors
[3], and the exploiting of the nodes redundancy in the network [4]. However, and
in order to reduce the maintenance strategy deployment cost, [5] proposes to
use a small number of mobile robots to deal with the detected sensor failures
in a static WSN. Indeed, in [5], Y. Mei and all have presented a set of al-
gorithms to detect, report and handle the occurred sensor failures in the WSN.
Thus, three approaches are introduced to coordinate the robot motions: the Cen-
tralized Manager Algorithm (CMA), the Fixed Distributed Manager Algorithm
(FDMA) and the Dynamic Distributed Manager Algorithm (DDMA). To detect
failures, classical strategies use a guardian-guardee relationship established be-
tween the network sensors. Indeed, each sensor (guardee node) must broadcast
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c© Springer-Verlag Berlin Heidelberg 2013
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periodically a signaling message. If a one-hop neighbor (a guardian node) has
not received any message from a guardee for a certain amount of time, it deduces
that the guardee has failed and notifies a manager robot. In CMA, one robot
is selected to operate as a manager. Upon the reception of the failure report,
the manager robot schedules the closest maintainer robot to handle the failed
sensor. With FDMA, different manager robot identities are manually configured
on the network sensors. The report failure of a given sensor is transmitted to
its corresponding manager robot. Upon the reception of the failure report, the
manager moves to the failure to replace it with a functional one. In FDMA, a
network robot is both a manager and a maintainer. To share the sensors re-
pair load and reduce the travel robots distance, FDMA subdivides the WSN
sensing area in subareas with equal surface. The same robot manager identity
is attributed to the sensors of an obtained subarea. However, with DDMA, the
manager robot is selected dynamically by the guardian node as the closest robot.
By reacting after the sensor failures detection, the reactive WSN maintenance
approachesrisk causes the service interruption during the failure recovery times.
The induced network dysfunction time ratio cannot be tolerable by many real-
time WSN application types such as surveillance and military applications [6].
In this paper, we introduce newer proactive maintenance strategies dedicated to
provide a QoS support in WSNs using a limited number of mobile maintainer
robots. The proposed maintenance strategies are based on an analytical model
that represents the network sensor energy consumption. With this energy model,
the WSN maintainer robots can anticipate the energy depletion failures and re-
place them before they occurred. Since the sensors faults sources are variants,
the introduced proactive maintenance strategies use also the guardian-guardee
relationship to detect the unpredictable sensor destructionsin the network. To
coordinate the maintainer robots movement, the Centralized Proactive Main-
tenance Strategy (CPMS) uses a centralized scheduling approach. With this
strategy, all scheduling robot operations are done by a selected robot designated
by the manager robot. However, as their names indicate, the Fixed Distributed
Proactive Maintenance Strategy (FDPMS) and the Adaptive Distributed Proac-
tive Maintenance Strategy (ADPMS) opt for a distributed scheduling approach.

The present paper is organized as follows: the section 2 introduces our analyt-
ical energy dissipation model presented in [7]. In the following section, we focus
on the centralized WSN maintenance approach CPMS. Then, in section 4 (re-
spectively 5), we present the distributed maintenance approach strategy FDPMS
(respectively ADPMS). Proposed strategies are evaluated and compared in sec-
tion 6. Finally, we conclude the paper in section 7.

2 The Analytical Energy Dissipation Model

The energy dissipated by a sensor can be subdivided in several parts: the com-
munication energy consumption, the sensing energy consumption and the unit
process energy consumption (neglected in this study). In [7], we have used a
Markov Chain to represent the communication energy consumption of a sensor
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node. Indeed, a sensor MAC layer can be modeled with a 4-states Discrete-time
Markov Chain. We choose a time step (unit) such that the duration of any ac-
tion (e.g. transmission/reception of a frame) is a multiple of this time step and
we suppose that all state transitions occur at the beginning of the time step.
With the IEEE 802.11 MAC protocol, a sensor MAC layer transits between
three states: transmit (state 1), receive (state 2) and idle (state 3). An addi-
tional state sleep (state 4) is introduced with IEEE 802.15.4 or SMAC protocol.
Each MAC state (j) is characterized by its power consumption denoted by ε

j

(1 � j � 4). We have, then:

εRad(n)

Tot =
∑

i∈[1..n]

⎛
⎝ ∑

j∈{1,2,3,4}

∑
k∈{1,2,3,4}

Π
(i−1)
k Π

(i)
j (Δt εj )

⎞
⎠ (1)

Where: εRad(n)

Tot is the communication energy cost spent by a sensor during n time

steps, Δt is the length in seconds of a single time slot and Π
(n)
j (1 � j � 4) is the

probability that the MAC layer is in state j at time step n (with Π
(0)
3 = 1 and

Π
(0)
j ∀j ∈ {1, 2, 4}). The vector of probabilities Π(n) = [Π

(n)
1 , Π

(n)
2 , Π

(n)
3 , Π

(n)
4 ]

is determined recursively as follows [7]:

Π(n) = [Pij ]1≤i,j≤4 Π
(n−1) (2)

Where Pij represents the probability that a node in state i will enter in state j
at the next transition.

In addition to εRad(n)

Tot , the sensor node spent an amount of energy for event

sensing. εSens(n)

Tot denotes the consumed sensing energy in n time slots. We have:

εSens(n)

Tot = nΔt
λ

μ
εsensing (3)

Where ε
sensing

is the energy consumed by a node in sensing mode (the energy
it costs to take one measurement), λ is the average rate of events detected by a
sensor node and 1

μ is the sensing mean time of an event.

Finally, the total consumed energy of a given sensor until the instant (t =
n.Δt) denoted by (εTot(n)) can be computed with the equation 4:

εTot(n) = εRad(n)

Tot + εSens(n)

Tot (4)

The estimated sensor lifetime (ttl) corresponding to:
{

εTot(ttl) < ε0
εTot(ttl+ 1) > ε0

(5)

Where ε0 is the sensor residual energy (at t = 0).

3 The CPMS Strategy

We begin by presenting our centralized proactive maintenance strategy where
robot coordination is scheduled by a central element to repair the expected
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and detected sensors faults. In CPMS, we distinguished three WSN components
types: a selected manager robot, a set of maintainer robots and evidently the
sensors nodes. One robot is manually configured to function as a manager. The
robot manager broadcasts periodically its identity in a Robot Manager Adver-
tisement Message (RMAM). After the initialization stage, each network sensor
must measure the different transitions probabilities between its MAC layer states
[(1) transmit, (2) receive, (3) idle and (4) sleep] (Pij , 0 ≤ i, j ≤ 4) to be com-
municated to the robot manager with a Sensor Probability transition Matrix
Message (SPMM). Each sensor determines its probability Pij based on its activ-
ity history. In fact, the sensor divides firstly a fixed interval T i of its past time in
a set of unitary time slots TS. The size of the TS is taken so small to avoid that
a sensor MAC layer transits from more than two states in a single TS. For each
TS of the interval time T i, the sensor determines the corresponding status MAC
layer. Pij can be computed as the number of time slots with state i followed by
a time slot with the state j (

∣∣TST
i→j

∣∣ in equation 6) divided by the total number

of time slots with state i (
∣∣TST

i

∣∣ in equation 6)

Pij =

∣∣TST
i→j

∣∣
|TST

i | (6)

In addition to the probability transition matrix, SPMM contains the following
parameters: the sensor residual energy (ε0), the length in seconds of a time
slots (Δt), the average rate of events detected by sensor node (λ) and the sensor
position coordinates. These parameters enable to compute the estimated network
sensors life time according to the equation 5.

With the SPMM messages received from the network sensors, the manager
robot can determine a fixed number (N) of the first coming expected fail-
ures using the proposed analytical energy dissipation model. The set of the
N identified failures is designed by the anticipated failures window denoted by:
< f i, i = 1..N >. Each anticipated failure f i is characterized by: (i) its po-
sition on the two dimensions network map (included in the SPMM message)
represented by the pair (f i.x,f i.y) and (ii) its calculated life time (that repre-
sents also its reparation required time) obtained with the analytical model and
denoted by (f i.t). To reduce the network dysfunction time, the manager robot
must schedule the available maintainer robots to replace sensors before the to-
tal depletion of their energies. In other words, the manager robot must find a
robot scheduling solution denoted by (< M i, i = 1..N >, where M i represents
the maintainer robot identity to deal with the anticipated failure f i) that min-
imize as possible the sum of the off-service time of the expected failed sensors
< f i, i = 1..N >. This problem is known in literature by Multi-Robot Task
Allocation (MRTA) Problem. In this paper, we propose the use of the Genetic
Algorithms (GA) to obtain the adequate robot scheduling solution with a re-
duced complexity. The adopted approach (GA) has demonstrated its efficiency
to resolve similar problems [8]. In General, GAs are designed to simulate the sur-
vival of the better individuals in a population over successive generations. In our
case, each individual represents a robot scheduling solution (a combination of
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N robots to be scheduled to handle the N anticipated failures). The individuals
can be made, between generations, using a crossover and/or a mutation genetic
operators. In a first step, CPMS generates an initial population of (Popsize)
individuals. The initial population representing a set of candidates scheduling
solutions is composed with: (i) An incremental scheduling solution obtained with
a heuristic method: the maintainer robot of the failure f i is selected as the nearest
robot that minimizes its off-service time and (ii) Random scheduling solutions.
Any individual is encoded in a chromosome. We choose to represent a chromo-
some as a string of robots identities designed to repair an anticipated failures
window. In this case, the ith chromosome encodes the maintainer robot identity
(M i) of the anticipated failure f i. Like the general case of a GA, each chro-
mosome is evaluated with a fitness function. For CPMS, we have introduced
two metrics to evalute a given chromosome: (i) the network dysfunction time
that the scheduling solution (described by the chromosome) can provide and (ii)
the robot traveling distance metric. After evaluating the population’s individu-
als, CPMS selects a set of Psize parental chromosomes using a selection scheme
such as random or fitness-biased selection. The selection operator must ensure
that better members with higher fitness (lower network dysfunction time and
lower robot traveling distance) in the population have a greater probability of
being selected for reproduction. Several researchers have studied the impact of
different selection strategy on the GA performances, and [9] demonstrates the
efficiency of tournament selection compared to others techniques such as Pro-
portional Roulette Wheel Selection, Rank-based Roulette Wheel Selection. In
tournament selection, n individuals are selected randomly from the population,
and the winner individual is selected as the individual with the highest fitness.
CPMS opts for the binary tournament selection (n = 2) to give more chance to
all individuals to be selected and preserves diversity in the selected population.
To compare the two parental chromosomes, the expected network dysfunction
time metric is considered first. The chromosome with the lowest estimated net-
work dysfunction time metric is retained. If the two chromosomes share the same
expected network dysfunction time metric, we choose the chromosome that pro-
vides the lowest robot traveling distance. In the following step, CPMS applies,
on each consecutive selected chromosomes pair, a crossover operator to produce
two new children with a probability pc (typically in the range [0.6, 0.9] [9]). Oth-
erwise (with a probability (1 − pc), the parental chromosomes are copied in the
children’s chromosomes. The crossover genetic operator built the two new off-
spring chromosomes with genes taken from the two parental chromosomes. [9]
shows that in majority of cases, uniform crossover operator (used by CPMS)
gives the better performances. This crossover operator generates randomly a
mask (sequence of bits) with the same length as the individual’s chromosome
(N). The parity of the ith bits in the mask indicates for a given child form which
parent it will inherit his ith allele. Once the children’s chromosomes are pro-
duces, CPMS uses a mutation genetic operator applied on each chromosome of
the two new chromosomes, to guarantee the population’s diversity. In this step,
each offspring allele is flipped by CPMS, with a probability pm, to a random
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maintainer robot identity. The mutation probability is typically chosen between
1/(population size) and 1/(chromosome length) [9]. At the last step (insertion),
CPMS selects (Psize) individuals from the (2Psize) (parents + children) to be
injected in the new population and replace the (Psize) parental individuals. To
protect the best-fit individuals, CPMS sorts firstly the (2Psize) individuals by
their network estimated dysfunction time. Thereafter, the (Psize) best individ-
uals will join the new population. CPMS reiterates the procedure until a fixed
number of generations (NGmax) or when the best-fit individual don’t change
through a fixed number of successive generation (the fitness convergence).

4 The FDPMS Strategy

FDPMS splits statically the WSN sensing area in a set of subareas. The number
of subareas is equal to the number of robots denoted by NR. Each robot is as-
signed to a single subarea to deal with the detected and anticipated failures in
its corresponding subarea. FDPMS uses a dynamic procedure to select the ap-
propriate robot manager for a given sensor. Indeed, each robot (Ri, i ∈ [1, NR])
broadcasts periodically (each τ seconds) a RMAM Message containing its iden-
tity (M i) and the center coordinates of its supervised subarea (ci). With the
RMAMs, any sensor (s) can calculate the distance (dsi ) that it separates to each
subarea center. The robot manager (Rs

m) of the sensor (s) is then selected as
the robot that gives the minimal distance (dsi ). After selecting the convenient
maintainer robot, the sensor node must measure periodically the transition prob-
abilities between its MAC layer states (Similar to CPMS). Once the probability
matrix is determined, it’s sent (with the sensor characteristics such as residual
energy, sensor position coordinates) to the selected maintainer robot. With the
analytical model introduced in section 2 parameterized by the received transition
probabilities, each maintainer robots can estimate the energy depletion failure
time (sensor life time) of any supervised sensor according to the equation 5.

The maintainer robots must determine first the N first expected failures in its
subarea < f i, i = 1..N >. To provide a null network dysfunction time, the opti-
mal robot scheduling solution involves replacing each expected sensor failure f i

at its requested replacement deadline (f i.t). However, we don’t have any guar-
anties that the difference between the replacement deadlines of two successive
expected failures (f i+1.t − f i.t) is sufficient for the maintainer robot to move
from the f i position to that of f i+1. For this reason, we have introduced, for
each expected failure f i, a fictive replacement deadline denoted by (f i.F t) with
(f i.F t < f i.t). The new computed deadlines (f i.F t, 1 � i � N) must respect
the following constraint:

f i.F t− f i−1.F t � ||f i, f i−1||
S

(7)

Where: f i−1 is the failure handled before f i, ||f i, f i−1|| is the distance between
the locations of the failures f i and f i−1 and S represents the robot speed.

Each failure f i is repaired at (f i.F t) instead of (f i.t). With the new reparation
deadlines, the maintainer robot can then ensure a null network dysfunction time.
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At the beginning, (f i.F t, 1 � i � N) are initialize respectively with (f i.t, 1 �
i � N). Usually, the deadline f i+1.F t is computed before f i.F t (initially i =
N − 1). Indeed, if the time requested by the maintainer robot to move from the
location of failure f i to the location of f i+1 is less than the difference between
the fictive replacement times of the two failures f i and f i+1 (f i.F t− f i+1.F t),

then the replacement of f i is advanced to: (f i+1.F t− ||fi,fi+1||
S ).

CPMS tries, in a following step, to sort the first i failures of the current
anticipated failures window according to their fictive replacement deadlines. If
the time period (f i.F t− f i+1.F t) becomes sufficient for the robot to move from
the location of failure f i to the location of f i+1, CPMS uses the same procedure
to fixe the fictive replacement time of the (i− 1)th failure, in the next iteration.

5 The ADPMS Strategy

The major drawback of FDPMS is eventually the fixed subdivision of the total
sensing area. As a direct consequence, FDPMS can overload particular main-
tainer robots affected to subareas characterized by a high failures density (since
in general cases, failures aren’t uniformly distributed over the network map). To
equilibrate the failures density of the obtained subareas, the network map sub-
division technique of any distributed maintenance strategy must take into con-
sideration the node density distribution (over the network map) and the sensors
traffic topology. In particular, ADPMS opts for a partition mechanism called
the Center Growth Algorithm initially designed to control the air traffic [10].
Indeed, in a National Airspace System (NAS), many controllers must monitor
radar screens to track aircraft report messages (messages that describe weather
conditions in a particular position). To balance the load among the controllers,
the Center Growth Algorithm is used to divide the NAS plan in NR (number
of controllers) subareas with equal aircraft report message load. To achieve this
goal, the Center Growth Algorithm decomposes first the NAS plan in a fine grid
of hexagonal cells. Then, a traffic load mass is computed for each cell equal to
the number of aircraft report messages observed in the current cell. Thereafter,
NR subarea centers are chosen randomly on the map. Each center belongs to a
single hexagonal cell representing the initial NAS plan subdivision. The subarea
with lowest traffic load (equal to the sum of its cell costs) is allowed to grow
one cell layer (all neighboring cells). This procedure is repeated until the total
coverage of the NAS plan. We have adapted the Center Growth Algorithm to
partition the WSN map in NR subareas with equal failures density. ADPMS de-
composes then the network map in a hexagonal grid. A cost is computed for each
cell (Celli) equal to the number of anticipated failures expected (in the current
cell) in a coming interval of T seconds (obtained with the analytical energy dis-
sipation model). It’s clear that the cell cost depends on the cell node density and
the cell nodes traffic topology of the evaluated cell. In a following step, ADPMS
fixes NR subarea centers (Ci, i ∈ [1, NR]). Ci can be chosen as the centers of
the subareas obtained with a fixed subdivision of the WSN map (as FDPMS
proceeds). We denote by Cellci the cell containing the center Ci and by SubAi
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the ith subarea. Initially, SubAi is composed only by the cell Cellci. Through
successive iterations, SubAi are growing up to cover the total WSN sensing area.
In each iteration, ADPMS evaluates firstly the cost of each subarea equal to the
sum of its elementary cells costs. Then, the subarea with the lowest cost is en-
larged with all neighboring cells. In ADPMS, the maintainer robots broadcast
(periodically) signaling messages (RMAMs) containing their identities. With the
RMAMs messages, any sensor can identify the available maintainer robots list.
Once the sensor analytical model parameters are available, they are sent to a
selected Collector Robot (CR) with the highest identity. The CR must execute,
in consequence, the Center Growth Algorithm to determine the limits of each
subareas and communicate the results to the others maintainer robots.

6 Experiments

In this section, we evaluate the performances of our proposed proactive mainte-
nance strategies (CPMS, FDPMS and ADPMS) by simulation. Obtained results
are compared to those of the classical reactive strategies: CMA and FDMA.

6.1 Experimental Setup

The proposed maintenance strategies has been implemented in the Network Sim-
ulator 2 (NS-2) [11]. We have selected the following simulation parameters: a 2D
square sensing area map with the dimensions (1600×1600) m2 covered by a total
of (32×32) sensor nodes, the position coordinates of a given sensor is (15 i, 15 j),
0≤ i <32 and 0≤ j <32. Each sensor has a communication radius equal to 25
meters and a coverage radius equal to 15 meters. The network sensors generate
the same load of traffic with a constant bit rate and a constant packet size (128
bytes) for the sink node (node 0 at the position (0,0)). In the presented scenarios,
we have varied the node traffic bit rate from 1 to 8 Kb/s. Adhoc On-demand
Distance Vector (AODV) which is used in the ZigBee Stack [12] is selected as
the routing protocol. And, the total simulation time is equal to one day. IEEE
802.15.4 is used as a sensor MAC Layer in the WSN. The power consumption
in each sensor MAC layer state [sleep, transmit, receive and idle] is equal to
[0.1404, 0.1404, 0.0018, 0.000018 ] Watt taken from a ZigBee node implement-
ing IEEE 802.15.4 medium access [12]. We have also varied the number of the
maintainer robots (from 1 to 8 robots). Each robot is characterized by: a speed
equal to 1m/s, and a communication radius equal to 60 meters, based on the
specification of Pioneer 3DX robots [5].

6.2 Performance Results

We consider the following performance metrics in evaluating the WSN main-
tenance strategies: The provided network dysfunction time, the efficient of the
sensors repair load sharing, the robot traveling distance per failure and the in-
duced messaging overhead.
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Fig. 1. The network dysfunction time
ratio versus the maintainer robots
number for CMA, FDMA, CPMS,
FDPMS and ADPMS

The Network Dysfunction Time: To
provide a QoS support, the WSN mainte-
nance strategies must reduce, as much as
possible, the induced network dysfunction
time using a minimal number of robots.
Based on this metric, we give, in this sec-
tion, a comparison between the proactive
maintenance strategies (CPMS, FDPMS
and ADPMS) and the reactive ones (CMA
and FDMA). In figure 1, we present the
variation of the network dysfunction time
provided by each maintenance strategy
versus a variable number of maintainer
robots, a node bit rate equal to 8 Kbit/s
and a null rate of unpredictable failures.
With a high failure rate density (greater
than the robots capacity), the robots fail to repair the occurred failures and
the network can eventually disappear. Figure 1 shows that the centralized (re-
spectively distributed) reactive strategy CMA (respectively FDMA) request a
minimum of 4 (respectively 5) robots to maintain the persistence of the WSN.
In addition, we can remark that the network dysfunction time provided by the
reactive maintenance strategies remains always greater than a given limit. In-
deed, even if we increase the number of maintainer robots; the off-service time
of a faulted sensor is always greater than the failure detection time threshold
plus the maintainer robot motion time. However, by introducing the proactive
maintenance strategies, we obtain better performances with a reduced number
of robots (only a minimal of 3 (respectively 4) robots for CPMS (respectively
FDPMS). With a sufficient number of maintainer robots, the reactive strategies
(CPMS, FDPMS and ADPMS) are able to provide a null network dysfunction
time. For CPMS (respectively FDPMS), presented results are obtained with a
failure window length equal to 150 (respectively 50) failures.

Robot Load Sharing: We present in figures 2, 3 and 4 the repairing load
percentage of each maintainer robot equal to the number of handled failures
per robot devided by the total number of failures. We have considered: three
maintainer robots and a varied traffic node bit rate ( from 1 to 6 Kbit/s). In
the presented figures, we designate by robot I: the maintainer robot assigned to
the sink vicinity area and robot II (respectively III): the maintainer robot of the
middle (respectively the last) subarea. In our simulation scenarios, a many-to-
one traffic model is adopted (like the general case in WSNs). For this reason, we
obtain a non-uniform distribution of failures over the network map and conse-
quently a high failure rate neighboring the sink node. Since the sensor failures
are dense around the sink node and in order to reduce the total traveling dis-
tance achieved by the maintainer robots, CPMS overloads the robot I in case of
a low failures rate (node bit rate equal to 1Kb/s in figure 2). In such a case, the
repairing load of the robot I is still lower than its total capacity.
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Fig. 2. CPMS: Robot load distribution
versus the node bit rate
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Fig. 3. FDPMS: Robot load distribu-
tion versus the node bit rate

However, if the node traffic rate increases (high failure rate), CPMS will bal-
ance the repairing load and all maintainer robots will function with their maxi-
mum capacity to ensure a minimal network dysfunction time. With FDMA, and
since it uses a fixed WSN area partitioning, figure 3 shows that if the failures rate
increases, the robot I will bear alone the majority of the repairing load. In this
case, we risk an overtaking of the robot I capacity with an under-utilization of
the robot II and III. Contrary, figure 4 proofs that ADPMS provides a balanced
load sharing among the maintainer robots independently of the node bit rate.
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Fig. 4. ADPMS: Robot load distribu-
tion versus the node bit rate
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Fig. 5. The mean traveling distance per
failure versus the number of robots for
CPMS, FDPMS and ADPMS

The Average Robot Traveling Distance per Failure: In figure 5, we report
the average distance traveled by robots to repair an anticipated failure for the
three preventive WSN maintenance strategies: CPMS, FDPMS and ADPMS.
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Compared to CSMA, figure 5 shows that FDPMS can increase the induced
robot traveling distance. Indeed, in general case with non-uniform failure distri-
bution and by limiting the motion of robots in subareas regardless of the failures
distribution on the network map, the sharing load technique used by FDPMS
becomes inefficient to optimize the robots traveled distance. On the other hand,
if the load sharing technique tries to balance the repairing load, as ADPMS
proceeds, we obtain similar results as CPMS (probably the optimal), especially
with an overloaded robots ( case of 3 robots in figure 5).
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Fig. 6. The Messaging overhead ver-
sus the node bit rate for CMA, CPMS,
FDMA, FDPMS and ADPMS

The Messaging Overhead: The mes-
saging overhead is measured as the num-
ber of transmitted signaling messages in-
troduced by the proposed maintenance
strategies. We report in figure 6 the sig-
naling cost for each maintenance strategy
with a node bit rate equal to 1 and 6 kb/s.
CMA introduces two types of signaling
messages: the reporting failure messages
and the robots communication messages
induced by the manager-maintainers com-
munication. CPMS adds a third message
type: the probability transition matrix
messages sent by sensors to their manager
robot. In a case of low density sensor failures (node bit rate equal to 1 Kb/s in
figure 6), simulation results show that CMA provides a signaling messages ratio
lower than CPMS. Indeed, in such a case, the number of probability transition
matrix messages sent by all network sensors (with CPMS) is greater than the
number of messages sent to report the reduced number of the occurred failures
(case of CMA). Otherwise, with significant energy depletion failures rate (node
bit rate equal to 6Kb/s in figure 6), CPMS gives better performances compared
to CMA and provides a lower message signaling cost. As the figure 6 shows, the
distributed WSN maintenance strategies ADPMS and FDPMS have significantly
reduced the signaling cost, since they use only one type of signaling messages:
the reporting failure messages in case of FDMA and the probability transition
matrix messages with FDPMS. Indeed, FDPMS doesnt need any message to
synchronize the robot motion since in such a distributed maintenance solution
a robot is both: a manager and a maintainer in its subarea. In ADPMS this
communication is limited: (i) to exchange a summary of the estimated network
life time (between the collector robot and the maintainer robots) and (ii) to
establish the auctioneer negotiation upon the reception of a failures report. In
addition, FDPMS still gives a low signaling message cost compared to FDMA
in a case of a high sensors failures rate for the same reasons as the centralized
maintenance strategies: CMA versus CPMS.



Fault Repair Schemes for Static Wireless Sensor Networks 61

7 Conclusion

In this paper, we have proposed three proactive maintenance strategies for WSNs
to satisfy the QoS requirement of deployed applications. We have used an ana-
lytical energy dissipation model to estimate the life time of a sensor and a robot
coordination technique to handle the determined expected failures. Presented re-
sults have shown that the centralized approach (CPMS) gives the better result
in term of the network dysfunction time. Howover, this technique is inadequate
for the large scale WSNs, since it introduces a heavy signaling cost to synchronize
the mobile robot displacement. To remedy this problem, we have proposed two
distributed preventive maintenance strategies denoted by: FDPMS and ADPMS.
On one hand, FDPMS subdivides the total sensing area in equal surface subar-
eas. Each maintainer robot deals with the failures anticipated/detected in a single
subarea. Simulation shows that FDPMS optimizes the signaling cost. But, with
its partitioning technique, we risk an unbalanced load sharing among the avail-
able robots. Obtained results show that FDPMS requests a minimal number of
maintainer robots greater than CPMS. On the other hand, ADPMS introduces
an adaptive partitioning technique based on the Center Growth Algorithm to bal-
ance the repairing load of the predictable failures among the robots. Compared to
FDPMS, simulation results have shown that ADPMS reduces not only the mini-
mal number of used robots, but also the total robot traveling distance. In conclu-
sion, given its performance, we recommend CPMS as a maintenance strategy for
the small scale WSNs and ADPMS for the large-scale ones. In particular cases,
when the failures are uniformly distributed over the network map FDPMS be-
comes the optimal maintenance solution.
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Abstract. Road traffic is experiencing a drastic increase in recent years,
thereby increasing the every day traffic congestion problems, especially
in cities. Vehicle density is one of the main metrics used for assess-
ing the road traffic conditions. Currently, most of the existing vehicle
density estimation approaches, such as inductive loop detectors or traf-
fic surveillance cameras, require infrastructure-based traffic information
systems to be installed at various locations. In this paper, we present
I-VDE, a solution to estimate the density of vehicles that has been spe-
cially designed for Vehicular Networks. Our proposal allows Intelligent
Transportation Systems to continuously estimate the vehicular density
by accounting for the number of beacons received per Road Side Unit,
as well as the roadmap topology. Simulation results indicate that our
approach accurately estimates the vehicular density, and therefore auto-
matic traffic controlling systems may use it to predict traffic jams and
introduce countermeasures.

Keywords: Vehicular Networks, vehicular density estimation, Road Side
Unit, VANETs.

1 Introduction

Enhancing transportation safety and efficiency has emerged as a major objective
for the automotive industry in the last decade [13]. However, road traffic is
experiencing a drastic increase. Hence, vehicular traffic congestion is becoming a
major problem, especially in metropolitan environments throughout the world.
Traffic congestion: (i) reduces the efficiency of the transportation infrastructure,
(ii) increases travel time, fuel consumption, and air pollution, and (iii) leads to
increased user frustration and fatigue [15].

Some of the factors that cause traffic congestion are badly managed roads,
poorly designed roads, or bad traffic lights sequencing [14]. These factors provoke
that vehicles are not uniformly distributed on the roads, making it possible to
find extremely high congested areas where vehicles travel very slowly or even get
stuck.
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In vehicular environments, wireless technologies enable peer-to-peer mobile
communication among vehicles (V2V) [10], and communication between vehicles
and the infrastructure (V2I) [12]. Vehicles can broadcast warning messages in
case of an accident, and also periodically exchange other messages (beacons)
that contain information about their position, speed, route, etc. These messages
are received by the rest of vehicles and by the Road Side Units (RSUs), which
are communication nodes installed to create a vehicular infrastructure.

Traditionally, vehicle density has been one of the main metrics used for assess-
ing the road traffic conditions. A high vehicle density usually indicates that the
traffic is congested. However, the density of vehicles circulating in a city highly
varies during the day depending on the area and the time.

Currently, most of the vehicle density estimation approaches are designed
for using infrastructure-based traffic information systems, which require the de-
ployment of vehicle detection devices such as inductive loop detectors or traffic
surveillance cameras. However, these approaches are limited since they can only
be aware of traffic density in a very specific and reduced area (i.e., the streets
and junctions in which these devices are already located), making it difficult to
estimate the vehicular density of a neighborhood, or a whole city. In addition,
some of these approaches are not able to perform the density estimation process
in real time (e.g., using cameras involves hard image treatment and analysis).

We consider that a vehicular communications system able to estimate the traf-
fic density in real time could mitigate or even solve traffic congestion problems.
In this work, we present a solution to estimate the traffic density on the roads
that relies on the V2I communication capabilities offered by Vehicular Networks.
In particular, we intend to estimate the density, taking into account the number
of beacons received by the RSUs and the characteristics of the topology of the
selected area. Hence, real-time traffic controlling systems can precisely estimate
the vehicular density in a specific area, and then redirect vehicles to lower traffic
density areas in order to avoid traffic jams. This could be possible by using the
in-vehicle communication capabilities and navigation systems.

The rest of this paper is organized as follows: Section 2 reviews previous
approaches related to our work, focusing on infrastructure-based solutions to
estimate traffic density. Section 3 details our proposal for real-time RSU-based
vehicular density estimation, assessing its effectiveness. Additionally, we discuss
the obtained results and measure the estimated error. In Section 4 we validate
our proposal. Finally, Section 5 concludes this paper.

2 Related Work

In this section we review previous works related to our proposal. In particular,
we focus on the infrastructure-based solutions to estimate traffic density.

Despite the importance of determining the vehicular density to reduce traffic
congestion, so far there have been few studies that explored the density estima-
tion process.
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Tyagi et al. [15] considered the problem of vehicular traffic density estimation,
using the information cues available in the cumulative acoustic signal acquired
from a roadside-installed single microphone. This cumulative signal comprises
several noise signals such as tire noise, engine noise, engine-idling noise, occa-
sional honks, and air turbulence noise of multiple vehicles. The occurrence and
mixture weightings of these noise signals are determined by the prevalent traffic
density conditions on the road segment. Based on these learned distributions,
they used a Bayes’ classifier to classify the acoustic signal segments. Using a dis-
criminative classifier, such as a Support Vector Machine (SVM), results in further
classification accuracy compared to a Bayes’ classifier. Tan and Chen [14] pro-
posed a novel approach based on video analysis which combines an unsupervised
clustering scheme called AutoClass with Hidden Markov Models (HMMs) to de-
termine the traffic density state in a Region Of Interest (ROI) of a road. Firstly,
low-level features were extracted from the ROI of each frame. Secondly, an un-
supervised clustering algorithm called AutoClass was applied to the low-level
features to obtain a set of clusters for each predefined traffic density state.

These works established the importance of vehicular density awareness for
neighboring areas, but none has deepened in the analysis of the accuracy of the
method used to estimate this density, or the effect of the topology in the results
obtained. Moreover, this estimation does not take place in real time.

Regarding the use of Vehicular Networks (VNs), Garelli et all. [6] proposed
a fully-distributed approach to the online estimation of vehicle traffic density.
Their approach makes communicating vehicles to cooperate in order to collect
density measurements through a uniform sampling of the road sections of inter-
est. The proposed scheme does not require the presence of any network infras-
tructure, central controller or devices triggered by the passage of vehicles, and it
is suitable for both highway and urban environments. Results derived through
simulations show that their solution is very effective, providing accurate, on-line
estimates of the traffic density with minimal protocol overhead. More recently,
Akhtar et al. [1], proposed a fully distributed and infrastructure-free mechanism
for the density estimation in vehicular ad hoc networks. Unlike previous dis-
tributed approaches, that rely either on group formation or on vehicle flow and
speed information to calculate density, their proposal is inspired by the mech-
anisms proposed for system size estimation in peer-to-peer networks. Authors
adapted and implemented three fully distributed algorithms, namely Sample &
Collide, Hop Sampling, and Gossip-based Aggregation. The simulations of these
algorithms at different vehicle traffic densities and area sizes for both highways
and urban areas reveal that Hop Sampling provides the highest accuracy in least
convergence time and introduces least overhead on the network, but at the cost
of higher load on the initiator node.

Although these works studied the use of Vehicular Networks to estimate vehic-
ular density in real time, authors did not account for the effect of obstacles in the
wireless signal propagation which can make results very inaccurate, especially
in urban scenarios. Moreover, they only accounted for the number of beacons
received, while omitting the map features where the vehicles are located.
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Fig. 1. Different criteria when counting the number of streets

3 Real-Time Vehicular Density Estimation

In this work we propose a method able to accurately estimate the density of
vehicles, which is based on the number of beacons received by RSUs and the
roadmap topology. We made a total of 900 experiments. These experiments
involved the simulation of controlled scenarios (i.e., scenarios where the actual
density is known). According to the results obtained, and using a regression
analysis, we propose a density estimation function capable of estimating the
vehicular density in every urban environment at any instant of time.

In this section we first present a discussion about the most important fea-
tures of the different city roadmaps. Later, we present the parameters and the
methodology used in our simulations. Finally, we detail our proposed density
estimation function, and estimate its error.

3.1 Features of the Cities Studied

The roadmaps used during the experiments to achieve the density estimation
were selected in order to have different profile scenarios (i.e., with different topol-
ogy characteristics).

The first step before starting the simulations was to obtain the main features of
each roadmap (i.e., the number of streets, the number of junctions, the average
distance of segments, and the number of lanes per street). As for the streets,
we realized that different alternatives could be selected to obtain the number
of streets of a given roadmap. Basically, they are: (i) the number of streets
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Table 1. Number of Streets obtained depending on the approach used

City SUMO OSM RAV
New York 700 827 257
Minnesota 1592 105 459
Madrid 1387 1029 628

San Francisco 1710 606 725
Amsterdam 3022 796 1494

Sydney 1668 315 872
Liverpool 3141 1042 1758
Valencia 5154 1050 2829
Rome 2780 1484 1655

obtained in SUMO [7], where each segment between two junctions is considered
a street, (ii) the number of streets obtained in OpenStreetMap (OSM) [11], where
each street has a different ”name”, and (iii) the number of streets according to
our Real Attenuation and Visibility (RAV) radio propagation model, where the
visibility between vehicles is taken into account when identifying the streets [5].

Figure 1 shows a small portion of New York City to depict the different criteria
when counting the number of streets. For example, Thames Street is considered
only one street in OSM, whereas the SUMO and RAV models consider that there
are two different streets instead. However, if we observe Cedar Street, the RAV
visibility model and the OSM approaches consider a single street (as expected),
whereas it is represented by three different streets according to SUMO, since it
has three different segments. Finally, according to both the OSM and SUMO
approaches, Trinity Place and Church Street are represented as two different
streets, whereas the RAV model considers that only one street exists.

Table 1 shows the values obtained according to each criterion to count the
number of streets for the cities studied. As shown, the differences between these
approaches are significant (e.g., New York has 700, 827, or 257 streets when
considering SUMO segments, OSM streets, or the RAV visibility approach, re-
spectively, whereas Sydney has 1668, 315, or 872 streets, depending on the se-
lected criterion). Therefore, it is important to decide which one to use in order
to obtain accurate results. After some experiments, we realized that the third
approach better correlated with the real features of cities, since the other two
present some drawbacks: they are not accurate enough, or they present some
errors. So, we choose this approach for the analysis that follows.

Table 2 shows the main features of each map of the cities under study (i.e., the
number of streets according to the RAV algorithm, the number of junctions, the
average distance of segments, and the number of lanes per street). We also added
a column labeled as SJ Ratio, which represents the result of dividing the number
of streets between the number of junctions. As shown, the first city (New York)
presents an SJ ratio of 0.5130, which indicates that it has a simple topology,
whereas the last cities in the table present a greater value, which indicates a
more complex topology. This aggregated factor correlates well with the obtained
results.



68 J. Barrachina et al.

Table 2. Map Features

Map Streets Junctions avg. segment distance (m.) lanes/street SJ Ratio
New York 257 500 45.8853 1.0590 0.5140
Minnesota 459 591 102.0652 1.0144 0.7766
Madrid 628 715 83.0820 1.2696 0.8783

San Francisco 725 818 72.7065 1.1749 0.8863
Amsterdam 1494 1449 44.8973 1.1145 1.0311

Sydney 872 814 72.1813 1.2014 1.0713
Liverpool 1758 1502 49.9620 1.2295 1.1704
Valencia 2829 2233 33.3653 1.0854 1.2669
Rome 1655 1193 45.8853 1.0590 1.3873

3.2 Simulation Environment

Simulations were done using the ns-2 simulator [3], where the PHY and MAC lay-
ers have been modified to follow closely the IEEE 802.11p standard, which defines
enhancements to the 802.11 required to support ITS applications. We assume that
all the nodes of our network have two different interfaces: (i) an IEEE 802.11n in-
terface tuned at the frequency of 2.4 GHz for V2I communications, and (ii) an
IEEE 802.11p interface tuned at the frequency of 5 GHz for V2V communica-
tions. In terms of the physical layer, the data rate used for packet broadcasting is
6 Mbit/s, as this is the maximum rate for broadcasting in 802.11p. The MAC layer
was also extended to include four different priorities for channel access. Therefore,
application messages are categorized into four different Access Categories (ACs),
where AC0 has the lowest and AC3 the highest priority.

To prove how maps affect the performance of vehicular communications, [9],
we selected nine street maps, each one representing a square area of 4 km2. Figure
2 shows the topology of the maps used in the simulations. In order to deploy
RSUs in the maps, we use the Uniform Mesh deployment policy [2], that consists
on distributing RSUs uniformly on the map. The advantage of this deployment
policy is that it achieves a more uniform coverage area since the distance between
RSUs is the same, preventing RSUs to be positioned too closely, or too sparsely.

As for the mobility of the vehicles, it has been performed with CityMob for
Roadmaps (C4R) [4], a mobility generator able to import maps directly from
OpenStreetMap [11], and generate ns-2 compatible traces. Table 3 shows the
parameters used for the simulations.

We tested our proposal by evaluating the performance of a Warning Message
Dissemination mechanism, where each vehicle periodically broadcasts informa-
tion about itself or about an abnormal situation (traffic jams, icy roads, etc.). To
increase the realism of our results, we include the possibility that vehicles share
accident notification messages in our simulations. In fact, we consider that vehi-
cles can operate in two different modes: (a) warning, and (b) normal. Vehicles in
warning mode inform other vehicles about their status by sending warning mes-
sages periodically (every second). Normal mode vehicles enable the diffusion of
these warning packets and, every second they also send beacons with information
such as their positions, speed, etc. These periodic messages are not propagated
by other vehicles. All the results represent an average of over 10 repetitions with
different scenarios, and each simulation run lasted for 30 seconds.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 2. Scenarios used in our simulations. Fragments of the cities of: (a) New York
(USA), (b) Minnesota (USA), (c) Madrid (Spain), (d) San Francisco (USA), (e)
Amsterdam (Netherlands), (f) Sydney (Australia), (g) Liverpool (UK), (h) Valencia
(Spain), and (i) Rome (Italy)



70 J. Barrachina et al.

Table 3. Parameters used for the simulations

Parameter Value

New York, Minnesota, Madrid,
roadmaps San Francisco, Amsterdam, Sydney,

Liverpool, Valencia, and Rome
roadmap size 2000m × 2000m
number of vehicles [100, 200, 300...1000]
beacon message size 512B
warning messages priority AC3
beacon priority AC1
interval between messages 1 second
number of RSUs 9
RSU deployment policy Uniform Mesh [2]
MAC/PHY 802.11p
radio propagation model RAV [5]
mobility model Krauss [8]
channel bandwidth 6Mbps
max. transmission range 400m

3.3 Density Estimation Function

After performing the topological analysis of the studied maps, we obtained the
number of beacons received by each RSU during 30 seconds, taking into account
that each vehicle sends one beacon per second, and that these messages, unlike
warning messages, are not disseminated by the rest of the vehicles.

Figure 3 shows the results obtained for the different cities studied. As shown,
the performance in New York and Minnesota in terms of number of beacons
received highly differs from the rest of the cities. This is caused because New
York and Minnesota have a low SJ ratio (i.e., they are simple roadmaps). As
expected, complex roadmaps (maps which have a higher SJ Ratio) present a
number of beacons received lower than simple roadmaps for a similar vehicular
density. Figure 3 also shows that the vehicular density not only depends on the
number of beacons received, but also on the SJ ratio (according to data shown
in Table 2). Therefore, the characteristics of the roadmap will be very useful in
order to accurately estimate the vehicular density in a given scenario.

After observing the direct relationship between the topology of the maps, the
number of beacons received, and the density of vehicles, we proceed to obtain a
function to estimate, with the minimum possible error, each of the curves shown
in Figure 3. To this purpose, we performed a regression analysis [16] that allowed
us to find a polynomial equation offering the best fit to the data obtained through
simulation. Equation 1 shows the density estimation function, which is able to
estimate the number of vehicles per km2 in urban scenarios, according to the
number of beacons received per RSU, and the SJ ratio (i.e., streets/junctions).

f(x, y) = a + b · ln(x) +
c

y
+ d · ln(x)2 +

f

y2
+

g · ln(x)

y
(1)

In this equation, x is the number of beacons received by each RSU, and y is the
SJ ratio obtained from the roadmap. The values of the polynomial coefficients
(a, b, c, d, f, and g) are listed in Table 4.
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Fig. 3. Number of beacons received when varying the vehicular density and the
roadmap

Table 4. Proposed equation coefficients

Coeff. Value
a 2.4328753582642619E+02
b 8.8667060945557523E+00
c -4.2340086242746855E+02
d 3.2563178030488615E+01
f 1.8200236614892370E+02
g -6.4626326366022894E+01

To determine the accuracy of our proposal, it is necessary to measure the
estimated error. Table 5 shows the different types of errors calculated when
comparing our density estimation function with the values actually obtained.
Note that the average relative error is of only 3.63%. We consider that this error
can be neglected in the majority of traffic congestion mitigation applications,
thus validating our proposed function.

4 Validation of Our Proposal

To assess our proposed density estimation function, we simulated a new par-
ticular case. Specifically, we chose Mexico D. F., a city with a small SJ Ratio
(0.7722), and we simulated a density of 200 vehicles per km2. Figure 4 shows the
RSU deployment strategy and the vehicles’ location at the end of the simulation
for the studied example, and Table 6 shows the obtained results. As shown, the
average number of beacons received per RSU is 47.56. According to I-VDE (i.e.,
applying the polynomial function as shown in Equation 2), we estimate a density
of 196.91 vehicles. In this example, the estimation of vehicular density obtained
an error of 3.09 vehicles, which only represents the 1.55% of the total vehicles.
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Table 5. Density Estimation Error

Error Absolute Relative
Minimum -5.736426E+01 -1.218902E+00
Maximum 5.135632E+01 1.784647E+00

Mean -1.642143E-14 3.634060E-02
Std. Error of Mean 2.596603E+00 3.592458E-02

Median -1.914503E+00 -2.313015E-02

Fig. 4. RSUs deployment and vehicles location at the end of the simulation

f(x, y) = a + b · ln(47.56) +
c

0.7722
+ d · ln(47.56)2 +

f

0.77222
+ (2)

+g · ln(47.56)

0.7722
= 196.91

Moreover, using our system, we are able to estimate the vehicular density in
more specific areas. For example, using the data included in Table 6, our I-
VDE can identify areas where the traffic is more congested (i.e., areas where the
RSUs receive a higher percentage of beacons). In our experiment, RSUs 4 and
1 received a higher number of beacons compared to RSUs 6 and 9. According
to these results, an automatic traffic control system could take advantage from
V2I communication capabilities, to adapt the vehicles’ routes in order to redirect
vehicles traveling in more congested areas to those areas where the RSUs receive
a lower number of messages (i.e., less congested), thus avoiding traffic jams.
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Table 6. Received Beacons when simulating 200 vehicles/km2 in Mexico D.F.

RSU Received beacons % of received beacons
1 54 12.62
2 46 10.75
3 43 10.05
4 68 15.89
5 48 11.21
6 38 8.88
7 48 11.21
8 46 10.75
9 37 8.64

Total 428 100
Average 47.56 -

5 Conclusions

This paper proposes I-VDE, a method that allows estimating the vehicular
density in urban environments at any given time by using the communication
capabilities between vehicles and RSUs. Our proposal allows improving traf-
fic congestion mitigation mechanisms to better redistribute the vehicles routes,
adapting them to the specific traffic conditions.

Unlike existing works, our vehicular density estimation algorithm takes into
account not only the number of beacons received by the RSUs, but also the topol-
ogy of the map where the vehicles are located. As a result of a large number of
simulations, using maps from different cities, we have obtained an equation that
is able to accurately predict the vehicular density. Results show that our pro-
posal allows estimating the vehicular density for any given city, thereby allowing
governments to improve their traffic control mechanisms.
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Abstract. Wireless Sensor Networks can become partitioned due to
node failure or damage, and must be repaired by deploying new sen-
sors, relays or sink nodes to restore some quality of service. We formu-
late the task as a multi-objective problem over two graphs. The solution
specifies additional nodes to reconnect a connectivity graph subject to
network path-length constraints, and a path through a mobility graph to
visit those locations. The objectives are to minimise both the cost of the
additional nodes and the length of the mobility path. We propose two
heuristic algorithms which prioritise the different objectives. We eval-
uate the two algorithms on randomly generated graphs, and compare
their solutions to the optimal solutions for the individual objectives. Fi-
nally, we assess the total restoration time for different classes of agent,
i.e. small robots and larger vehicles, which allows us to trade-off longer
computation times for shorter mobility paths.

Keywords: Sensor Network, Connectivity Repair, Sink Placement.

1 Introduction

Wireless Sensor Networks are becoming increasingly important for monitoring
phenomena in remote or hazardous environments, including pollution monitor-
ing, chemical process sensing, disaster response, and battlefield monitoring. As
these environments are uncontrolled and may be volatile, the network may suf-
fer damage, from hazards, direct attack or accidental damage from wildlife and
weather. They may also degrade through battery depletion or hardware failure.
The failure of an individual sensor node may mean the loss of particular data
streams generated by that node; more significantly, node failure may partition
the network, meaning that many data streams cannot be transmitted to the sink.
This creates the network repair problem, in which we must place new radio nodes
in the environment to restore connectivity to the sink for all sub-partitions.

In this work, we assume a survey has been completed, and so we know which
nodes have failed, which radio links have been blocked, and which routes between
positions can no longer be traversed. The tasks that remain are to decide on the
positions for the new radio nodes, and to plan and follow a route through the
environment to place those nodes. We assume possible locations for new radio
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nodes are limited to a finite set of positions where a node can be securely placed
and which can be accessed. Radio nodes are expensive, and so solutions which
require fewer nodes are preferred. In addition, the users of the WSN may require
data to be transmitted from the sensors quickly, to allow a timely response,
and so there will be limits on the number of radio hops allowed between the
sensors and the wider network. To achieve this, we may prefer to deploy some
expensive sink nodes which provide their own network connection, in addition
to relay nodes. Physically moving around the environment may be expensive
in energy use, may take significant time, or may expose the agent placing the
nodes to danger, and so solutions which allow cheaper path plans are also pre-
ferred. Depending on the application, either one of the two objectives may be
more important: placing expensive nodes in, for example, agricultural pollution
monitoring favours solutions with fewer nodes, while restoring connectivity dur-
ing disaster response favours solutions that can be deployed quickly even if they
require more nodes. Thus the network repair problem is multi-objective.

We introduce the problem of simultaneous network repair with hop count
limits and route planning with limited mobility. We assume a set of desired
locations from which sensor data is required by the network, and we assume the
agent knows the state of the network and accessibility. The objective is to connect
as many as possible of these locations, placing extra sensors, relays and sinks
as required, minimising the relay and sink costs and the mobility costs, while
obeying the constraint on the number of allowed radio hops. We consider two
different heuristic approaches for the multi-objective problem, each prioritising
a different objective: minimising mobility costs, and minimising the relay and
sink costs. We evaluate the two algorithms on randomly generated problems,
and analyse their effectiveness under different assumptions. Finally, we consider
the total estimated time to restore the network, for two different classes of agent
(a small robot and a larger vehicle), and we show that the choice of priority
should be dependent on the performance of the agent.

2 The Network Repair Problem

Given a damaged sensor network and set of terminal locations from which we
require sensed data, our goal is to place new nodes to ensure that each terminal is
connected to a sink within a given number of radio links, and to find a mobility
path through the environment to place the nodes, while minimising both the
cost of the radio nodes and the length of the path.

Let V be a set of possible radio locations. Ec⊆V×V is the set of possible radio
links, Em⊆V×V is a set of traversable edges, and w:Em→N specifies the length
of each edge. A path p in graph G=(V,E) is a sequence [x1, x2, x3, . . . , xk−1, xk]
where each {xi, xi+1}∈E. The hop count of a path in the connectivity graph
Gc=(V,Ec) is one less than the number of nodes in the path, while the length
of a path p in the mobility graph Gm=(V,Em) is

∑
(xi,xi+1)∈p w({xi, xi+1}). Lr

is the set of locations with existing relay (and sensor) nodes, while Ls is the set
of locations with existing sink (and sensor) nodes. T is the set of terminal nodes
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which must be reconnected within the hop count limit k, and α∈V is the initial
starting location of our agent. cr is the cost of a relay node, while cs is the cost
of a sink node. The problem is to find two new subsets R⊆V and S⊆V of relay
nodes and sink nodes, such that for each terminal t∈T there is a sink s∈S and
a path through the connectivity graph (Lr∪Ls∪R∪S,Ec) to s with a hop count
≤k, and a tour p in the mobility graph Gm that starts and finishes at α and visits
each element of R∪S, which minimises the pair (length(p), (|R| ∗ cr)+(|S| ∗ cs))
of the mobility tour length and the node cost.

Note that the two objectives may conflict. As an example, Figure 1 shows (a)
a connectivity graph and (b) a mobility graph for a set of terminals T={t1, t2, t3}
and a set of candidate locations {a,b,d,e,f,g,h,j}. Assuming cs=3∗cr, k=2 and the
current location of the agent is at f , a minimal cost node deployment to reconnect
all terminals within a hop count limit of 2 is S={d, t3}, R={t1}, with cost 7 ∗ cr.
The shortest path in the mobility graph is [f, t3, f, e, b, h, t1, h, a, d, a, e, f ] with
length 45. For a deployment of S={t1, t3, g}, R={}, the node cost is 9 ∗ cr, but
there is a path [f, g, f, t3, f, e, b, h, t1, h, b, e, f ] with length 34. Which of these
solutions should be selected will depend on the relative cost of the sink and
radio nodes compared to the cost of traversing the path. High node costs and
low mobility costs will prefer the first solution, while high mobility costs will
prefer the second solution.

(a) Connectivity Graph (b) Mobility Graph
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Fig. 1. Example Network Repair Problem

The objective of minimising the mobility path length has a travelling sales-
man path problem embedded inside it, and so we choose to investigate heuristic
approaches. To address the two objectives, we consider two approaches, which
each prioritise one of the objectives.

3 The Node Optimisation Heuristic Algorithm

Our first approach prioritises the node cost, by searching for a low cost set
of relay and sink nodes which connect the terminals to sinks within the hop
count limit (Algorithm 1). Given a set of nodes, we then search for the cheapest
mobility path that visits those nodes (Algorithm 2). We start by finding, for each
terminal j the set Tj of all possible sink locations (i.e. locations within k hops
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of j in the connectivity graph). For each sink location si which is associated
with two or more terminals, we determine the valuation (xi, yi), where xi is
the number of terminals which could be connected by si, and yi is an upper
bound on the number of new relay nodes that would be required to connect
them. The set O={si|xi∗cs≥cs+yi∗cr} then contains all such sinks that could
connect all of their terminals for less than the cost of placing a separate sink
for each terminal. We order O by the expected total cost of deploying that sink,
(|T |−xi)∗cs + yi∗cr + cs, where yi∗cr + cs is the cost of placing that sink with
extra radio nodes yi to reconnect the expected xi terminals, and (|T |−xi)∗cs is
an upper bound on the cost of placing sinks at the remaining terminals in T . We
then select the first sink location in O, add it to S, the set of new sinks, compute
relay node locations to connect the terminals and add them to R, the new relays.
We then recompute the valuations and reorder the set O to reflect the changes
in the unconnected terminals, and repeat. Once O is empty, for each remaining
unconnected terminal j we place a sink at a random location in Tj. The most
expensive operation is the calculation of (xi, yi) where we use a best-first search
to find the shortest connectivity path from a terminal to each location si ∈ O,
and we re-use those paths when we select the relay node locations.

For the problem of finding a short tour for the selected nodes (Algorithm
2), we create from the mobility graph Gm a metric closure graph for the new
nodes in S∪R. We then apply [1]’s Greedy-TSP heuristic - we sort the edges in
increasing order of cost, and we iteratively add the lowest cost edge which does
not increase any vertex’s degree to 3, and which does not create a cycle unless it
completes the tour. The runtime is dominated by the time of building the metric
closure graph, i.e. O(|S∪R|∗|V |2).

Figure 2 shows the NOH algorithm being applied to the example of Figure
1. First we find all sets Tj for each j∈T (Figure 2(a)). We then find and order
the set O (b). We select the first entry in O for a sink node, and it requires one
additional relay node at t1 (c). As t1 and t2 now have a connection to the sink at
d within 2 hops, we remove them from the list T . Now a connects no terminals
in T , while b and g only connect one terminal t3. Therefore, we remove them all
from the list O and terminate the while loop. We then select t3 for a new sink (d)
and finish the algorithm. Finally, we apply Greedy TSP to find a tour visiting
those selected locations, giving P = [f, t3, f, e, b, h, t1, h, a, d, a, e, f ] which costs
45 units for 2 sinks and 1 relay node.

4 The Path Optimisation Heuristic Algorithm

Our second approach prioritises the mobility cost. First, for each terminal j∈T ,
we find the set Cj of all locations within the hop count limit from j but that
require at most one extra node to connect j. Since we must guarantee connec-
tivity within k hops for each terminal, we must place at least one node in each
Cj . Placing a sink node in Cj ensures that no other node is required in Cj . Since
the aim is to minimise mobility cost, we now search for a set of nodes that cover
the Cj and which can be visited with the shortest possible tour.
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Algorithm 1. Node Selection

Data: Gc=(V,Ec), Gm=(V,Em), Ls, Lr, T , k
Result: S (new sinks), R (new relays)
begin

foreach j in T do
Find the set Tj⊆V within k hops of j in Gc

O={}
foreach oi in more than one Tj do

Compute the values (xi, yi)
if cs ∗ xi≥cr ∗ yi + cs then

add oi to O in increasing order of (|T |−xi)∗cs + yi∗cr + cs

while O and T are not empty do
Move first oi from O into S
foreach j∈T such that oi∈Tj do

Find connectivity path p for oi to j
foreach location l in p not in Ls∪Lr do

add l into R

Remove j from T

Re-calculate (xi, yi) for all affected entries in O
foreach oj ∈ O with xj=1 do

Remove oj from O

Re-order O

foreach j ∈ T do
select a location l from Tj and add to S

Algorithm 2. GreedyTour

Data: A set of vertices V ′, a graph GM = (V,EM )
Result: a tour in GM visiting all nodes in V ′

begin
G′′ = (V ′′, E′′, w′′) = metric closure(V ′, GM );
P = Greedy TSP (G′′);
return [V ′′,P] ;

We build a new graph G=(V ′, E′) where V ′=
⋃

j∈T Cj , and E′={{u, v}|u∈Ci,
v∈Cj , i �=j}, i.e. the graph of locations in the cluster sets Cj with an edge be-
tween every pair of locations from different cluster sets. We associate a weight
to each edge in E′ equal to the shortest path length in Gm between the two
endpoints. Note that any location which appears in two cluster sets will have a
0-weighted self-edge. The path optimisation problem can now be modeled as a
Generalized Travelling Salesman Problem (GTSP) on G where the agent needs
to visit exactly one node in each cluster Ci ([2]). We use the memetic algo-
rithm for the GTSP proposed by Gutin and Karapetyan in [3]. The algorithm
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Fig. 2. A sample execution of NOH

creates a first generation of 2∗|T | tours by creating random permutations of the
clusters and then finds the best vertex in each cluster using the Cluster Optimi-
sation Heuristic (CO). The CO heuristic uses the shortest (s, t)-path for acyclic
digraphs to find the best vertex for each cluster when the order of clusters is
fixed (see [4]). It then runs a local improvement procedure on each solution.
The procedure runs several local search heuristics sequentially including Swaps
(swap every non-neighboring pair of vertices), k-Neighbor Swap (try all the per-
mutations which are not covered by any of i-Neighbor Swap, i = 2, 3, ..., k − 1),
2-opt (try to replace every non-adjacent pair of edges (si, si+1) and (sj , sj+1) by
the edges (si, sj) and (si+1, sj+1)), Direct 2-opt (a modification of 2-opt, which
only selects some of the longest edges in the solution), and Insert (remove a
vertex from the solution and insert it in different position). The procedure ap-
plies all those local search heuristics in a loop, removing any heuristic that fails
to improve the solution. Once the loop terminates, it applies the CO heuristic
again, and stops. The next generation is created by reproduction, crossover, and
mutation operators applied in parallel to the previous generation. Reproduction
simply copies the best solutions from the previous generation. The crossover op-
erator is a 2-point crossover producing a single child, by selecting a fragment
from the first parent, and then completes the tour by copying the order of the
2nd parent’s nodes starting with the node at the end of the selected fragment,
and deleting any repeated nodes. The parents are selected randomly from the
top 33% of individuals. The mutation operator modifies each selected parent
(selected from the top 75%) by removing a random fragment and inserting it
randomly in a new position. Reproduction, crossover and mutation generate new
children in the ratio (1 : 8 : 2). The local improvement moves are then applied
to each individual. The algorithm repeats until a time limit is reached. When
running the algorithm in the experiments, we use the same parameter values
given in [3]. Note that the overall running time is dominated by the creation of
the initial weighted graph.

The memetic algorithm results in a sequence of locations to be visited, and
we obtain a feasible solution if we place a sink at each location. We now improve
that solution by replacing as many sinks with relay nodes as possible (Algorithm
4). We start by assuming all locations in the set are occupied by relay nodes.
We order the set in decreasing order of the number of terminals within k hops



Repairing WSN Connectivity with Mobility and Hop-Count Constraints 81

Algorithm 3. Memetic Algorithm

Data: G = (V ′, E′) (graph), a set of clusters Ci, i∈T
Result: a tour visiting exactly one node in each Ci

begin
Initialize, construct first generation of solutions;
Improve the first generation by local search, eliminate duplicate solutions;
while not termination condition do

Produce next generation by genetic operators (reproduction, crossover,
mutation);
Improve the next generation by local search, eliminate duplicate
solutions;

Algorithm 4. Node Selection Algorithm

Data: N (set of locations), Gc = (Ls∪Lr∪N,Ec) (graph), T (set of terminals)
Result: S (locations for sinks), R (locations for relays)
begin

S←{};
while T is not empty do

Sort N in decreasing order of number of j∈T within k hops in Gc;
Move first element n0 from N to S;
Remove all j from T where j is connected to n0 within k hops in Gc;

R←N

of each location. We select the first location, convert it into a sink, and remove
from T all terminals connected to that sink in ≤ k hops. We repeat until T is
empty. Any locations remaining in N are left as relay nodes.

Figure 3 shows the POH algorithm being applied to the example of Figure 1.
First, we find a set of clusters for each terminal in Gc (Figure 3(a)). We then
calculate the costs of moving from each node in each cluster to other nodes
in different clusters (b). We apply the memetic algorithm to this new graph
and it produces the tour [f, t3, g, t1, f ] (c) which is then mapped into Gm as
P=[f, t3, f, g, f, e, b, h, t1, h, b, e, f ] with a mobility cost of 34 (d). Finally, we
apply the Node Selection algorithm in Gc for those visited locations {t1, t3, g}
which results in 3 new sinks.

5 Evaluation

Both proposed algorithms (NOH and POH) are heuristic, and take different
approaches to the multi-objective problem. Therefore, we evaluate them empir-
ically on randomly generated graphs, to compare the quality of their solutions
on both objectives, and also on their runtime. For the graphs, our aim is to
represent a physical area rather than abstract random graphs, and so we use a
grid to generate the graphs. Connectivity is based on the distance between two
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locations. To represent a landscape or a building interior, we add obstacles into
the grid, which may hinder or forbid access. The mobility graph is then based
on line-of-sight, with some limited ability to cross the obstacles.

We generate graphs within a rectangular area consisting of n×m squares of
size 10 units. Within this space, we place o mobility obstacles, where each ob-
stacle is a random polygon contained within a randomly selected pair of neigh-
bouring cells. For each square, we generate a random position within it; if that
position is inside an obstacle, we discard it, otherwise we designate it as a can-
didate location. Each obstacle is given a random weight w between 0 and 1,
representing the difficulty it creates for the agent to traverse it, and such that
any obstacle with a weight greater than 0.2 is assumed not able to be traversed.

We then create the connectivity graph by adding edges indicating that two
candidate locations are within transmission range. For each pair of locations, we
add with probability 0.85 an edge if they are within 10 units apart; we add with
probability 0.2 an edge for each pair of locations which is between 10 and 20
units apart. This is to simulate the radio obstacles where we don’t have uniform
communication ranges. For the mobility graph, we add an edge between any pair
of locations which are less than 25 units apart and which can be connected by a
straight line that does not cross an obstacle. The weight of the edge is simply the
length of the connecting line. For any pair of locations separated by a distance
of less than 25 and which has a straight line that traverses all obstacle with a
weight less than or equal to 0.2, we add those edges into the mobility graph. The
cost of the edge is the distance plus 10*weight for each obstacle it crosses.

We consider the problem size: (i) a 10 × 10 grid, and thus a maximum of
100 candidate locations, and 20 possible obstacles1. We perform two sets of
experiments: varying the number of terminals and varying the hop count limit
k. For each data point, we generate 50 instances, and present the average solution
cost (mobility cost, number of nodes needed) and runtime. For each instance,
we randomly select candidate locations as terminals or live nodes. Finally, we
calculate the total time to restore the network for different agent speeds, by
combining the runtime with the estimated travel time.

1 We also experimented with the problem size 5 × 10 grid, and thus a maximum of
50 candidate locations, and 10 possible obstacles, and got similar results.
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To assess the quality of the solutions, we compare the results against the op-
timal solutions for each individual objective, generated by an exhaustive search.
That is, OPT-N first finds the set of sinks and relay nodes with lowest cost
that connect all the terminals with the hop count. For that set, a tour is then
generated using Algorithm 2. OPT-P first generates the optimal mobility tour
that could connect all terminals within the hop count (by selecting the optimal
tour that visits each cluster set). For the locations on the tour, we then select
the locations to be used as sinks using Algorithm 4.

First, we vary the number of terminals and fix the hop count limit as k = 2.
Figure 4 shows the number of nodes placed by each algorithm. As the number
of terminals to be connected increases, the node cost rises as expected. The two
algorithms that prioritise mobility incur 25% higher node costs than their node
equivalents. The mobility costs rise as we increase the number of terminals. The
heuristic POH is within 30% of the exact OPT-P. As above, the algorithms that
prioritise node cost create approximately 40% higher mobility costs.

0
2
4
6
8
10
12
14
16

4 5 6 7

n
o

d
e

 c
o

st
 (

*c
n

)

number of terminals

Node cost with different number of terminals.

NOH

POH

N-OPT

P-OPT

150

200

250

300

350

400

450

4 5 6 7

m
o

b
ili

ty
 c

o
st

Mobility cost with different number of terminals.

NOH

POH

N-OPT

P-OPT

Fig. 4. Varying number of terminals

In the second set of the experiments, we fix the number of terminals at 5, and
vary the hop count limit k. As the hop limit increases, the node costs decrease,
as the connectivity problem becomes easier (Figure 5). The performance gap
between the node-based algorithms and the path-based algorithms increases.
The mobility costs also decrease as the hop limit increases. We believe this is
because the reduction in the cost is due to placing a small number of sinks in
the centre of the map, thus requiring a shorter path to visit those locations.

Table 1 shows the runtimes for the algorithms in both experiments. All in-
crease with the number of terminals and the hop count k. The running time of
NOH is significantly faster that of POH due to POH takes time to compute the
clusters and path cost between clusters.

Finally, we note that the mobility costs are associated only with the distance
travelled. For real scenarios, there is a tradeoff between the cost of the extra
nodes and the speed at which connectivity is restored, and so we should consider
the combination of runtime and the estimated time to execute the solution. We
assume that it takes an agent 30s to position a new node. We then consider
two scenarios, the first representing a small robot which moves at 0.1ms−1,
the second representing a larger vehicle moving over rough terrain at 4ms−1.
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Table 1. Runtime

(a) Varying number of terminals

4 5 6 7

NOH 1.1 1.7 2.2 2.8
POH 17.9 23.2 43.1 57.7

(b) Varying hop count limit

2 3 4 5

NOH 1.7 1.8 2.6 3.2
POH 23.2 28.8 88.6 91.4

The total time to restore the network is thus the initial computation time, the
time to move along the path, plus the time to place the new nodes. We assume
each unit distance is 1 meter. The results are shown in Tables 2. For the slow
small robot, prioritising the mobility cost results in a faster restoration time for
all parameter settings, as the mobility costs outweigh the time to place nodes and
the increased runtime. For the vehicle, prioritising the node cost becomes more
important, since the reduction in mobility cost by the path-based algorithms
has difficulty compensating for the increased runtime and the increased node-
placement cost. Thus the WSN restoration problem is subtle, with the choice
of approach clearly dependent on the details of the specific problem. Solution
methods must take into account the main objectives (minimising infrastructure
and minimise time), but also consider the capabilities of the agent that will
implement the eventual solution.

6 Related Work

Wireless sensor networks are prone to failures, which can lead to a loss of con-
nectivity when the network becomes partitioned and/or nodes become isolated.
Several researchers have addressed this problem by devising appropriate plan-
ning methodologies such that a deployed network will be resilient in the face
of limited failures, or can be altered to avoid anticipated failures, for example
due to node power exhaustion. In contrast, our work seeks to repair a network
after failures have occurred. Some other papers have addressed this problem by
using specialised nodes that can be moved into position and restore connectivity,
e.g. [5], [6], [7] but such solutions are not attractive because mobile nodes are
expensive and in large networks many such nodes may be required.
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Table 2. Total Restoring Time

(a) V=0.1ms−1, vs number of terminals

4 5 6 7

NOH 3275.1 3978.3 3969.8 4212.8
POH 2187.9 2478.5 2873.7 3225.8

(b) V=0.1ms−1, vs hop count limit

2 3 4 5

NOH 3978.3 3391.8 3549.9 3505.1
POH 2478.5 2419.1 2478.6 2055.2

(c) V=4ms−1, vs number of terminals

4 5 6 7

NOH 252.6 326.3 373.4 404.7
POH 300.3 365.3 456.0 521.3

(d) V=4ms−1, vs hop count limit

2 3 4 5

NOH 326.3 288.3 281.4 270.5
POH 365.3 363.5 399.9 407.9

Many papers address the repair problem by placing relay nodes that reconnect
partitions in the network, minimising number of required nodes. For example,
using centralised solutions, [8] uses a spider web approach while [9] forms a
connectivity chain toward a centre point of the network. In contrast, we optimise
both the number of additional nodes and the mobility path length needed for
their deployment. We also explicitly take into account the impact of obstacles
that can impede both the available paths and the ability of nodes to communicate
directly, and we bound the number of network hops by judiciously deploying
additional sink nodes in the interest of quality of service constraints.

In regard to the problem of multiple sink deployment, some other authors have
addressed this for the purpose of improving network performance. There are two
main strategies: to reduce energy consumption so as to maximise the network
lifetime, e.g. [10], [11] and to minimise the average data latency or maximum
hop distance between a node and its nearest sink, e.g. [12]. These papers do not
deploy sink nodes in the act of network restoration, and thus do not consider
the mobility cost to deploy sink nodes, and the implications of obstacles on the
choice of possible sink locations.

7 Conclusion

In this paper we address the problem of restoring connectivity in a wireless sensor
network, using a mobile agent to place relay and sink nodes, avoiding obstacles
and respecting bounds on quality of service (defined in terms of network hop-
count). We formulate the problem as one of searching over two linked graphs
which share the vertex set. The multi-objective problem requires us to minimise
both the cost of additional nodes and the path to be taken by the mobile agent.
We propose two heuristic algorithms which prioritise the different objectives. We
evaluate them on randomly generated networks and compare their solutions to
the optimal solutions. Finally, we also evaluate the total restoration time for each
solution as a function of the mobile agent’s speed, quantifying a trade-off with
computation time. In future work, we will consider different algorithms for the
two different priorities, and we will investigate the Pareto frontier. We will also
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consider the more general problem, in which we must discover the damage to
the network as we repair it. Finally, we will consider the problem of continually
spreading damage, and the use of teams of agents cooperating to repair the
network.
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Abstract. A distributed algorithm that solves energy efficient data
gatheringWeighted SpanningTreeDistributedOptimization (WSTDO) is
proposed in this paper. It is based on an optimization performed locally on
the data gathering spanning tree. WSTDO algorithm is compared to two
centralized spanning tree optimization algorithmsMITTandMLTTA.The
performance of WSTDO achieves between one half and one third of the
MITT performance and proves to be better than MLTTA. The perfor-
mance depends on the density of the network. It works better for sparse
networks.WSTDO has lower overhead thanMITT andMLTTA for sparse
networks. Though the proposed algorithm has a worse performance than
MITT it has other features that over-weights this fact. It is able to perform
optimization parallely in disjoint sub-trees and also during data gathering
which allows a short data sampling period. It is also prone to link and node
failures that can be solved locally.

Keywords: Data gathering, Wireless sensor networks, Maximum life-
time, Convergecast tree, Spanning tree optimization.

1 Introduction

The Wireless Sensor Networks (WSNs) are one of the fast growing type of net-
works. This is due to advancements in the development of cheap micro-controllers
and transceivers with the low energy consumption that allow deployment of the
massive number of sensor nodes for a long period of time. Sensor Network is com-
posed of a single powerful node (base station or sink) and simple cheap nodes
with limited resources.

Typically sensor networks perform a periodic sampling of data (temperature,
noise, luminosity, . . . ) from attached sensors followed by its transfer to the sink.
Intermediate nodes are often used to transfer data from nodes that are out of a
sink communication distance. The scenario is usually called convergecast. The
transfer can be combined with a perfect data aggregation in the intermediate
nodes. Nevertheless the data aggregation is not suitable for all deployment sce-
narios. This is the reason why the convergecast algorithms with imperfect or
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without aggregation must be developed. They constitute a more complicated
problem. WSN nodes have limited resources thus it is very important that data
transfer uses as little energy as possible, consumes the energy as evenly as pos-
sible and thus extend the time that a network can operate. Nodes close to the
sink are most affected because farther nodes out of sink’s communication range
have to use them to re-transmit their data to the sink. This need introduces a
new demand on routing protocols used for convergecast.

A possible solution to the convergecast problem without data aggregation is
to construct a data gathering spanning tree, where sensor nodes with sufficient
amount of energy and free communication capacity are used to transfer data to
the sink. Other nodes that are almost drained, are connected as leafs that only
collect their own data and send them to more powered nodes. The construction
of an optimal spanning tree in the sense of maximum lifetime (minimum energy
consumption in nodes) is NP-complete problem [7]. Thus for larger networks
we need to design a heuristic algorithm that constructs a convergecast tree.
The distributed nature of the algorithm is beneficial as distributed algorithms
are usually more prone to network failures and changes and can react to them
quickly.

2 Related Work

There has been an extensive research aimed at resource effective routing, broad-
cast, multicast and convergecast in an environment of ad-hoc wireless networks
and wireless sensor networks in recent years.

The general purpose routing algorithms for example Optimal Link State Rout-
ing (OLSR) algorithm [5] and broadcast and multicast algorithms for example
Broadcast Incremental Power (BIP) [11] and its distributed version described in
[4] can be used for data gathering but they are not specifically optimized for the
scenario of data convergecast. The first group of algorithms specifically designed
for convergecast apply a perfect data aggregation where all data received in in-
termediate nodes are combined to a single data unit. Examples could be found
in [3], [6], [8] and [9]. Data gathering with perfect data aggregation limits the
usage of sensor networks only to certain types of scenarios as not all types of
collected data can be perfectly aggregated without the information loss.

The second group of convergecast algorithms contain those without the (per-
fect) data aggregation. The size of transferred data here is proportional to the
number of nodes that need to use the intermediate node for data transfer. Cen-
tralized algorithms MITT [7] and similar MLTTA [12] compute min-max-weight
spanning tree. The main difference between them is that the later one assumes
adjustable communication distance and has a slightly different approach to the
optimization function which is described rather vaguely. Representatives of dis-
tributed convergecast algorithms are Dozer [1] and MeeCast [13] algorithms.

Our algorithm is designed to solve an min-max-weight spanning tree optimiza-
tion problem similar to MITT [7] or MLTTA [12]. The main contribution of this
paper is the distributed approach to the solution of the optimization problem.
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3 Network Model and Problem Statement

We assume that all links in the network are bidirectional and reliable (mainly
for the sake of an easy comparison with MITT and MLTTA), and that there
is always at least one route that connects every sensor node to the sink. For
each pair of nodes that can communicate directly we can estimate an euclidean
distance between them (e.g. signal/noise ration) and for the sake of a better
performance we also expect that all nodes can adjust their transmission range
[12]. Each node has also its unique identifier (e.g. MAC address). In the rest of
this chapter we formalize network model and present the problem of constructing
a min-max-weight spanning tree for maximizing a network lifetime.

3.1 Network Model

We use an undirected graph G = (V,E) to represent a sensor network in the
paper. For each sensor node vi ∈ V we define a function Er(vi) ∈ 〈0, emax〉 that
returns an actual residual energy of a sensor node in vi’s battery. For each eij =
(vi, vj) ∈ E we define variable dij that represents an estimated euclidean distance
between vertices vi and vj . We define n-(hop )neighborhood neigh(G, vi, n) of
node vi in network G as a set of all nodes with a hop distance at most n.
1-neighborhood of node vi contains all nodes in communication distance of vi.

For an arbitrary tree T rooted in s and the node vi ∈ T we call each vertex
on the path from vi to the root/sink s to be a predecessor of vi and the first
predecessor of vi to be a parent of vi. The descendant of vi is defined to be
each vertex from a sub-tree rooted in vi . The size of the sub-tree is denoted
S(T, vi) and the child of vi is each descendant cj of vi for which there is an edge
(vi, cj) ∈ T . Tree neighbours of vi are its parent and children. They define the
current communication distance d(T, vi) to be the minimal range that allows vi
to reach all its tree neighbours. We use d to denote the minimal range for the
currently processed node.

ST (G, s) is the set of all spanning trees on graph G rooted in the sink node s.
The lifetime L(T, vi) for each network node vi and tree T is the maximal num-
ber of data gathering rounds the node vi can process. It decreases with increasing
S(T, vi) and increases with increasing Er(vi) (more detailed description of esti-
mate in section 4). The lifetime of tree T ’s defined to be L(T ) = min(L(T, vi))
over all vi ∈ V .

3.2 Problem Statement

A natural goal would be to find the best min-max-weight spanning tree Tmax

rooted in sink s that satisfies L(Tmax) = maxTj∈ST (G,s) minvi∈V (L(Tj , vi)) (tree
with maximum lifetime). The solution to the problem is NP-complete [7], so
we rather propose algorithm to find the sub-optimal tree that approximates the
lifetime of Tmax.
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4 Metric

For the construction of a min-max-weight spanning tree we need to know an
estimate of the energy consumed by the sensor data transfer in each node vi
during one data gathering round.

Ec(T, vi) = Ecrx(T, vi) + Ectx(T, vi)

The energy consumption is composed of two parts. Ecrx, energy necessary for
the reception of all data units from vi’s descendants and Ectx, energy necessary
for the transmission of received data and vi’s own data to the parent node.

Ecrx(T, vi) = EcelectlS(T, vi)

Ectx(T, vi) = Ecelectl(S(T, vi) + 1) + Ecampld
2(S(T, vi) + 1) (1)

Ecelect and Ecamp are constants, l is the length of data in bits.
Lifetime L(T, vi) estimate for the node vi in the current tree T is:

L(T, vi) =

⌊
Er(vi)

Ec(T, vi)

⌋
. (2)

Recall that the tree lifetime is defined to be a minimal lifetime over all T ’s nodes.
The global maximum is expensive to compute in terms of messages necessary to
gather in nodes (a.i. consumed energy). Thus we substitute the global minimum
with a local minimum computed from n-neighborhood as follows:

Lmin(T, vi) = min

(
L(T, vi), min

vj∈neigh(G,vi,n)
L(T, vj)

)
.

Ecmin(T, vi) is the amount of energy necessary for node vi to gather data dur-
ing the estimated tree T ’s lifetime. The energy necessary to support a single
descendant ϕ(T, vi) depends on Lmin(T, vi) as well:

Ecmin(T, vi) = Lmin(T, vi) × Ec(T, vi)

ϕ(T, vi) = Lmin(T, vi)(2Ecelectl + Ecampld
2)

To optimize the tree lifetime we need to decrease the energy consumption in
nodes with the minimal lifetime. This can be achieved in two ways. The first
most significant method lies in removing some of vi’s descendants. To achieve
this we need to calculate the number of descendants that must be disconnected.
Consequently the nodes that accept the removed nodes as their new descendants
must be found. The second method is due to the adjustable transmission range
used in Ectx. If the parent is the farthest tree neighbor of vi than vi can try to
connect a closer parent to decrease the necessary communication distance d.

We first introduce nodes’ classification to find nodes that have to be opti-
mized. We classify nodes to three classes distinguished by colors:
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Red nodes are bottleneck nodes having a large load or a low energy. They
need to get rid of at least one child node to become a gray node. These nodes
satisfy the following inequality.

Er(vi) < Lmin(T, vi)Ec(T, vi) + ϕ(T, vi)

Gray nodes are sub-bottlenecks. These are nodes that would become bottle-
necks if they accept at least one more descendant which means that they satisfy:

Lmin(T, vi)Ec(T, vi) +ϕ(T, vi) ≤ Er(vi) < Lmin(T, vi)Ec(T, vi)+ϕ(T, vi) +
ϕ(T, vi)

Er(vi)
.

The factor ϕ(T,vi)
Er(vi)

is used to control the size of the gray area. The main purpose

of introducing this factor is that the nodes with the short lifetime accept less
descendants compared to nodes with the maximal lifetime.

Green nodes are those having a low load or a high energy. They can accept
at least one more descendant without becoming red.

Consequently we need to compute the number of descendants a green node
can accept without becoming red and the number of nodes a red node must
remove to become gray. For this purpose we define a capacity for each node vi.

C(T, vi) =

⌊
(L(T, vi) − Lmin(T, vi))Ec(T, vi) − ϕ(T, vi)

ϕ(T, vi)

⌋
For the sink node the capacity is defined as |V |. For red nodes vi it is defined
as min(C(T, vi),−1). Gray nodes have zero capacity and green nodes’ capacity
equals to C(T, vi). From these values we compute the final value of the capacity
Cf(T, vi):

Cf(T, vi) = min(C(T, vi), C(T, u1) . . . C(T, un))

It is defined as the minimum of C(T, vi) and C(T, uj) over all vi’s predecessors
uj ∈ neigh(G, vi, n).

Final configuration we want to achieve is the state where no bottleneck node
can neither disconnect any of its descendants nor it can decrease its transmission
distance without causing some other node/s to become a bottleneck.

5 Algorithm

First we present a short overview of the main parts of WSTDO algorithm in this
section. Then we define and describe variables stored in each node followed by
a detailed description of the main algorithm parts and messages the algorithm
use.
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GRAY φ + φ/L(T, vi)

φ
Lmin(T, vi)En(T, vi)

En(vi)

GREEN

RED
Lmin(T, vi)En(T, vi) + φ 

Lmin(T, vi)En(T, vi) + φ + φ/L(T, vi) 

C(T, vi) = 1

C(T, vi) = 2

ui
Change(2, {})

uj
Change(1, {ui})

vi
Change(1, {ui, uj})

uk
Change(1, {ui})

Change(1, {ui})

Change(1, {ui, uj})

Fig. 1. Nodes’ classification and capacity (left) and a scheme of recursive calls to
Change procedure and sending of Change message (right)

5.1 Overview

The algorithm consists of four main parts: the initialization, the tree mainte-
nance, the tree optimization and the data transfer.

During the initialization (see 5.2) an initial tree is constructed, local variables
are initializes and the information on n-neighborhood nodes are gathered. The
initialization is executed first and the other parts of the algorithm are started
and performed in parallel after the initialization has finished.

Tree maintenance (see 5.3) procedure is used to collect and process up-to-
date nodes’ state and topology changes in each nodes’ n-neighborhood. It also
serves to detect and repair possible cycles that can be formed during the tree
optimization.

The main part of the algorithm is the tree optimization (see 5.4) where nodes’
loads are locally optimized according to their classification and capacity. Up-to-
date state of each node is then transmitted to its n-neighborhood.

The last part is the data transfer protocol. We expect a periodic data sampling
in all nodes and the consecutive data transfer to the sink over the constructed
tree.

All parts of the algorithm are written as executed in the local node vi. Each
node vi maintains several variables that describe vi’s state and also the
state of its neighbors. The most important variables are lifetime = L(T, vi),
state with possible values red, gray, green, and capacity = Cf(T, vi). The
variable disconnectT ries is a set that contains a number of possible attempts to
disconnect each child of vi. For child cj triesMultiplyer∗(S(T, cj)+1) is defined.
Each time vi sends a disconnect message to a child it decrements the value of
disconnectT ries for the child. This variable makes sure that each bottleneck
stops trying to disconnect its children after a finite number of tries so that the
algorithm can reach a stable state.

Variables lifetime, capacity and parent are broadcasted to n-neighborhood
in NodeState message. They are also stored locally as a part of vi’s state of
n-neighborhood nodes in neighbours set. Node vi obtains these values from
NodeState and NodeLoad messages described in Tree maintenance subsection
(see 5.3).
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5.2 Initialization

The result of the initialization is the initial tree, the values of vi’s local variables
set to their initial values and the initial state of vi is broadcasted to nodes in its
n-neighborhood. Symmetrically the same information is obtained by vi from its
n-neighborhood.

At the beginning of this phase we use modified Echo algorithm [2] to construct
an initial tree and to initialize the values of local variables parent, children and
S(T, vi) for each vi. Then nodes exchange their id and value of L(T, vi) with its
1-hop neighbors.

After node vi receives values of L(T, ui) from all its 1-hop neighbors ui, it
computes initial values of variables state and capacity and then it broadcasts
these values in a NodeState message to n-neighborhood and ends initialization
phase.

5.3 Tree Maintenance

This part of the algorithm is used to maintain vi’s information on its neighbors in
n-neighborhood and also to detect and remove cycles damaging the tree topology.

Two types of messages are used to transfer the information. The NodeState
message is broadcasted periodically in regular intervals to nodes in n-
neighborhood. It contains a state information of the sending node. After the
initialization only incremental changes of node’s state are sent. If there is no
change or only the lifetime of the node differs, the message is not sent. Neigh-
bors are able to estimate vi’s lifetime from the last value that was received minus
the number of data gathering periods since it was last received.

The NodeLoad message is sent from node ui to its parent as a unicast mes-
sage if a child node connects/disconnects to/from ui and it is recursively for-
warded to the sink. It is used to inform predecessors of the node ui on the
changed number of the descendants. The value of possibleT ries[cj] is updated
to triesMultiplyer∗(S(T, cj)+1). The message contains id of a newly connected
child for a purpose of a cycle detection. If vi receives its own id in the message
it has detected a cycle and it is forced to connect to a different parent. vi also
stores an information on previous connection attempts that caused a cycle for
the further cycle prevention.

5.4 Tree Optimization

The tree optimization is performed periodically starting from the end of the
initialization phase. Its main purpose is to find bottlenecks in the convergecast
tree and remove them. It starts by pseudo-code in Algorithm 1.

The procedure Change has two parameters. Parameter excesiveLoad deter-
mines the number of descendants vi has to remove from its sub-tree. Parameter
predecessors is an ordered set that contains n-neighborhood predecessors that
launched recursive calls of the Change procedure (see Figure 1).
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Algorithm 1. Tree Optimization

update node state
if vi becomes red and has no red predecessor then � vi is bottleneck

x = −Cf(T, vi)
call Change(x, ∅)

else
broadcast NodeState message neighbors

end if

Algorithm 2. Change(excesiveLoad, predecessors)

� Optimize node’s load
swichStatus = vi → Switch(predecessors) � try to switch to different parent first
if switchStatus == true then � switched to different parent

update node state
broadcast NodeState

else � else select victims rk from vi → children to disconnect
add all children cj with vi → possibleT ries[cj] > 0 to removeCandidates
remove all rk not known from n-neighborhood from predecessors and add vi
sort removeCandidates set from farthest to closest
while excessiveLoad ≥ 0 do

select and remove first rk from removeCandidates
disconnectLoad = S(T, rk) + 1
if disconectLoad < excesiveLoad then disconectLoad = excesiveLoad
end if
vi → possibleT ries[rk] = vi → possibleT ries[rk]− 1
excessiveLoad = excessiveLoad− disconectLoad
send Change(disconnectLoad, predecessors) to rk

end while
update node state and broadcast NodeState

end if

The Change procedure is called either directly after a node detects its red
state or upon a receipt of a Change message. Change message serves to inform
a child node of vi that it must re-connect to a different parent and thus decrease
load of vi. It contains the predecessors set of nodes that recursively called the
Change procedure before the Change message arrived to vi. Predecessors set
contains only nodes known to vi’s parent from n-neighborhood. The Change
message also contains the number of descendants the child node of vi has to
remove. The pseudo-code of the Change procedure is in Algorithm 2.

The function Switch is called as a part of the Change procedure when vi
tries to find a new parent. There are two possible reasons to switch to a different
parent. The first case occurs when vi’s state becomes red. It can be detected
by the empty predecessors set. In this case it is sufficient for vi to decrease its
current communication distance d if possible.

The second case of calling Switch occurs when vi is selected as a victim for
the disconnection from its parent. In this case it is not necessary to connect
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Algorithm 3. Switch(predecessors)

� Try to switch to another parent
candidates = ∅
for all nj neighbours of vi node do

if IsPossibleCandidate(nj ) then
candidates = candidates ∪ {vi}

end if
end for
if candidates == ∅ then return false
end if
sort candidates set from nearest to farthest
for all ck ∈ candidates do

try to connect to ck
if not sucessfull for any ck then return false
end if

end for
set vi → parent to selected ck
broadcast NodeState
return true

to a closer parent; it is sufficient to switch to another parent to decrease the
load of vi’s parent. There are other criteria for the selection of a neighbor as
a candidate ck for a new parent. Namely ck must not turn red after accepting
vi as a child, must not be a descendant of vi known from n-neighbourhood,
must not have caused a cycle in previous attempts and must not have the same
predecessor as vi known from n-neighbourhood. All these criteria are checked in
the IsPossibleCandidate(candidate) function.

6 Performance Evaluation

We compare our algorithm to MITT [7] and MLTTA [12] algorithms in this
section. Both MITT and MLTTA solve a very similar spanning tree optimization
problem as our algorithm does. The main difference is that these algorithms are
centralized and ours is distributed. Because MITT and MLTTA algorithms are
targeted to wireless sensor networks environment we assume that they have to
be executed in the sink node. It implies that the network topology and the
residual energy must be transferred to the sink and then the resulting spanning
tree topology must be disseminated back to network nodes.

We do not assume any link and/or node failures during simulations thus for
the sake of a fair comparison we collect the network topology only once at the
beginning of the network lifetime. On the other hand the residual energy is
collected before each MITT or MLTTA execution. Both algorithms are executed
after each data gathering round. A similar execution scenarios for centralized
algorithms in wireless sensor networks are suggested in [7] and [13].

We use ideal Time Division Multiple Access (TDMA) described for example
in [13] as MAC layer model for our simulations for a closer comparison to MITT



96 L. Carr-Motyčková and D. Dryml
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Fig. 2. Number of data gathering rounds (left) and overhead (right) for different num-
ber of nodes in network with sink on position (50, 50) and initial energy from interval
〈5, 10〉 J

and MLTTA and an assessment of a raw optimization ability of our algorithm.
Oracle is used in the model to schedule nodes communication so that there are no
transmission collisions, idle listening (nodes transmit/receive message or sleep)
or overhearing. All channels are reliable with no data loss or damage during the
communication.

We use data message size of 560 bits throughout the simulations, the maximal
transmission range of nodes is set to be 25m as in [7]. Energy parameters are set
like this: Ecelect = 50nJ/bit. Ecamp = 100nJ/bit for MITT and 100pJ/bit/m2

for MLTTA and WSTDO. MITT and MLTTA use k1 = 100 and k2 = 1000. In
MLTTA we use same optimization part as it is in MITT because the optimization
part of MLTTA algorithm is described very vaguely. Multiplication constant
triesMultiplyer is set to 50.

Simulations show that the knowledge of 2-neighborhood is sufficient for an
optimal performance of our algorithm. 1-neighborhood does not support enough
neighborhood knowledge. 3-neighborhood on the other hand causes a huge mes-
sage overhead to maintain the up-to-date state information and it is also highly
demanding in storage space (considering the limited memory of sensor nodes).

6.1 Simulations Results

The important result is that WSTDO always converges to the final configuration.
For networks with 100 nodes or less and initial energy 〈5, 10〉 J the overhead

of our algorithm is smaller than it is for both centralized algorithms. This is
caused by the fact that each node has only few neighbors and thus it only drains
energy from few nodes during the broadcast of its state.

As the main result we compare the network lifetime reached by all three
algorithms. Figure 2 shows that our algorithm can perform approximately half
of the data gathering rounds compared to MITT algorithm for sparse networks
with 100 or less nodes and one third for denser networks. Comparison to MLTTA
shows that our algorithm performs the same or better.
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The main reasons for the worse performance of our algorithm is that both
centralized algorithms perform optimization using the complete knowledge of
the network topology and the energy status of all nodes. The local optimization
in the sink also means that each topology change during the computation in the
sink does not cost any messages to perform. Thus the energy metric can be more
fine grained and even the slightest change in the network topology that saves
only a small portion of energy can be considered in the optimization. MITT and
MLTTA algorithms change network topology only once between data gathering
rounds after the optimization computation was finished. On the other hand our
distributed algorithm works continuously.

The results of simulations can be influenced by an estimate of the overhead in
centralized algorithms used for the information collection and the distribution
in/from the sink node. The overhead is not considered in centralized algorithms
but it must be considered for a better assessment of the performance in a more
real sensor network deployment scenario and the comparison to our algorithm.

Centralized algorithms also leverage from the fact that they collect network
topology only once. The topology collection before each algorithm execution
would be necessary only if we assume network failures and changes. This would
decrease their performance significantly while the dynamic topology processing
in our distributed algorithm does not influence its performance.

7 Conclusion

In this paper we proposed the distributed convergecast algorithm targeted the to
sensor networks environment. It is based on local optimization of the spanning
tree structure according to the load of tree nodes.

We compared our algorithm to two centralized spanning tree optimization
algorithms MITT and MLTTA. Simulations show that our algorithms perfor-
mance is between one half and one third of the MITT’s performance. It has
better results for sparse networks. Our algorithm compensates this fact by its
ability to work effectively in the scenario with link failures and topology changes.
Convergecast tree can be repaired locally and the optimization is performed par-
alelly in disjoint sub-trees.

Centralized algorithms do not consider the energy consumption needed for
network status gathering in the sink node and for optimization results distri-
bution to network nodes. We made the modest assumptions about this energy
consumption for the sake of comparing the centralized algorithms to our dis-
tributed one. The need for an estimate of centralized algorithms overhead makes
the comparison of distributed algorithm to centralized ones difficult.

8 Future Work

Our distributed algorithm will be tested and optimized (including parameter
settings) in more real MAC layer model using COOJA simulator [10]. Overall
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design of WSTDO allows its deployment in real MAC layer with only few modi-
fications. During tests our algorithm should be compared to Dozer and MeeCast
as these algorithms are currently the state-of-the-art for data gathering with-
out aggregating. We will also prove the convergence of WSTDO to the final
configuration, its approximation factor and its complexity.
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Abstract. We address the problem of building and maintaining a for-
est of spanning trees in highly dynamic networks, in which topological
events can occur at any time and any rate, and no stable periods can be
assumed. In these harsh environments, we strive to preserve some proper-
ties such as cycle-freeness or existence of a unique root in each fragment
regardless of the events, so as to keep these fragments functioning unin-
terruptedly to a possible extent. Our algorithm operates at a coarse-grain
level, using atomic pairwise interactions akin to population protocol or
graph relabeling systems. The algorithm relies on a perpetual alternation
of topology-induced splittings and computation-induced mergings of a for-
est of trees. Each tree in the forest hosts exactly one token (also called
root) that performs a random walk inside the tree, switching parent-
child relationships as it crosses edges. When two tokens are located on
both sides of a same edge, their trees are merged upon this edge and one
token disappears. Whenever an edge that belongs to a tree disappears,
its child endpoint regenerates a new token instantly. The main features
of this approach is that both merging and splitting are purely localized
phenomenons. This paper presents the algorithm and establishes its cor-
rectness in arbitrary dynamic networks. We also discuss aspects related
to the implementation of this general principle in fine-grain models, as
well as embryonic elements of analysis. The characterization of the algo-
rithm performance is left open, both analytically and experimentally.

1 Introduction

Spanning trees are essential components in communication networks. The avail-
ability of such structures simplifies a large number of tasks, among which broad-
casting, routing, or termination detection. From the standpoint of distributed
computing, constructing a spanning tree implies the collaboration of neighboring
nodes in order to establish selective relationships that inter-connect the whole
network without cycle.

The problem is very different in essence in static and dynamic networks. In a
static network, there is generally a distinction between the construction of a tree

J. Cichoń, M. Gȩbala, and M. Klonowski (Eds.): ADHOC-NOW 2013, LNCS 7960, pp. 99–110, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



100 A. Casteigts et al.

and its effective use, both taking place at different times. In truly dynamic net-
works (e.g. vehicular networks), the set of communication links evolves rapidly
and continuously. As a result, the trees need to be updated on a constant basis
and while they are used. Early works addressing the spanning tree problem in
dynamic graphs (see e.g. [4,10,6] and the references therein) applied strong re-
strictions on the dynamicity; namely, these works assumed the network stabilizes
eventually, or recurrently offers stable periods during which the tree can entirely
be recomputed. These assumptions are certainly appropriate in the case of oc-
casional failures or reconfigurations of the topology. But they are not reasonable
in highly dynamic scenarios like mobile ad hoc networks.

We are interested in understanding what can still be done in the harshest
dynamic context. In particular, we consider networks in which no stability period
is ever expected; no information is available about future topological events; no
restrictions apply to the rate of these events; and no contemporaneous end-to-
end connectivity is assumed (that is, we address delay-tolerant networks [8]). On
the other hand, we allow ourselves to reason at a high level of abstraction, using
a coarse-grain interaction model akin to recent population protocol models [3].
While we find the problem in this model interesting in its own right, we still
hope and believe the principles highlighted here can help subsequent effort to
make it work in finer-grain (e.g. message passing) models.

The algorithm relies on a perpetual alternation of topology-induced splittings
and computation-induced mergings of a forest of spanning trees. Each tree in the
forest hosts exactly one token (also called root) that performs a random walk
inside the tree, switching parent-child relationships as it crosses edges. When
two tokens are located on both sides of a same edge, their trees are merged
upon this edge and one token disappears. Whenever an edge that belongs to a
tree disappears, its child endpoint regenerates a new token instantly. The main
features of this approach is that both merging and splitting are purely localized
phenomenons.

After reviewing some relevant work in Section 2, we define the network model
and assumptions, as well as the computational model in Section 3. The algorithm
is then presented in detail and proved correct in Section 4. This presentation is
followed by a discussion regarding some important implementation choices (e.g.
priority between different rules of interaction). In Section 5, we provide prelim-
inary results on the analysis of the algorithm, which we regard as a coalescing
particle system involving random walks in trees. We conclude in Section 6 with
some perspectives.

2 Related Work

The problem of building distributed spanning trees in communication networks,
and more generally in graphs, has been extensively studied during the last three
decades and a large literature exists on the topic. It is noteworthy that the
problem was studied by different communities (self-stabilization, stochastic pro-
cesses, distributed computing) using different paradigms and terminologies (e.g.
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token, mobile agent, random walk, legal state, stabilization time, coalescing time,
tree, forest, etc.). We review below the most relevant concepts and approaches
to solve this problem.

Self-stabilization: A system that reaches a legal state starting from an arbitrary
state is called self-stabilizing. After a fault in the system, the time required to
reach the legal state is called the stabilization time. In the context of spanning
trees in dynamic networks, topological changes are the faults, and having the
entire network covered by a single tree, or in case of partitioned networks one
tree per connected component, is the legal state. One approach to transform
a non-self-stabilizing algorithm into a self-stabilizing one, is to reset the states
of the nodes when a fault occurs, so that a new execution of the algorithm is
initiated. This approach has been considered by most self-stabilizing algorithms
proposed so far for the spanning tree problem, and an optimal-time solution was
proposed in [4] (as a coarse-grain graph algorithm, more recently transposed
into the message passing model in [6]). We refer the reader to [10] for a more
general survey on self-stabilizing spanning tree algorithms. In these works, the
algorithms assume that no additional fault occur during the stabilization period,
which is not acceptable in highly dynamic networks.

Random Walk: A random walk is a sequence of nodes such that each node in the
sequence (except the starting node) is randomly selected among the neighbors
of its predecessor. Random walks have been used to solve several problems in
distributed systems, such as leader election, voting, or spanning trees [7]. The
idea of using random walks to compute spanning trees was first proposed by
Aldous in [2], where a single random walk is considered. Anytime, the set of all
covered nodes, along with the edges from which they were visited the first time,
defines a random tree that spans the nodes already visited.

Mobile Agents: Mobile agents are entities that can travel across the network,
and perform tasks on the underlying nodes. These agents may or may not carry
their own memory, and adopt a variety of strategies to move within the network.
In [5], distributed random walks of mobile agents (called tokens in the paper)
are used. More precisely, colored tokens are annexing territories while walking
within the network. Each token builds a tree (a subtree of the global spanning
tree). When two tokens meet or when a token visits a node that have already
been visited, the two trees are merged into one. This operation is performed by a
wave propagation, which is a broadcast-based process that occurs along the edges
of the trees. The network is assumed connected and no topological changes are
allowed during the construction of the tree. Unique identifiers are also required.
A related approach was proposed in [1], where mobile colored agents (equivalent
to tokens) construct subtrees that are progressively merged into a final spanning
tree. Whenever one agent enters the region of another, the agent that have the
larger color progressively takes control of the nodes and eventually destroys the
other agent. The advantage of this gradual process is that it avoids the wave
propagation. However, unique identifiers are still required to generate the colors
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and some global information (an upper bound in the cover time of the random
walk) is needed to regenerate an agent. Finally, the approach does not tolerate
frequent topological events.

In comparison to these approaches, the one we propose does not require stable
periods or unique identifiers (nor any global information). This is, to the best of
our knowledge, the first attempt in this direction.

3 Network Model and Assumptions

We represent the network as an evolving graph G = {G1, G2, ...}, all elements
of which correspond to snapshots of the topology, and the transitions between
them bijectively reflect the occurrence of one, or several simultaneous topological
events (appearance or disappearance of edges). More elaborate variants of evolv-
ing graphs can be found in the original paper [9]. However, this basic variant is
suitable enough for our purpose.

At a given moment, the network is therefore represented by an undirected
simple graph Gi = (V,Ei), where the set of nodes V is assumed to be con-
stant, while the set of edges varies without restriction from one Gi to the next.
The temporal span of each Gi is arbitrary and in particular, it is not bounded
(whether from above or below). We do not require the existence of unique iden-
tifiers for the nodes, but we assume they are able to distinguish between their
incident edges and assign a local value to them (thus, an edge typically has two
values, one on each side). Note that in practice, especially in a wireless network,
this feature would require unique identifiers to be implemented. It is however a
weaker assumption from a theoretical standpoint. Further, it is more natural to
think of our algorithm without identifiers.

3.1 Computational Model

We consider a coarse-grain interaction model akin to population protocols [3] or
graph relabeling systems [11]. In these models a computation step is an atomic
pairwise interaction. Precisely, a computation step takes as input the state of a
pair of nodes (together with their common edge), and modifies these states ac-

cording to some rule. For example, the rule inside outside inside inside
0 0 2 1

may represent the construction of a rooted spanning tree in a static network from
some distinguished inside node. We assume in general that two interactions can
occur in parallel so long as they are disjoint (they do not imply a common node).
The way interactions are selected, that is, the scheduling, is typically not a part of
the algorithm (e.g. it can be adversarial with some constraints, or probabilistic,
or result from some finer-grain interaction). The general properties we establish
on our algorithm are insensitive to these concerns. Note that the guard of a rule
(left part) may represent two nodes in a same state. In this case, despite the
absence of unique identifiers, symmetry is broken by the application of the rule
– however, the choice of what role is played by each node is not controlled by
the algorithm (it is up to the scheduler).
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Dealing with a dynamic graph (the usual population protocols deal with static
graphs), we consider another type of operation in addition to pairwise interac-
tion. This operation, triggered by topological events, consists in updating the
state of a node immediately after one of its edges disappears. As such, an algo-
rithm can associate reactive operations to the loss of a link.

4 The Spanning Forest Algorithm

Informally, the algorithm is based on three operations on tokens: circulation,
merging, and regeneration, which aim at maintaining exactly one token per tree.
Initially, every node forms a tree of its own and is the root of that tree (it has
the token). When two token owners interact over a common edge, their tokens
are merged into one and their common edge is added to the tree (merging rule
r1, see Figure 1 below). The parent-child relation is set accordingly. The rest of
the time, each token performs a random walk along the edges of its own tree
(circulation rule r2, see Figure 2 below) in search of new merging opportunities;
parent-child relations are flipped as the circulation proceeds, so that a node can
always tell, locally, which edge leads to the token. Whenever an edge of the tree
disappears, the node on the child side regenerates a token (regeneration rule ra,
see Figure 3 below), which re-enables its orphan tree to keep running the process.

4.1 State Space and Initialization

At any time, the state of the system is fully described by two functions: one
function for the state of the nodes λ : V → {T,N}, where T means this node
has a token, while N means it does not; and one function for the state of the
edges locally to both endpoints λ : V × Ei → {0, 1, 2}, where Ei is the current
set of edges. The domain of both functions being different and non-ambiguous
from the context, we authorize a unique symbol λ to denote them. State 0 for
an edge means it does not belong to a tree. States 1 or 2 mean it does, and the
local direction is from child to parent (state 1) or from parent to child (state 2).
Hence, an edge whose state is 1 at one end, must be in state 2 at the other end.
Notice that one bit of information is enough to encode the state of a node, and
two bits, locally at each node, are sufficient for an edge.

Initialization: Given the first graph G0 = (V,E0), we set λ(v) = T for all v ∈ V .
We also set λ(v, e) = 0 and λ(u, e) = 0 for all e = (u, v) ∈ E0. In words, every
node initially holds a token and none of the edges belong to a tree.

4.2 State Transitions

The evolution of the process is determined by two sources of events: topological
events (i.e., appearance or disappearance of an edge) and computational events
(i.e., pairwise interaction). We specify both separately. Keep in mind the prin-
ciple presented here is intended to be extremely general, and several important
questions, like priority among rules or the role played by each node in the rule,
are deliberately set aside at this point. (They are discussed shortly after.)
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Transitions Induced by Pairwise Interaction

Merging Rule: Given two nodes u and v involved in an interaction over an edge
e = (u, v), the operation is specified as follows. If λ(u) = T and λ(v) = T , then
set λ(v) = N , λ(v, e) = 1, and λ(u, e) = 2. This rule, called merging rule (r1),
can be represented graphically as shown in Figure 1.

r1 :
T T T N

Fig. 1. Merging rule (graphical representation)

Circulation Rule: Given two nodes u and v involved in an interaction over an
edge e = (u, v), the operation is specified as follows. If λ(u) = T and λ(v) = N
and λ(u, e) = 2, then set λ(u) = N , λ(v) = T , λ(v, e) = 2, and λ(u, e) = 1. This
circulation rule (r2) can be represented graphically as shown on Figure 2.

r2 :
T N N T

Fig. 2. Circulation rule (graphical representation)

Transitions Induced by Topological Events

Given two consecutive graphs Gi and Gi+1 in G, the transition from one to the
other induces the following updates on the states of the system.

Appearance of an Edge: For all e = (u, v) ∈ Ei+1\Ei, both λ(u, e) and λ(v, e)
are set to 0. In words, new edges are initialized with state 0 on both sides.

Disappearance of an Edge: For all e = (u, v) ∈ Ei\Ei+1, if λ(u, e) = 1, then set
λ(u) = T ; else if λ(v, e) = 1, then set λ(v) = T . In words, if a node loses the
edge leading to its parent, it regenerates a token immediately. This rule, called
regeneration rule (ra), can be represented graphically as shown on Figure 3.

ra :
N Toff

Fig. 3. Regeneration rule (graphical representation)

An example execution sequence of the algorithm is provided on Figure 4.

4.3 Correctness

In this Section we establish some properties of the spanning forest algorithm,
namely, that there is always exactly one root (token) in every tree, and no cycle
can possibly occur.
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Lemma 1. At any time, there is at least one token per tree.

Proof. The lemma holds initially, when every node is the root of its own tree.
Now observe that both merging and circulation operations perserve this property.
Indeed, the application of r1 merges two trees but suppresses one token, while
r2 just moves a token within the underlying tree. We can thus focus on the
disappearance of edges. Whenever an edge e disappears, either e did not belong
to a tree or it did. If it did not, nothing has to be done. If it did, then this
tree is now split into two trees, one of which is left token-less. By rule ra, whose
application is immediate, a token is regenerated on the orphan side of that edge
(edge state 1). If several such edges had disappeared simultaneously, the same
mechanism would have occurred relative to each fragment. ��
Lemma 2. At any time, there is at most one token per tree.

Proof (By contradiction). The only rule leading to the creation of a token is ra.
Since the lemma holds initially, the presence of more than one token in a tree
must result from one of these events:

1. Rule ra was applied despite the existence of another token in the tree.
2. Rule ra was applied several times simultaneously in the tree.

In the first case, the contradiction stems from the fact that ra is applied on the
child endpoint of a lost edge. By construction, the token is thus on the other
side and the local subtree is token free. In the second case, the contradiction
is slightly less direct. Let v and v′ be two nodes of a same tree, both of which
have applied ra simultaneously. Three cases are possible regarding the relative
position of v and v′ in the tree:

1. (a) v is an ancestor of v′. This is impossible because the application of ra
by v′ results from the disappearance of its parent edge.

(b) v′ is an ancestor of v. Same argument for v.
(c) v and v′ have a common ancestor. This is again impossible because

the application of ra results from the disappearance of a parent edge,
therefore neither v nor v′ can have an ancestor at all. ��

Theorem 1. At any time, there is exactly one token per tree.

Proof. By Lemmas 1 and 2. ��
Theorem 2. At any time, the trees are cycle-free.

Proof. The property holds initially. The only way an edge can be added to a
tree is by means of applying r1, which involves two tokens. By Lemma 2, there
is at most one token per tree, thus at most one application of r1 can occur at a
time for a given tree, and the two tokens must belong to different trees. ��

4.4 Discussion

The algorithmic principle introduced here is very general. In particular, the cor-
rectness of the properties we have considered so far does not depend on the order
in which the edges are selected for interaction, nor whether some interactions
should be favored over others (e.g. r1 over r2).
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Fig. 4. A possible sequence of execution of the spanning forest algorithm
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On the other hand, these aspects can have a tremendous impact on the ability
of the trees to merge with each other and converge towards a single tree per
connected component (remind that the network is expected to be partitioned in
general).

Priority among Rules: In general, given two neighbor nodes at a given time, there
might be more than one eligible rule. This was not the case with this algorithm,
since r1 and r2 have two incompatible guards (preconditions). However, the
matter is worth being discussed. Priority among the rules could be understood
in a weak sense, enforcing the fact that a rule should not be applied by these two
nodes if they are able to apply another rule first. Another, much stronger sense
of priority consists in forbidding a node to apply a given rule as long as another
rule is applicable with any of its neighbors.

Clearly, in the case of the spanning forest algorithm, merging should be pre-
ferred over circulation whenever possible. Enforcing strong priority would thus
come to forbid the application of r2 whenever r1 can be applied. This behavior
is expected to produce larger trees, but at the cost of a strong constraint on
the scheduler (probing the state of an entire neighborhood prior to interaction).
Without speculating on finer-grain implementations of our principle – which is
not the object of this paper – we believe a strong priority mechanism remains
somewhat natural in a wireless environment, where nodes routinely broadcast
their state to all neighbors, in particular if we assume a synchronous communi-
cation model such as LOCAL or CONGEST [12].

Role Played by Both Nodes in an Interaction: The reader may have noticed that,
in the definition of the circulation rule r2, the guard of the rule is not tested
on both sides. That is, u implicitely plays the role of the left node, and v that
of the right node. As far as the present work is concerned, we do not want to
impose a preferred way to solve this question, as it does not affect correctness.
As a suggestion, the scheduler may select edges in a directed way (with a left
node, and a right node), or the second direction systematically when an edge is
selected and the rule is not applicable in the first direction.

High-Level View of the Process: Assuming the token has equal probability to
move to each neighbor (in the tree), we can regard the circulation as a random
walk in the tree. Further, if we assume strong priority enforcement between r1
and r2, the circulation and merging processes turn into a specific variant of
coalescing random walks [7]. This point of view is the one we consider in the
next section.

5 Preliminary Analysis

In this section, we study the question of how frequent the mergings are. We only
provide preliminary results and some thoughts about the complete analysis of
this process (which is far beyond the scope of this paper). Hence, we characterize
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the number of token moves expected in a stationary regime, before a merging
occurs between two given trees in a static context. This value is given as a
function of their size and the number of edges connecting them (called bridges).

5.1 Random Walks in Trees

For the sake of analysis (and with loss of generality), we look at the process
of merging and circulating tokens as a system of particles that perform random
walks in trees and coalesce whenever they meet. Here, the concept of meeting be-
tween two particles is defined with a special meaning. Indeed, in most coalescing
particle systems, two particles are said to meet if they happen to be located at a
same node, whereas in our case, they meet if they are located at both endpoints
of a same edge (remind that the tokens cannot travel beyond their trees).

5.2 Bridges

Given two different trees T1 and T2, there may be some edges whose endpoints lie
in T1 on one side, and T2 on the other side – we call such edges bridges. Figure 5
shows an example of two trees that share four bridges.

A B

C

D

E

F
GT1 T2

Fig. 5. Example of two trees sharing four bridges (dashed lines)

As discussed in Paragraph 4.4, the enforcement of a strong notion of priority
between merging and circulation allows one to assume that if two tokens are
located on a same bridge, then merging occurs. (This is at least true in the
case of two trees, which is the one addressed here.) Hence, the probability that
merging occurs is that of having both tokens located at a same bridge.

Let us denote by Bridges(T1, T2) the set of edges (u, v) such that u ∈ ET1

and v ∈ ET2 . The probability that T1 and T2 merge at a given time is equal to:

Pmerge(T1,T2) =
∑

(u,v)∈Bridges(T1,T2)

P [λ(u)=T∧λ(v)=T ]. (1)

5.3 Probability of Being Located at a Node

In a stationary regime, the probability for a token to be located at a given node
v in a graph G (tree or not) is a well-known result in random walk theory, which
only depends on the ratio between the degree of v, dG(v), and the sum of all
degrees in G.
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In a tree T , the probability a node v hosts the token is thus

P (λ(v) = T ) =
dT (v)

2|ET |
(2)

where |ET | is the size of T . Keep in mind this value corresponds to the stationary
regime (when the probabilities no more depend on the initial configuration).

5.4 Expected Merging Time in the Stationary Regime

We are interested in the mean number of steps (token moves) required to merge
the two trees, assuming the walks are in a stationary regime. Moreover, as trees
are bipartite graphs, if both tokens move synchronously it may happen, depend-
ing on their initial position, that they never meet. Thus, we assume here that
the moves are asynchronous (i.e., one at a time). Equations 1 and 2 allow us to
state that the probability for two trees T1 and T2 to merge at any step is

Pmerge(T1, T2) =
∑

{(u,v)∈Bridges(T1,T2)}

dT1(u)

2|ET1 |
× dT2(v)

2|ET2 |
(3)

which in turn gives the expected merging time in number of steps,
as Emerge(T1, T2) = Pmerge(T1, T2)−1.

However limited, a quick look at these results teaches us some preliminary
facts. First, the merging time of two trees of size n in which the nodes degrees d

are fairly distributed is in O( n2

nbBridges·d2 ). The d2 term could actually be omitted

if we consider that degrees are bounded by some constant (a fair assumption in

most wireless networks). Whence a time of O( n2

nbBridges ) steps. Whether this time
is linear or quadratic in the sizes of the trees depends on the number of bridges
(e.g. merging time is linear if the number of bridges is in O(n); it is quadratic if
that number is constant; etc.). That in turn, depends on the networking scenario
which is considered, and in particular, what mobility model is used.

A deeper look is required to understand the behavior of this process. We
expect it to be quite difficult to analyze in the general case. Not only the algo-
rithm involves much more than two trees in general, but it is intended to run over
highly dynamic topologies, where splittings and mergings occur concurrently. In
fact, the metric of interest might be different than convergence time, since the
merging process is never expected to converge. A better metric here could be
the average number of trees per connected component in a stationary regime.

6 Conclusion

This paper proposed a new mechanism for building and maintaining a forest
of spanning trees in highly dynamic networks. The originality of the approach
is that the construction is a perpetual ongoing process that takes place at the
same time as the trees are used. The principle is very general and relies on token
circulation techniques that turns splittings and mergings of the trees into purely
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localized phenomenons. After presenting the algorithm using a coarse grain in-
teraction model, we provided some preliminary observations on the analysis of
the corresponding process, regarded for the occasion as a system of coalescing
random walks. A deeper analysis of this process is still far from reach, and we
expect it to be technically challenging in the general case. As the process is never
expected to converge, completion time is not the most relevant metric here (how-
ever its characterization in a static and connected context might already be very
insightful). Characterizing the average number of trees per connected component
in the stationary regime seems to be the relevant metric.

Besides analysis, an avenue of research is to transpose the algorithm into
finer-grain communication models. We believe this can be done, at least in syn-
chronous message passing models. Finally, de-randomizing the way tokens circu-
late (e.g. using Propp machine-like mechanisms) may lower the cover time, and
possibly, speed-up the merging process. These questions are open.
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Abstract. When wireless sensor networks are introduced in industrial settings, 
they will be part of a much larger heterogeneous sensor and actuation network 
that includes those sub-networks together with Ethernet cabled Programmable 
Logic Controllers (PLCs) and control stations. Performance issues arise in such 
systems. We propose mechanisms to measure, verify, control and debug 
expected operation time bounds in such heterogeneous sensor and actuator 
networks.  

Keywords: WSAN, Heterogeneity, Operations Timing Guarantees. 

1 Introduction 

A sensor and actuation infrastructure is typically a heterogeneous environment, 
consisting of software running on computer-boards, control stations, and multiple 
networked sensors and actuators. It can be composed of multiple parts: wireless 
sensor sub-networks will do the sensing and actuation over parts of the plant, and they 
will be part of a much larger heterogeneous network that includes those sub-networks 
together with Ethernet cabled computer-boards and control stations. 

Network and control engineers deploying and putting to work such a system will 
need to control and verify whether time bounds are within acceptable values. There 
are many options involved, and there is the need for both planning and testing. For 
instance, with the appropriate Time Division Multiple Access (TDMA) schedule, it is 
possible to implement simple closed-loops within a single wireless sensor network, 
with guaranteed behavior. On the other hand, it is also possible to have situations 
where a closed-loop is required with sensing happening in a wireless sensor network, 
decision logic in a computer, and actuation happening in another wireless sensor 
network. In this case the control loop will traverse multiple, most probably non-real-
time hardware and software systems, nevertheless the control loop will still need to be 
under verifiable expected time bounds. 

In this paper we define measures and metrics for surveillance of expectable time 
bounds and an approach for debugging, using tools and mechanisms to explore and 
report problems. This surveillance can be used in any distributed system to verify 
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performance compliance. Assuming that we have monitoring or closed-loop tasks 
with timing requirements, this allows users to constantly monitor timing conformity. 

We will also show experimental results concerning bounds and debugging tool. We 
create a simulation environment where we introduce some random delays in the 
messages, to demonstrate how the debugging tool works and its usability. These 
practical experimental results will show the values obtained in that environment, 
proving that the network and control engineers will have the adequate measures, 
metrics and tools to plan and debug adequately. 

The rest of the paper is organized as follows: section 2 reviews related work; 
section 3 describes the heterogeneous monitoring and control architecture. It explains 
the architecture components considered in this work. Section 4 defines measures and 
metrics used by our approach to evaluate and bound operations performance in 
heterogeneous sensor networks. Section 5 describes the addition of debugging 
modules to the heterogeneous monitoring and control architecture. The debugging 
node component and operation performance monitor component are described. It is 
also described how the performance information is collected and processed. An 
example of operation performance monitor UI is presented, which allows users to 
evaluate the performance.  In section 6 we define the experimental setup and section 7 
shows results obtained and the conclusions. Lastly, section 8 concludes the paper. 

2 Related Work 

Our proposal is an approach to verify and control expected operation time bounds in a 
heterogeneous system such as Sensor and Actuator Networks (SANs) with wireless 
sensor sub-networks. Related work includes monitoring tools, studies on 
performance, latency and delay analysis. 

Monitoring is crucial to control operations performance of a sensor and actuator 
network, and tools are needed to measure specific parameters of performance. These 
methods are used to monitor all necessary parameters that assure that all 
functionalities are working as expected. 

There already exist some tools to monitor network performance in wireless sensor 
networks. Sympathy [1] is a monitoring system in which sensor nodes are supplied 
with specific monitoring software, and periodically send specific parameters to a sink 
node. The mechanism developed is aimed at detecting and debugging failures in 
sensor networks and is specifically designed to be used with data gathering 
applications. All evaluation is done at the sink. When a failure occurs, Sympathy 
triggers failure localization and reporting. 

DiMo [2] presents a distributed and scalable solution for monitoring the nodes and 
the topology, along with a redundant topology for increased robustness. The aim is to 
operate in safety-critical wireless sensor networks, where all sensor nodes must be up 
and functional. This tool provides two functionalities, network topology maintenance 
and network health status monitoring. Monitoring is done by using observer nodes 
that check the reception of heartbeats within a certain monitoring time. If not, the 
observer sends a node missing message to the sink. There is always one observer for 
each node. The sink is always aware of which nodes are being observed in the 
network, and therefore always knows which nodes are up and running. 
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Our work is related to these ones in what concerns network performance 
monitoring. However our approach is oriented towards high-level operations, where 
we propose operation time failure detection mechanisms. 

There are also some works addressing latency and delays for WSNs [3, 4, 5, 6]. 
These works have considered the extension of the Network Calculus methodology [7] 
to WSNs. End-to-end delay bounds for real-time flows in WSNs have been studied in 
[8]. The authors propose closed-form recurrent expressions for computing the worst-
case end-to-end delays, buffering and bandwidth requirements across any source-
destination path in the cluster-tree assuming error free channel. They propose and 
describe a system model, an analytical methodology and software tool that permits the 
worst-case dimensioning and analysis of cluster-tree WSNs.  

There also exist approaches to monitor latencies and delays in distributed control 
systems based on wired components. The authors of [9] and [10] show two studies on 
modeling and analyzing latency and delay stability of network control systems. The 
authors of [11] modeled end-to-end time delay dynamics for the internet using system 
identification tools. The study in [12] presents an analytical performance evaluation of 
the switched Ethernet with multiple levels from timing diagram analysis, and 
experimental evaluation from an experimental testbed with a networked control 
system. These works assume a wired network. However, a distributed control system 
may include wireless and wired parts. Our proposed approach includes application-
level, end-to-end message losses, message delivery delays, commands delays, 
specification of bounds to provide high degree of performance in all components of 
the SAN (wired and wireless). 

3 Heterogeneous Monitoring and Control Architecture 

With the evolution and increased adoption of wireless sensor technology and 
networks, and their easier and much cheaper deployment, there is a current solution to 
partially replace or complement the existing infrastructure. When deployed in 
industrial settings, it will build a heterogeneous sensor and actuation network. The 
global network can be composed by wireless sensor networks (WSN), PLC, 
computers and control stations (Fig. 1). 

 

Fig. 1. General Architecture 



114 J. Cecílio et al. 

One way to try to provide operation timing guarantees is to deploy WSN sub-
networks with real-time specific algorithms that would include at least completely 
pre-planned synchronous time-division mechanisms. However, sensor and actuation 
infrastructures are typically heterogeneous systems. The system includes specific 
software parts, some possibly offering real-time, while others do not. In that context, 
deployment of sensor and actuator networks requires a high level of reliability control 
concerning measures such as latencies, delays and message losses. It is important to 
ensure that monitoring and control loops will still be under specified time bounds. For 
instance, control engineers can specify operation time bounds to deliver the data to or 
from supervision controllers. 

4 Measures and Metrics 

Operation timing issues in terms of monitor and closed-loops control can be 
controlled with the help of two measures, which we denote as Latency and Delay of 
Periodic Events. 

Latency consists of the time required to travel between a source and a destination. 
Sources and destinations may be any site in the distributed system. For instance, the 
latency can be measured from a WSN leaf node to a sink node, or from a WSN 
sensing node to a computer, control station or backend application. 

Delay of Periodic Events consists of the extra time taken to receive a message 
with respect to the predefined periodic reception instant. 

Given the above time measures, we define metrics for sensing and control. The 
metrics allow us to quantify timing behavior of monitoring and closed-loops. 

Monitoring Latency – the time taken to deliver a value from sensing node to the 
control station, for display or alarm computation. The following latency metrics are 
therefore all considered: Acquisition latency, Transmission latency, Control Station 
processing latency, End-to-end latency. 

Monitoring Delay – the amount of extra time from the moment when a periodic 
operation was expected to receive some data to the instant when it actually received. 
When users create a monitoring task, they must specify a sensing rate. The control 
station expects to receive the data at that rate, but delays may happen in the way to the 
control station, therefore delays are recorded. 

Event-Based Closed-Loop Latency – the time taken from sensing node to actuator 
node passing through the supervision control logic. It will be the time taken since the 
value (event) happens at a sensing node to the instant when the action is performed at 
the actuator node. The following latency metrics should be considered to determine 
the closed-loop latency: Acquisition latency, Upstream transmission latency, Control 
Station processing latency, Downstream transmission latency, Actuator processing 
latency, End-to-end latency. 

Periodic Closed-Loops Latency – periodic closed-loops can be associated with two 
latencies: Monitoring latency and Actuation latency. The Monitoring latency can be 
defined as the time taken from sensing node to the supervision control logic. The 
Actuation latency corresponds to the time taken to reach an actuator. We also define 
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an end-to-end latency as the time from the instant when a specific value is sensed and 
the moment when an actuation is done which incorporates a decision based on that 
value. The following latency metrics should be considered to determine the closed-
loop latency for synchronous or periodic closed-loops: Acquisition latency; Upstream 
transmission latency; Wait for the actuation instant latency; Control Station 
processing latency; Downstream transmission latency; Actuator processing latency; 
End-to-end latency; 

Closed-Loop Delays – In periodic closed-loop operations, actuation is expected 
within a specific period. However, operation delays may occur in the control station 
and/or command transmission. The closed-loop delay is the excess time. 

In event-based closed-loops, there can be monitoring delays. This means that a 
sample expected every x time units may be delayed. 

5 Addition of Debugging Modules to Monitoring and Control 
Architecture 

In the previous sections we defined measures and metrics useful to evaluate operation 
performance. In this section we will discuss how to add debugging modules to the 
monitoring and control architecture. 

The architecture can be divided into two main parts: nodes and control station. To 
add debugging functionalities, we need to add a Debugging Module (DM) to nodes 
and a Performance Monitor Module (PMM) to the control station. The debugging 
module collects information from operations in nodes, then formats and forwards 
information to the Performance Monitor module. The Performance Monitor gathers 
the status information coming from nodes, stores it in a database and processes it 
according to bounds defined by the user. 

In the next sections we describe how the Debugging module and Performance 
Monitor module work. 

5.1 The Debugging Module 

The Debugging module (DM) stores all information concerning node operation (e.g. 
execution times, battery level) and messages (e.g. messages received, messages 
transmitted, transmission fails, transmission latencies). This information is stored inside 
the node. It can be stored either in main memory, flash memory or other storage device.  

DM is an optional module that can be activated or deactivated. It generates a 
debugging report, either by request or periodically, with a configurable period.  

DM has two modes of operation:  

• Network debugging – the DM runs in all nodes and keeps the header 
information of messages, where it adds timestamps corresponding to 
arrive and departure instants. After, this information is sent periodically or 
by request to the Performance Monitor (described in the next sub-section), 
which is able to calculate metrics. This operation mode may be 
deactivated in constrained devices, because it consumes resources such as 
memory and processing time. 
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• High-level operation debugging – instead of collecting, storing and 
sending all information to the Performance Monitor, the DM can be 
configured to only add specific timestamps to messages along the path to 
the control station.  

Assuming a monitoring operation in a distributed control system with WSN sub-
networks, where data messages are sent through a gateway, the DM can be configured 
to add timestamps in the source node, sink node, gateway and control station. Fig. 2 
illustrates nodes, gateways and a control station in that context. 

The approach assumes that WSN nodes are clock synchronized. However, they 
may not be synchronized with the rest of the distributed control system. Gateways, 
computers and control stations are also assumed clock synchronized (e.g. the NTP 
protocol can be used). 

 

Fig. 2. Message path – example 

In Fig. 2, the DM starts by adding a generation timestamp (source timestamp) in 
the sensor node (Ts1). When this message is received by the sink node, it adds a new 
timestamp (Ts2) and indicates to the gateway that a message is available to be written 
in the serial interface. Upon receiving this indication, the gateway keeps a timestamp 
that will be added to the message (Ts3), and the serial transmission starts. After 
concluding the serial transmission, the gateway takes note of the current timestamp 
(Ts4) and adds Ts3 and Ts4 to the message.  

Upon concluding this process and after applying any necessary processing to the 
message, the gateway adds another timestamp (Ts5) and transmits it to the control 
station. When the message is received by the control station, it adds a timestamp 
(Ts6), processes the message and adds a new timestamp (TS7), which indicates the 
instant of message processing at the control station was concluded. After that, at the 
control station, the Performance Monitor module (described in the next section) 
receives the message and, based on the timestamps that come in the message, it is able 
to calculate metrics. 

If there is only one computer node and the control station, there will only be Ts1, 
Ts6 and Ts7. 
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5.2 The Performance Monitor Module and UI 

In this sub-section we describe the Performance Monitor module (PMM), which 
debugs operations performance in the heterogeneous distributed system. The PMM 
stores events (data messages, debug messages), latencies and delays into a database. It 
collects all events when they arrive, computes metric values, classifies events with 
respect to bounds, and stores the information in the database. Bounds should be 
configured for the relevant metrics. 

Assuming the example shown in Fig. 2, PMM collects the timestamps and 
processes them it to determine partial and end-to-end latencies. 

The following partial latencies are calculated: 

• WSN upstream latency (Ts2 – Ts1) 
• WSN to Gateway interface latency (Ts4 – Ts3) 
• Middleware latency (Ts6 – Ts5) 
• Control station latency (Ts7 – Ts6) 
• End-to-end ((Ts2 – Ts1) + (Ts4 – Ts3) + (Ts6 – Ts5) + (Ts7 – Ts6)) 

After concluding all computations, PMM stores the following information in the 
database: Source node id, Destination node id, Type of message, MsgSeqId, 
[Timestamps], partial latencies, end-to-end latency. This information is stored for 
each message, when the second operation mode of debugging is running. When the 
first operation mode of the debugging component is running, a full report with link-
by-link information and end-to-end information is also stored. 

The PMM user interface shows operations performance data, and alerts users when 
there is a problem detected by metric exceeds bounds. Statistical information is also 
shown and is updated for each event that arrives or for each timeout that occurs. 

Fig. 3 shows a screenshot of PMM. We can see how many events (data messages) 
arrived in-time, out-of-time (with respect to defined bounds), and the corresponding 
statistical information. This interface also shows a pie chart to give an overall view of 
the performance. 

 

Fig. 3. PMM user interface Fig. 4. PMM user interface – event logger 
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Fig. 4 shows the event logger of PMM. This logger shows the details on failed 
events. A list of failures is shown and the user can select one of each and see all 
details, including the latency in each part of the distributed control system. 

When a problem is reported by the PMM, the user can explore the event properties 
(e.g. delayed messages, high latencies) and find where the problem occurs. If a 
problem is found and the debugging report is not available at the PMM, nodes are 
requested to send their debugging report. If a node is dead, the debugging report is not 
retrieved and the problem source may be due to the dead node. Otherwise, if all 
reports are retrieved, the PMM is able to detect the message path and check where it 
was discarded or where it took longer than expected. 

PMM allows users to select one message and see all details, including the latency 
in each part of the distributed control system.  

6 Experimental Setup 

In this experimental section we use a testbed prototype to show that our approach is 
useful to monitor and debug operations performance in the whole SAN (WSN nodes, 
gateways, control stations and end-user applications).  

In the testbed there is a WSN sub-network, which is a planned network designed to 
provide performance control, gateways (computer nodes) and control stations. Fig. 5 
shows a sketch of our setup. 

The WSN sub-network includes 12 TelosB nodes organized hierarchically in a 1-1-
2 tree and one sink node (composed by one TelosB node and one computer that acts 
as gateway of the sub-network). The setup also includes a control station that receives 
the sensor samples, monitors operations performance using bounds, and collects data 
for testing the debugging approach. 

 

Fig. 5. Setup 

The control station is a computer with an Intel Pentium D, running at 3.4 GHz. It 
has 2 GB of RAM and an Ethernet connection. The gateway connecting the WSN 
sub-network to the cabled network is another computer with similar characteristics. 

All computer nodes (gateway and control station) are connected through Ethernet 
cables and GigaBit network adapters. The WSN sub-network is connected to the 
gateway using the serial interface provided by TelosB nodes. That interface is 
configured to operate at 460800 baud/second. 
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All computers run Linux OS and have specific components developed using Java 
to do specific tasks. For instance, the gateway computer has a gateway software 
component to read data from the serial interface and send it to the control station, and 
to receive messages destined for the WSN and deliver them through the serial 
interface. The control station has a software component which implements remote 
configuration and performs functionalities such as monitoring and closed-loop 
control. 

The WSN sensor nodes run Contiki OS and generate one message per time unit 
with a specified sensing rate. Each message includes data measures such as 
temperature and light. GinMAC [13] is used at the MAC layer by the WSN nodes. 

7 Testing Bounds and the Performance Monitoring Tool 

To exercise the use of bounds and debugging, we created a monitoring operation and 
introduced a “liar” node which injects 10 ms of delay in the first of every two 
consecutive messages that travel through it. Using the setup shown in Fig. 5, we will 
replace node 3 by the “liar” node (Fig. 6). 

 

Fig. 6. Setup with “liar” node 

Moreover, to simulate some losses in the network, we changed the node 4 
configuration to consecutively send one message and discard the next message. This 
allows us to simulate 50% of message losses. 

Fig. 7 and Fig. 8 show the results concerning message delays. Fig. 7 reports values 
concerning delay without the “liar” node, while Fig. 8 reports delays after 
replacement of node 3 by the “liar” node. 

 

Fig. 7. Message delay without “liar” node 
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The introduction of wireless sensor networks into industrial sites has created one 
heterogeneity case in which it is important to be able to track and debug problems.  

We proposed an approach to monitor and debug latency and delay problems. The 
approach collects information on every part of the paths followed by messages and also 
on delays, and it combines detailed link-level information with timing information to 
allow users to track where the problems occurred and why. The approach also classifies 
messages according to bounds and provides feedback about how many messages arrived 
at the control station in-time or out-of-time. Our experimental results consisted in 
injecting timing failures into a testbed and showing that the approach allowed the users to 
detect the problems and track them until they reach the originator of the problem. Future 
work will consist in providing automated detailed problem tracking reports.  
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Abstract. Applications for Sensor and Actuator Networks (SANs) are being 
spread to areas in which easy configuration by non-programmers will enhance 
acceptance, and also contexts where reconfiguration is needed during the 
application lifespan. Wireless SAN (WSAN) may include wired or wireless 
devices, computers and control stations arranged in a heterogeneous distributed 
system. Instead of assuming that embedded device nodes (e.g. a TelosB mote) 
and control station(s) (e.g. computers running Linux) are disparate entities with 
their own programming and processing model, it should be viewed as a single 
heterogeneous distributed system, offering more uniformity, simplicity and 
flexibility. In this paper we propose MidSN - an approach to hide heterogeneity 
and offer a single common configuration and processing component for all 
nodes of that heterogeneous system. This advances the current state-of-the-art, 
by providing a lego-like model whereby a single simple but powerful 
component is deployed in any node regardless of its underlying differences and 
the system is able to remotely configure and process data in any node in a most 
flexible way, since every node (including for instance computer nodes) has the 
same uniform API, processing and access functionalities.  

Keywords: WSAN, Heterogeneity, (Re)Configuration. 

1 Introduction 

Wireless Sensor Network (WSN) embedded device nodes such as the TelosB or 
MicaZ have limited amounts of memory, processing power and energy, therefore they 
typically run small Operating Systems for embedded devices (e.g. TinyOS, Contiki).  
They are therefore very different platforms from computer nodes, and frequently they 
do not run an IP communication stack either. The devices communicate wirelessly 
and one or more is connected to the internet through the USB adapter and a serial 
read/write driver as interface, with some form of gateway software above that.  

In many industrial contexts the software infrastructure for enterprise networks 
needs data coming from nodes that can be computers or pervasive devices, such as 
WSNs, and some contexts also need closed loop control over heterogeneous systems. 
The inclusion of pervasive devices in industrial control and monitor applications  
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provides flexibility and cost savings when compared to entirely cabled deployments. 
In a real industrial setup there will typically coexist wired sensors, wireless sensor 
(WSN) and wired backbone nodes, forming a heterogeneous programmable 
distributed system. 

An important research issue in that context is how to provide interoperability 
between different nodes and provide a single configuration and data processing model 
in that kind of distributed system that handles different realizations, where the same 
operations can run without any custom programming over different hardware or on 
different components of the system (sensors, sink nodes or computers), controlling 
different parts of the system. In this context we propose MidSN, a model to enable 
such vision. By considering a single node component that can be installed in any 
node, including nodes outside of the WSN, we ensure that all nodes will have at least 
a uniform configuration interface (API), important remote configuration and 
processing capabilities without any further programming or gluing together.  

As discussed later in the related work section, MidSN improves the currents state-
of-the-art in WSN macro-programming and middleware because, on one hand, it 
provides more node-focused flexibility than global programming approaches such as 
TinyDB, while on the other hand it relieves users from having to code extensively or 
at least from having to code separately parts of the system such as computers, WSN 
nodes and glue between those. 

Figure 1 depicts the development steps for different programming paradigms. 
Figure 1(a) shows that for typical macro-programming approaches and for OS 
programming dialects such as NesC, it is necessary to develop code for various WSN 
nodes (e.g. sensors, other sensors, relays, sink) and for computers to interface with the 
WSN through a serial interface and to do further processing. In Figure 1(b) we show 
that global programming approaches such as TinyDB require engine-compatible 
WSN nodes and development of computer code to get and use the data. Figure 1(c) 
shows that MidSN approach only requires drivers for different nodes hardware to be 
loaded and executed (includes computer nodes) and the GinConf API calls to 
configure execution for each node.  

The paper is organized as follows: section 2 discusses related work. Section 3 
discusses the architecture of MidSN, and then section 4 is on data processing and 
configuration. Section 5 deals with node referencing, remote configuration and 
heterogeneity. Section 6 presents experimental results and section 7 concludes the 
paper. 

 

a) Development steps with most Macro-Programming or OS programming dialects 

Fig. 1. Development steps for different programming paradigms 
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b) Development steps with Global Programming dialect (TinyDB) 

 

c) Development steps with MidSN 

Fig. 1. (continued) 

2 Related Work 

In this section, we present a comparative study of several state-of-the-art middleware 
for sensor network.  

Motolla [1] reviews some of the most relevant macro-programming approaches in the 
state-of-the-art. In that review he classifies WSN applications on the basis of purpose 
(sense-only, sense and react), interaction pattern (one-to-many, many-to-one, many-to-
many), space (global, local) and time (periodic, event driven). Then, a taxonomy is built 
for the WSN macro-programming abstractions. This taxonomy distinguishes 
programming models and architectures. Within programming model, the classification is 
based on communication and computation models, programming idiom and distribution 
model. Approaches such as TinyDB which do not allow programming what individual 
nodes do are classified as “System Centric”, whereas those which allow programming 
individual nodes are node centric. Node centric solutions are more flexible, since they 
empower programmers to decide where to process what. However, state-of-the-art node 
centric solutions are focused on WSN code and require programming computer code 
separately, by hand, interfacing with a WSN-serial interface and adding any computer-
side processing code in a computer programming IDE such as a Java framework. Our 
proposal bridges this gap in the state-of-the-art, by providing a node centric solution with 
remote configuration capabilities which can be deployed in any node of a heterogeneous 
system. This means that a system comprised of one or more WSNs and computers is 
considered a network of functionally similar, remotely configured nodes. The functional 
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advantage of such a system when compared with system centric solutions such as 
TinyDB is that it is node centric and therefore offers much more flexibility in that 
programmers define where operations are to be computed; when compared with state of 
the art node centric solutions it is advantageous since it is no longer necessary to program 
different systems (e.g. a computer and a WSN node) in different dialects and to glue 
them together. 

In the rest of the state-of-the-art we review some middleware solutions. Most of the 
middleware are built on top of TinyOS and almost all of them assumed TinyOS as a 
requirement and were not designed for abstracting away heterogeneous contexts (e.g. 
a TinyOS WSN network, a computer network and a wired SAN network), they 
focused on a single TinyOS network. 

TinyDB [3] is a query processing middleware system based on TinyOS. TinyDB 
approach treats the sensor network as a virtual database. Each sensor node contains a 
tiny database and this database is queried by using SQL like query language called 
Tiny SQL. It has two different types of messages for query processing: Query 
Messages and Query Result Messages. It also has Command Messages for sending 
commands to sensor nodes. 

Agilla [4] is the “first mobile agent middleware for WSNs that is implemented 
entirely in TinyOS”. Agilla allows agents to move from one node to another using 
two instructions – clone and move. Up to four agents are supported on a single sensor 
node, running multiple applications on the network simultaneously.  

Impala [5] is a middleware that was designed based on an event-based 
programming model with code modularity, ease of application adaptability and 
update, fault-tolerance, energy efficiency, and long deployment time in focus.  

Borealis [6] is a distributed data stream management system. Sensor networks are 
interfaced with Borealis nodes by intermediary proxies. Each sensor network provides 
an adapter in order to provide common information to the Borealis node. 

GSN [7] is conceived for a fast and flexible deployment of applications which need 
integration of data from sensors. The authors use the ”Virtual sensors” and Borealis 
concepts to abstract the sensors from the physical implementations and provide a 
homogeneous view of sensor data. They build a middleware to operate in PC nodes 
and gateways, which allows transforming data to a homogeneous format and viewing 
the whole network as an homogeneous one. In comparison to that approach, our 
approach can be deployed in any part of the SAN, including WSN nodes.  

IrisNet [8] proposes a two-tier architecture consisting of sensing agents (SA), 
which collect and pre-process sensor data, and organizing agents (OA) which store 
sensor data in a hierarchical, distributed XML database. This database is modeled 
after the design of the Internet DNS, and supports XPath queries.  

None of these works handles the issue of distributed configuration with 
heterogeneity that we are solving in this paper. Some of these approaches provide 
heterogeneity out-of-WSN with communication code and application-level issues 
developed hand-programmed for each WSN node. Other approaches, such as 
TinyDB, are unable to run in heterogeneous sensor networks and do not provide 
homogeneous configuration capabilities, where every computation-capable node 
including server nodes should be viewed as a similar node for configuration and data 
processing. 
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3 MidSN Driver-Based Architecture 

MidSN is a conceptual architecture. Its power rests on the simplicity of a single 
uniform software component that every node that wants to participate in the 
distributed system implements – GinApp, and a configuration component that talks 
with any node (or group of nodes) in the distributed system to configure it/(them). In 
this context, a driver is an implementation of the GinApp software component for a 
specific hardware. It is developed only once for each specific hardware (e.g. 
computer, tiny-OS based motes, contiki-based motes, arduino, waspmote).  

A practical implementation/deployment is composed of possibly heterogeneous 
nodes, where each node has a specific hardware and is loaded with the relevant driver 
for that hardware.    

Every node is referenceable and configurable from a configuration component. 
This allows every node, including a control station outside the WSN, to have the same 
configuration and processing capabilities readily available without any customized 
programming – e.g. detection of thresholds and alarms, closed control supervision 
code, statistic reports to be computed periodically from the signals. This way the 
programmer configures processing of a complete WSN application, including what to 
do with the data outside the WSN, without writing any custom stream processing 
application for any node. 

 

Fig. 2. GinApp Component 

The GinApp depicted in Figure 2 has a unique address and the following modules: 

• A Node Processor, which implements node operations. Node operations 
include data processing and any other operations that may be defined for a 
node. Data Processing concerns computations and actuations over the 
signal streams that come to the component from other nodes or from 
sensors.  

• A Config module (CM), which configures data processor and I/O Adapter 
for sensing and actuating. The CM processes commands, modifying 
processing, acquisition and communication according to issued 
configuration. 
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• I/O Adapter, which implements a protocol to exchange data and 
commands with other GinApp components. Remote configuration is 
based on API calls through the I/O Adapter.  The API defines an external 
configuration interface offered by the GinApp component.  

• HW Adapter, which performs all sensor and actuator actions required to 
gather data from sensors or actuate. This module must be present in nodes 
doing actual sensing and actuating. 

4 Data Processing Model and Configuration  

The processing part of the GinApp component implements a (simple) stream 
processor that is configured by the configuration part. A complete working system is 
built based on deploying GinApp components on all nodes, and a system 
configuration component which will run on a controlling station. 

Figure 3 illustrates a complete distributed system with the above component.  

 
 

Fig. 3. MidSN-using Distributed System 

Every node with the GinApp component has a Config logic and a Process logic. 
Nodes outside the WSN (e.g. the control station node pointed out by a red arrow in the 
figure) also have the same component. Every node can be addressed and configured 
through the same config. interface (implemented as either the Config window for users, a 
simple command-line console or a programming interface for applications). 

In this model sensor signals are inserted into streams, from then on operations 
specify manipulations over streams. The creation of streams is through a call to an 
API method as exemplified next:  

Node.createStream(Zone1SensorNodes,

 “pressureStreamfromZone1SensorNodes”, 

      1s, {(PRESSURE, VALUE)} 

); 
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A control station can receive signals from the sensors and determine an alarm 
when pressure rises above a specified threshold: 

Alarm.createAlarm( controlSation1, “ServerPressureAlarm”, 

     pressureStreamfromZone1SensorNode, 

     CONDITION( PRESSURE.VALUE, >, 5) 

); 

Due to the uniform approach of MidSN and remote configuration capabilities, the 
same command can be submitted for configuration of any node, by simply changing 
the address field (controlStation1 and Zone1SensorNodes are node referencing 
variables).  

5 Node Referencing, Remote Configuration and Heterogeneity  

Communication and remote access relies on a uniform distributed system. However, 
actual platforms with WSN and control stations are heterogeneous, with embedded 
devices featuring tiny OS and communication protocols. MidSN defines a gateway 
component to handle parts of the distributed system that do not support standard IP 
protocol. This provides support for communication with non-IP embedded devices. A 
global catalog identifies IPs that must be routed through the gateway, and the gateway 
is an IP node itself which implements proprietary protocols for non-IP sub-networks.  

MidSN defines a scheme for saving the assignment information when assigning the 
IP addresses to ZigBee ID which is assigned to the sensor node in wireless sensor 
networks. The assigned IP address is IPv6 global unicast and gateway has to prepare 
it in advance (similar to DHCP server). The address assignment is managed and 
processed in gateway. Each IP address which is used in client requests is mapped to a 
corresponding ZigBee ID. The translation information can be found on the scheme, 
and it is used by gateway when sending the information of the client request to the 
sensor node. 

The scheme of the IP address assignment consists of identifier (nodeID) of wireless 
sensor networks, the hostname, the group id (groupID) of the sensor node, and IPv6 
address (ipADDR) which was allocated to sensor node. 

MidSN maintains a catalog of nodes with hostname, IP and current node 
configuration data for each node, as well as a catalog of groups of nodes with group 
name and list of IPs. The catalog is XML-based. The MidSN communication protocol 
defines formats for control and data messages. There is a control message format for 
remote configuration of nodes which defines the configuration API method to call and 
parameters. A configuration application uses those control messages to send 
configuration commands to any nodes. 

Figure 4 is an illustration of the gateway mechanism of MidSN.  
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Fig. 4. MidSN Gateway Components 

The MidSN router gateway translates between two network protocols – in the 
figure example this is Rime for Contiki and IP for the internet. Such gateway 
component was implemented in our testbed prototype: WSN embedded devices 
(TelosB) run Contiki OS and the Rime network protocol. The gateway was 
implemented as a module that seats on both a sink TelosB node and the computer to 
which it is connected. If the WSN supports IP the gateway is replaced by a bridge for 
IP over the tiny OS.  

6 Experimental Evaluation  

In this experimental section we use a prototype to show that we are able to configure 
any node in the whole SAN (WSN nodes, intermediate computers and a control 
station) using the same remote interface. We also show that the configuration resulted 
in corresponding behavior modification. 

We have deployed MidSN in an industrial environment in context of European FP7 
research project - Ginseng on performance-controlled WSNs, in which applicability in 
actual industrial scenarios is an important aspect. In that setting, MidSN allows users 
to configure and change what any part of the system is expected to do easily and 
remotely, concerning data collection, alarms and actuation. 

We have used both industrial and lab testbed to test our approach. The testbed is a 
totally planned network (Ginseng focuses on totally planned networks with 
performance guarantees) with two sub-networks where each one include computer 
nodes and TelosB nodes. The first (sub-network 1) includes 16 TelosB nodes 
organized hierarchically in a 3-2-1 tree and one sink node (computer node). The 
second one (sub-network 2) includes 6 TelosB nodes organized hierarchically in a 1-
2-1 tree. The setup also includes a control station that receives the sensor samples and 
alarm messages. All computers nodes (sink 1, sink 2 and control station) are 
connected with Ethernet cable and GigaBit network adapter. Figure 5 shows a sketch 
of our setup.  

In our setup the WSN nodes of the first tree run the Contiki operating system (sub-
network 1) with a TDMA network protocol (GinMac [9]) to provide precise schedule-
based communication. The TDMA schedule had an epoch time of 640 msecs. The 
nodes of the second tree run TinyOS (sub-network 2) with an S-MAC protocol 
implementation [11]. All WSN nodes are time-synchronized and awake for their 
predefined slot time. The other nodes (computer nodes) are also time-synchronized 
using NTP protocol.  

MidSN
Router gateway

MidSN
Rime

MidSN
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Fig. 5. Node deployment 

MidSN was implemented in three programming languages, Contiki-C to be 
supported by ContikiOS in the first tree, nesC to be deployed in TinyOS and Java to 
run in computer nodes with linuxOS. 

Each sink is connected to the WSN through a bridge, which allows configuring 
both WSN nodes and sink with any of the pre-defined operations (e.g. getting data 
from other nodes, firing alarms based on conditions, closed-loop control logic from 
input signals that come from other nodes).  

The evaluation of MidSN will be done in two parts. The first part consists on 
evaluating the resources needed to run GinApp, since that component will have to be 
able to run in memory and computation resource constrained motes. The second part 
will evaluate performance. Furthermore, we describe how MidSN can be used in real-
world applications. 

6.1 Memory Footprint  

The Typically, WSN devices have limited memory and computation capabilities, so 
the occupied memory is an important issue. GinApp can be deployed on WSN 
devices or more powerful nodes, such as computers.  

In this sub-section we will evaluate the amount of memory needed when GinApp is 
deployed in a WSN node, such as TelosB node and a computer node with Java. Table 
1 shows the amount of memory needed by each component of GinApp when it is 
ported to ContikiOS, TinyOS and Java. 

Table 1. Memory Consumption 

Component TelosB (Contiki-C) 
[Bytes] 

TelosB (nesC) 
[Bytes] 

Computer (Java) 
[KBytes] 

I/O Adapter & API 1260 800 8803 

Config. Manager (CM) 880 1002 6000 

Data Processor 5104 3029 20890 

HW Adapter 544 206 200 

The size of CM depends of the flexibility required by the application context, 
because its size depends on the number of commands that are to be sent and 
interpreted by the node. 
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The values presented are the size of the runtime code, they exclude the operating 
system. From Table 1 we can conclude that GinApp implementation was significantly 
small to fit all devices that were tested. Implementations for computer nodes need less 
than 40 KB (without operating systems). These consume more space than 
implementation for TelosB platform (using Contiki-C or nesC) because it is java-
based, but computers resources do not pose any constraints on such code sizes. 

6.2 Performance of the Runtime System  

To test the MidSN we have written a simple web service client to submit commands 
at specific time instants and we collected data logs in the control station to analyze 
timings and modifications to sampled data coming from the SAN. With this data we 
have built timeline charts to show the results.  

Experiments involved configuring nodes with the following alternatives: 

1. A pressure reading is obtained every 3 seconds from every sensor node; 
2. An alarm is raised in the control station an in a node when a threshold is passed. 
 

Test 1 - Sensor Readings – The following code shows the calls to configuration API 
methods that were issued by the configuration software to start a sensor collection 
stream with a 3 seconds sampling rate. 

 
1. Create stream with readings every three seconds: 

// create stream for reading from sensor 

Node.createStream(Node1.2, “pressureStreamfromNode1.2”, 3s,  

 {(PRESSURE, VALUE)} ); 

 

// forward the stream to the control station 

Node.createStream(ControlStation, “pressureSensor”,  

 pressureStreamfromNode1.2 ); 

 
Figure 6 shows the results of these commands for node 2 of sub-network 1. From 

the figure it is possible to see that pressure samples started to be collected at a rate of 
a sample every 3 seconds soon after the sensor receives the command. 

 

 

Fig. 6. Test 1: Sensor Readings and Reconfigure 
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The time taken to deliver a command is an important measure of reliability in 
performance controlled WSNs, partly enforced by a TDMA protocol. Figure 7 shows 
the measured maximum, minimum and average delay to deliver a command for 
TelosB nodes of each sub-network. These networks are identified with a prefix 
number before each node id (e.g. 1.2 – node two of sub-network 1).  

 
a) Sub-network 1 b) Sub-network 2 

Fig. 7. Time taken to deliver a command 

The results show that all commands sent to TelosB nodes were delivered in less 
than 500ms on average, and always below 1200 ms. These times reflect the TDMA 
schedules: every node transmits in its slot every complete cycle. The delays were 
smaller in network 2, which is mostly due to its smaller size. We also measured the 
delay to deliver a command to each computer node, but that one was less than 1ms.  

This experimental setup and results show that the middleware enabled 
configuration and processing over completely heterogeneous nodes using a uniform 
remote approach, in this case over ContikiOS, TinyOS and Linux on computers. 

Test 2 – Alarms Raised at Either Control Station or Sensor Node (1.2) - In this 
test we configured an alarm on the control station when sensor stream data is above a 
certain threshold, and another alarm on a sensor node for the same effect but with a 
different threshold. The fact that both parts of the system contain the same 
configuration and processing component and are directly referenced by an address 
variable allows uniform configuration in spite of being very different platforms (a 
TelosB node and a linux control station). We programmed sub-network 1 to sample 
pressure every 3 seconds (in order to more easily exercise the alarm thresholds we 
generated simulated pressure values instead of reading the actual values). 

Raise alarm on the control station every time pressure goes above a value of 9: 

Node.createAlarm( controlSation, “ServerPressureAlarm”, 

  pressureStreamfromNet1, CONDITION( PRESSURE.VALUE, >, 9) 

); 

An alarm is also to be raised on the sensor node every time pressure goes above a 
value of 7:  

Node.createAlarm( Node1.2, “pressureStreamfromNode1.2”, 

  pressureStreamfromNet1, CONDITION( PRESSURE.VALUE, >, 7) 

); 
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The test ran for 30 minutes and we logged all alarm occurrences and sample 
readings. After the test we collected those alarms and samples from the log and 
created the chart shown in figure 8 (showing only two minutes).  

 

Fig. 8. Test 2: Alarms (sensor and control station) 

The chart shows that the configuration worked well and the alarms are raised when 
the thresholds are passed: above 7 bars the sensor node alarm was triggered – shown 
in the figure by the red alarm line – and above 9 bars the control station alarm was 
also raised. 

7 Conclusion 

In this paper we proposed a middleware model for uniform configuration and 
operation over heterogeneous networks comprising WSNs and nodes outside the 
WSNs (control stations). The model advances the state-of-the-art since it views the 
whole system as a distributed system and any computing device as a node (inside or 
outside of the WSN, regardless of hardware or operating system) with the same 
configuration API, remote configuration capabilities and operation interface. This 
results in a lego-like system with great configuration flexibility and uniform API. We 
have described the modules and details of the component. Then we used our 
experimental testbed and defined a set of tests that show the system is able to 
configure both sensor nodes and control stations very easily and using exactly the 
same calls. From our test runs we extracted logs and displayed a timeline that proves 
correct configuration of both sensor nodes and control station using the approach. We 
also show results on delay statistics for the data. 
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Abstract. We consider synchronous and mobile entities that have to
explore and make safe a network with faulty nodes, called black-holes,
that destroy any entering entity. We are interested in the scenario where
the destruction of an entity by means of a black-hole also affects all the
entities within a fixed range r (in terms of hops), and we ask for the
minimum number of synchronized steps needed to remove all the black-
holes from that network. Clearly, if there are b black-holes in the network,
then k ≥ b entities are necessary.

First, we show that the problem is NP-hard even for b = k = 1; second,
we provide an asymptotical optimal solution for the case of r = 0 and a
general lower bound for the case of r > 0; third, we propose two different
strategies plus a refined heuristic for the case of r = 1, and we prove
they are all asymptotically optimal; finally, we provide an experimental
study to show the practical performance of the proposed strategies.

1 Introduction

The exploration task of unknown graphs by means of mobile entities has been
widely considered during the last years. The increasing interest to the problem
comes from the variety of applications that it meets. In robotics, it might be
very useful to let a robot or a team of robots exploring dangerous or impervious
zones. In networking, software agents might automatically discover nodes of a
network and perform updates and/or refuse their connections. In this paper, we
are interested in the exploration of a network with faulty nodes, i.e. nodes that
destroy any entering entity. Such nodes are called black-holes, and the exploration
of such kind of networks is usually referred as black-hole search. According to
the assumed initial settings of the network, the knowledge, and the capabilities
of the involved entities, many results have been provided.
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Related Works. Pure exploration strategies, without dealing with black-holes,
have been widely addressed (see for instance [13,17] and references therein).
In that case, the requirement is usually to perform the exploration as fast as
possible. When black-holes are considered, along with the time (or equivalently
the number of edge traversals) required for a full exploration, the main goal
resides in minimizing the number of entities that may fall into some black-hole.
A full exploration in this case means that, at the end, all the edges which do not
lead to any black-hole must be “marked” as safe edges.

In this research area, many different models have been investigated. The system
might be either synchronous [6,16] or asynchronous [8,9]. The input graph might
be undirected [9,16] or directed [5,18]. It can be known in advance [10,16] or just a
bound on the number of nodes is provided [18]. It can refer to a specific topology
like rings [2,9], trees [6], hypercubes [7], tori [19]. Entities may communicate only
when they meet [4], or by means of white-boards associated to the nodes of the
graph [2], or simply by opportunely disposing available pebbles [11]. The objective
function may ask for the minimum number of entities, the minimum number of
steps performed by all the entities, the minimum number of synchronous steps.

Recently, a hybrid model in between exploration and black-hole search has
been introduced in [4], named the Explore and Repair problem. The idea is to
perform the exploration of the graph as fast as possible with the constraint that
if an entity meets with a black-hole, it disappears along with the black-hole. So,
the objective is to provide an exploration strategy that ensures to make safe the
whole graph in the fastest way. In [4], it is assumed that if more than one entity
enter a black-hole, only one gets destroyed while the others can continue the
exploration. However, it is possible to think about scenarios where entities are
mobile robots exploring an impervious area disseminated of land-mines, and if
more than one robot meet concurrently with an explosion, then all of them get
involved. Furthermore, the explosion may affect also robots within a fixed range.

Contribution of the Paper. In this paper, we consider this last scenario so
that given an integer number r, all entities within distance r from an entity met
with a black-hole instantaneously disappear from the network along with the
black-hole. Clearly, if there are b black-holes, then k ≥ b entities are necessary to
remove all the black-holes from the network. It might happen that the network
is not explored completely, but an exploration algorithm must guarantee that
all the black-holes have been removed.

The results of this paper can be summarized as follows: we first show that the
problem is NP-hard even for b = k = 1; second, we consider the case of r = 0
and show that a simple variation of the strategy proposed in [4] can be applied
to give an asymptotically optimal solution; third, we consider the case of r > 0,
and provide a general lower bound; fourth, we consider the case of r = 1 and
propose two different exploration strategies plus a refined heuristic, and we prove
they are all asymptotically optimal; finally, we provide an experimental study
to show the practical performance of the proposed strategies among different
graph classes by varying on their size, on the number of black-holes, and on the
number of available entities.
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2 Definitions and Notation

We represent the exploration area as an undirected graph G = (V,E) where V
is a finite set of n nodes and E is a finite set of m edges. An edge in E between
two nodes u, v ∈ V is denoted as {u, v}. Given v ∈ V , N(v) denotes the set of
neighbors of v, and deg(v) = |N(v)| denotes the degree of v. A path P in G
between nodes u and v is denoted as P = (u, ..., v). The length of P , denoted as
l(P ) is equal to the number of edges in P . A shortest path between nodes u and
v is a path from u to v with the minimum length. The distance d(u, v) from u
to v is the length of a shortest path from u to v. The diameter D of G is the
maximum distance between two nodes in G. Given G and a source node s ∈ V ,
a Breadth First Search (BFS) tree of G, denoted from now on as T , is the result
of a Breadth First Search algorithm on G, starting at s. Given T and a node v
of T , the level of v equals the distance between s and v. A tree is ordered if and
only if an ordering is specified for the children of each vertex.

Given a graph G = (V,E), we consider a synchronous model of repairable
faults, also referred to as black-holes, whose number and locations are unknown.
A set of k entities are initially placed at a common node s ∈ V assumed to be
safe, and referred to as the home-base of G. Synchronously, entities move from s
through G by traversing one edge per time step. If an entity enters a black-hole
residing at node v, it is assumed to sacrifice itself while repairing the black-hole.
If more than one entity enters the same black-hole concurrently, they all die. If
an entity enters a node where initially there was a black-hole that subsequently
has been repaired, then the entity does not notice any differences. In fact, after
the repair, which is completed instantaneously, the node acts normally and other
entities can pass through it as if the black-hole never existed.

We consider the general case where the repair of a black-hole affects also its
neighborhood. We consider a parameter r ∈ N, named radius, which represents
the distance (in terms of number of edges) from a black-hole. All nodes but s in
such a range are affected by the repairing operation. The home-base s is always
assumed to be safe, no matter its distance from black-holes. This means that
entities not in s within range r from a black-hole get destroyed during the repair
of such a black-hole.1

An exploration strategy is correct if it ensures to repair all the b black-holes
in a network by means of k ≥ b entities within a finite number of time steps.
It is optimal if it requires the minimum number of time steps. We refer to this
problem as the r-ER problem, that is, the Explore and Repair problem of [4]
with radius r. The input of the r-ER problem is an undirected graph G = (V,E),
a home-base node s ∈ V , and a positive integer k representing the number of
available entities. Entities are numbered from 1 to k (the entities’ identifiers),
they are synchronized, and they can communicate only when they meet at a
node of G.

1 The variant where also other black-holes within range r are affected during the
repairing operation like in a “chain explosion” is not considered here.
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During the exploration, entities may decrease in number as some of them can
meet black-holes. On the one hand, since k ≥ b, entities suffice to repair all the
black-holes. On the other hand, while an entity is acting to repair a black-hole,
it is a must to avoid that other entities get involved (in particular if k = b). The
entities move through the graph according to some exploration algorithm. More
precisely, if an entity is at the beginning of the current step at a node v, then
its next move is determined by the exploration algorithm based on the topology
of the network, the entity’s identity, the entity’s state (the state of its memory),
the states of all other entities which are at the same time step at node v. The
entity’s ability to access the states of all other entities currently at the same
node models the communication among the entities when they meet.

3 Complexity and Algorithms

In this section, we first show that the r-ER problem is NP-hard even for b =
k = 1; second, we consider the case of r = 0 and show that a simple variation
of the strategy proposed in [4] can be applied to give an asymptotically optimal
solution; third, we provide a general lower bound for the case of r > 0; finally,
we consider the case of r = 1 and propose two different exploration strategies
plus a refined heuristic, and we show they are all asymptotically optimal.

Theorem 1. The r-ER problem is NP-hard for b = 1 and k = 1.

Proof. It is enough to observe that even the fastest way to explore a graph in
order to detect where the unique black-hole resides must involve all the nodes of
the input graph G. Hence, n− 1 time steps are required for the full exploration
by means of the unique entity. This corresponds to the problem of finding a
Hamiltonian Path in G, if possible. Since the Hamiltonian Path problem is known
to be NP-complete [12], the claim holds for the r-ER problem. �

The r-ER problem is subject to a simple lower bound concerning the time steps
required by any exploration algorithm with k ≥ b. In fact, the input instance
might need an entity to move from the home-base s to the farthest possible
node, whose distance from s is the diameter D of G. Moreover, if k entities are
available, then each of them can explore a portion of the graph equal to n

k nodes,
concurrently. This implies a lower bound of Ω(nk + D) time steps.

In the model proposed in [4], where each black-hole can affect only one entity,
the lower bound has been increased to Ω( n

k−b + log f
log log fD), with k > b and f =

min{ n
k−b ,

n
D}. The authors also provided an asymptotical optimal exploration

algorithm that meets this bound. Clearly, the same lower bound holds also for
the r-ER problem, which requires further constraints with respect to the model
of [4]. The upper bound is not extendable straightforwardly as it depends on the
radius r.
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3.1 The Case of r = 0

When r = 0, the only difference with respect to the model presented in [4] is
just to avoid that more than one entity at the same time enters a node with a
black-hole as otherwise all of them would disappear. Assume a bunch of entities
has to move from a node u to a node v concurrently (in one time step). The
same movement can be obtained in two time steps as follows: first move only
one entity (say the one with the smallest identifier) from u to v; then, in the
subsequent time step, move all the remaining entities from u to v, while the first
entity, if survived, waits for them at v. In this way, if node v is occupied by a
black-hole, only one entity will be affected. The case where a node is entered
concurrently from different neighbors by means of two sub-teams of entities can
also be avoided by preliminary computations as all the exploration paths for each
entity can be predetermined before letting entities go into the network. Hence,
we can state the next theorem by simply exploiting the exploration algorithm
proposed in [4] with the only modification of applying the above considerations.

Lemma 1. The 0-ER problem can be solved in Θ( n
k−b + log f

log log fD) time steps,
with k > b.

3.2 The Case of r > 0

In general, when r > 0, the exploration strategy of [4] enriched as described in
Section 3.1 is no longer sufficient to guarantee that all black-holes of the graph
will be repaired. In fact, when the first entity of a punch of entities moves from
a node u to a node v, if v is a black-hole, then this entity and all the entities
waiting on u and on any other neighbor of v will die. Hence, we need to develop
a completely new strategy for the case of r > 0. The next theorem provides a
lower bound to the number of time steps required. Its proof can be found in the
extended version of the paper.

Theorem 2. For any r > 0 and b ≤ k = o(n), the r-ER problem requires Ω(n)
time steps in the worst-case.

3.3 The Case of r = 1

In what follows, we propose two exploration strategies, named the snake strategy
and the scout strategy, respectively, and show that they are both asymptotically
optimal. Then, we introduce a variant of the scout strategy named parallel-scout
which is able to take advantage of parallelism.

In all strategies, we assume that an ordered BFS tree T of the input graph
G, rooted at the home-base s, has been pre-computed and that all the entities
know it. Given an edge {u, v} in T , such that the level of u is smaller than the
level of v, then an entity is said to move in the down (up, respectively) direction
if it moves from u to v (v to u, respectively). An exploration strategy terminates
if all the black-holes have been repaired within a finite number of time steps.
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Given T , we call exploration walk the path obtained by visiting T by a Depth
First Search algorithm. Clearly, this visit traverses each edge of the ordered tree
T twice, once in the down direction and once in the up direction. Then, it follows
that the exploration walk has length equal to 2(n− 1).

The Snake Strategy. In this strategy, we distinguish three different types
of entities: head, normal and backward. At the beginning, all the entities are of
normal type and reside in the home-base s. Then, on the basis of the identifiers
of the entities, a head entity is elected. By now, no backward entity exists. The
snake strategy allows at each time step, the existence of at most one head entity.
The entities move synchronously through the exploration walk starting from s,
according to their type. In general, as the strategy name suggests, the entities
proceed in line in a snake-like visit as follows: the head entity starts moving from
s, edge by edge in the down direction through the exploration walk, and every
two time steps a normal entity leaves s along the same walk of the head. This
implies that there is always an empty node between each pair of consecutive
entities composing the snake. The order of the normal entities is based on the
identifiers. Usually, entities do not meet, except in the following cases:

(i)- the head visits a child of s. If survived, the head is back to s in two time-
steps, hence meeting all the other entities. If not survived, a new head is elected
among the remaining entities.

(ii)- the head visits a leaf node of T without meeting with a black-hole, at a
certain time step t. In this case, at step t + 1 the head meets the first normal
entity following it. This normal entity changes its type to backward and both
the entities start traversing the exploration walk in the up direction one edge
per time step. During this traversing the two entities can meet other normal
entities which turn of backward type as well and join this group. When the
entities meet, they communicate in order to know which part of T has already
been visited. This visit continues until the entities reach a node v of T with at
least one unvisited child. At this point, the exploration continues as follows: the
head visits the first unvisited child of v, while the backward entities move to the
parent of v (unless v ≡ s) in the up direction, where they meet a normal entity
(if any), and stay there. In this case, the normal entity keeps its own type. Now,
every two time steps, a normal entity meets the backward entities group and is
made aware of the visited part of T making the normal entities able to follow
the head according to the knowledge of the unvisited part of T . Note that, also
in this phase, the normal entities keep their own type. When, at a certain step,
no normal entity visits the parent of v, every two time steps a backward entity
turns back of normal type, leaves this node and continues the visit as usual,
following the head along the unvisited part of T . The case of v ≡ s is similar
to start the exploration with k′ ≤ k entities on T ′ subtree of T with b′ ≤ b
black-holes.

(iii)- a normal entity visits a leaf node of T without meeting with a black-hole.
This can happen if the head entity and possibly some normal entities have met
with black-holes. In this case, the leading normal entity immediately changes its
type to head and the visit proceeds as previously described.



142 M. D’Emidio, D. Frigioni, and A. Navarra

(iv)- the surviving entities (if any) have gone throughout all the exploration
walk and are back in s, that is, the exploration has terminated.

Note that, while a group of backward entities is waiting at a certain node z
which is parent of a node v in T , another group of backward entities may reach
z from v. In this case, the two groups join and all the backward entities start
behaving like the backward entities coming from v, that is, the most recent ones.

Lemma 2. The snake strategy solves the 1-ER problem in O(n) time steps.

Proof. By assuming b = 0, the head traverses the exploration walk in exactly
2(n − 1) synchronous steps. When b > 0, the leading entity of the snake can
be either a head or a normal entity. Every time the leading entity meets with a
black-hole, two synchronous steps are required to have the new leading entity in
the same position where its predecessor died, and hence to keep continuing with
the traversing of the exploration walk. Therefore, the snake strategy requires
2(n− 1) + 2b overall steps for solving the 1-ER problem. As b cannot be larger
than n, it follows that O(n) time steps are required. ��

The Scout Strategy. In this strategy, we distinguish two different types of
entities: scout and team. At the beginning, all the entities are of team type and
reside in s. Then, on the basis of the identifiers, a scout entity is elected. The
scout strategy allows at each time step, the existence of at most one scout entity.
The entities move synchronously through the exploration walk starting from s,
according to their type as follows. An entity of scout type traverses two edges in
the down direction and one edge in the up direction (scout round). An entity of
team type waits two synchronous steps and then traverses an edge in the down
direction (team round).

Usually, at the third time step of a round, the scout entity and the team
entities meet at a node v of G. This implies that the scout has visited only safe
nodes and the exploration can continue from v. Otherwise, if the team entities
do not meet the scout at node v, this means that the scout has met with a
black-hole and has died by repairing it. At this point, a new scout is elected
among the team entities in v and the exploration continues from v.

The only exception to the above behavior is when the scout visits a child
node v of s. In this case, the scout and the team entities meet at the second step
of a round. However, since all entities know how T must be explored, the team
entities can infer that the scout can come back after only two synchronous steps,
and hence the exploration can continue as usual.

When the team entities reach the parent node of a leaf in T , then all the
entities start traversing the exploration walk in the up direction, an edge per
step, until they meet in a node v of T with at least one unvisited child or they
are back to s. In the first case, the scout (elected now if needed) moves to the
first unvisited child of v and the team entities move to the parent node of v. At
this point, the entities start over with their normal behavior. In the second case,
the exploration keeps continuing on an unexplored child of s, if any. If all the
children of s have been already explored then the exploration is terminated.
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Lemma 3. The scout strategy solves the 1-ER problem in O(n) time steps.

Proof. By assuming b = 0, in general each node is made safe within three time
steps in order to let know the team entities about it. Moreover, the team entities
make one further step for each reached node in the up direction. This means that
in general, any node different from the home-base s requires four time steps by
the whole process. Exceptions are represented by leaves that are never reached
by the team entities. Moreover, the children of the home-base s are made safe
by the scout in two steps each, making known also the team entities. Finally,
whenever the team and the scout walk together in the up direction until reaching
a node x with an unexplored child y, the team goes towards the parent of x while
the scout explores y. In the subsequent step, both the team entities and the scout
(if survived) meet at x, hence y requires only two steps to be explored.

Let us denote as F the set of leaves in T , as I = V \{F ∪{s}}, and as degT (v)
the degree of a node v in T . By summing up overall the contributions, the scout
strategy solves the 1-ER problem in a number of time steps equal to:
4(n− 1) − |F | − degT (s) −

∑
x∈I (degT (x) − 2) =

4(n− 1) −
∑

x∈F degT (x) − degT (s) −
∑

x∈I degT (x) +
∑

x∈I 2 =

4(n− 1) −
∑

x∈V degT (x) + 2|I| = 2(n− 1) + 2|I|.
When b > 0, the same result holds by observing that only scout entities can
meet with black-holes while the team is always maintained safe along its walk.
As |I| cannot be larger than n, it follows that O(n) time steps are required. ��

By Theorem 2 and Lemmata 2 and 3, the following Theorem can be stated.

Theorem 3. Both snake and scout strategies solve the 1-ER problem in Θ(n)
time steps.

Although the snake and scout strategies have been shown to be asymptotically
optimal, none of them exploit possible parallel explorations. The scout strategy
is independent on b, while the snake strategy is independent on the input graph
topology, and hence on the structure of T . For instance, when the input graph
is a path with one extreme as the home-base, the scout strategy requires 2(n−
1) + 2|I| = 4(n− 1) − 2 steps, and this might be close to the double of what is
required by the snake strategy.

Nevertheless, the scout strategy reveals an important peculiarity that may
help in introducing some parallel moves, hence reducing the number of required
time steps. In fact, each time the scout entity explores one new node, it starts
moving after having met all the other entities. In this way, all the entities are
always aware of the current part of the graph already explored.

The Parallel-Scout Strategy. In the general step of the scout strategy, when
the scout entity e wants to explore a node z, it moves from node x, where also
all the other entities reside, to a neighbor y which is the parent of z in the BFS
tree T . From y, e can move towards z without damaging any other entity since
they are all waiting at distance 2 in x. If y has many children, then all the ones
which are not directly connected to z in G could be explored by other entities in
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parallel with e without incurring in multiple destructions if a black-hole is met.
In order to implement this variant of the scout strategy called parallel-scout,
we need to introduce the following further step: in the general step described
above, the entities compute an independent set in the subgraph of G induced by
the children of node y in T . Then, if enough entities are available, all the nodes
belonging to this independent set can be explored concurrently in one time step,
and the results made known to all the entities in the subsequent step when they
all meet again if survived. If not survived, still all the other entities can imply
that some black-holes have been repaired and that the computed independent
set is now safe. The acquired information will be used in the subsequent steps of
the exploration in order to move safely over nodes already explored, and hence
saving in the number of required time steps.

Of course the parallel-scout strategy does not give advantages in terms of
worst-case asymptotic bounds. However, it can give a practical gain with re-
spect to the basic scout strategy in terms of the effective number of time steps
needed, which can make parallel-scout very competitive in practice. We will give
experimental evidence of all the above observations in the next section.

4 Experiments

In this section we report the results of our experimental study, which has been
performed on a workstation equipped with a Quad-core 3.60 GHz Intel Xeon
X5687 processor with 24 GB of main memory. The programs have been compiled
with GNU g++ compiler 4.4.3 under Linux (Kernel 2.6.32). The experiments
consist of simulations within the OMNeT++ 4.0p1 environment [20].

Executed Tests. We implemented and tested the snake, scout and parallel-
scout strategies by means of OMNeT++. Concerning parallel-scout, we imple-
mented the (Δ + 2)/3-approximation algorithm of [14] to find the required in-
dependent set, where Δ is the maximum degree of the nodes in the network.

We measured the number of time steps required by each algorithm to ex-
plore and repair a network. As input to our simulations we used both real-world
and artificial instances of the problem. In detail, we used real-world power-law
topologies of the CAIDA dataset [15], which are very sparse, random power-law
graphs generated by the Barabási-Albert algorithm [1], which are slightly denser
than the CAIDA ones, and Erdős-Rényi random graphs [3] with a number of
edges equal to 20% that of the complete graph with the same number of nodes,
which makes these graphs denser than the CAIDA and Barabási-Albert ones.

Concerning CAIDA instances, we parsed the files provided by CAIDA to
obtain a weighted undirected graph, which consists of almost 35000 nodes. We
extracted six different subgraphs of this graph, with n ranging from 50 to 1050,
with a step of 200. We generated random graphs of the same sizes by using also
the Barabási–Albert and the Erdős-Rényi algorithm.

We tested the algorithms on such instances with different values of b. In par-
ticular, for each graph with n nodes, we have chosen b black holes by using
a uniform probability distribution, with b ranging from 10%n to 50%n with a
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Fig. 1. Number of time steps required by scout, snake and parallel-scout on Erdős-
Rényi graphs (a) and (b), Barabási–Albert graphs (c) and (d), and CAIDA graphs (e)
and (f). In Figures (a), (c) and (e), the x-axis represents the number of nodes n ranging
from 50 to 1050, with step 200, and b is fixed to 20%n. In Figures (b), (d) and (f), the
x-axis represents the number of black-holes b ranging from 10%n to 50%n, with step
10%n, and n is fixed to 1050.
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step of 10%n. Without loss of generality, the number of entities k is always set
to b+ 3. This is done only to compare the strategies in a common setting where
at least one entity returns to the home-base after the network has been made
safe, and to guarantee that in the scout strategy at least the scout and two
team entities survive. For each possible test instance, we performed 5 different
experiments and we report average values.

Analysis. The results of our experiments are reported in Figure 1. In details,
we show the number of time steps required by the three algorithms in the case of
Erdős-Rényi graphs (top), Barabási–Albert graphs (middle) and CAIDA graphs
(bottom), as a function of the number of nodes n (left) and the number of
black holes b (right). Our experiments clearly confirm the analysis of Section 3,
that is: (i) the number of steps required by scout is exactly 2(n − 1) + 2|I|,
while that of snake is exactly 2(n − 1) + 2b; (ii) the number of steps required
by all the strategies directly depends on n (see Figures 1.(a), 1.(c) and 1.(e)).
However, the experiments show how the dependency on n of the time complexity
faced by our heuristic parallel-scout is drastically reduced with respect to scout
and snake. Such a reduction is even larger as the density of the input graph
increases. Concerning the number of steps required by scout it does not depend
on b, whereas that required by snake grows linearly as a function of b (see
Figures 1.(b), 1.(d) and 1.(f)).

Our experiments also show (see Figures 1.(a), 1.(c) and 1.(e)) that in the
CAIDA graphs snake is better than scout, as |I| > b; in the Barabási–Albert
graphs scout is almost always better than snake, as in most of the cases |I| < b;
in the Erdős-Rényi graphs scout is much better than snake, as |I| << b. This
is due to the structure of the BFS tree T , whose number of leafs grows with
the density of the graph. The same behavior is confirmed by Figures 1.(b), 1.(d)
and 1.(f), where we show that snake is better than scout until a certain value of b,
after which scout outperforms snake. Such value of b linearly depends on |I| and
it is around 35%n in the CAIDA instances, around 20%n in the Barabási–Albert
instances, and smaller than 10%n, in the Erdős-Rényi instances.

Finally, our experiments show that parallel-scout is very effective in practice.
In fact, its number of steps is always by far smaller than those required by scout
and snake, as shown in Figures 1, thus resulting the best strategy in all the cases.

5 Concluding Remarks

In this paper, we have studied the problem of using mobile entities to explore
and make safe a graph with black-holes. In particular, we have considered the
scenario where the destruction of an entity by means of a black-hole also affects
all the entities within a fixed range r. A possible future research direction is the
extension of both the scout and snake strategies to the cases of r > 1. While for
the snake strategy the number of time steps required for the exploration would
be 2(n− 1) + 2rb, for the scout and its parallel-scout variant the analysis is not
so straightforward.
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Abstract. Due to limited battery life and fault tolerance issues posed by
Wireless Sensor Networks (WSNs), efficient methods which ensure reliable
coverage are highly desirable. One solution is to use disjoint set covers
to cover the targets. We formulate a problem called MDC which addresses
the maximum coverage by using disjoint set covers S1 and S2. We prove
that MDC is NP-complete and propose a

√
n-approximation algorithm for

the MDC problem to cover n targets.

Keywords: Disjoint Coverage, Disjoint Coverage NP-complete,
√
n-

approximation algorithm.

1 Introduction

Wireless sensor networks support a variety of applications, such as environmental
monitoring and battle surveillance. More often WSNs comprise of thousands of
sensors randomly deployed in some particular area to cover some particular
targets. Due to random deployment of sensor nodes in a particular area, the
only better way to achieve adequate target coverage is to use more sensors than
the optimal number. If a target is in the sensing range of a sensor, we say that
the sensor provides coverage to that particular target. Sensors which can cover
targets can be divided into sets, called set covers, where each set cover can
monitor the specified targets. The coverage problem is one of the important
research issues in WSNs, and reflects how well a set of targets is monitored by a
set of deployed sensors. Coverage problems can be classified into area coverage
and target coverage. However, our work in this paper is related with the target
coverage problem only.

Sensors are small devices with limited battery for which it may not be possible
to replace or recharge them. Further, sensors are prone to software and hardware
failures. Sometimes harsh weather or physical environment may contribute to the
failure of sensors. It is therefore critical to provide a fault-tolerant coverage that
may still continuously monitor the critical targets despite some sensor failures.
Coverage problems in sensor networks can be categorized into single coverage
and multiple coverage. In single coverage, a target is monitored by at least a
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single sensor, whereas in multiple coverage, a target is monitored by k different
sensors [1].

The problem of coverage in WSNs has been studied in various applications. In
[2,3] coverage problems have been discussed to achieve an objective related with
the quality of service of a sensor network. Coverage problems have also been
discussed in various studies to maintain connectivity. In [4], improved coverage
has been discussed for multi-hop ad hoc networks considering the constraint of
limited path length. In order to achieve fault-tolerant coverage, the initial studies
focus on the problem of finding a maximum number of set covers to cover some
targets. Cardei and Du [5] prove that the problem to find maximum set covers to
cover some targets is a NP-complete problem, where a sensor may participate
in more than one set covers. Cardei et al. [6] have proposed a breadth first search
algorithm for the computation of connected set covers from a Base Station (BS)
to particular targets. In the same work, they propose a distributed minimum
spanning tree algorithm to address the same problem. Jaggi et al. [7] propose
a set cover algorithm to maximize the network lifetime. In their problem, they
try to maximize the number of disjoint set covers. In [8] the target coverage
problem maps disjoint sensor sets to disjoint set covers. These disjoint set covers
monitor all the targets. They give a lower bound of 2 for any polynomial time
approximation algorithm for disjoint set covers such that every set cover can
monitor all the targets. In [9] a heuristic known as constrained least coverage is
proposed to find a maximum number of disjoint set covers.

Maximum Set Cover (MSC) [5] for complete target coverage computes non-
disjoint set covers where each set cover can cover all the targets. The main ob-
jective of MSC is to determine a number of set covers where each set cover covers
all the targets such that the network lifetime is maximized by alternating among
these set covers. The MSC problem is a well known NP-complete problem. How-
ever, this solution does not guarantee fault tolerance because a covering sensor
may participate in more than one set covers, and therefore may deplete energy.
Cheng et al. [10] have discussed that the MSC problem and similar problems
which aim to achieve complete coverage by using non-disjoint set covers assume
unlimited number of covering sensors to cover targets. These techniques do not
consider the bandwidth constraints. They propose the use of disjoint set covers
to solve this problem. In their work they compute disjoint set covers such that
a set can cover no more than an assigned number of targets and their main
objective is to maximize the number of disjoint set covers. Another variation of
the MSC problem is MSC with disjointness constraints [11] for complete target
coverage by using disjoint set covers and the main objective is to maximize the
number of disjoint set covers. In [12] Abrams et al. discuss a variation of the k-set
cover problem. In their problem, they relax the coverage constraint where each
node may cover only partial targets, and their main objective is to increase the
number of set covers to cover some targets. In order to solve this problem, they
have proposed three algorithms. The first algorithm computes k-set covers with
a fraction of 1− 1/e of the optimum solution. The second algorithm is based on
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a greedy approach and gives a solution with 1
2 -approximation ratio. The third

algorithm computes a solution with (1 − 1/e)-approximation ratio.
In this paper, we consider a variation of the target coverage problem of com-

puting two disjoint set covers S1 and S2 such that the first set cover S1 achieves
complete target coverage, whereas the second set cover S2 can achieve maximum
coverage. In other words, our problem relates to both MSC and MSC with dis-
jointness constraints. In particular for the first set cover S1 our problem is based
on MSC, whereas the second set cover tries to achieve the maximum coverage
while holding the disjointness constraint. Our problem called Maximum Dis-
joint Coverage (MDC) computes two set covers S1 and S2 such that S1 achieves
complete target coverage and the coverage of the second disjoint set cover S2

is maximized. In our work, first we reduce the NOT-ALL-EQUAL-3SAT prob-
lem to MDC problem. Further, we present an approximation algorithm called
Disjoint Set Covers for Maximum Disjoint Coverage (DSC-MDC) to compute
two disjoint set covers S1 and S2 for the MDC problem. We also show that
DSC-MDC achieves approximation ratio

√
n, where n denotes the number of

targets.
The remainder of the paper is organized as follows. In Section 2, we present

some preliminaries that are necessary for our work in this paper. In Section 3,
we formulate the MDC problem, and prove its NP-completeness. In Section 4,
we present a

√
n-approximation algorithm DSC-MDC to compute two disjoint

set covers for MDC problem. In Section 5, we present an approximation analysis
of the algorithm presented in Section 4. Finally Section 6 concludes the paper.

2 Preliminaries

In this section we discuss some of the preliminaries related with MDC problem.

2.1 Set Cover Problem

Given a universal set of elements U and a collection C of subsets of U , the set
cover problem is to choose a minimum number of sets from C such that the
union of all the sets covers all elements in U .

2.2 Target Coverage Problem (TCP)

Given T targets with known locations, and n sensors with known energy con-
straints deployed in a wireless sensor network, The Target Coverage Problem
(TCP) is to schedule the activity of sensors S such that all the targets are con-
tinuously monitored and the overall network lifetime is maximized [5]. For every
target tj ∈ T , there is at least one sensor si ∈ S that covers tj , and each si ∈ S
may cover several targets. In order to maximize the network lifetime, activity
among the sensors can be scheduled as follows:

– Based on the information of the sensor nodes S, BS uses some scheduling
algorithm and broadcasts this schedule information to the sensor nodes.
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– According to the schedule information received from the BS, sensor nodes S
follow sleep or active intervals.

The main objective of TCP is to maximize network lifetime and at the same
time continuously observe all the targets, so one viable solution is to compute a
number of set covers to cover the targets. Each set cover Si ⊂ S covers all the
targets T . The BS can schedule the activity among these set covers to adjust
their sleep or active intervals in order to maximize the network lifetime.

Figure 1 shows an example of a sensor network, where base station BS has
to cover targets t0, and t1. Assume that each of the sensors s0, s1, r0, and r1
has a battery life of one time unit. If BS uses all the sensors S to cover all the
targets, it may result in network lifetime of one time unit. However, BS may
select two set covers S1 = {s0, s1} and S2 = {r0, r1} to cover all the targets. BS
can schedule the activity among S1 and S2 such that at time t = 1 set cover S1

can be activated and at time interval t = 2 S2 can be activated resulting in a
network lifetime of two time units.

BS

s0

s1

r0

r1

t0

t1

Fig. 1. Two disjoint set covers to cover targets selected by the BS

2.3 Maximum Set Covers (MSC)

The target coverage problem can be formally modelled as the combinatorial
optimization problem called MSC. Given a collection S of subsets of a finite set
T , compute set covers S1, . . . , Sp and weights w1, . . . , wp in [0, 1] such that the
total weight w1 + . . . + wp is maximized, and for each sensor s ∈ S, s appears
among set covers S1, . . . , Sp with weight wi such that

∑
i:s∈Si

wi ≤ 1, where 1
denotes the lifetime of each sensor [5]. An example illustrating the MSC problem
is shown in Figure 2.

The MSC problem can be further illustrated with the help of Figure 2, where
the three set covers computed are: S1 = {s1, s4}, S2 = {s2, s3}, and S3 =
{s1, s2}. Network lifetime can be maximized by allowing different sets to be
operational at different time intervals. In this case S1 can be active for w1 = 0.5
time, S2 for w2 = 0.5 time, and S3 for w3 = 0.5 time resulting in a total network
lifetime of 1.5.

2.4 Disjoint Set Covers (DSC)

Given a collection S of subsets of a finite set T , the objective of the DSC problem
is to compute the maximum number of disjoint set covers for T [8]. Each set cover
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s1

t2

(a) S1 = {s1, s4}, w1 = 0.5

t1

s2

s3

s4

t3

s1

t2

(b) S2 = {s2, s3}, w2 = 0.5

t1

s2

s3

s4

t3

s1

t2

(c) S3 = {s1, s2}, w3 = 0.5

t1

s2

s3

s4

t3

Fig. 2. Three set covers S1, S2, and S3 to cover all the targets

Si ⊂ S must be such that every element tj ∈ T can be covered by at least one
element of Si, and for any two set covers Si and Sk, Si ∩ Sk = ∅. In DSC,
all the set covers should be disjoint, therefore one sensor can contribute to one
set cover only. As shown in Figure 3, it is possible to cover all the targets by
using two disjoint set covers S1 = {s1, s3} and S2 = {s2, s4, s5}, according to
DSC problem. Both S1 and S2 can be activated alternatively resulting in a total
network lifetime of 2 time units.

s1

t1

s4

t3

s2

t2

t4

s5

s3

Fig. 3. Randomly deployed sensors with overlapping sensing ranges to cover targets

3 Maximum Disjoint Coverage (MDC) Problem

In this section, we define the MDC problem. It can be seen as a variation of the
minimum set cover problem [13] and we prove its NP-completeness.

3.1 Problem Description

Let us assume that there is a set of n sensors si, i = 1, . . . , n to cover m targets
tk, k = 1, . . . ,m. The goal is to divide the sensors into two disjoint set covers S1

and S2, such that S1 completely covers all the targets and S2 covers a maximum
number of targets. A target is covered by a sensor if it lies within the sensing
range of that sensor. Next we formally define the MDC problem which can
be modelled as the combinatorial optimization problem of the target coverage
problem.

Definition 1. MDC Problem: Given a collection S of subsets of a finite set
T , find two disjoint set covers S1 and S2 for T . Both set covers are subsets of S,
i.e., S1 ⊂ S and S2 ⊂ S , such that every element of T is covered by at least one
member of S1, and a maximum number of elements of T is covered by members
of S2, and for the set covers S1 and S2, S1 ∩ S2 = ∅.
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The decision version of the MDC problem called Disjoint Coverage (DC) is stated
as follows:

Disjoint Coverage (DC): Given a set of targets T and a collection S of sub-
sets of T , determine whether S can be partitioned into two disjoint set covers
that cover all elements of T .

Given a collection S of subsets of a finite set T , where S denotes the set of
sensors and T denotes the set of targets, and each sensor monitors a subset
of targets, an instance of the DC problem can be represented as a bipartite
graph, where the set of sensors S represents the set of S-vertices and the set of
targets T represents the set of T -vertices in the bipartite graph. For every target
represented as vertex tj ∈ T -vertices, there is at least one sensor represented as
vertex si ∈ S-vertices, where i = 1, . . . ,m and where j = 1, . . . , n. The coverage
of target tj by some sensor si is represented by an edge between tj ∈ T -vertices
and si ∈ S-vertices in the bipartite graph. The DC problem is to compute two
disjoint set covers S1 and S2 from S-vertices, such that both S1 and S2 cover
all the elements of T -vertices in the bipartite graph. An instance of the DC is
represented as a bipartite graph G with S-vertices and T -vertices in Figure 4.

Figure 4(a) shows an example of a sensor network where 5 sensors s1, . . . , s5
are deployed to cover 8 targets t1, . . . , t8. Figure 4(b) shows the corresponding
bipartite graph for the sensor to target coverage for the sensor network in Fig-
ure 4(a). One solution to the MDC problem in Figure 4 is two disjoint set covers
using S2 = {s1} to cover 7 targets t1, . . . , t7 and S1 = {s2, s3, s4, s5} to cover all
the 8 targets t1, . . . , t8.

3.2 DC Is NP-Complete

It can be proved that DC∈ NP because a non-deterministic solution can par-
tition the collection C into two disjoint sub-collections and it is verifiable in
polynomial time if both sub-collections S1 and S2 cover T completely.

We reduce the NOT-ALL-EQUAL-3SAT problem, which is known to be NP-
complete, to DC in polynomial time. The NOT-ALL-EQUAL-3SAT problem
appears in Garey and Johnson [13] and is defined below:

Definition 2. NOT-ALL-EQUAL-3SAT problem: Given a set U of vari-
ables, and a collection C of clauses over U , such that each clause ci ∈ C has
size |ci| = 3, the decision problem is to find out, if there is a truth assignment
of U such that each clause ci ∈ C has at least one literal true and at least one
literal false.

Theorem 1. DC is NP-complete.

Proof. Let U = {x1, x2, x3, . . . , xn} be a given set of variables. Let C = c1∧ c2 ∧
. . . ∧ cm be a collection of clauses given over U , where each clause ci ∈ C takes
variables from U , i.e., ci = (ui1 ∨ui2 ∨ui3), where each uij denotes xh, or x̄h for
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(b)

S

T

Fig. 4. (a). Example of a sensor network with 8 targets and 5 covering sensors (b).
Corresponding bipartite graph for (a)

some variables in U where h = 1, . . . , n. We show how to construct a bipartite
graph G in polynomial time such that U has a NOT-ALL-EQUAL-3SAT truth
assignment for clauses C, if and only if G has two disjoint set covers that cover
all elements of T .

We first define graph H (as it can be seen in Figure 5) as a bipartite graph
with the sensors SH in one set of the bipartition, and TH in the other, where
SH = {xi, x̄i} and TH = {yi}, where TH denotes the set of targets. The only
vertices from the H sub-graph which will be adjacent to other vertices of G will
be from the set SH , i.e., xi and x̄i. So, every copy of sub-graph H in graph G
will be represented by xi and x̄i.

We can construct a graph G for the set C of clauses as illustrated in Figure 6
and explained below. In the construction of the graph G we have n copies of the
sub-graph H shown in Figure 5. In the example the copies are H1, H2, and H3,
where H1 is represented by vertices x1 and x̄1, H2 by vertices x2 and x̄2, and H3

by vertices x3 and x̄3. We also add one vertex for each clause in C to G. These
vertices are called clause vertices. In graph G each vertex ci representing a clause
ci = (ui1 ∨ ui2 ∨ ui3) is connected to xi1 if ui1 = xi1, to x̄i1 if ui1 = x̄i1, to xi2 if
ui2 = xi2, to x̄i2 if ui2 = x̄i2, to xi3 if ui3 = xi3, to x̄i3 if ui3 = x̄i3. The vertices xh

and x̄h for h = 1, . . . , n are the S-vertices of G and the remaining vertices are the
T -vertices as discussed in Section 3.1. Figure 6 shows the construction of graph G
for three clauses c1 = {x̄1∨x2∨x3}, c2 = {x1∨ x̄2∨ x̄3}, and c3 = {x1∨ x̄2 ∨x3}.

Given a satisfying assignment to the NOT-ALL-EQUAL-3-SAT instance, let
D1 = variables xh in U that are true, and D2 = U − D1 constitute variables
xh in U that are false. We can construct two disjoint set covers S1 and S2 as
follows: for each xh in G, if xh ∈ D1 then place xh in S1, and place x̄h into S2,
and if xh ∈ D2, then place xh in S2, and x̄h into S1. For example in Figure 6 for
C = {x̄1 ∨ x2 ∨ x3} ∧ {x1 ∨ x̄2 ∨ x̄3} ∧ {x1 ∨ x̄2 ∨ x3}, one NOT-ALL-EQUAL-
3-SAT truth assignment is to let D1 = {x1, x2, x3}, then for each xk ∈ D1,
place the literal in S1, and place x̄k in S2. So, we have S1 = {x1, x2, x3} and
S2 = {x̄1, x̄2, x̄3} two disjoint set covers because both sets S1 and S2 cannot
contain xh and x̄h in the same set cover. Therefore both S1 and S2 disjointly
cover all T -vertices of G.



Approximating Maximum Disjoint Coverage in WSNs 155

Conversely, suppose graph G has disjoint set covers S1 and S2. For every
variable xi, S1 must contain one literal and S2 its opposite. If both literals, i.e.,
xi and x̄i are in S1 then yi cannot be covered by S2 because yi is covered by
xi and x̄i only and therefore S2 cannot be a set cover. We may define a truth
assignment by assigning true values to literal xh if and only if its corresponding
vertex in S1, i.e., for each xh ∈ U , if xh ∈ S1, set xh to true, and if xh ∈ S2

then set xh to false. Then every clause ci is satisfied since S1 covers the clause
vertices and S2 covers the clause vertices thus providing the disjoint coverage
DC which is also a NOT-ALL-EQUAL-3SAT assignment. Finally, the reduction
from NOT-ALL-EQUAL-3SAT to DC is polynomial-time computable. ��

SH TH

xi

x̄i

yi

Fig. 5. Graph H , building block for graph G

x1

x̄1

x2

x̄2

x3

x̄3

H1

H2

H3

C1

C2

C3

Fig. 6. Graph G for C = {x̄1 ∨ x2 ∨ x3} ∧ {x1 ∨ x̄2 ∨ x̄3} ∧ {x1 ∨ x̄2 ∨ x3}

4 Approximation Algorithm for Maximum Disjoint
Coverage (DSC-MDC)

In this section, we present an approximation algorithm Disjoint Set Covers for
Maximum Disjoint Coverage (DSC-MDC) for the MDC problem. Given a col-
lection S of subsets of a finite set T we want to determine two disjoint set
covers S1 and S2 such that S1 covers T completely and S2 covers a maximum
number of elements of T . DSC-MDC takes as an input a collection of subsets
S = {s1, s2, . . . , sm} and T = {t1, t2, . . . , tn} where every set si for 1 ≤ i ≤ m
denotes a set of elements in T .
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DSC-MDC uses a greedy approach and selects a subset si from S which can
cover a maximum number of elements of T . DSC-MDC evaluates if the elements
of si can still be covered by other subsets in S, if it is true it adds si into set
cover S2. The algorithm DSC-MDC repeats until it has added all the possible
subsets from S into set cover S2 while ensuring that all elements of T can be still
covered by subsets of S. From the remaining subsets in S, i.e., S \S2, a simple
greedy algorithm is used to compute a disjoint set cover S1 which can cover all
the elements of set T . Finally, DSC-MDC returns two disjoint set covers S1 and
S2 where S1 covers all the elements of T and S2 covers as many as possible. The
algorithm is shown in pseudo-code in Algorithm 1 and Algorithm 2.

Data: Collection of subsets S = {s1, s2, . . . , sm}
Result: Two Disjoint Set Covers S1, and S2

X ⇐ S
S2 ⇐ ∅
while X �= ∅ do

Let si ∈ X be a set that increases the coverage of S2 by as much as possible
if all elements of si can still be covered by some other sets in S then

S2 ⇐ S2 ∪ {si}
S ⇐ S \{si}

end
X ⇐ X \{si}

end
S1 ⇐ Greedy(S)
Output Disjoint Set Covers S1 and S2

Algorithm 1:
√
n-approximation algorithm for computing disjoint set covers

for maximum disjoint coverage (DSC-MDC)

Data: Collection of subsets S = {s1, s2, . . . , sm}
Result: Set Cover S1

S1 ⇐ ∅
while S1 does not cover all targets do

Let si ∈ S be a set that increases the coverage of S1 by as much as possible
S1 ⇐ S1 ∪ {si}
S ⇐ S \{si}

end
Return S1

Algorithm 2: A greedy algorithm to compute set cover S1 (Greedy(S))
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5 Approximation Analysis

Theorem 2. The approximation ratio of DSC-MDC is at most
√
n where n is

the number of elements of T .

Proof. Let us have a collection of subsets S = {s1, s2, . . . , sm} such that all
the subsets in S can cover all n elements of T . Let us say set si is selected
by DSC-MDC to add it into S2 and si covers ki elements in the ith iteration,
where 1 ≤ i ≤ A, where A is the number of sets the Algorithm 1 adds to
S2. In A iterations the total number of elements covered by S2 denoted by
CoverageDSC MDC is given as follows:

|CoverageDSC MDC | = k1 + k2 + k3 + . . . + kA (1)

Let OPT denote an optimal solution to compute S2 to cover targets T . We de-
scribe two cases below to show that in the worst case compared to the optimum
OPT DSC-MDC is a

√
n-approximation algorithm.

Case 1:
Let us assume that in the A iterations, the total number of elements covered by
S2 with DSC-MDC is greater than or equal to

√
n. OPT can cover at most n

elements. So we can compare the coverage of elements of T using S2 by both
DSC-MDC and OPT as follows:

k1 + k2 + k3 + . . . + kA ≥
√
n

C(OPT ) ≤ n

⇒ C(OPT )

k1 + k2 + k3 + . . . + kA
≤
√
n

⇒
√
n−Approximation

Case 2:
Let us assume that the total number of elements ofS covered by DSC-MDC usingS2

in A iterations is less than or equal to
√
n. Let us say for each iteration, DSC-MDC

covers ki elements and the other sets covering these elements are the last available
sets in S, each covering ki− 1 other elements. It means for these ki elements, DSC-
MDC loses at most ki(ki−1) elements in the ith iteration, where 1 ≤ i ≤ A. So, the
total loss of elements for DSC-MDC for A iterations, denoted by |LossDSC MDC |,
is at most k1(k1 − 1) + k2(k2 − 1) + k3(k3 − 1) + . . . + kA(kA − 1), i.e.,

|LossDSC MDC | ≤
A∑
i=1

ki(ki − 1) (2)

On the other hand, every element covered by OPT is either covered by DSC-
MDC or belongs to LossDSC MDC . So the total number of elements covered by
OPT for A iterations is given as follows:
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|OPT | ≤ |LossDSC MDC | + |CoverageDSC MDC |

≤
A∑
i=1

ki(ki − 1) +

A∑
i=1

ki

We can compare the number of elements of T covered by DSC-MDC using S2 to
the total elements of T covered by S2 computed by OPT , i.e., C(OPT ) as follows:

k1 + k2 + k3 + . . . + kA ≤
√
n

C(OPT ) ≤ k21 + k22 + k23 + . . . + k2A

≤ (k1 + k2 + k3 + . . . + kA)2

≤ (k1 + k2 + k3 + . . . + kA).
√
n

⇒ C(OPT )

k1 + k2 + k3 + . . . + kA
≤
√
n

⇒
√
n−Approximation

From both cases, we can conclude that DSC-MDC is a
√
n-approximation

algorithm. ��

6 Conclusion

Due to several limitations including limited battery life and fault tolerance issues
posed by wireless sensor networks, efficient methods which can ensure reliable
coverage of targets are highly desirable. One solution to provide reliable coverage
to targets is to organize the sensors in set covers. These set covers can monitor
the targets completely. However, one sensor may participate in more than one
set covers to monitor the targets which is not a very energy efficient and fault-
tolerant solution. Another solution is to divide the sensor into disjoint set covers
which can completely cover the targets. However, sometimes it is not possible
to achieve complete target coverage while keeping the disjointness constraint.
In our work we formulate a problem called MDC which is a variation of the
target coverage problem. The MDC problem is to use two set covers S1 and S2

to maximize the target coverage while holding the disjointness constraint. We
proved that the decision version of MDC problem called DC is NP-complete and
proposed a

√
n-approximation algorithm DSC-MDC for the MDC problem. Our

algorithm computes disjoint set covers S1 and S2 in such a way that computation
of S2 maximizes the target coverage whereas S1 gives the complete coverage.
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Abstract. The use of multi-channel MAC protocols improves the capacity
of wireless networks. Efficient multi-channel MAC protocols aim to utilize
multiple channels effectively. Our proposed multi-channel MAC protocol
called LCV-MMAC effectively utilizes the multiple channels by handling the
control channel saturation. LCV-MMAC demonstrates significantly better
throughput and fairness compared to DCA, MMAC, and AMCP in different
network scenarios.
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1 Introduction

The half-duplex nature of transceivers, limited bandwidth, interference and topol-
ogy of wireless networks are the fundamental constraints on the capacity of
wireless networks. There exist different solutions to enable spatial reuse by mit-
igating interference, including different Media Access Control (MAC) methods,
transmission power control protocols, and use of directional antennas instead
of omnidirectional antennas. The capacity of wireless networks by using multi-
channel communication is well studied by Kyasanur et al. [1]. Their results show
that it is possible to improve the capacity of wireless networks even if the number
of radios is smaller than the number of channels.

Recently, several multi-packet transmission/reception techniques [2] have been
proposed to increase the capacity of wireless networks with an increase in the
number of nodes. However, these techniques are expensive to deploy as they re-
quire multiple radios at each node. A low cost, yet attractive solution is to use
multiple channels offered by the IEEE 802.11 PHY. Its Distributed Coordina-
tion Function (DCF) originally uses a single common channel for transmissions,
however it has the capability to support multiple channels. Significant capacity
improvement is possible by using multiple channels for simultaneous transmis-
sions. Another potential benefit of using multiple channels is fairness.

The use of multiple channels for transmissions has raised several challenges,
for example, multi-channel hidden terminal problem, channel switching delay,
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and control channel saturation problem. Dedicated control channel techniques
simplify channel coordination by eliminating the need for synchronization, how-
ever the control channel may become the bottleneck for the performance of the
network. A better trade off which can solve the coordination problem, and can
mitigate the control channel bottleneck is desirable. Further, dynamic channel
assignment techniques may induce significant channel switching delay, which if
not controlled properly may result in significant increase in latency.

In this paper, we propose a protocol called Least Channel Variation Multi-
channel MAC (LCV-MMAC) based on IEEE 802.11 MAC. The novel part of
this protocol is the channel assignment technique, where a mechanism to avoid
unnecessary channel assignment and thus channel switching is used. The main
highlights of our work in this paper are the following:

– We devise a multi-channel MAC protocol LCV-MMAC which uses an effi-
cient channel selection technique. In particular LCV-MMAC mitigates the
control channel saturation and improves the aggregated throughput, with a
reasonable fairness in different network scenarios.

– We explore the properties of LCV-MMAC through extensive simulations
with the help of ns-2, and compare it with popular existing multi-channel
MAC protocols. Experimental results validate that LCV-MMAC achieves
better aggregated throughput, and fairness index than other multi-channel
MAC protocols in highly congested single hop and multi-hop network sce-
narios.

The remainder of the paper is organized as follows: Section 2 presents the related
work. In Section 3, we discuss the motivation for the design of LCV-MMAC.
Section 4 introduce the technique for control channel detection, and in Section 5
we introduce LCV-MMAC. In Section 6, we evaluate the performance of LCV-
MMAC in different network scenarios. Section 7 concludes the paper.

2 Related Work

Vaidya and Jungmin [3] propose Multi-channel MAC (MMAC) which is a well
known time multiplexed multi-channel MAC protocol. MMAC periodically trans-
mits beacons with a beacon period of 100ms, with an Ad hoc Traffic Indication
Message (ATIM) window of 20ms and a DATA window of 80ms. During the
ATIM window, all nodes listen on the control channel and contend for the free
channels. Data transmissions take place on all the available data channels dur-
ing the DATA window. MMAC uses RTS, CTS, and Reservation (RES) packets
to negotiate the data channels during the ATIM window to handle the hidden
terminal problem. Periodic exchange of RTS/CTS, ATIM, ATIM Acknowledge-
ment (ATIM-ACK), and ATIM Reservation (ATIM-RES) packets during the
ATIM window negatively impact the efficiency of the control channel resulting
in reduced scheduling capacity.

DCA [4] is a multi-radio multi-channel MAC protocol and requires two radio
interfaces. One interface is permanently tuned to the control channel to facilitate
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the channel negotiation process, and the second one is dynamically tuned to a
data channel. The use of a dedicated control channel eliminates the need for
synchronization. However, one of its major limitations is the control channel
saturation, where the control channel may become a bottleneck for the network
performance [5].

Asynchronous Multi-channel Coordination Protocol (AMCP) [6] uses a dedi-
cated control channel and n data channels with a half duplex transceiver. Nodes
exchange control messages on the control channel in order to negotiate and re-
serve the data channel. Each node maintains a table, where each table entry
records a channel, a bit indicating its availability and a timer indicating the
duration of the time a channel is being used. Further, AMCP uses a prefer
variable to decrease the probability of collisions which in turn increases the ag-
gregated throughput and fairness among the flows. High contention or queues
at the control channel may result in underutilization of data channels.

Bi-directional Multi-channel MAC protocol (Bi-MMAC) [7] is an extension
to MMAC with bidirectional flow of data. Bi-MMAC uses the RTS/CTS hand-
shake mechanism complemented with Channel Reservation Notification (CRN).
A sender explicitly sends CRN to its neighbours about the channel reservation
and its duration. Similar to MMAC, Bi-MMAC uses K channels where one chan-
nel is used as the control, and the remaining K − 1 as the data channels. How-
ever, Bi-MMAC differs from other multi-channel MAC protocols by facilitating
the DATA frame exchange in both directions. The exchange of RTS/CTS/CRN
on the control channel may result in a bottleneck in heavily loaded network
scenarios. Other popular techniques include multi-radio multi-channel MAC ap-
proaches [8] with static and dynamic channel selection and target improved
network throughput by reducing the number of collisions.

All the above multi-channel MAC protocols suffer from control channel satu-
ration or channel switching problems. Both these problems degrade the perfor-
mance of these protocols significantly. In this paper, we introduce LCV-MMAC
protocol which uses a limited number of channels and a half-duplex transceiver.
LCV-MMAC mitigates the control channel saturation and channel switching
delay improving the aggregate throughput. LCV-MMAC is simple and does
not need any network wide periodic synchronization. It avoids frequent chan-
nel switching and channel contention, if there is no significant performance gain.
Simulations in ns-2 show that LCV-MMAC improves the aggregated throughput
significantly by incorporating both the channel switching gain, and mitigating
the control channel saturation.

3 Motivation for Design of LCV-MMAC

The main objective of channel assignment is to switch a limited number of
transceivers to available channels in order to transmit data. An efficient multi-
channel technique requires channel usage information for channel assignment
in order to avoid collisions. An efficient multi-channel MAC protocol should be
designed by considering two issues: acquiring channel usage information and
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channel switching delay. For the second problem, a per-packet channel assign-
ment technique is not preferred, instead a channel assignment technique which
is valid for long time should be preferred. In order to fully exploit the poten-
tial of channel diversity, proper channel selection and control channel saturation
problems need to be addressed. Below, we describe control channel saturation
problem.

Channel Saturation Problem

Several existing multi-channel MAC approaches assume that the channel switch-
ing delay is low and have small switching penalty [3]. However, practical mea-
surements on IEEE 802.11 MAC show that the channel switching penalty is
rather high which adds delay. In order to co-ordinate and reserve the channel,
both the sender and receiver need to exchange the control messages on the con-
trol channel. The control channel is able to accommodate a limited number of
data channels. Frequent exchange of control messages without any significant
increase in the capacity results in high control channel saturation. An efficient
channel assignment technique which can avoid the channel switching and channel
contention during control channel saturation may result in efficient use of control
and data channels, and therefore may improve the aggregated throughput. We
propose a multi-channel MAC protocol called LCV-MMAC which utilizes an ef-
fective channel assignment technique and avoids unnecessary channel assignment
and control channel contention when the control channel is highly saturated.

4 Detection of Control Channel Saturation

In this section, we characterize how to measure the control channel status, and
based on the control channel status we propose a novel channel assignment
technique.

4.1 Channel Busyness Ratio: An Accurate Measure of Channel
Saturation

In the current IEEE 802.11 MAC standard which is a CSMA-based MAC pro-
tocol with the capability to use both the physical, and virtual carrier sensing,
the function which can measure the status of the channel, i.e., busy or idle is
already available. The channel busyness ratio Rbusy [9] is defined as the ratio
of time intervals a channel is busy due to collisions or transmission to the total
time. The channel busyness ratio provides a good early sign of control channel
saturation. Let Tsuc, and Tcol be the time periods associated with the successful
transmission, and a transmission resulting in collision, respectively. Then with
the RTS/CTS enabled [9]:

Tsuc = rts + ccts + crn + data + ack + 3sifs + difs (1)
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Tcol = rts + cts timeout + difs = rts + eifs (2)

Where rts denotes time to send an RTS, and ccts denotes time to receive a
successful CTS packet from the receiver. The time to send a control channel
reservation notification to inform neighbouring nodes about the channel reser-
vation is denoted by crn in Equation 1. The data denotes the average length
of the data packet in seconds for successful transmission. Both sifs, and difs
denote short inter-frame spacing, and distributed inter-frame spacing. When a
node experiences a collision it adjusts its NAV with an extended inter-frame
spacing eifs period as shown in Equation 2. The channel busyness ratio Rbusy

of the control channel can be computed as follows:

Rbusy =
Tsuc + Tcol

Ttot
(3)

Equation 3 defines the Rbusy as the ratio of the total lengths of busy periods
due to collisions or successful transmissions to the total time Ttot during a time
interval. The channel busyness ratio provides a good sign of early control channel
saturation, we can use the observed channel busyness ratio at a node for efficient
channel assignment. In order to avoid control channel saturation, we take Rbusy

as an inception of control channel saturation and compare it with a predefined
threshold Thbusy. For MANETs, a payload size of 1000−1500 bytes is commonly
used so according to [10], setting Thbusy to 92% is a good way to detect that
the control channel has entered into saturation.

5 Protocol Description of LCV-MMAC

5.1 Structures and Variables

LCV-MMAC uses one control channel and N data channels. Each node is
equipped with a half-duplex transceiver, and therefore can listen or transmit
at a time only. Other data structures and variables used are defined below.

– Channel Table: Each node maintains a channel table, where each entry
records a data channel, the neighbour who is using it, and the timer when
the channel will be released by the neighbour. Each table entry also has an
availability called avail bit which indicates that the channel is available or
not. Similar concepts have been used in [6].

– Data Channel Usage Counter (Ui): A channel usage counter Ui is computed
by counting the number of times a particular channel i is used by the neigh-
bouring nodes.

– preferc: The variable preferc indicates the preferable channel selected by
the node.
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5.2 Basic Protocol Operation

Channel selection is not needed for every transmission. If a neighbour already
knows the receiver’s channel, it selects the same channel for transmission. Fur-
ther, every node detects the control channel saturation by using the channel
busyness ratio Rbusy as discussed in Section 4. If the control channel is saturated,
a node continues with the last known data channel to transmit to the receiver
without any channel switching. It is likely that the receiver stays switched on
the same channel. If a node has no knowledge about the receiver’s last known
channel and the control channel is saturated or not saturated, the procedure
below is followed for channel selection.

Channel Selection. Node x iterates through the channel table, and looks for
the available channels in the table. x compares the current data channel usage
Uc of channel c with the data channel usage Ui of all the available channels,
where i denotes the ith available channel. If no data channel with lower channel
usage than Uc is found, the node prefers to use the current data channel c as
the preferable channel preferc and does not switch the transceiver to any other
channel. If a data channel Ui with lower channel usage than Uc is found, the node
selects Ui as the preferable channel preferc. If the control channel saturation
is detected by using channel busyness ratio Rbusy as discussed in Section 4, the
transceiver stays switched on the last known data channel with the particular
receiver. Further, in case of control channel saturation, the node will not contend
the control channel for channel negotiation, and will directly go on to the Data
Transmission stage.

Channel Contention. x contends the control channel only if the node wants
to switch to another channel as discussed in Section 5.2. If no control channel
saturation is detected then preferc is the preferable channel selected by x node.
x inserts the preferc to its RTS packet and contends on the control channel
using the CSMA/CA mechanism.

Channel Negotiation/Reservation. When a node receives the RTS packet,
it checks the status of channel preferc in its channel table. If channel preferc is
available, the node replies to x with a Confirming CTS (CCTS) packet containing
preferc. Then, it switches to data channel preferc and waits for a DATA packet.
However if data channel preferc is not available, the node replies to the sender
x with a Rejecting CTS (RCTS) and includes its available data channels in it,
and stays switched on the control channel.

If sender x receives a CCTS, it broadcasts a CRN on the control channel. If a
RCTS is received, the sender randomly selects a common channel among its and
the receiver’s preferable channels. If a match is found, the sender contends the
control channel for RTS/CTS. If no match is found, the sender selects another
preferable channel preferc with minimum channel usage, and appends it in the
RTS to begin a new contention cycle on the control channel. The sender retries
to send RTS up to a maximum number of retries, and afterwards discards the
packet.
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Data Transmission. A node responds with an acknowledgement ACK packet
after receiving a DATA packet on the preferc channel, and then switches back
to the control channel. Node x after receiving the ACK packet also switches
to the control channel. However, if the control channel is still saturated, x will
continue on the same data channel instead of switching to the control channel.

Deferral of Transmission for the Neighbouring Nodes. Upon overhear-
ing a CCTS, neighbouring nodes update their channel table. Further these nodes
adjust NAV according to the channel reservation duration from the CCTS. Ini-
tially the neighbouring nodes of sender x which are hidden for the receiver ad-
just the initial value of NAV according to the channel reservation duration from
the RTS, and defer the transmission. However, after receiving a CRN from the
sender, they update their NAV based on the channel reservation duration from
CRN, and defer their transmission accordingly on that channel. Other than the
channel listened from CRN/CCTS, neighbouring nodes can compete for other
preferable channels according to the channel usage information. If neighbouring
nodes overhear RCTS, no deferring rule is applied and nodes can contend for
their preferable channels.

Updating Channel Usage Information/Channel Preferences. Neigh-
bouring nodes update their channel usage information according to the infor-
mation received from the overheard RTS/CCTS/CRN packets by switching to
the control channel.

6 Performance Evaluation

We evaluate the performance of LCV-MMAC by using ns-2, and compare it with
MMAC, AMCP, DCA, and single channel 802.11 in different network topologies
namely grid, chain, and random. We run all experiments for a simulation time of
300 seconds. We have used the AODV routing protocol for all the experiments.
Unless stated otherwise, the distance between the nodes is 250m. We have used 4
channels for LCV-MMAC, 1 for the control and the other 3 as the data channels.
Other simulation parameters are listed in the Table 1.

6.1 Chain Topology

In chain topology, the distance between two nodes is 250m. At any instant of
time, two TCP connections traverse the chain. We repeat each experiment for
10 random runs. Fig 1 below shows that for all the protocols, the aggregated
throughput is good for a 4-node topology. Beyond 6 nodes, the dropoff in the
aggregated throughput is gradual. For a 4-node network, LCV-MMAC has com-
parable aggregated throughput with DCA, and better than MMAC, AMCP, and
802.11 MAC. LCV-MMAC avoids control channel contention and thus negoti-
ation if control channel saturation is detected while still using data channels.
The IEEE 802.11 MAC protocol has poor performance as it is not able to cope
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Table 1. IEEE 802.11 system parameters

Parameter Name Parameter Value

SIFS 10μs
DIFS 50μs
Long Retry Limit 7
Short Retry Limit 4
CWmin 31
CWmax 1023
EIFS 364μs
DATA packet 8000 bits
Bit rate for DATA packets 2 Mbps
Channel switching delay 224μs
RTS packet 160 bits + Phy header + MAC header
CCTS/RCTS,ACK packet 112 bits + Phy header
CRN packet 160 bits + Phy header + MAC header

with the contention and collisions in the network. MMAC has the worst perfor-
mance when the number of nodes in the chain exceeds 4 due to the fact that
each node intends to send packets to multiple outgoing destinations resulting in
a Head of Line (HOL). After a successful contention, the node transmits on the
reserved channel for one neighbour only. Fig 1 shows that compared to IEEE
802.11 MAC, the average aggregated throughput advantage of LCV-MMAC on
a large chain network (more than 14 nodes) is 59.64%. The DCA protocol pro-
vides only 50.35% aggregated throughput advantage over IEEE 802.11 MAC for
large chain networks.

Fig 2 shows that as the number of nodes in the chain increase, the average
delay experienced by 802.11 MAC increases which is due to increased contention
along the route. Multi-channel MAC protocols alleviate both contentions and
collisions, which can significantly reduce the delay. LCV-MMAC and other multi-
channel protocols have almost constant average delay with an increase in the
number of nodes in the chain. MMAC requires nodes to align their handshake
and channel negotiations with the ATIM phase and therefore induces additional
delay. When the number of nodes exceeds 10, nodes in the network are not
able to synchronize their schedule with each other therefore they schedule their
transmissions without aligning ATIM phase which reduces its delay. In order to
analyze how effectively channel capacity is shared among all the flows, we have
used Jain’s Fairness Index [11]. This is defined in Equation 4.

Fairness index (FI) =
(
∑m

i=1 xi)
2

m
∑m

i=1 x
2
i

(4)

Where m denotes the number of contending flows in the network, xi is the
throughput achieved by flow i. Absolute fairness is achieved when FI = 1. The
worst case unfairness occurs when FI = 1

m .
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As shown in Fig 3, both DCA and MMAC do not have good FI with value
ranging from 0.45 to 0.85. 802.11 MAC also suffers in terms of FI. The reason
is the capture behaviour of these protocols which is contention based causing
control channel saturation. LCV-MMAC and AMCP solve these problems and
therefore have better fairness with FI = 1.

6.2 Grid Topology

We have placed 100 nodes in rows and columns in a 10×10 grid and the distance
between these nodes is 250m. We established a varying number of TCP NewReno
connections between randomly chosen source and destination from 2 to 16 in
steps of 2. TCP connections were randomly started between 0 and 1000ms to
mitigate periodic congestion effects. Each experiment is simulated for a period
of 300 seconds, and each experiment is repeated 10 times with different seed
for MAC backoff timer and with different randomly generated connections. We
have used a different seed for the random source/destination generator for each
repetition. A total of 10 different scenarios with different randomly generated
connections were tested for each repetition.

Fig 4 shows that multi-channel MAC protocols have significantly better ag-
gregated throughput compared to 802.11 MAC. This is due to the use of mul-
tiple channels giving a significant bandwidth increase. With an increase in the
number of flows, contention in the network increases and therefore degrades
the aggregated throughput. LCV-MMAC provides higher aggregated through-
put compared to both 802.11 MAC and AMCP under low as well as high loads. It
achieves comparable performance with DCA and MMAC under moderate traffic
load. DCA alleviates the hidden terminal problem by using two transceivers, and
has better performance in the grid topology compared to other multi-channel
MAC protocols. The average improvement of the AMCP protocol over 802.11
MAC is about 41% for 10 connections. On the other hand, the LCV-MMAC
protocol improves the aggregated throughput for 10 connections which is com-
parable with both DCA and MMAC protocols.

As shown in Fig 5 with an increase in the number of flows, the average delay
experienced by 802.11 MAC increases due to increased contention. The average
packet delay of multi-channel protocols is significantly smaller as there are fewer
packet collisions and hence fewer retransmissions, in particular under high traffic
loads. However, multi-channel MAC protocols show no significant advantage
under lower traffic loads. LCV-MMAC shows comparable average delay with
DCA and AMCP by avoiding control channel contention, and therefore channel
negotiation procedure when it detects the control channel saturation.

Fig 6 shows that with an increase in the number of connections, the FI of
all MAC protocols degrades. When the number of flows in the network is small,
different flows are not likely to compete with each other. When the number of
flows in the network increases, contention among the flows increases resulting in
continuous backoffs and retransmission. The increase in the number of backoffs
and retransmissions increases unfairness. LCV-MMAC achieves fairness compa-
rable to AMCP. Under high contention LCV-MMAC avoids channel contention
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and therefore avoids frequent backoffs and retransmission which provides fair
competition for data channels.

6.3 Random Topology

We simulated two kinds of random geometric graphs. In the first random topol-
ogy, in a flat area of 500m × 500m, 100 nodes are placed randomly. The sec-
ond topology is the same as the first topology; however, the area is reduced to
250m × 250m to simulate a denser scenario. We varied the seed for both ran-
dom topology generators and the random source/destination. For 10 random
TCP connections, we tested 10 random geometric graphs yielding a total of
10 × 10 = 100 topologies/scenarios.

Low Density. LCV-MMAC performs approximately 6 times better than 802.11
MAC. It can be seen in Fig 7 that LCV-MMAC achieves 50% improvement over
DCA by mitigating the control channel saturation. With an increase in the
number of flows, local contention increases which results in an increased number
of retransmissions and backoffs, which cause an increase in average delay. It can
be seen from Fig 8 that by avoiding channel switching during the control channel
saturation, LCV-MMAC achieves lower average delay than 802.11 and AMCP.

It is apparent from Fig 9 that the FI of all MAC protocols drops with an in-
crease in the number of flows in the network. In the low density random network
scenario, the FI of LCV-MMAC is comparable with AMCP and IEEE 802.11.

High Density. Since a 250m× 250m topology is almost a single cell topology,
all 100 nodes share the same control channel. When the number of flows increases
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in the network, the control channel becomes saturated. As 802.11 MAC cannot
support simultaneous transmissions, it has the worst aggregated throughput in
denser network scenarios as shown in Fig 10. Control channel saturation in DCA
does not exploit the effective use of available data channels. It is apparent from
Fig 10 that by avoiding channel switching and therefore channel contention if the
control channel is saturated, LCV-MMAC achieves more than 100% aggregated
throughput improvement over all MAC protocols.

The average improvement of LCV-MMAC over the 802.11 MAC protocol for
the 500m× 500m topology, and the 250m× 250m topology are 76%, and 75%
respectively as shown in Fig 7, and Fig 10. LCV-MMAC improves the throughput
over MMAC by 47% and 60% for both topologies. Fig 10 and Fig 7 show that for
both topologies all the protocols achieve almost constant aggregated throughput,
however LCV-MMAC in high density topology shows an increase for aggregated
throughput with an increase in number of flows. The average delay achieved by
LCV-MMAC is significantly lower than 802.11, AMCP, and MMAC as shown in
Fig 11. It is apparent from Fig 12 that the control channel saturation degrades
the FI of DCA significantly. For more than 4 flows, its FI drops below 0.5. LCV-
MMAC tries to reduce the control channel saturation and channel contention,
and has better FI than DCA. LCV-MMAC can suffer into multi-channel hidden
terminal problem because there is no channel co-ordination during the control
channel saturation.
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7 Conclusion

The main objective of most of the research in multi-channel MAC protocols is
to find out ways which can use multiple channels in an efficient way, thus fur-
ther improving the aggregated throughput and fairness. LCV-MMAC improves
the aggregated throughput in different network scenarios including random ge-
ometric graphs compared to single channel and some other multi-channel MAC
protocols. LCV-MMAC uses an efficient channel selection technique according to
the control channel saturation and avoids unnecessary channel contention. LCV-
MMAC clearly demonstrates significantly better aggregated throughput perfor-
mance and fairness compared to DC, MMAC, and AMCP in chain, grid and
random network scenarios under high traffic load. LCV-MMAC, however, can
suffer into multi-channel hidden terminal problem due to lack of co-ordination
during control channel saturation.
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Abstract. The higher demand for use of Wireless Sensor Technology,
in the presence of complexities of various deployment environments, and
application areas such as wireless multimedia sensor networks, call for the
need to improve performance and availability of WSNs. This paper seeks
to justify the need to model both performance and availability of WSNs
together, parting from the current independent approaches and provides
a systematic modelling approach for performability of WSNs. This has
further been necessitated by positive research findings facilitating repair
and replacement of faulty and dead sensor nodes and communication
links. Two different analytical solution approaches are employed for per-
formability modelling of a WSN cluster, and simulation results presented
are in agreement with the analytical approximations.

Keywords: Wireless Sensor Networks, Modelling, Performance, Avail-
ability, Reliability, Performability.

1 Introduction

Wireless Sensor Networks (WSNs) have recently found applications in numer-
ous areas including seismic, acoustic, chemical, physiological sensing as well as
interconnected devices that are able to ubiquitously retrieve multimedia con-
tent. Most common applications have included battlefield surveillance, home
security, habitat monitoring, forecast systems, health monitoring, industrial sys-
tems, traffic control and animal tracking among many others. Over the years,
the performance of WSNs has been mainly hindered by either/or node, link and
network failures resulting from hardware and software failures. In [1], failures
have been further categorised into network, cluster and node failures, depending
upon where the failures occur. Complete Sensor network failure can occur if the
base station or a number of member cluster heads fail.

In order to improve the lifetime of sensor nodes, two main approaches are
used; one to develop mechanism to prolong the battery life and another to re-
place dead or failed nodes. Recent research by [2], [3], [4] show that in order
to extend the lifespan of the nodes, the limited battery energy is conserved by
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only utilising it to cover the period of operations. The use of sleep and active
modes to help prolong node energy usage has also been proposed in [2], [5].
Other proposed methods include the use of Back-Up Cluster Heads (BCH) for
node failures [6], reduced transmission and data aggregation power [7], and the
use of energy aware protocols [4]. Recent research indicate the use of mobile
nodes in repairing failing nodes [8], [9], [10], [11], thus emphasizing the need for
performance and availability modelling in WSNs. Recent research shown in [2],
[6], [12], [13] consider performance and availability separately and thus, there
exists a need to consider performance and availability together.

This paper presents a modelling approach for performance and availability
studies together for WSNs in the presence of failures, repairs and restoration. The
rest of this paper is organised as follows: Sections 2 and 3 reviews current research
trends in the areas of Performance and Availability in WSNs respectively, Section
4 discuses the necessity of performability in WSNs, and the applicability of
existing performability modelling methods, Section 5 presents the approaches
used for performability modelling of a WSN cluster using two different analytical
solutions as well as simulation, Section 6 discusses the results obtained using
three different methods of evaluation and finally, Section 7 concludes the current
work and provides future directions.

2 Related Work for Performance Evaluation of WSNs

Performance modeling and analysis has been and continues to be of great prac-
tical and theoretical importance in supporting research as well as in the design,
development and optimization of computer and communication systems and ap-
plications. The current trend towards the use of WSNs in various application
areas also brings with it the need for more performance and availability mod-
elling for optimization of deployment of WSNs.

In [14], a simulation technique is used to evaluate the performance of known
hierarchical routing protocols like LEACH, PEGASIS and VGA. Results indicate
that there exists a trade-off for the right choice of routing protocols in order to
achieve the required performance. However, recently, there has been a growing
interest in unequal clustering techniques to improve the overall network lifetime
significantly and combat the hotspot problem that exists in multihop WSNs
[15]. It is worth noting that network coverage which is dependent upon good
connectivity is a key factor for better performance in WSNs.

In [2], a Markov model for WSNs whose nodes may enter sleep mode was pre-
sented, which was used to investigate the system performance in terms of energy
consumption, network capacity, and data delivery delay. It also investigated the
trade-off which exists between the performance metrics and the sensor dynamics
in sleep/active mode of WSNs.

In [16], it was noted that due to limited hardware consumption, optimizing
node packet buffer and maximizing performance is necessary to improve trans-
mission Quality of Service (QoS) in WSNs. In addition, recently there are some
studies on development of middleware that separates the interaction behaviour
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of sense-and-react WSN applications, in an attempt to improve the performance
as well as reliability for mission critical applications [17]. A packet buffer eval-
uation method using Queuing Network Models was proposed where, blocking
probabilities and system performance indicators of each node were then cal-
culated using approximate iterative algorithm for blocking probabilities. Given
that this study concentrated only on single server model in WSNs and meth-
ods for calculating packet buffer capacity for nodes, they also indicate that Sink
nodes require higher performance. However the effects of node failures are not
considered.

In order to address convergence related issues, a new structure was proposed
which converges WSNs and Passive Optical Networks(PON) in [18] . The per-
formance of the structure is modelled and analysed using two M/M/1 queues in
tandem. The results indicate how WSN and PON dimensions affect the average
queue length, hence may be used as a guideline for resource allocation.

3 Current Research in Reliability/Availability of WSNs

The main drawback to the provision of high availability demanded by WSN ap-
plications has been limited lifetime, service attacks by intruders, software and
hardware failures just to mention a few. There has been recent research in this
area [12], [1], [19]. Research in [6], [20] which presents use of Back up and Sec-
ondary Cluster Heads (BCH) respectively as a form of redundancy when a cluster
head fails do not take into account the performance degradation due to replace-
ment and transfer delays between failing CH and BCH in the event of failure. In
[12], a Markov model characterizing fault-tolerant sensor node for applications
with high reliability requirements is proposed which is based on the novel con-
cept of determining the coverage factor using sensor fault detection algorithm
accuracy, but fails to presents performance and availability simultaneously. In
[13], reliability and producibility of WSN were investigated and it was concluded
that star topology showed better reliability and producibility but at the cost of
limited network size. This limitation was solved using cluster topology for multi-
hop communication which is also limited by a central point of failure at the
CH which automatically disconnects child nodes from the sink node. Further
studies on the effect of unreliable WSN links on dependability parameters and
the adoption of non linear battery discharges were also proposed. Almasaeid et
al. [9] proposed to minimize the number of additional nodes needed to repair
the connectivity by achieving a certain level of fault tolerance using “on the
minimum K-connectivity algorithm”.

In order to improve coverage and connectivity when nodes begin to fail, it was
proposed in [8] to use a mobile robot to replace the failed sensor nodes with new
ones, where the robot is able to strategically place the new sensor nodes in a
central location that would enable maximum habitat coverage. In another study,
Song et al. [21] presented the design and implementation of a reconfigurable
robot that can serve as a mobile node for wireless sensor networks making it
adaptable to changing terrain conditions in real-world applications. Jun. et.al
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[11] developed a jumping WSN robot node for use in repair of broken network
connections which can provide powerful maintenance support for applications in
unfriendly environments.

It is evident that failing nodes can be repaired through software configura-
tions and replacement using mobile nodes in cases of complete failure. These
developments further promotes the need for performability evaluation of WSNs.

4 The Necessity of Performability

Previous research indicate limited work in the area of WSN performance and
availability modelling. Apart from modelling, other studies have attempted to
tackle known issues of energy, routing, topology, reliability and dependability in
an attempt to optimize the performance of WSNs.

In [11] and [22], mechanisms for repairing and replacing failing nodes to sustain
longer network life time have been developed. Together with recent work in the
areas of performance and availability, it is now possible to combine performance
and availability together in order to model the system’s behaviour and analyse
performance with existence of failures and repairs. The modelling and evaluation
of performability of WSNs has not been considered before and such models can
be used to achieve efficient and reliable configurations to optimizevarious aspects
of WSNs.

Because of the wireless nature, and complicated configuration, WSNs may
need to deal with failures. For such scenarios, pure performance models that
ignore failure and repair recovery generally overestimate the system’s ability to
perform [23]. On the other hand, pure availability analysis tends to be conserva-
tive since performance considerations are not taken into account [23]. In order
to obtain realistic composite performance and availability measures, considera-
tion of performance changes associated with failure and recovery behaviour is
proposed. In order to analyse the performance degradation caused by failures,
performability modelling is the way forward [23], [24], [25].

Performance and availability evaluation has successfully been used to model
and analyse communication and computing systems over the years [23], [24], [25],
[26], [27]. There is however no record of previous research on WSNs performabil-
ity. This is mostly attributed to several deployment challenges, top among them
battery power depletion which normally reduce the lifespan of WSN networks.
With successful research being done to improve the life span of the nodes, WSNs
tend to inhibit similar characteristics of communication networks hence the avail-
able modelling and solution techniques may be successfully used to model these
networks.

To obtain realistic solutions, state space models have been employed success-
fully to model complicated systems exhibiting transitions between various inde-
pendent states [28] [20]. These models may be broadly categorised as; Markovian,
Non-Markovian and Non-Homogeneous Markov models [28]. In the literature
Quasi Birth and Death processes(QBDs) have been used extensively to model
performance and reliability of various systems.
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5 Modelling Approaches for Performability

In this section use of Open Queuing Networks is discussed to model the be-
haviour of a WSN cluster network based on previous works [2], [16], [18], [29].
In Chiassereni et al. [2] open queuing networks are successfully used to model a
Markov sensor network, whose nodes may enter sleep mode. The system perfor-
mance is analysed in terms of energy consumption, network capacity and data
delivery delay. In [29] analysis of overall packet arrival rate approximations is
considered at the servers using various methods and Poisson approximation is
specified as an accurate approach in large scale networks in which the nodes
receive arrival streams from a number of other nodes. This is based on the fact
that the superposition of many independent and relatively sparse processes con-
verge to Poisson distriburion as the number of component processes tend to go
infinity. In their Study Tie et al. [16] successfully modelled WSN cluster node
behaviour using M/M/1/N with holding nodes and the model was found to be
consistent with real data. In another study, Zhenfei et al. successfully modelled
the convergence of WSNs with PON using two M/M/1 queues in tandem. The
model is in turn used to derive various performance metrics.

In order to improve reliability of WSNs in hash environments, Munir et al.
[12] propose a fault-tolerant sensor node model for applications with high reli-
ability requirements. In [12], sensor failure probabilities are assumed to follow
exponential distribution with rate λs over a period of time t. Note that in this
study, time between failures and repair times are assumed to be exponentially
distributed. To allow a Markovian chain analysis, it is possible to assume that
the time to failure of all components have an exponential distribution. This sig-
nifies that the distribution of the next failure time of a component does not
depend on how long the component has been operating. The next break-down
is the result of some suddenly appearing failure (software, signal, configuration
related failures), not of gradual deterioration.

5.1 System Model and Solution Techniques

A reference scenario is shown in Figure 1 in which one cluster head hops through
another to get to the sink. Reduced function nodes (end sensor nodes) are also
able to connect to the cluster head directly or through full function nodes.

In this structure, FF and RF devices(here after referred to as sensor nodes)
forward sensed information directly to the cluster head (CH) for further pro-
cessing and upward transmission to the sink directly or through other CHs. CHs
may also generate data packets based on observations of their habitat. In this
study, we assume that the cluster heads are aware of the routes to their neigh-
bours and that best routes are chosen to save on energy while ensuring minimal
transmission delays.

The resulting job arrivals at the cluster heads is a collection of jobs from the
cluster nodes, the sensed information by the cluster itself and the forwarded data
from other cluster heads. The jobs are assumed to be independent and identically
distributed random variables with rate λ. The operation is assumed similar at
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Fig. 1. Network topology of the reference scenario

all other CHs. For this study the behaviour of a single CH (k) is modelled as an
open queue network using M/M/1 queues. We assume that all sensor nodes are
connected directly to the CH. Since the number of cluster nodes are taken to be
more than 30, it is possible to assume that the resulting superposition of all the
job arrivals at node k (k = 1, 2, . . .N where, N is the total number of cluster
nodes and N ≥ 30) follow Poisson distribution with mean arrival rate λk [29].
In this study CH is assumed to be the node number zero(k = 0).

Figure 2 shows the proposed queuing model for analysing a single CH be-
haviour. Once jobs are processed at CH k, they are transmitted to the sink
directly or through an intermediary CH r. where CH r represents next available
route to the sink. At CH r the process is similar to that at CH k. Considering
that the nodes are prone to failures, it is assumed that when a node fails due to
any reason, it is taken into repair process immediately [6], [8], [10]. This could
be through use of back up nodes, software reconfigurations or replacement of
failing nodes. Service times, failure times, and repair times are all assumed to
be exponentially distributed. μk , ξk and ηk are the service, failure and repair
rates respectively of node k, and the queues are assumed to have no blocking for
incoming packets. Packets are handled on First Come First Served basis(FCFS)
and the interruption policy is such that service is resumed from the point of
interruption or repeat with re-sample.

Jobs leaving node k are rerouted to node r with the probability qk,r for service
at node r. If jobs are not routed to node r then qk,r = 0. It is assumed without loss
of generality that as far as the queue length distribution is concerned qk,k = 0.

Also qk,K+1 = 1−
∑k

r=1 qk,r is the probability of a job to leave the system after
being serviced at node k. It is also assumed that the exit probability qk,K+1, is
non zero for at least one value of k. Q is the routing probability matrix of size
K×K, such that, Q = qk,r ; (1 ≤ k, r ≤ k). To analyse the performability of this
system, steady state conditions are considered.
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5.2 Poisson Approximation

Figure 2 is used to represent the sensor cluster modelled. The external arrival to
the CH (probably from other CHs) are arrivals with rate σk. The other arrivals
are originated from the sensor nodes forwarding their data to CH. The rate of
traffic from node r within the cluster to node k isλrqr,k.

The total arrival rate at each node as the sum of external and internal traffic
rates λk, can be expressed as:

λk = σk +

N∑
r=1

λrqr,k; k = 1, 2, ,K (1)

In order to define the total arrival rates for each node, the row vectors λ =
(λ1, λ2, , λN ) and σ = (σ1, σ2, , σN ) can be employed. Let also Ek be the unit
matrix of size K ×K then;

λ(Ek −Q) = σ (2)

Letting the effective average service rate at the CH be μ̂k, and taking into account
the losses resulting from failures and repairs it can be shown that μ̂k is given by
equation 3, [26], [30], [28].

μ̂k = μk.ηk/(ηk + ξk) (3)

For steady state, the effective service rate must be greater than the effective
arrival rate at the CH. Thus μ̂k > λk; k = 1, 2, . . .K is the condition for steady
state analysis. In earlier studies, [26], [27], [30] the mean queue length (MQL)
for such a system is expressed as:

MQL =
λk[(ξk + ηk)2 + ξkμ̂k]

(ξk + ηk)[ηk.μ̂k − λk(ξk + ηk)]
(4)

With the values of MQL and λk known, the response time (R) for the cluster
head can be calculated as:

R =

K∑
N=1

MQL/

K∑
N=1

λk (5)

5.3 Spectral Expansion Solution Technique

Please note that, since all the sensor nodes forward the information to the CH,
in the system considered, the matrix Q has a special form and the total amount
of arrivals to CH can be calculated as λ0 = K × λ, where K is the number
of sensor nodes in the WSN cluster and λ is the average packet generation
rate of the sensor nodes [18]. There has been lots of similar studies on M/M/1
with breakdown and repairs though not in WSN area [26], [30], [28].The state
transition diagram for the cluster head is given in figure 3.
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Fig. 2. Queuing Model for a single CH Fig. 3. State transition diagram for CH
performability model

The model treats sleep and breakdown states as short and long breakdown
periods respectively since data will continue to arrive during both states. How-
ever service is only possible when server is operational. The system state at time
t may be described using a pair of integer valued random variable I(t) and J(t)
specifying the cluster head failure and repair configurations, and the number of
jobs in the system respectively. The operative states I(t) in this case represents
the assumed failed and working periods of the CH. Z = [I(t), J(t)]; t ≥ 0 is an
irreducible Markov process on a lattice strip (a QBD process), that models the
system. Its state space is (0, 1)x (0, 1, . . .). Similar models [24], [25], [26], [27], [29]
are analysed for exact performability evaluation of various Multi sever systems
with single repairman and for both finite and infinite L for some repair strate-
gies. It is possible to extend the exact solution methodology for performability
evaluation for of WSNs.

Since the possible operative states of the CH and the number of data arrivals
are represented in the horizontal and vertical directions of the lattice respectively,
the transition matrices can be derived as:

i A is the matrix of instantaneous transition rates from (i, j) to state (l, j),(i =
0, 1; l = 0, 1; i �= l; j = 0, 1, . . .), with zeros in the leading diagonal, caused
by a change in the state [25], [24]. These are the purely lateral transitions of
the model Z. A clearly depends on parameters ξ and η. The state transition
matrices A and Aj are of size (2) × (2) and can be given as shown below.

ii Matrices B and C are transition matrices for one step upward and one step
downward transitions respectively [25], [24]. The transition rate matrices do
not depend on j for j ≥ M , where M is a threshold having an integer value
[24]. The respective transition matrices are shown below:

A = Aj =

[
0 η
ξ 0

]
, B = Bj =

[
λ 0
0 λ

]
and C = Cj =

[
0 0
0 μ

]
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Elements of matrix B are dependent on the data arrival rate (λ) at the CH while
elements of matrix C depend on the CH service rate (μ).

Spectral expansion solution can be employed and the details of the method
used can be found in [26] [30]. From the state probabilities, a number of steady-
state availability, reliability, performability measures can be computed quite eas-
ily. For illustration, we have concentrated on the mean queue length and the re-
sponse time which can be obtained using equation 5 where MQL is the expected
value of J(t).

6 Numerical Results and Discussions

In this section numerical results are presented for the model considered. A com-
parative analysis is performed for two different solution approaches, namely Poi-
son approximation and spectral expansion [29], [24]. The results are very close
and further verification with simulation results are also in good agreement.

A dedicated software written in C++ language was used to simulate the
actual system. Simulation results were then compared with the analytical results
obtained by applying spectral expansion and Poisson approximation solution
approaches to the Markov model of the system. All results obtained reveal good
agreement with both spectral and Poisson approximation techniques. VC++
10.0, and the NAG library (for spectral expansion only) were used to achieve all
the results presented in this study.

The following parameters are used throughout this section unless otherwise
stated. The values of failure and repair rates are chosen to ensure that repair
rate ηk = 0.5, is much higher than failure rate ξk = 0.001. Service rate is taken
as μk = 300 and arrival rates are chosen carefully to ensure the system remains
stable. The results are shown for Poisson approximation, spectral expansion
method and simulation in all the figures.

Figure 4 shows MQL as a function of λ. In order to analyse the effects of
arrival rate on the cluster size, the experiment is achieved by varying number of
nodes in each run. The results indicate that fewer nodes are able to accommodate
higher arrival rates as opposed to the system getting saturated at low arrival
rates when many nodes are used to cover the habitat. A trade off therefore
exists in order to determine the best performance with optimum coverage. In
other words, the model can be used to specify the size of a cluster when a
specific flow is expected from the sensing nodes.

Figure 5 shows response time as a function of number of nodes for various λ
values. The three solution techniques show that the results are in good agreement
with best response times realised with fewer nodes in the cluster. The model may
therefore be used to select appropriate response time operation region for WSNs.
Please note that, the unit of response time is dependent to the units of arrival
and service rates. Since these values can be dependent on the type of application,
in this study a generic approach is adopted.

In most cases, a WSN cluster is initially populated with the maximum required
nodes for best coverage. In figure 6, the arrival rate is maintained at specific
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values of λ = 5, 6, 7, 8, indicating the maximum limit for required sensor nodes
per cluster to maintain appropriate traffic that the CH can handle.

In figure 7, MQL is presented as a function of the failure rate, where λ =
5, 6, 7, 8 and K = 30. Results show the effects of failures clearly demonstrating
the importance of repair facilities and high reliability for accepted levels of system
availability, without compromising the system performance significantly.
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7 Conclusions and Future Directions

In this paper, an analytical model is presented for performability evaluation of
WSNs. Although Markov chain analysis is used for performance and reliabil-
ity/availability evaluation of various WSN applications in the literature, to the
best of our knowledge, this is the first attempt to combine performance and
availability metrics. Using a generic system model we prove that existing solu-
tion techniques can be used to model WSN networks. Results indicate that per-
formability modelling is very handy in the establishment of WSN networks. Two
analytical modelling approaches are employed as well as a simulation program
for validation. All three approaches are in good agreement and the maximum
discrepancy is less than 2%. The model presented is useful for optimization of
WSN clusters.

This study can be further extended to model intra cluster traffic as well as
inter cluster traffic. Furthermore, the effects of performability related measures
on energy consumption can be incorporated in optimisation studies.
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Abstract. We propose a system, referred to as the CARMNET system,
that combines the utility-aware flow control and resource allocation for
wireless networks with the IMS architecture in order to optimize the
Internet access for mobile users. The system utilizes the Delay-Aware
Network Utility Maximization System (DANUMS), which is an applica-
tion of the NUM framework for wireless mesh networks. The proposed
integration of DANUMS with telecom operator infrastructure enables a
centralized management of user profiles and requirements across many
wireless mesh networks. The utility functions predefined for each type of
traffic allow DANUMS to manage the network resources in accordance
to the user-perceived utility. The solution is based on the IP Multimedia
Subsystem (IMS) architecture and the application of the SIP protocol,
which are widely used by telecom operators. As a result of compliance
with widely used protocols, the solution can be easily deployed in existing
infrastructures.

Keywords: Wireless mesh/multi-hop networks, IP Multimedia Subsys-
tem, Session Initiation Protocol, Network Utility Maximization.

1 Introduction

The broadband access to the Internet tends to the vision of ubiquitous Internet
access, where the primary transmission medium will be Wireless Mesh Networks
(so called WMNs). However, even in the case, in which the network access is
easy accessible, there is still the need for additional control and management of
network resources realized by means of Authentication, Authorization and Ac-
counting (AAA) functions [18] and Quality of Service (QoS). In order to address
this problem, we present a system, referred to as the CARMNET system, that in-
tegrates the functionalities of the utility-oriented wireless network resource man-
agement and user management performed by means of IMS infrastructure. The
vision of the CARMNET system as a carrier-grade wireless network co-operated
by users is presented in [3]. The system utilized the Delay-Aware Network Util-
ity Maximization System, as a the wireless resource management system, which
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is able to fairly serve heterogeneous traffic by following resource virtualization
approach [10]. The goal of the proposed integrated system is to enable carrier-
grade wireless networking. As a result of combining DANUM-based resource
virtualization with the IMS functionalities, the system enables future introduc-
tion of the efficient charging system for the mobile users of wireless networks.
The CARMNET system, is developed as the main outcome of the CARMNET
project [19].

1.1 The CARMNET System Vision

The CARMNET system enables its end-users to share their network resources,
in particular to share their Internet access. Figure 1 presents the CARMNET
scenario in which some network nodes (referred to as the CARMNET Internet
sharing nodes) offer the Internet connection to users of other nodes. The Internet
sharing is optimized as a result of the application of the utility-aware resource
allocation subsystem which allows to compare the utility of flows with different
requirements with regard to end-to-end delay and throughput.

On the other hand, the CARMNET system uses an enhanced IMS architecture
to provide the session and user management. The CARMNET idea is to combine
the unique features of utility-aware flow control and resource allocation (provided
by DANUMS) and the AAA functionalities (provided by the IMS subsystem)
in order to provide the utility-based charging, in a way that encourages mobile
users to share their Internet connection and which is, at the same time, suitable
for telecom operators.

CARMNET
Internet-sharing

nodes

CARMNET nodes

Internet

WebGUI

P-CSCF

S-CSCF

HSS

AS + SIP Servlets

IMS

Fig. 1. Scenario of the CARMNET system usage
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1.2 DANUMS as a Resource Managament System

The Delay-Aware Network Utility Maximization System [10] is a solution based
on NUM model [6] that is aimed at serving heterogeneous traffic with different
utility requirements.

DANUM System is interoperable with widely used protocols of the most typ-
ical wireless networking stack, such as TCP, UDP, and 802.11 MAC [10]. That
feature allows to make the wide-scale application of DANUMS technically possi-
ble, especially because it may be easily installed on Linux-based network nodes.
The DANUM model is based on optimization of states of virtual queues which
accumulate virtual units depended on the flows’ utility. Such a mechanism may
serve as the basis for charing an user for the network utility rather than for the
traffic volume [3].

1.3 Advantages of IMS Infrastructure Reuse

SIP is a standard in telecom business. IMS systems are already a crucial part
of telecom infrastructure, thus it is easier to introduce new features based on
SIP than to implement new protocols. IMS subsystem may be enhanced with
new features by implementing new servlets running on an application server.
The IMS/SIP infrastructure provides out-of-the-box functionalities such as user
authentication/authorization that may be reused in the CARMNET system. The
SIP User Agent (SIP UA) applied in our solution is used only for transferring
additional data needed by CARMNET wireless nodes by means of a simple
SIP message schema. Therefore, a very thin client implementation is needed.
The biggest benefit of using SIP in DANUM systems is the fact that in such a
case the impact on the operator infrastructure is minimal. The migration form
non-DANUM to DANUM systems does not require large investments in the
infrastructure.

1.4 Paper Outline

The paper is structured as follows. In Section 2, the related work in the rele-
vant research area is presented. Section 3 describes the overview of the DANUM
model. In Sections 4 and 5, the integrated CARMNET system model and im-
plementation are presented, respectively. The paper is completed by the parts
concerning validation tests (Section 6) and conclusions (Section 7).

2 Related Work

The problem of integrating the carrier-grade IMS platform with wireless net-
works aimed at widening the area of Internet access provided by telecom op-
erator is still intensively investigated. Most of already proposed solutions focus
on enabling the mobility of user devices and Quality of Service (QoS) for IMS
services like voice and video calling. The authors of [7] propose the integration



188 P. Walkowiak et al.

of the Mobile IP standard [13] (that enables the seamless handover between
networks) and the IMS infrastructure allowing to automatically trigger the reg-
istration procedure in IMS services in a case of user location change. The more
complex solution is proposed in [1], which, in addition to providing seamless
and transparent mobility, allows maintaining Quality of Service of the ongoing
session in WiMAX and UMTS networks. However, the session QoS is verified
only against the throughput which can be achieved in the preferred network.

The authors of [2] propose introduction of QoS and AAA into carrier-grade
mesh networks as a result of using the additional IMS infrastructure compo-
nents like Resource and Admission Control Subsystem (RACS) and Network
Attachment Sybsystem (NASS). The RACS supports the resource reservation
methods, admission control, and policy decisions, whereas the NASS supports
automatically device configuration and network access control. Both the pro-
posed subsystems and IMS infrastructure enable AAA and QoS functions for
network clients, which have to successfully perform the SIP registration proce-
dure to get access to the network and other provided services.

3 Overview of the DANUM Model

The section provides a shortened description of the DANUM model. A more
detailed presentation may be found in [10] and [11].

3.1 The Main Assumptions of the DANUM Model

The DANUM model formulation is based on modeling rate and delay as functions
of a new optimization variable [10]. The model assumes network utility man-
agement modeled as the explicit transfer of ’virtual money’ called denarii [10],
associated with the new optimization variable. Based on the new utility function
formulation (see [10] for details), we define the primal DANUM problem aimed
at finding denarius rates yf that solve:

max
yf

∑
f

Uf (yf ), (1)

subject to the constraints associated with the system of virtual queues [10]. As
shown in [10] the DANUM optimization problem may be decomposed into the
following two components:

– Flow control scheme – with the aim of finding the optimal denarius rate as
a solution to the problem presented below:

arg max
yf

(Uf (yf ) − yfq
f
af

), (2)

– Routing and scheduling scheme – with the aim of finding the optimal resource
allocation:

arg max
p∈Θ

∑
(i,j)∈L

max
f

(pfi,j [q
f
i − qfj ]), (3)
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where qfi is a Lagrange multiplier associated with the denarius queue of flow

f stored at node i, af is a source node of flow f , p = (pfi,j) is a vector of per-
flow utility-dependent virtual transmission rates, L is a set of available links,
and Θ is a convex set representing possible allocations of virtual transmission
rates [10].

The DANUM indirect flow control complements (rather than substitutes) the
functions of regular transport protocols. Instead of applying direct changes of
flow rates, the mechanism of virtual units (denarii) rate control is used. The
detailed description of the DANUM system implementation, including the spec-
ification of additional signaling and monitoring protocols may be found in [11]
and [10].

3.2 Examples of Utility Functions for Heterogeneous Traffic

The approach of solving the DANUM problem imposes the application of for-
mulas for utility functions [10] for file transfer and multimedia streams. In the
case of TCP flows, the utility is defined as follows (see Figure 2(a)):

UT (x, d) = − wT

xd2
, (4)

where x is the sending rate, d = RTT is a delay approximation, and wT is a TCP
‘aggressiveness’ parameter [10]. Parameter wT is used to tune the ‘aggressiveness’
of TCP flows when they compete with UDP flows configured by setting the
analogous parameter wU (see Equation (5)).

We model the utility of a UDP-based streaming media flow as a non-concave
function of delay d and rate x (see Figure 2(b)):

UU (x, d) =
wU(

1 + ea(xt−x)
) (

1 + eb(d−dt)
) , (5)

where wU corresponds to the ‘aggressiveness’ of the streams when they compete
with TCP flows; a, b are parameters controlling the slope of utility; and xt, dt
are threshold values for rate and delay, respectively [10].

4 Integration of WNM and IMS Approach

Wireless Mesh Networks may provide a way to increase operator network cov-
erage without the need to invest in the new infrastructure. On the other hand,
telecom operators may provide core network management functionalities. In the
presented solutions each node is acting as a SIP User Agent, however, instead
using it to manage call session, it is applied to control the mesh network.

The IMS infrastructure is used to authenticate, authorize and store user pro-
file information as well as for accounting/charging. The registration is performed
by SIP UA using the authentication/authorization functions of IMS AAA by
means of the standard SIP REGISTER message. The novel approach is to apply
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(a) TCP

(b) UDP

Fig. 2. The shapes of the utility functions for TCP and UDP flows

SIP SUBSCRIBE/NOTIFY messages to transport the User Profile XML. Among
other information it contains metrics of flows generated/transmitted by given
node, which may be used for charging.

4.1 The Architecture of the System

The architecture of the CARMNET system consists of multiple components
located both on the client- and server-side in the Internet (see Figure 3). ow.

DANUMS Loadable Kernel Module (LKM) is an implementation of the
DANUM model under Linux environment. It is located at the kernel level which
allows a deep integration in the networking stack necessary to introduce custom
queueing and scheduling subsystems. For the network path resolution, the OL-
SRd [20] - the popular implementation of the OLSR protocol is used. As OLSR
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Internet

CARMNET Node

User space

Kernel space

DANUMS SIP 
User Agent

IP Stack

DANUMS 
LKM

OLSRd
DANUMS 

plug-in

netlink
traffic

WebGUI

P-CSCF

S-CSCF

HSS

AS + SIP Servlets

IMS

Fig. 3. Interactions between CARMNET components

messages are used to distribute data needed by the packet scheduler implemented
as LKM, the special way of communication between user-space (OLSRd) and
kernel-space (DANUM LKM) had to be applied. The Netlink [17] protocol serves
that role.

The direct communication of DANUM LKM located in the client’s node with
the IMS infrastructure located in a network is a difficult task because of the need
of implementing a high-level SIP protocol in the low-level kernel module in a way
preserving the high efficiency of the Linux kernel. Therefore, we have implemented
a new SIP User Agent (SIP UA) in the user-space running on the client side,
which is responsible for asynchronous communication between LKM and IMS.
The communication between LKM and SIP UA is realized using the Netlink pro-
tocol, whereas the communication between SIP UA and IMS is realized using the
CARMNET XML protocol encapsulated in the standard SIP protocol.

The user interface (WebUI) is a WWW application dedicated to users of the
CARMNET network. Users are allowed to configure their own profiles and to
bind the utility function (and its arguments) to the type of traffic (e.g., WWW,
e-mail, Skype). Moreover, WebUI allows to show the utility unit account balance
and reports about transmitted traffic and its ‘price’.

Two types of servlets are located on the application server. The first one is
responsible for managing AAA functions and user profiles in the CARMNET
network. After connecting to the network, each client must be authenticated
and authorized in the SIP servlet before starting the Internet session. During
session each node in the network reports to the SIP servlet about what type
and how many traffic it served. All information about users are stored in the
HSS. The Diameter protocol is used for communication purposes. Because of
the fact that WebUI is located outside the main IMS infrastructure, it should
have direct access to the HSS component. Therefore the second type of servlets
on application server is implemented, which provides SOAP services allowing to
access the user profiles through WebUI.
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5 CARMNET Protocol as a SIP Extension

We have designed a custom high-level protocol based on the Session Initiation
Protocol (SIP), which is the most popular protocol related to the IP Multimedia
Subsystem (IMS) architecture. We have identified the following SIP methods
as a basis for the implementation of a session management for users of wire-
less mesh networks: INVITE [16], UPDATE [15], MESSAGE [12], and SUB-
SCRIBE/NOTIFY [14].

The purpose of SIP INVITE is to establish the session and its parameters,
whereas the UPDATE method allows further modification of that session without
altering state of the SIP dialog. In order to support DANUMS, one could use
SIP INVITE method to initialize session for each flow and negotiate quality
properties. The dynamic changes of parameters could be implemented using the
UPDATE method. Such an approach is most similar to typical ‘call’ sessions in
which SIP is used. However, this solution suffers from a high message complexity.
The per-flow control information is already transmitted by DANUMS in more
suitable and optimized matter [9, 11].

The MESSAGE type request was created for purpose of the Instant Messaging
communication. This request can be issued with or without the already estab-
lished SIP dialog. The specification of SIP protocol indirectly allows use of the
MESSAGE method as a transport protocol. Such a scenario enables the encap-
sulation of an independent protocol, which would only inherit AAA functions
provided by IMS platform. This solution was used as the first approach to the
CARMNET system development, but it was proved to be too much inconsistent
from the standard protocol [12].

The SIP Methods for Event Notification [14] introduce a framework for asyn-
chronous data exchange between end-points. The SUBSCRIBE method initial-
izes dialog in which a subscription is established for the specified duration. The
subscriber is notified by means of the NOTIFY method of the every change of
state in the subscribed package. In case in which some participant stops respond-
ing, the subscription is gracefully ended by reaching its timeout. This feature
makes such a model suitable for wireless networks.

Figures 4, 5, and 6 illustrate the exchange of messages among the compo-
nents located both on a wireless node (i.e., DANUMS LKM, OLSRd, SIP User
Agent) and on the IMS platform (i.e., P-CSCF, S-CSCF, and HSS servers and
SIP servlet). In Figure 4 the phases of user registration and resource consump-
tion reporting are shown. Figure 5 describes the process of CARMNET profile
synchronization. Finally, the exchange of messages performed in order to inform
the node about its neighbors is presented in Figure 6.

In order to enable monitoring and accounting of virtual currency, the scheme
presented in Figure 4 has been implemented. Right after connecting to the
CARMNET network, the node ‘uses’ its SIP User Agent (SIP UA) to send
the REGISTER message to the CARMNET IMS platform. When CARMNET
SIP Servlet is informed about SIP UA registration, it initializes the subscription
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Fig. 4. Registration and usage reporting

with the same expiration time as the one used in the REGISTER method. The
subscribed event allows CARMNET SIP Servlet to receive incremental informa-
tion about the traffic being forwarded by SIP UA hosting node.

DANUM utility functions and specific features of DANUM subsystem oper-
ations (e.g., per-flow packet management) provide some level of customization.
The CARMNET user profile accumulates these user-defined properties. The pro-
file can be edited by means of WebGUI (see Figure 3) interface. To provide syn-
chronization of the CARMNET profile, the SIP UA, once registered, requests the
subscription of event connected to change of the CARMNET profile state (Fig-
ure 5). After the first subscription request, the current state is communicated
by CARMNET SIP Servlet immediately.

As soon as the new neighbor is detected by OLSRd, the subscription of this
event is provided (Figure 6). This information allows to determine whether the
traffic of newly detected node should be served by other nodes (e.g., it allows
to check whether the new node is reliable according to the current state of its
account). Since the information supplied by OLSR protocol is just the node
IP address, the associated SIP UA has to be determined by means of the HSS
service.

6 Validation Tests

The validation tests confirming the technical deployability of the proposed solu-
tion were conducted in the wnPUT2 testbed. The testbed consists of 15 nodes
based on x86 PC computers managed by the framework [8] compatible with the
DES-Cript experiment scenario description language [4,5]. The proposed proto-
col was implemented using Fraunhofer Fokus OpenIMS Core [21] and deployed
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Fig. 5. CARMNET profile synchronization

Fig. 6. Neighbor information dispersion
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on the wnPUT2 wireless mesh network testbed located on the campus of Poznan
University of Technology. As the environment of SIP servlets, the Sailfin appli-
cation server was chosen. The DANUMS Linux kernel module with CARMNET
SIP User Agent were run on each node and connected to the OpenIMS-based
infrastructure deployed in a separate network.

7 Conclusions

The paper main contribution is the presentation of the wireless network control
system integrating the delay-aware wireless network resource management sys-
tem with the IMS-based AAA functionalities. The presented system combines
utility-aware wireless network flow control and resource management with IMS-
based session and user management. One of the most important advantages of
the CARMNET system is its compliance with key relevant standards, including
protocols of typical TCP/IP stack, and the core IMS standards. The system op-
timizes the wireless Internet access by taking into account both the perspective
of telecom operators and the perspective of mobile Internet users.
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Abstract. As the number of applications and the support for ad hoc
networks increases, so does the role and manufacturer heterogeneity of
the nodes. This creates a valid concern for the network security, privacy
and efficiency. We propose as solution a group-based anonymous routing
protocol targeting low resource networks, where groups could contain
nodes with similar hardware or trust levels. Distinctive features are the
support for overlapping groups, the possibility of a sender restricting
the route to a destination to one or more groups, and the existence
of a node revocation mechanism. To achieve this, two main primitives
are utilized: secret handshakes with key-agreement from pairing-based
cryptography and private set intersection from pre-distributed keys. We
analyze the effects of varying the group size on the network connectivity,
on the average route length and on the network privacy. To validate the
protocol’s efficiency, we measure its performance on resource-restricted
TelosB motes.

Keywords: Group Partitioning, Anonymous Routing, Mobile Ad Hoc
Networks, Resource Efficiency.

1 Introduction and Contribution

Wireless sensor networks (WSNs) are set to play an important role in the future.
Their application scenarios vary from personal area networks, assisted living fa-
cilities designed to facilitate and prolong the autonomy of its users, to monitoring
a wide range of events, such as medical or environmental occurrences. In these
applications a WSN represents a heterogeneous mix of nodes with various roles,
software and manufacturers. For example, in an assisted living residence, part
of the sensors would be provided by the medical service, specialized in read-
ing the user’s medical data. Another group would be part of the lighting and
temperature control, profiling and determining the comfort settings for each spe-
cific resident. Sensors provided by the electrical company would aggregate the
power usage of various devices and help monitoring and minimizing the overall
energy consumption. If the nodes’ identities and their roles are not anonymized,
any observer would be able to create a detailed profile of the network and its
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users. Furthermore, the platform heterogeneity could affect other network pa-
rameters, like its overall lifetime or responsiveness: nodes designed and equipped
for frequent environment sampling and large bandwidth communication might
inadvertently lead their neighbors, designed for less resource demanding tasks,
to quickly deplete their energy reserves or to prematurely change their operation
modes and rates by switching to an energy saving method. This heterogeneity
therefore justifies a reasonable concern for the security and privacy inside the
network, as well as for the overall network efficiency. A possible solution to this
challenge is the ability to define groups in the network, and the ability of routing
messages through selected nodes, determined by trust levels, hardware or energy
resources.

In this paper, we present a group-based on-demand routing protocol for mobile
ad hoc networks (GAR), whose contribution is the novel support for partitioning
the network into multiple, overlapping private groups of nodes, and the possibil-
ity of restricting the creation of a route from a sender to a destination through a
single or multiple available in-network groups. In addition, the protocol defines
how untrusted nodes can be isolated from the rest of the network by the net-
work administrator, and maintains the anonymity of nodes that send, forward
or receive messages, the unlinkability between nodes, messages and communica-
tion routes, as well as the privacy of all the groups which are not shared by two
nodes. Since motes like the TelosB [17] are representative for low-cost, low com-
puting power WSNs, we target resource efficiency and thus minimize in GAR the
amount of expensive operations required to establish the network and forward
messages. Thus, in the previous example, GAR enables, for high amount of pri-
vate data, the creation of a restriction to nodes which are part of two groups - one
representing high trust levels, one representing the required hardware resources.
For public information with high priority, like fire alarms, it allows nodes to
forward messages indiscriminately. GAR also allows the decoupling of low-trust
metering nodes from the consuming nodes, by defining two groups which share
only the nodes that aggregate consumption values, thus preventing the profiling
of users.

The rest of the paper is organized as follows: Sect. 2 briefly refers to re-
lated work. Section 3 describes the cryptographic blocks used by the protocol
and assumptions about the network. Section 4 contains the detailed descrip-
tion of GAR. In Sect. 5 we analyze the protocol’s susceptibility to anonymity
and linkability attacks, the effect of groups on the network parameters, and the
performance on our target nodes. Section 6 concludes and outlines the future
work.

2 Related Work

We present a brief overview of the history of secure and anonymous routing
in static and dynamic networks, by referring some of the significant progresses
made during its development. For a more elaborate survey we refer to [16].
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Chaum [3] proposed mix networks, which consist of chains of proxy servers
forming random paths to a destination, through which a layered encrypted
message is forwarded. This makes tracking a particular message difficult. An
early implementation of the a mix network is proposed by Goldschlag et al. [6],
the onion routing. The protocol provides anonymous connections between nodes
in a network and is resistant to eavesdropping and traffic analysis. The sender of
a message builds an onion which sets the path through the network to the desti-
nation; each router peels a layer from the onion, which privately reveals the next
route hop. Kong and Hong introduced ANODR in [7] a non-source, identity-free
protocol. In ANODR, the sender broadcasts a route request message containing
an expanding onion and a trapdoor information that can be only opened by the
destination. The expanding onion creates the route from the source to the des-
tination, which is used for returning the route reply. The destination embeds a
proof for the originator, which guarantees that the trapdoor was indeed correctly
opened. To prevent an attacker from following onions during the route creation
phase, ANODR uses an expensive public-key encryption. This leads to a signif-
icantly high latency route creation method when running on resource-restricted
nodes. Zhang et al. proposed MASK [10], which performs a proactive neighbor
detection during which it establishes a shared key using a secret handshake. The
secret handshake allows two nodes to determine if they are part of the same
group; if not, the communication ends. The reactive route creation phase, which
uses the already established links and keys, has a significantly smaller crypto-
graphic overhead than ANODR but it also has as disadvantage the fact that the
destination’s true identity is revealed as part of the public route request message,
and thus it does not provide source anonymity.

Both GAR and MASK use Balfanz’s secret handshake protocol [1], but with
different purposes: in MASK, every node is assigned to a single group. Since
members of the network cannot be part of multiple groups, the network is split
into disjoint parts. In our approach we use our previous work [8] as a way of
defining groups, which allows us to admit multiple groups per node. This elim-
inates the danger of disjoint sub-networks in favor of selective group-restricted
routing or communication, while always allowing these restrictions to be lifted.
The purpose of the secret handshake in our protocol is that of a node revocation
mechanism only (Sect. 4.2), a feature provided by neither ANODR nor MASK.

3 Preliminaries

3.1 Secret Handshake from Bilinear Pairings

An admissible bilinear pairing [2] ê : G1 × G1 → G2, with (G1,+) and (G2, ·)
cyclic groups, is a map which is bilinear: ∀g1, g2, g3 ∈ G1, ê(g1 + g2, g3) =
ê(g1, g3) · ê(g2, g3); non-degenerate: ê(g1, g1) �= 1 and is a generator; and ef-
ficiently computable. In practice, the Weil and the Tate pairings are known
implementations of these bilinear pairings [5].

Balfanz et al. [1] introduced a secret pairing-based handshake: given an admis-
sible bilinear map ê, two hash functions H1 : {0, 1}∗ → G1 and H : G2 → {0, 1}n
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(a collision-resistant hash function such as SHA-1), a network administrator gen-
erates a secret master key t ∈ Zq and generates for all users pairs of the form
〈P, S〉, where P is a random generated pseudonym, and S is a secret point gen-
erated by computing tH1(P ). Two users A (the initiator) and B running the
protocol start by exchanging unused pseudonyms PA and PB, and the randomly
generated numbers nA and nB. B then computes the key KBA = ê(H1(PA), SB),
which forms the value VBA = H(nA ‖ nB ‖ 0 ‖ KBA) and sends is to A. A gen-
erates its own key KAB = ê(SA, H1(PB)) and hash VAB , then checks if the two
hashes match. This holds only if both A and B had their secret point generated
using the same master key t.

3.2 Private Set Intersection from Pre-distributed Keys

The protocol we introduced in [8] allows two entities, each containing a set of
private elements, to compute the intersection of their sets, while not leaking
any information about elements which are not included in the resulting subset.
The set elements, provided by a global administrator, are modeled by a pair
〈g, k〉, where g represents an ID associated to a real element, and k is a unique
corresponding key, each chosen from a large domain.

If A wants to compute the intersection of its set with B’s set, they first have
to establish a shared key KAB. Afterwards, B computes ECKB (gB) for every
element of its set, where E is a symmetric encryption scheme, and CKB =
kB ⊕KAB. The resulting set set(B)KAB = {ECKB (gB), ∀gB ∈ set(B)} is sent
to A ordered lexicographically. A creates its corresponding set set(A)KAB , with
CKA = kA⊕KAB. The elements in the intersection of set(A)KAB and set(B)KAB

can thus be identified by A, while determining the non-shared pairs from their
encryption is computationally unfeasible as long as E is cryptographically secure.

3.3 Network Administrator

The existence of a trusted network administrator (NA) is required. The NA
needs to define for each node, prior to its introduction into the network, its
pseudonym–secret point pairs required by the secret handshake (Sect. 4.1), as
well as the groups to which it belongs. The groups are stored as a set of pairs
〈g, k〉 (Sect. 3.2). In order to prevent an attacker from distinguishing between
different nodes solely based on the group-set size, the NA is required to make all
group-sets of equal size G. If a node is part of less than G groups, the NA must
randomly generate the appropriate number of unique fill-in groups. A second
global constant set by the NA is the current network wide epoch duration. An
epoch is a time interval at the end of which the nodes clear any information
regarding message routes and neighbor lists, and perform the neighbor detection,
handshake and route discovery again. Section 4.2 elaborates on the role of the
epochs.

Physically, the NA can be composed of multiple entities with identical func-
tionalities. To guarantee that they will function securely and reliably even if
some of them suffer a failure or are compromised, a threshold secret sharing
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scheme like [18] should be employed, where the shared secret is represented by
the master key used to generate the secret points.

4 Protocol Design

4.1 Overview

Secret Handshake and Group Intersection. The first stage of the protocol
consists of a node detecting all its neighbors, and performing the secret hand-
shake from Sect. 4.1 with each of them. For two neighboring nodes A and B, a
secure common key is computed.

After nodes A and B establish a shared key KAB and perform the group-set
intersection described in Sect. 3.2, the resulting subset is known only to the
initiator of the process. If A is the initiator, it needs to share with B the result
- the indexes of the common groups. To prevent abuse, A also needs to provide
a proof which confirms its claim. The indices are extracted from set(B)KAB

as IB = {in0
B, . . . , in

w
B}, where w is the size of the intersection. The proof is

computed as H(EPR(g0B)‖ . . . ‖EPR(gwB))} with PR = H(PA‖PB) ⊕ k, which
proves that the ID and corresponding key of all shared groups are known to A.
If the resulting subset is empty, the communication ends.

Route Pseudonym and Masking Keys. In order to prevent message coding
attacks, A and B can each now proceed to separately generate, similar to [10], a
common set containing pairs 〈lAB, sAB〉, where liAB = H(KAB ‖ 2 · i) represents
the ID of a link established between A and B, while siAB = H(KAB ‖ 2 · i + 1)
represents an associated key. Every message m exchanged between A and B will
be constructed as 〈liAB, {m}siAB

〉. The difference between the two approaches is
that in our version i must be automatically incremented on both sides after each
data packet. A second distinction is that s does not have the role of encrypting
the message (which is the responsibility of the sender and that of the receiver),
but that of masking its form on every hop. {m}s is therefore defined as m ⊕ s
(similar to the one-time pad). Messages with length greater than s are encrypted
with consecutive masking keys.

Route Detection. Depending on the group restriction that might be selected
by the source, there are two different route request messages (RREQ) formats
that can be used. Both are sent by public broadcast under the current active
pseudonym of the sender.

If the sender does not wish to restrict the groups through which a message
can be forwarded, the format of group agnostic RREQ is

〈RREQ, Psrc, seq, SR(src, dest)〉,

where seq is a globally unique random generated number which identifies the
RREQ, and SR(src, dest) is a cryptographic function constructed by the
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Fig. 1. GAR route request and reply message exchange

message source for the destination using a common shared key1. Depending on
the resources available on the node, it can be a one-way keyed hash function,
a symmetric encryption function or a trapdoor function [4]. By using SR, the
targeted receiver of the RREQ is anonymously defined. Every node receiving the
RREQ will also save the pseudonym of the previous sender and seq, and will try
to open the function. If it does not succeed, it will replace the pseudonym from
the previous forwarder of the RREQ with its own, and will then broadcast the
message.

Once the RREQ reaches its destination, the target node will be able to open
SR(src, dest). It then generates a proof PR(dest, src) that only the source of the
RREQ will be able to decrypt, and constructs a route reply message (RREP):

〈l, {RREP, seq, R, PR(dest, src)}s〉.

This is then sent by unicast using the masked channel to the node from which
it previously received the RREQ. The seq, which is used to link RREPs to a
route, gets discarded and replaced by the one-hop route pseudonym R. Figure
1 presents the content of the routing tables locally stored during and after the
route creation. One row in the routing table corresponds to single route. It con-
tains four entries: the two neighbors, and for each one, the corresponding route
pseudonym. Once the route is created, a message m will be sent as 〈l, {R, m}s〉.

If the sender wants to restrict the route through one or more groups, it can
force it by using a group restricted RREQ of the form:

〈RREQ, P, seq, LG, SR(src,dest)(H(LG))〉,

with LG = {Eseq⊕kini (gini), . . . , Eseq⊕kink (gink)} being the encrypted list of al-
lowed groups, where ini, . . . , ink identify the groups to which the route search is
restricted. The function SRKey represents a derivative of H(LG): SRKey⊕H(LG).
This prevents malicious nodes from replacing values in LG, since it would close
the function and prevent the RREQ from finding any source in the network. The
nodes which are unsuccessful in opening SR need to check if they have at least
1 We assume that the sender and destination have securely exchanged proper crypto-

graphic keys before being introduced into the network.
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one of the necessary groups before replacing P with their own pseudonym and
forwarding the message. The checking is done by computing the function E with
the key derived from seq for each of their groups, and verifying that there exists
at least one match when compared to LG. This is the same method as in Sect.
3.2 and therefore allows nodes to identify only common groups.

Route Repair. When a hop that is part of a route through the network becomes
unavailable, a route error message (RERR) is generated and sent backwards on
the route. Each node receiving a message of the form 〈RERR, R〉 will purge
the corresponding route from its mapping table. Once the RRER reaches the
initiator, it has to perform a new route detection.

4.2 Node Revocation

Nodes are required to choose a new pseudonym–secret point pair at the start of
every epoch. Once a node runs out of pairs, it needs to request a new set from
the NA. However, a malfunctioning node might simply always use the same pair,
with the outcome being the temporary loss of its pseudonym unlinkability or even
anonymity. If the node is malicious, it might willingly decide to use the same
valid pair(s) in order to be accepted by the surrounding nodes, instead of risking
to receive new pairs which might be incompatible with those of its neighbors.
In both examples, the nodes need to be excluded from the network. This can be
achieved by changing the way in which the secret points are generated and the
way in which handshakes are performed: let revDate be the ending date of the
current epoch. By having the NA generate the secret point for a pseudonym by
computing 〈P, tH1(P ‖ revDate)〉 and having both A and B compute KAB =
ê(H1(PB ‖ revDate), SA), and respectively KBA = ê(H1(PA ‖ revDate), SB),
during the handshake stage, pseudonyms are bound to expiring secret points.
Using such a pseudonym beyond revDate will result in every handshake being
refused. This not only forces nodes to replenish their pseudonym–secret point
pairs regularly, but it also serves as a mechanism for the NA to exclude a certain
node by refusing to issue it new such pairs.

4.3 Binding Groups to a Node

To prevent malicious nodes from using groups which were not assigned to them
by the NA, a method of binding the groups to specific node is needed. This is
achieved by binding each pseudonym to the group-set of the node through a
signature that is generated by the NA. Besides generating and loading a pair
〈P, S〉 onto a node, the NA will also compute a third element called a transfer
signature T = SignPKNA(EP⊕kin0 (gin

0

), . . . , EPS⊕CSinG (gin
G

))lex. During the
intersection routine between A and B, the group-sets set(A)KAB and set(B)KAB

are generated by deriving CKA = kA ⊕ PA and CKB = kB ⊕ PB . By having
the signatures exchanged and checked, both nodes can be assured that the list
presented to them is authentic.
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Fig. 2. Node unlinkability for an active
route A-I (top) and for compromised
nodes on an inactive route (bottom)
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5 Analysis

5.1 Route Unlinkability and Node Anonymity

Route Unlinkability. In this section, we evaluate the route unlinkability de-
gree relative to the number of compromised nodes of a given route. Anonymous
routing requires the unlinkability of messages from routes. For external attackers,
this is achieved by applying the masking key on a message on its way towards the
destination. On compromised nodes, the local routing table offers information
about route pseudonyms and the corresponding neighboring nodes.

A compromised node, part of an active route, can therefore link the active
pseudonym of each of its direct neighbors to any of its routes. For multiple
compromised nodes, shared routes be can identified through internal message
coding attacks2. The implication is represented in Fig. 2: nodes B, E and H
are linkable to the A-I route by their compromised neighbors A and C, D and
respectively I. We can quantify this linkability of nodes to a specific active route
length d (sometimes referred to as traceability) as RActive =

∑
Ci

d , where Ci

represents the length of a compromised segment and the left- and right-most
bordering nodes. In the example, RActive = 7

9 = 0.77.
For inactive routes, it is only possible to link consecutive compromised nodes

to a route. This scenario is depicted in Fig. 2, bottom: while both A-B and D have
at least a route in common with C, it can’t be certainly established whether they
share at least one common route between them, since the mapping between the
B-C and C-D route pseudonyms is stored only on Cs internal message forwarding
table. Therefore the traceability ratio for inactive routes is RInactive = max(Ci)

d .
In the scenario described in Fig. 2, RInactive = 4

9 = 0.44.

Node Anonymity. A node exposes to its neighbors a tuple with a randomly
generated pseudonym and a set of groups. If the group or group-tuple stored
2 The masking keys are applied on-hop only. Every forwarding node handles m in its

original form, which allows attackers to identify common routes.
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on a node is unique and identifiable through a combined attack 3, it becomes
unambiguously linked to the node’s real identities and pseudonyms. To prevent
that, the NA needs to guarantee that each group or tuple is shared by at least k
nodes, thus preventing an attacker from linking pseudonyms, a group or group-
sets to specific nodes with a probability higher than 1

k - the k-anonymity model
[13]. To maintain this model, the groups or tuples shared by less than k nodes
need to be merged with other groups that share similar grouping criteria in the
network.

5.2 Groups and Node Connectivity

Node Connectivity. In most cases, distinct groups are usually shared by two
or more existing group-tuples. In particular, there must exist one global group
containing every entity in the network, which allows each node to always reach
the NA regardless of what other groups it might share with its neighbors. How-
ever, we analyze the connectivity degree in a mobile network by assuming a
scenario where a certain unique group is contained by only one k-anonymous
tuple, an therefore is of minimum size. We model the mobility of the network
according to the waypoint mobility model [14] and assume that the distribution
of the nodes has reached a stationary distribution [19].

Bettstter‘s approximation [14] for the probability distribution of a mobile
node’s position in a two dimensional area a×a, f(x, y) ≈ 36

a6 ((x− a
2 )2− a2

4 )((y−
a
2 )2 − a2

4 ), shows how this converges, even though initially uniform distributed,
towards an asymptotically distribution in the middle of the movement area. For
a node A at position (u, v), the probability that a second node lies in communica-

tion range ro is P〈A,ro〉 =
∫ v+r0
v−r0)

∫ u+
√

r20−(y−v)2

u−
√

r20−(y−v)2
f(x, y) dxdy. In a network with k

nodes, the probability that A has d neighbors can be approximated by the Pois-
son distribution P (degree = d|A) ≈ (μ(A))d

d! e−μ(A), where μ(A) = kP〈A,ro〉, and
the probability of having no neighbors is given by P (degree = 0|A) ≈ e−μ(A).
The plot in Fig. 3 shows P (degree = 0|A) with A located near the edges of the
specified area, with a = 500 m and r0 = 70 m (expected outdoor range of the
TelosB TI CC2420 radio). The probability of having isolated nodes exponentially
approaches 0 when k increases linearly. Thus, for our scenario, the probability of
having isolated nodes due to the group size is negligible as long as k is not smaller
than 40 nodes. For networks of different sizes and movement models, k needs to
be similarly determined by NA. We note that, even though the probability of a
node being isolated is higher for mobile nodes, the state is not definitive, and
that the overall connectivity degree of an arbitrary node is significantly higher
than that of a node part of a static uniformly distributed network [15].

Route Length. The length of a route created between two nodes varies de-
pending on whether it was created with or without group restrictions. For most
3 Multiple attackers, part of various groups, performing handshakes with the target

and exchanging identified groups.
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of their lifetime in a mobile network, nodes are more likely to be found near
the center of the area than near the borders. For routes restricted to certain
groups this translates into a higher density and therefore into shorter and direct
paths between sender and destination. However, if we assume that the sender is
positioned near the left-most border of the movement area and the destination
near the right-most border, the overall density of the area containing forward-
ing nodes significantly declines. We modeled this scenario for various sizes of k
and we compared the average length of the created route with that of an un-
restricted route in Fig. 4. As expected, when k increases, the ratio between the
group-restricted and unrestricted routes approaches one. For small values of k
the route length increases in average with 25% to 45%.

5.3 Computational and Network Timings

We implemented4 GAR on a TelosB IEEE 802.15.4 wireless sensor node [17],
using a MSP430F1611 microcontroller running at a frequency of 8 MHz, 48 KB
Flash, 10 kB SRAM and a 16x16 multiplier. The effective rate of the CC2420
radio in an active, medium size network lies under 90 kbps [12]. The resulting
timings for the cryptographic blocks used by GAR, depicted in Table 1, allow
us to model and determine the computational overhead and latency induced by
it in each stage of the routing protocol as summarized in Table 2.

On the TelosB platform, the bilinear pairing computation takes 3.2 s per node,
while the time delay induced by exchanging the pseudonyms and the random
generated number takes in average 25 ms. When determining the group intersec-
tion, the signature validation is measured at 1.057 s. The rest of the operations
consist of hashing G groups, each one represented as a 160 bit hash value. Lastly,
a 320 bit ECDSA signature needs also to be exchanged, with a total expected
time of 10(G+2) ms. Figure 5 depicts the average number of new neighbors
discovered every second by a node traveling from one border to another in a
simulated mobile network. For medium sized networks, mobility values of up

4 For the bilinear pairing functions we used the optimized RELIC library [11].
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Table 1. TelosB MSP430F1611 timing re-
sults of cryptographic functions

160 bit Tate Pairing of degree 4 3.2 s
ECDSA Sig. Check 1.057 s
128 bit RC6 20 Rounds 17 ms
SHA-1 160 bit hashing 5 ms
160 bit key HMAC-SHA1 160 7 ms

Table 2. Network timings results based on
the cryptographic timings

Secret Handshake 3.23 s
Group Intersection 10(G+108) ms
Unrestricted RREQ (d+1)25 ms
Restricted RREQ 15(u + 4)d ms
Message Forwarding 5(d+7) ms

to 1.6 m/s allow a TelosB node to perform the detection, secret handshake and
group intersection steps of the protocol in a reasonable time. For larger networks,
the speed at which it can still detect all new neighbors in useful time decreases
linearly with its size.

The size of a RREQ not restricted to any specific group is 376 bit, consisting
of a 80 bit random generated RREQ-ID, the current 160 bit pseudonym and a
128 bit destination encryption. Each node receiving the route discovery tries to
symmetrically decrypt the encrypted SR. In this case, a RREQ needs (d+1)25
ms to reach a destination that is d nodes away from the initiator. If the RREQ
is restricted to u groups, the size grows with 160u bits. Including the hashing
costs needed for deriving the decryption key, this leads to approximately 15(u +
4)d ms. After the route creation, the computational overhead needed to forward
a message through the sensor network is marginal. The masking is performed
twice (for incoming and outgoing messages) by each forwarding node as a XOR
operation on the fixed size message 128 bit message, with negligible overhead.
On the sender and receiver side, each one has to perform an encryption and
decryption of m respectively. The time needed to forward a 128 bit message thus
accounts to 5(d+7) ms.

For average values of d and u (d = 15, u ≤ 5), the overall costs of GAR
translates into latencies of approximatively 1 s for the creation of unrestricted
routes, and respectively 2.5 s for restricted ones, and message forwarding laten-
cies of under 150 ms. This guarantees a prompt reporting of events and message
exchange between our targeted resource-restricted mobile nodes in the network.

6 Conclusion

This paper presented GAR, an anonymous on-demand routing protocol for ad
hoc networks whose focus is on allowing the network administrator to establish
and impose group restrictions on all network nodes. By using a model to compute
possible group sizes, we were able to analyze their influence on the network
connectivity and on the average length of group-restricted routes. With regard
to the resource restrictions of WSNs, the evaluation shows that for medium
sized networks with average mobility, the group intersection and group restricted
route requests of GAR still allow the in-time detection of new neighbors, the
quick creation of routes and exchange of information. As future work we plan to
evaluate the protocol’s suitability and performance in a real network composed
of TelosB nodes.
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Abstract. One of the most current routing families in wireless sensor
networks is geographic routing. Using nodes location, they generally ap-
ply a greedy routing that makes a sensor forward data to route to one of
its neighbors in the forwarding direction of the destination. If this greedy
step fails, the routing protocol triggers a recovery mechanism. Such re-
covery mechanisms are mainly based on graph planarization and face
traversal or on a tree construction. Nevertheless real-world network pla-
narization is very difficult due to the dynamic nature of wireless links and
trees are not so robust in such dynamic environments. Recovery steps
generally provoke huge energy overhead with possibly long inefficient
paths. In this paper, we propose to take advantage of the introduction
of controlled mobility to reduce the triggering of a recovery process. We
propose Greedy Routing Recovery (GRR) routing protocol. GRR en-
hances greedy routing energy efficiency as it adapts network topology
to the network activity. Furthermore GRR uses controlled mobility to
relocate nodes in order to restore greedy and reduce energy consuming
recovery step triggering. Simulations demonstrate that GRR successfully
bypasses topology holes in more than 72% of network topologies avoid-
ing calling to expensive recovery steps and reducing energy consumption
while preserving network connectivity.

Keywords: greedy routing, hole bypassing, wireless sensor networks,
controlled mobility.

1 Introduction

Miniaturization, costs decrease and advances in low-power electronic and radio
communication technologies have made possible the emergence of new kinds of
networks such as Wireless Sensor Networks (WSN). WSN are sets of a handful to
thousands of sensors communicating through the radio medium in a multi-hop
fashion. Each sensor embeds a low-power processor with limited computing and
memory capabilities, a radio device and sometimes a localization device. Sensors
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in WSN forward their data regularly, on event or on request. It is essential for
the nodes to collaborate in order to route data in a reliable and energy-efficient
way to a given destination. A popular routing family for WSN is geographic
routing which requires nodes to be aware of their location. Geographic protocols
generally include a greedy mechanism making each forwarding node to forward
the packet to one of its neighbors closer to the destination than itself. Routing
fails if their is no neighbor closer.Multiple mechanisms have been developed to
address the greedy routing failure such as network planarization [1], trees [2], or
hole detection mechanisms [3]. However they do not fit with WSN mobility at
all as they strongly rely on nodes static position to overcome failures.

A new approach is to introduce controlled mobility enabled sensors. [4] shows
that deploying resourceful mobile devices in a WSN provides better results than
increasing network density. Still, only a few works use this controlled mobility in
order to optimize route topology. Moreover none of them integrates a recovery
mechanism as the classical approaches which have been developed in static WSN
are unsuited to mobility at all. As a response, we propose the Greedy Recovery
Routing routing protocol. GRR adapts the network topology in order to make
energy savings with regard to the routed traffic. It enhances existing greedy
routing protocol CoMNet and extends it with a light recovery mechanism. Both
(enhanced CoMNet and light recovery steps) take advantage of node controlled
mobility. GRR aims to bypass geographic routing failure by relocating nodes
such as the greedy routing can be reused. GRR shows the following properties:

- Localized : Routing decisions rely only on local information: forwarding node
geographical location, the ones of its neighbors and of the destination.
- Scalable: GRR is memoryless, no routing path information has to be stored.
- Energy Efficient : At each routing steps GRR chooses next hop and computes
its relocation taking all costs into account.
- Guaranteed Connectivity: GRR guarantees network connectivity through the
use of a Connected Dominated Set or the Relative neighborhood Graph.
- Less Calls to Hard Recovery: GRR implements a light recovery mechanism
which aims to reduce the triggering of expensive hard recovery steps (based
on face or tree traversals) by restoring greedy routing when possible. It will
eventually fill routing holes restoring an end-to-end greedy routing.

The remaining of this paper is organized as follows. Section 2 reviews existing
works on delivery guarantee and mobile routing in WSN. We detail the models
used in the paper in Section 3, while the prerequisites are exposed in Section 4.
Section 5 presents and details our approach. Simulation results are detailed in
Section 6. Finally Section 7 concludes the paper and presents future work.

2 Related Work

Delivery Guarantee in Static Networks
To the best of our knowledge, the most popular recovery strategy for geographic
routing is face routing [1]. It makes a packet traverse the faces of the planarized
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network graph until greedy routing is possible. Faces traversal is done using the
right-hand-rule. However, face is energy-consuming since it may generate long
detours and makes the packet follow a succession of short edges [5]. Moreover,
it requires reliable network planarization which is nearly impossible to provide
in real world due to the non-uniform wireless links.

In hull trees [2] each node has an associated convex hull that “contains the
location of all its descendant in the tree”. When greedy routing fails, forwarding
node checks its hull tree downstream to find a path to destination. If the destina-
tion belongs to the hull tree of the forwarding node, packet is forwarded to the
first corresponding child node. Otherwise packet is forwarded upstream. This
approach can be very memory consuming depending on network density and
size and number of hull trees employed. Moreover a moving node could easily
destroy trees.

Authors in [3] propose an approach which does not rely on planarization nor
trees. At network bootstrap, an algorithm is applied locally on each node in or-
der to mark those where packets may possibly get stuck. And then, each marked
node identifies both its upstream and downstream nodes on the boundary of
the hole. Consequently, when the greedy routing fails, the packet can be routed
along the hole until greedy becomes possible again. Yet this approach requires a
lot of messages at network bootstrap and in order to adapt to topology changes.
To the best of our knowledge, none of the existing approaches behaves well under
the hypothesis of mobility unlike Greedy Routing Recovery which successfully
takes advantage of mobility to both optimize greedy routing -enhancing a previ-
ously proposed approach- and reduce the number of calls to expensive recovery
steps.

Routing with Controlled Mobility
Mobility has long been considered as a hazard in WSN, causing a degradation
of performances or routing failures. A handful of proposals considers the use of
controlled mobility in order to adapt the network topology with regard to the
routing path. Existing routing protocols such as MobileCOP [6] find an initial
route using a Cost-Over-Progress (COP) metric [7], and then iteratively move
each forwarding node to the midpoint of its upstream and downstream nodes on
the route. These routing protocols may not be efficient as they can cause energy
consuming zig-zag movements and the network may be disconnected (a node
may move out of range of its neighbors). In addition, none of these approaches
considers the cost of moving in the routing decision. CoMNet [8] is the first
fully localized COP-based geographic routing protocol that takes the moving
cost into account while guaranteeing network connectivity. It has been extended
in [9] in order to consider mobility consequences on a multiple hop point of view.
Nevertheless, none of the controlled mobility enabled protocols can recover from
a local minimum.

GRR bases on CoMNet: it enhances it in its greedy part and extends it with
a light recovery mechanism to exploit controlled mobility in order to restore
greedy routing when possible.
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3 Models

The network is modeled as an undirected simple finite graph G(V,E), with V
the set of nodes and E the set of edges. (A,B) ∈ E if A and B are in trans-
mission range. The Euclidean distance between A and B is noted as |AB|. We
denote by N(A) the set of neighbors of A: N(A) = {V ∈ E | (A, V ) ∈ V }
and ND(A) the subset of N(A) which are closer to the destination D than A:
ND(A) = {B ∈ N(A) ∧ |BD| < |AD|}. Every node in V is aware of its geo-
graphical location and can be either a mobile or stationary sensor. Relocation of
a node A is noted as A′. Although our approach is model-independent, we use
the following widely employed cost models as a proof of concept:

Transmission Cost. We denote by Cs(.) the energy consumption or cost for
radio transmission between two nodesdistant of r [10]:

Cs(r) = rα + c if r �= 0 (1)

where c represents the energy overhead due to radio device, α is a real con-
stant (> 1) that represents the signal attenuation. The associated optimal radio

transmission radius [11] for radio transmission is r∗ = α

√
c

α−1 .

Mobility Cost. We denote by Cm(.) the cost to relocate a node B to B′. We
use the model adopted in previous similar works [6], in which k is a constant :

Cm(|BB′|) = k ∗ |BB′| (2)

4 Preliminaries

4.1 Greedy Routing

The greedy step of GRR proposes an enhanced CoMNet (COnnectivity preser-
vation Mobile routing protocols for actuator and sensor NETworks) [8]. CoM-
Net is a geographic routing protocol for WSN which takes advantage of nodes
controlled mobility in order to adapt network topology to the routing traffic.
Precisely, CoMNet uses a Cost-Over-Progress (COP) [7] approach: current node
A chooses B ∈ ND(A) which minimizes the ratio of the global cost (packet
transmission cost plus node relocation cost) to the progress made towards the
destination. Indeed, B satisfies the following optimization problem:

B = argminK∈ND(A)

Cs(|AK|) + Cm(|KK ′|)
|AD| − |K ′D| (3)

CoMNet comes in three different variants to fit the best to various environments:

- CoMNet−Move(DSr) aligns nodes on the Source Destination (SD) line with
all hop lengths to be equal to the optimal transmission distance r∗.
- CoMNet−ORouting on the Move aligns nodes on the (SD) line.
- CoMNet−Mover makes next hop node B is relocated on the intersection of
the circle C(A, r∗) of radius r∗ centered at A and the (BD) line.
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4.2 Connectivity

Relative Neighborhood Graph (RNG): RNG [12] is a graph reudction that
can be computed locally. An edge (U, V ) exists if distance |UV | is less than or
equal to the distances |UW | and |VW | for any other vertex W :

∀W �= U, V ∈ E : |UV | ≥ max[|UW |, |VW |] (4)

It reduces the average node degree to �3 while preserving networking connec-
tivity. A moving node which stays connected to its RNG neighbors will keep
network connectivity unchanged.

Connected Dominated Set (CDS): CDS is a connected subset of V that cov-
ers the same area. If nodes in the CDS (i.e. dominant) are static, we ensure that
all other nodes which move stay in transmission range of the CDS. It guarantees
that their is always a path between every pair of nodes of the network. In [13]
authors have proposed a fully localized algorithm. Giving a node A, N(A) and
S the subset of N(A) with higher priority (such as id, battery level, etc...) than
A: S ← N(A) − {U ∈ E | p(U) < p(A)}, A is dominant if one of the following
statement do not hold:

- S is not empty: S �= {∅}
- S is connected: ∀A ∈ S, ∃B ∈ S s.a. A �= B ∧ |AB < radio range
- every node in N(A) is in S or in range of S: ∀B ∈ N(A), B ∈ S∨N(B)∩S �= ∅

5 Geographic Routing Recovery

5.1 Overview

Fig. 1. ND(A) is empty, greedy routing
to D fails on A. Previous routing nodes
are in white.

Greedy routing failure is due to the lack
of a neighbor closer to the destination
than the current forwarding node. Fig-
ure 1 represents such a case: forward-
ing node A has no neighbor closer to
destination D. A represents a local ex-
tremum of the routing path toward des-
tination node D, it faces a hole. Greedy
forwarding requires at least one node in
the area defined by the intersection of
C1(A, r∗) the disk centered at A and of
radius r∗, and C2(D, |AD|) the disk cen-
tered at D of radius |AD| to succeed.

Hence we propose Greedy Routing Recovery which combines greedy routing and
a light recovery mechanism which aims to restore the greedy forwarding.
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In greedy forwarding, GRR routes packet and relocates nodes in a CoMNet way.
Forwarding nodes are aligned on the source-destination line in order to save
energy. However, when greedy fails, GRR switches to light recovery step. In
light recovery, forwarding nodes relocates next hop on the intersection locations
i1 (or i2) in order to bypass the routing hole. When greedy routing become
possible again, GRR switches back to it. GRR uses nodes controlled mobility to
both optimize network topology to the traffic and create greedy routing paths
in order to avoid expensive recovery steps.

Algorithm 1. GRR(A,D, p) - Node A has a packet p for node D

1: if isInGreedyMode(p) then
2: if ND(A) �= ∅ then
3: next, next′ ← SelectGreedy(A,D);
4: else
5: addFailureLocation(p);
6: next, next′ ← SelectRecovery(A,D);
7: end if
8: else
9: moveToLocation(p) {execute relocation order while it does not disconnect the network}
10: if ND(A) �= ∅ and |AD| ≤ |D,failureLocation(p)| then
11: next, next′ ← SelectGreedy(A,D);
12: else
13: next, next′ ← SelectRecovery(A,D);
14: end if
15: end if
16: forward(p,next,next’) {forward packet p to node next with relocation order in next′}

More precisely GRR works as follows. Upon reception of a packet in greedy
forwarding (Algo 1, l1), a node A checks its neighborhood toward destination
ND(A). If it exists a node next closer to the destination than itself, A computes
its new location next′ and forwards the packet to it before or after relocating it
(Algo 1, l3) depending on CoMNet variants. If there is no neighbor closer to the
destination, A marks the packet into light recovery mode adding greedy failure
location into its header (Algo 1, l5). A then computes the i1 and i2 intersections
locations. It forwards the packet to the node next in its neighborhood N(A)

whose transmission and relocation cost to the ix is minimized (Algo 1, l6). The
packet includes a relocation order to position ix.

Upon reception of a packet in light recovery, a node A moves to the joined
location. When stopped, A checks wether it can turn the packet into greedy for-
warding. This is possible only if NA(D) �= ∅ and if |AD| < |failurelocationD|)
(Algo 1, l9-10). Otherwise the packet is forwarded to the node next in its neigh-
borhood N(A′) whose transmission and relocation costs to the ix is minimized.
We have to mention that network connectivity is guaranteed despite nodes move-
ment using either the CDS or the RNG neighbors as described in Section 4.2.
Every moving node moves up to its new location while its relocation does pre-
serve network connectivity.

Figure 2 illustrates a complete GRR routing from S to D. Routing is greedy
from S to B and nodes A, B and C are relocated on the (SD) line. However,
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Fig. 2. GRR routing from node S to D. Original node location is dashed. Green nodes
have been relocated during greedy. Blue ones during light recovery.

greedy fails on C as none of its neighbors is closer to D than itself. Consequently,
C switches the packet into light recovery. Node E is selected: C forwards the
packet to it with the order to relocate in ix. E relocates. When E stops, it
checks if greedy is still impossible. That is still the case: using greedy recovery E
forwards the packet to F and makes it relocate. On F , greedy routing is possible
since G exists, furthermore F is not further to D than C. On the next routing,
the SD path will be completely greedy.

In the following Section, we detail the sub-algorithms used to select and relo-
cate next forwarder while in greedy forwarding or in light recovery.

5.2 Greedy

Although GRR relies on CoMNet [8] relocation patterns in its greedy part, rout-
ing is different as GRR computes the COP associated to each pattern for ev-
ery possible next hop at each step of the routing as described in Algorithm 2.
Forwarding node A computes for each neighbor B in ND(A) (Algo 2, l4) its
relocations according to the three different CoMnet variants (Algo 2, l6-8) and
retains the associated lowest COP (Algo 2, l9). Finally A returns the node (and
its relocation) in ND(A) which minimizes the COP (Algo 2, l10-13, l16).

Algorithm 2. SelectGreedy(A,D) - Run at node A toward destination D.

1: next ← −1; {next hop elected}
2: next′ ← {0,0,0}; {next hop computed relocation}
3: minCOP ← +∞ {lowest COP over all ND(A)}
4: for all {B ∈ ND(A)} do
5: B′or , B′mr , B′mdsr ← {0,0,0};
6: B′or ← ORouting(A,B,D); B′mr ← MoveR(A,B,D); B′′mdsr ← MoveDSR(A,B,D)
7: bCOP ← min[COP (A,B,B′or), COP (A,B,B′mr), COP (A,B,B′mdsr];
8: if (bCOP < minCOP ) then
9: next ← v, next′ ←{relocation which minimizes COP}
10: minCOP ← bCOP
11: end if
12: end for
13: return next, next′ {return next node next with its computed relocation in next′}
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5.3 Light Recovery

During light recovery, GRR stops considering CoMNet relocations patterns as
all of them would fail. However GRR makes the forwarding A node compute
for every node B in its N(A) –and not only in ND(A)– the relocation cost
on the intersection between C1(A, |r∗|) C2(D, |AD|) noted as i1 or i2 plus the
transmission cost from A to B. Those specific ix locations make possible the
bypass of the routing hole as they restore greedy routing on the next routing.
Moreover, those locations minimize the moving distance for next hop B and
the |AB′| radio transmission cost is optimal. Elected next hop B satisfies this
optimization problem:

B = argminK∈N(A)
Cs(|AK|) + Cm(|Kix|) (5)

where ix is replaced by respectively i1 or i2.
Algorithm 3 details light recovery. Forwarding node A first computes the

intersection locations i1 or i2 (Algo 3, l4-5). Then, A computes for each of its
neighbor B in ND(A) (Algo 3, l6) the total cost of its relocation both in i1 and
i2 and the associated transmission cost from B to A (Algo 3, l7-8). A finally
forwards packet and relocation order to the node which minimizes both costs
the most (Algo 3, l9-18, l20).

Algorithm 3. SelectRecovery(A,D) - Run at node A when ND(A) is empty.

1: next ← −1 {next hop elected}
2: next′ ← {0,0,0} {next hop computed relocation}
3: minCOST ← +∞ {lowest total cost computed over all ND(A)}
4: (i1, i2) ← intersections(C1(A, |r∗|), C2(D, |AD|));
5: for all {B ∈ ND(a)} do
6: tCOST1 ← Cs(|AK|) + Cm(|Ki1|); tCOST2 ← Cs(|AK|) + Cm(|Ki2|)
7: if (tCOST1 < minCOST ) then
8: next ← B; next′ ← i1; minCOST ← tCOST1
9: end if
10: if (tCOST2 < minCOST ) then
11: next ← B; next′ ← i2; minCOST ← tCOST2
12: end if
13: end for
14: return next, next′{return next node next with its computed relocation in next′}

6 Experiments and Performance Analysis

6.1 Simulation Environment

We simulate GRR using the last release of WSNet [14] network simulator. Dif-
ferent node degrees δ (from 10 to 25) are considered and maximum node speed
is set to 1m.s−1. Relocations engender delays in packet delivery which are not
in the scope of this study. Maximal radio range is set to 50m. Simulations are
performed on 25 randomly generated 500x500m maps with nodes uniformly de-
ployed on which 3 holes of diameters 100m has been created. Greedy routing
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fails on those maps for the selected source and destination couple. Initial batt-
tery level of every node is 1J and every node is capable of moving. Cs(.) is
computed using Eq. 1 in which we use common values: i.e. c = 3.109J and α=2,
which leads to an optimal transmission range of r∗ = 22.36m. Cm(.) is computed
using Eq. 2, with mobility parameter k computed as follows:

1. if Cs(.) = Cm(.), k is solution to Cs(r
∗) = Cm(r∗).

2. if Cs(.) >> Cm(.), then k is solution to Cs(r
∗) = 102Cm(r∗).

3. if Cs(.) << Cm(.) then k is solution to Cs(r
∗) = 10−2Cm(r∗).

6.2 Routing Success Rate

Fig. 3. Percentage of topologies where
GRR succeed with regard to δ

Figure 3 shows the percentage of topolo-
gies on which routing succeeds using
GRR with regards to various network
densities and cost models. Note that
each of the topologies used in those sim-
ulations is connected at network boot-
strap. In other words, it exists at least
one multi-hop path between every pair
of nodes in the network at network start.
Even so, a classical geographic greedy
heuristic would fail because of network
holes.

With regards to the connectivity guarantee mechanism and density, results are
very similar. When the network density is low, most nodes belong to the CDS and
so mobility is limited in GRR-CDS. RNG neighbors in GRR-RNG are also very
sparse and so mobility is limited. With the increasing density, the percentage
of topologies on which GRR (all variants) succeeds increases as more and more
nodes are free to move with GRR-CDS. Similarly in GRR-RNG, neighbors are
more numerous - and consequently closer - and so mobility freedom increases.

With regards to cost model, we see that the percentage of routing success
is maximal when Cs(.) == Cm(.). Considering that A is the forwarding node
in recovery mode, the reason is that it makes A consider every node in N(A)
equally. However, success rate is minimal when Cs(.) >> Cm(.) as it provokes
the selection of a node which is close to A in order to reduce transmission costs.
But this node has to travel a long distance to reach ix and restore greedy.
Yet this distance can be impossible to travel due to the connectivity guarantee
mechanism. Middle case is when Cs(.) << Cm(.): A selects as next forwarder a
node close to ix.

6.3 Number and Length of Recovery Occurrences

Figure 4 depicts the number of transitions between greedy and recovery for-
warding steps with regards to time. Results show that at network bootstrap the
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Fig. 4. Average number of recovery occurrences along time

number of recovery occurrences tends to decrease very quickly due to an initial
greedy path restoration thanks to our recovery mechanism. Then, nodes that
have been relocated die since they have spent energy to relocate and are now
highly employed for greedy forwarding. Consequently the number of recoveries
increases again after a certain time since the light recovery routing scheme has
to restore greedy forwarding. However this might not be possible since movable
nodes might have already moved: that is the reason why sometimes light recovery
occurrences does not decrease any more.

This analysis is confirmed by Figure 5 which represents the average path
length (in number of hops) in recovery step. We see that after an initial decrease,
the number of hops in recovery stabilizes and then increases again after a certain
time when relocated nodes start to die. The routing hole is bypassed but the
GRR routing protocol has to circumvent an increasing hole along time. Please
note that routing does not succeed at all without GRR light recovery.

6.4 Average Packet Cost

Figure 6 represents the total cost – including both transmission and relocation
costs of nodes on routing path – of a delivered packet with regards to time.
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Fig. 5. Average length of recovery step in hops along time
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Fig. 6. Average packet total cost along time

Similarly to previous behavioral results, results show an initial energy overhead
whatever the cost model, the recovery mechanism or the network density. This
is due to the initial path relocation which makes node move a lot. In a second
step, packet cost tends to stabilize up to a final stage where packet cost increases
dramatically because GRR has to bypass major holes.
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7 Conclusion

In this paper we introduce a novel protocol, GRR which takes advantages of node
controlled mobility to adapt network topology to the traffic and addresses the prob-
lem of routing hole bypassing in wireless sensor networks. Our proposal relies on
a COP approach and takes into account the cost of node relocation. Simulation
shows that GRR successfully restores greedy routing in more than 72% of topolo-
gies. Our future work will combine GRR with a mobility enhanced face routing.
Another topic of interest will be the use of controlled mobility in order to adapt
network topology to the context of multiple sources and multiple destinations.
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Abstract. Providing mobility in access networks is a challenge that we have to 
deal with. Due to networks' convergence and migration to all-IP networks, mo-
bility management at the network layer is required. However, there is a need for 
cooperation mechanisms between the network layer and lower layers to support 
multimedia services and make handover more efficient. This paper presents ex-
perimental research on simultaneous handover performance in an integrated 
PMIPv6 and 802.11 WLAN system. 

Keywords: Mobility, Simultaneous handover, Proxy Mobile IPv6, IEEE 
802.11, Test-bed. 

1 Introduction 

In view of increasing numbers of mobile terminals and, at the same time, rapidly in-
creasing popularity of multimedia and real-time services offered to users, mobility 
management has become a real challenge for network designers and operators.  A 
substantial amount of research is focused on either layer 2 handovers or layer 3 han-
dovers. However, it is quite natural that integration of these two layers and separately 
performed procedures could bring a significant acceleration of the handover and 
switching procedures. 

In some circumstances, especially in large networks with a huge number of mobile 
terminals, layer 2 handover might be inefficient. Moreover, if the access points use L2 
links, it is hard to deploy a mobile system in networks with IP connections. To inte-
grate mobility system entities connected within an IP network, layer 3 solutions have 
to be used. What is more, a great number of IP mobility protocols are based on lower 
layer triggers that start a handover procedure at network layer. However, L2 triggers 
are not always well defined, e.g., for Proxy Mobile IPv6. A closer integration of L2 
and L3 solutions might be the only solution for the new demanding applications. 

Vehicle-to-infrastructure communication is one of example scenarios where simul-
taneous handover of layer 2 and layer 3 is required [1],[2],[3]. In this case, due to a 
large area of a mobility domain and a number of mobile terminals, seamless handover 
should be provided in layer 3, where frequent changes of attachment point benefit 
from network based mobility, like Proxy Mobile IPv6. 
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There are more papers that focus on similar topics. The 802.21 framework in the 
Proxy Mobile IPv6 environment is commonly used in different scenarios – for provid-
ing mobility in heterogeneous network [4] or advanced load balancing based on net-
work layer flows [5]. A new proposition of simultaneous Proxy Mobile IPv6 and 
802.11 network is described in [6]. Although the authors have proposed a new schema 
and the use of Inter-Access Point Protocol (IAPP) to transfer handover information, 
they do not provide mathematical analyses, simulations or results of the experiments. 
The paper [7] presents an analysis of the operations affecting the handoff delay in 
PMIPv6 environment and introduces MIH services to optimize it. The proposed 
schema is validated in the OPNET network simulator. 

This paper focuses on a study of simultaneous 802.11 WLANs and Proxy Mobile 
IPv6 handovers that takes place in a test-bed environment. The body of the paper is 
organized as follows: Section 2 contains an analysis of the handover in 802.11 
WLANs. Additionally, new trends and standards are also described . Section 3 
presents the idea and main components of Proxy Mobile IPv6. Section 4 introduces 
the proposed schema for simultaneous handover for 802.11 WLAN and PMIPv6. 
Section 5 gives the details of the tested system. Section 6 presents the results of the 
experiment. Conclusions can be found in Section 7.  

2 IEEE 802.11 WLANs Overview  

The IEEE 802.11 is one of the commonly accepted wireless local area network tech-
nologies. IEEE 802.11 standard’s handover (L2 handover) refers to wireless network 
attachment point change during a Mobile Host (MH) movement. The handover results 
in de-association from the old (current) AP and re-association to a new one, adequate 
to a new MH’s location . The interval between the time of the optimal start of the 
handover and the time of the actual start of the handover procedure is called the detec-
tion phase. It is hard to both define and measure it. Handover procedure begins with a 
scanning and its aim is to detect a new AP. The MH has to employ authentication and 
association processes. Subsequently, 802.1x authentication can be conducted on top 
of 802.11 association. It introduces additional 4-way handshake for key exchange and 
derivation. In order to provide a better QoS, some additional procedures introduced 
by the IEEE 802.11e standard can be used.  

The most time-consuming operations are detection, scanning and 802.1x authenti-
cation. The literature suggests that there are several solutions for reduction of their 
impact on handover’s time [8],[9],[10],[11],[12],[13]. 

Some aspects of influence minimization of detection and scanning phases upon 
handover time are introduced in IEEE 802.11k [10] and 802.11v [8] standards. The 
first one was released in December 2008 and refers to radio resources measurements. 
Its mechanisms are responsible for providing information about radio environment 
and available resources for upper layer.  

The second one was published in July 2007, and completed in March 2010. The 
IEEE 802.11v standard introduces BSS Transition Management that enables APs to 
trigger handover to the nearest, less loaded or more appropriate AP.  

Additionally, non-standardized algorithms and mechanism of minimization of the 
scanning time can be found in the literature e.g., [11][12][13].  
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The 802.1x Authentication introduces a significant temporal overhead caused by 
authentication messages exchange with an AAA server.  

The IEEE 802.11r standard [9] addresses handover efficiency and 802.1x authenti-
cation reduction. It is discussed in more details in Subsection 2.1. 

Other proprietary mechanism proposed by hardware vendors could also be used (most 
often based on dedicated wireless network controllers). Since they are vendor specific 
and dedicated for particular scenarios, they lie outside of the scope of this paper. 

2.1 Fast BSS Transition 

The Fast BSS Transition mechanism was proposed in the IEEE 802.11r amendment 
[9] to improve handover efficiency. It introduces two protocols, FT Protocol for stan-
dard re-association and FT Resource Protocol for re-association with QoS resources 
reservation. They are used for simpler and shorter authentication procedures of han-
dover inside one mobility domain. The complete, time-consuming authentication 
procedure is conducted only for the first entrance into the mobility domain (FT initial 
mobility domain). Subsequently, security association and key hierarchy are created for 
all other APs in the mobility domain. The first AP that MH is associated with is called 
R0KH (R0 Key Holder) and it is responsible for managing level 0 Pairwise Master 
Key (PMK-R0). During re-associations with the nAP, a PMK-R1 is generated and 
transported by R0KH to the new AP (named R1KH – level 1 Key Holder). Time-
consuming communication between the nAP and the AAA server is replaced with 
shorter R0KH – R1KH communication.  

In the mobility domain, APs advertise both capabilities and policies for supporting 
the FT protocols and methods.  

Two algorithms of communication between the old and new AP are proposed: 

• Over-the-Air – the MH uses wireless link to communicate directly with the new 
AP (Fig. 1a), 

• Over-the-DS – the MH uses existing association with the old AP, and FT Action 
Frames over wired link to reach the new AP (Fig. 1b). 

In the first case (Fig. 1a) the Mobile Host, after deciding to change the access point, 
sends 802.11 Authentication Request message containing Information Elements re-
quired by FT Protocol [14]. Robust Security Network IE (RSNIE) carries PMK-R0 
obtained from the first AP. Mobility Domain IE (MDIE) contains domain details from 
Beacon and Probe Response sent by nAP including a domain identifier, capabilities 
and policies.  Fast BSS Transition IE (FTIE) contains R0KH identifier that is obtained 
during the initial association and SNonce created by the Mobile Host. 

The response from the nAP contains the same types of Information Elements as the 
request described in the previous paragraph, however, their role might be changed. In 
this case, RSNIE contains confirmation of the PMK-R0 identifier. MDIE contains the 
domain identifier, capabilities and policies. FTIE is made up of an R1KH identifier 
supplied by nAP, ANonce produced by nAP and SNonce sent by MH. 

In Association Request messages exchange, besides RSNIE, MDIE and FTIE, 
another type of Information Elements is used – Resource Information Container Re-
quest (RIC-Request). RSNIE contains PMK-R1, MDIE is made up of the same  
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information as Authentication Request. FTIE carries ANonce, SNonce, R0KH 
identifier, R1KH identifier and MIC calculated on MH side. If QoS methods from 
802.11e standard are implemented in the domain, RIC-Request carries Information 
Elements – Traffic Specification and Traffic Classification IEs.  

The Association Response message includes RSNIE, MDIE, FTIE and RIC-
Response. RSNIE and MDIE are similar to appropriate IEs in Association Request. FTIE 
is made up of ANonce, SNonce, R0KH identifier, R1KH identifier and MIC calculated 
on AP side. RIC-Response contains Traffic Specification and Schedule IEs.  

The content and type of IEs is the same using both Over-the-air and Over-the-DS 
content.  

 

Fig. 1. 802.11r handover scenarios: a) FT over the Air, b) FT over the DS 

3 Proxy Mobile IPv6 Handover 

In large IP networks, there is a need for network layer mobility management. One of the 
popular mobility protocols is the Proxy Mobile IPv6 [15]. It reuses well-known, mature 
concepts of Mobile IPv6 [16] and implements a Network-Based Mobility approach 
(NBM). As opposed to the Host-Based Mobility approach (HBM), where mobile termin-
al is used in order to provide mobility, NBM performs mobility without any cooperation 
with the Mobile Host. The L3 handover should be transparent for mobile terminals and 
should not affect any routing or addressing configuration. One of the advantages of the 
NBM concept is the mobility management integration into a network operator center. For 
that reason, PMIPv6 is considered of use in the LTE architecture [17]. 
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Another advantage is that PMIPv6 eliminates requirements for changes in MH’s 
IPv6 protocol suits.   

Proxy Mobile IPv6 defines two additional network elements – Local Mobility 
Anchor and Mobile Access Gateway. The first one is similar to the Home Agent from 
Mobile IPv6. It is a gateway between a group of mobile terminals and the rest of the 
network. It is responsible for maintaining configurations and routing information. The 
LMA terminates bi-directional IP tunnels where data packets from/to MHs are trans-
ported. The Mobile Access Gateway is an element that maintains connectivity  
between MHs and LMA. All MAGs act as a default access router, thus after the han-
dover the MH does not notice that there has been a change of the attachment point.   

 

Fig. 2. Proxy Mobile IPv6 message flow 

LMAs and MAGs communicate by means of Proxy Binding Update (PBU) and 
Proxy Binding Acknowledgment (PBA) – messages of Proxy Mobile IPv6 protocol. 
An example message flow for registration and handover is presented in Fig. 2.  

Mobile Host attachment should be detected and signaled by L2 Trigger (1). The 
ICMPv6 Router Solicitation message may arrive at any time and it does not cause any 
ordering relation in the signaling flow. After authentication and authorization of the 
MH with its profile (2), the pMAG sends the Proxy Biding Update message (3).  
The PBU message contains MH-Identifier and lifetime of the Biding Cache Entry 
(BCE) for the corresponding mobility session. The LMA accepts this PBU message, 
creates the BCE and the endpoint of the bidirectional tunnel (4). Next,  it responds (5) 
with the Proxy Binding Acknowledgment message that contains a Home Network 
Prefix(es) (HMP). On receiving the PBA message, the MAG finishes setting up its 
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endpoint of the bidirectional tunnel. Once the tunnel is established, the MAG sends 
ICMPv6 Router Advertisement  (6) with HNP and address configuration mode.  

4 IEEE 802.11 WLANs and PMIPv6 Simultaneous Handover 
Schema 

Although communication between L2 and PMIPv6 elements is an important and time- 
consuming factor, standardization documents (e.g. RFC) do not propose any way of in-
forming MAG entities about MH attachments. In practice, syslog messages [18] or Ra-
dius Accounting messages [19] are used. In this paper, simultaneous handover schema 
using the Media Independent Handover Framework (IEEE 802.21 [20]) is examined. 

4.1 Media Independent Handover  

Media Independent Handover (MIH) is defined in the IEEE 802.21 standard [20]. It is 
responsible for providing an abstraction layer between lower (link-local and below) 
and higher (network and above) layers in order to enhance mobility management 
protocols and schemes.  Its aim is to optimize handover procedures, especially be-
tween heterogeneous networks.  

Despite the fact that the MIH standard covers interaction between MIH events and 
access routers (Section 6.3.6 in [20]), it can’t be directly used in the Proxy Mobile 
IPv6 environment. It assumes Mobile Host’s interaction and usage of MIH_Link_Up 
events. As a result, it is suitable only for the Host-Based Mobility approach (e.g. Mo-
bile IPv6). On the other hand, in the Network-Based Mobility model, handovers 
should be transparent for Mobile Hosts, thus attachment information should be sent 
by the access point.  

Table 1. The MIH_Handover_Init message parameters 

Name Data type Description 
SourceIdentifier MIHF_ID It identifies the invoker of this 

messages, which can be either the 
local MIHF or a remote MIHF. 

LinkIdentifier LINK_TUPLE_ID Identifier of the link that is asso-
ciated with an AP.  

In the presented implementation, an MIH user is integrated with AP software. The 
MIH user, after a successful attachment of MH, informs the appropriate MAG and 
generates a trigger for the upper layer. In order to increase handover efficiency, a new 
message, following the pattern of MIH_Link_Handover_Complete, was used. The 
original MIH_Link_Handover_Complete message was designed for a heterogeneous 
environment. Because conducted experiments include homogenous handovers, the 
format of this message is modified (Table 1.) to eliminate unnecessary fields.  
The SourceIdentifier  field  contains MAC address of a new access point, LinkIden-
tifier is an identifier of MH’s interface connected to the AP. This MIH message is 
called MIH_Handover_Init. 
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Fig. 3. MIH Remote Events 

 

Fig. 4. Simultaneous handover for PMIPv6 and 802.11 WLAN 

 
The notification is generated by the Media Independent Handover Function 

(MIHF) when an attachment to the new access point is completed (Fig. 3). Upper 
layer entities take different actions on this notification. In the described PMIPv6 envi-
ronment, the MIH user makes use of the event to start PBU/PBA procedures.  
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Fig. 4 presents the message flow of implemented mechanisms. After successful au-
thorization and association (802.11 messages), the new AP sends the 
MIH_Handover_Init message with its MAC (SourceIdentifier) and the client’s LinkI-
dentifier. The value from the LinkIdentifier field is used to obtain Mobile Node Pro-
file and create the PBU message with Mobile Node Identifier Header Option. The 
subsequent procedure is similar to standard PMIPv6 message flow. The nMAG estab-
lishes a bidirectional tunnel with LMA, and after that sends a dedicated Router  
Advertisement message to the unicast address of Mobile Host. 

5 Test-Bed and Experiments 

To verify the efficiency of simultaneous Proxy Mobile IPv6 and 802.11 WLANs han-
dovers, an original test-bed has been developed. Experiments have been conducted 
with the use of open source software.  

Computers working under Ubuntu 12.04 operating system and the Cisco Aironet 
AIR-CB21AG-W-K9 wireless network card were used as access points. The most 
successful configuration was provided by ath5k drivers. To realize AP’s functionality, 
open source HostAPd [21] was used. It is a very powerful tool with a rich functionali-
ty . However, during tests it turned out to be unstable, especially while working in 
802.11r mode, so that only FT over the Air operational mode was available. A great 
number of hardware and software configurations have been examined. Table 2. sum-
marizes the  authors’ efforts and examples of verified configurations.  

Table 2. Verified hardware and software configurations 

No AP OS Client NIC 
Client 
OS 

SA/SH Error 

3. 
Ubuntu 
12.04 

Intel 5100  
WiFi Link / 
iwlwifi 

Linux 
Ubuntu 
12.04 

yes/yes 
Failure after several 
seconds (Invalid MIC).  

4. 
Ubuntu 
12.04 

Broadcom 
BCM4312 / 
b43 

Linux 
Ubuntu 
12.04 

yes/yes 
Failure after several 
seconds (Invalid MIC). 

5. 
Ubuntu 
12.04 

TP-Link TL-
WN721N / 
ath9k_htc 

Linux 
Ubuntu 
12.04 

yes/yes 
Failure after several 
seconds (Invalid MIC). 

6. 
Ubuntu 
12.04 

Alfa Network 
AWUS051NH 
/ rt2800usb 

Linux 
Ubuntu 
12.04 

yes/ yes 

Connection established 
with additional delay due 
to error (nl80211: set_key 
failed; err=-2 No such 
file or directory) 

SA/SH – successful association, successful handover 

For the purposes of this paper, the authors used the Proxy Mobile IPv6 system 
which is the authors' own implementation prepared at the Department of Computer 
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Communications of Gdańsk University of Technology (see [19]). It is an expandable 
Python application based on Scapy – Python networking module.  

MAGs and APs have been extended so that they are able to communicate by means 
of MIH messages in accordance with the scheme described in Section 4. All system 
elements have been synchronized using NTP protocol. 

The topology of the experimental network is presented in Figure. 5. 

 

Fig. 5. Test-bed architecture 

6  Results 

The performed experiments aimed to verify the handover influence on the connectivi-
ty gap. To achieve higher reliability, each test scenario was repeated 30 times. All 
confidence intervals are stated at the 95% confidence level. Different scenarios of L2 
and simultaneous L2+L3 handovers have been examined.  

Fig. 6 illustrates the results of the handover time for different authentication mod-
els (WPA2-PSK, WPA2-EAP, 802.1x). The parameter L2 Handover time comprises 
only the layer 2 handovers. Fig 6a presents the scenario including the scanning phase 
(see Sec. 2). During the experiments, this phase takes an extremely long time – more 
than 4.5s. Due to unacceptably long scanning time, L2 handover times were very 
long. This drawback might be caused by specific software/hardware configuration 
[22]. In contrast, Fig. 6b) presents the results of the L2 handovers scenario where the 
scanning phase is omitted. This was achieved by means of the roam command, with a 
new AP MAC address as a parameter, in the wpa_supplicant console. As can be seen, 
the L2 handover time is significantly reduced in comparison to previous scenarios. 

Fig. 7. plots the final results and the cumulative distribution function of simultane-
ous handover. The parameter L2+L3 Handover time comprises both the layer 2 and 
the layer 3 handovers. The average handover time for 802.11r scenario is 0.15±0.04s, 
whereas for 802.1x it is 0.48±0.26s. As can be seen, the average handover time is 
significantly reduced (by more than two-thirds) when using 802.11r mechanisms in 
comparison to the traditional 802.1x authentication.  



230 M. Hoeft and J. Wozniak 

 

Fig. 6. Layer 2 handover time, a) scenarios including scanning; b) scenarios without scanning  

 

Fig. 7. Results of simultaneous handovers 

7 Conclusions 

We have evaluated the effectiveness of the simultaneous IEEE 802.11 and Proxy 
Mobile IPv6 handovers in the test-bed architecture with two MAG components. Si-
multaneous handover has been implemented with the use of the IEEE 802.21 stan-
dard, for which a dedicated message was used. Basing on the described architecture, 
several experiments that verified handover times have been conducted. 
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It was shown that 802.11r and Proxy Mobile IPv6 integration has a great impact on 
handover efficiency. The average handover time for layer 2 and layer 3 was reduced 
to 150ms, which is an acceptable value for majority of multimedia and real-time ap-
plications. Thus, the implemented solution gives mobile users the opportunity to use  
multimedia application.  

The proposed and described layer 2 and layer 3 integration by means of the Media 
Independent Handover Framework is easily expandable and in future studies might be 
enhanced to cooperate with other wireless systems, like LTE . 
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Abstract. This paper describes a mixed-integer linear programming
model to maximize wireless sensor networks (WSN) capacity by deter-
mining traffic routes and target coverage, adjusting data rates, and dy-
namically controlling transmission power. Radio transmissions are stud-
ied under signal-to-interference-plus-noise-ratio (SINR) model. In the
considered WSN, a set of targets needs to be continuously monitored by
a given number of already deployed sensors. The objective is to gather
as much sensing data as possible during a unit time period. Since this
type of problems is known to be NP-hard, we propose a computationally
feasible column generation based approach to find near-optimal solutions
when dealing with integer flow and coverage variables. Extensive com-
putational experiments even show that optimal solutions are reached in
most cases for reasonable network sizes. Numerical results illustrate the
benefits from extending the number of available transmission power lev-
els, the major impact of data rate adaptation on throughput, and demon-
strate that achieving higher network capacity comes at the expense of
deploying more sensors than the minimum required to connectivity and
target monitoring.

Keywords: Wireless sensor networks, TDMA, SINR, power control,
Q coverage, MILP, column generation.

1 Introduction

A wireless sensor network (WSN) consists of spatially distributed autonomous
sensors to monitor physical or environmental conditions, such as temperature,
sound, pressure, etc., and to cooperatively relay data through a wireless net-
work to a sink. The predominant networking technology in this area in based on
IEEE 802.15.4 for physical and MAC layers, and Zigbee for the higher layers of
the protocol stack [1]. In particular, IEEE 802.15.4 is a derivative of CSMA/CA
contention-based medium access scheme. But many other MAC layer approaches
in WSNs propose also collision-free access schemes. TDMA (Time Division Mul-
tiple Access) is such an example as the time is divided into frames each containing
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a certain number of fixed size slots. TDMA is typically managed by a central
entity which defines a schedule of the frame assigning each sensor a fixed number
of slots for transmitting and receiving data. Transmission links could be sched-
uled at the same slot if they don’t interfere mutually. In general, TDMA is well
suited to WSNs where traffic patterns are regular and predictable over time.

One of the main challenges in designing TDMA for WSNs is to define a link
schedule optimizing a given performance metric such as capacity, end to end
delay, energy consumption or fairness index. Typically, one common goal of op-
timization models is to minimize the number of slots per frame as it implies max-
imizing capacity. The key issue here is how to mitigate interference by adapting
transmit powers, traffic routes or channel bandwidth to the network topology
and the traffic loads. We find two interference models in the literature i.e., i)
the protocol interference model and ii) the physical model. Under the protocol
model, a successful transmission occurs when the intended receiving node falls
inside the transmission range of its transmitting node and falls outside the inter-
ference ranges of other non-intended transmitters. On the other hand, under the
physical model, a transmission is successful if and only if signal-to-interference-
and-noise-ratio (SINR) at the intended receiver exceeds a certain threshold so
that the transmitted signal can be decoded with an acceptable bit error rate
(BER). Physical model is widely considered as an accurate representation of the
behaviour of the physical layer in real systems [2].

Optimization models based on the protocol interference model are usually
based on conflict graphs. The idea is to find a maximum independent set repre-
senting links that can transmit simultaneously without causing collisions. This
problem is also equivalent to the well-known graph coloring problem which is
NP-hard [3]. Many works are based on linear programming formulations [4, 5].
Otherwise, the optimal scheduling problem under the physical model is generally
formulated as a mixed-integer linear program (MILP) [6]. The general problem
of determining a minimum-length schedule that satisfies given traffic demands
and subject to SINR constraints in NP-hard [7]. Many polynomial-time approx-
imation algorithms were proposed on this issue. The authors in [8] studied joint
link scheduling and power control with the objective of throughput improve-
ment while considering fairness. In [9], the authors considered the problem of
assigning time slots to different users to minimize channel usage subject to con-
straints on data rate, delay bound, and delay bound violation probability under
an SINR-based interference model. In [10], the authors modeled the combina-
torially complex problem of joint routing, link scheduling, and variable-width
channel allocation in both single and multi-rate multi-hop wireless networks as
an MILP, and presented a solution framework using a column generation based
approach.

Different from existing works, our contribution encompasses in a single unified
optimization model both connectivity requirements (multi-path routing, power
control, rate adaptation) and Q coverage requirements in TDMA wireless sensor
networks. In particular, we formulate an MILP referred to as Joint Routing,
Scheduling and Power control (JRSPC), which can be optimally solved in most
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cases by a column generation based approach. The objective of JRSPC is to find
the links which can transmit concurrently, and the association between targets
and sensors that minimize the length of the TDMA frame1. Furthermore, it has
the following properties: (1) the considered interference model is SINR-based; (2)
sensors can adjust dynamically their transmission power to reduce interference
or hop-distance from the sink; (3) transmission links can admit different data
rates depending on the SINR at the receiver; (4) multi-path routing; (5) a target
can be associated to multiple sensors providing redundancy and reliability to
sensing data.

The rest of this paper is organized as follows. Section 2 introduces the defi-
nitions and the assumptions used throughout this paper. Section 3 gives formal
details of our MILP model considering continuous, discrete and uniform power
cases. Section 4 summarizes the results of various experiments showing the ef-
fects of sensor density, number of targets, and coverage on network capacity by
applying different transmission strategies. Finally, section 5 concludes this article
outlining possible future extensions.

2 Definitions and Assumptions

We consider a set of n sensors, denoted as S = {s1, s2, ..., sn} and a set of
m targets, denoted as T = {t1, t2, ..., tm}, arbitrary deployed on a given area.
Each target must be covered by at least q sensors, known also as Q coverage
requirement. A target can be covered by a given sensor if the euclidean distance
between them doesn’t exceed a certain distance dc. Each sensor generates a
data packet of size θ bits each time it monitors an associated target. All the
gathered data must be routed through multiple hops to a sink node, denoted as
s0. Also, we assume that each sensor is equipped with a single radio that can
adjust dynamically its transmission power up to a certain limit Pmax. We define
the network connectivity graph as an directed graph G = {S ∪ {s0}, E} with
E = {(si, sj) : si, sj ∈ S ∪{s0}}. There exists an edge between two nodes si and
sj if this latter lies within the transmission range of si resulting from of Pmax.

According to the physical model, a transmission link (si, sj) would be success-
ful if SINRi,j measured at the level of node sj is greater or equal to a threshold
β. It is given by:

SINRi,j =
Pid

−α
i,j

ηW +
∑

i′,i′ �=i

Pi′d
−α
i′,j

(1)

where Pi is the transmission power of si, di,j is the distance between nodes si
and sj , α is the path loss exponent (varies usually between 2 and 6), η is the
power spectral density of the thermal noise, and W is the channel bandwidth.

1 The main purpose of this work is to gain some insights about the maximal achievable
capacity of sensor/target wireless networks with rate adaptation and power control,
hence there is no compromise with respect to energy consumption or network life-
time.
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Furthermore, we assume that each sensor node can transmit according to K
modulation and coding schemes (MCS). Each MCSk (0 ≤ k < K) produces a
certain data rate bk. A transmission with rate bk could be decoded successfully if
the SINR measured at the receiver is above a corresponding threshold βk. Note
that the higher data rate is used, the higher SINR is required. In addition,
we assume an TDMA access scheme, where a central entity divides the radio
channel into equal-length time frames and each frame into a number of slots. In
each slot, one or more transmission links are scheduled, providing that the SINR
requirement (1) is met at each receiver.

In the following section, we introduce an optimization model that minimizes
the length of the TDMA frame by jointly determining the routes of the traffic
flows, the active concurrent links at each slot, and the transmission power used
by each sensor node at each assigned slot. Note that a minimal TDMA frame
implies a maximal network capacity.

3 Joint Routing, Scheduling and Power Control Problem
(JRSPC)

A straightforward or naive approach to the JRSPC problem would be to rely
on a binary decision variable xijt which indicates if the link (si, sj) is active
during the slot t. The major drawback with this formulation is the huge number
of binary variables that would arise: n(n + 1)Tmax. Indeed, since the number of
slots in an TDMA frame is also a decision variable, the parameter Tmax denoting
the maximal number of slots in a frame should be chosen large enough to hold
the resulting transmission schedule, otherwise, the problem will be infeasible.

Alternatively, in the same vein as [10], our model is based on the notion of
Configuration which represents a set of transmission links that can be scheduled
concurrently without violating the SINR requirement at each receiver. Despite
the exponential number of possible configurations, which scales up following the
cardinality of the power set of S∪{s0} (2n+1), we need in fact only a small subset
of these configurations to resolve the problem as we will see in the following.

Let C be the set of all feasible configurations, and let c = {rcij | ∀(si, sj) ∈
E} ∈ C, where rcij indicates the data rate of the link (si, sj) during the time
where the configuration c is scheduled. rcij is equal to 0 when the corresponding
link is inactive. The integer decision variable λc is defined as the number of slots
in which the configuration c is active. In addition, let yij be a binary variable
indicating if the target tj is covered by the sensor si (i �= 0). Also, let fij be
an integer variable counting the number of data packets forwarded from node
si to node sj during the whole TDMA frame. Our optimization problem can be
stated now as follows:

Minimize
∑
c∈C

λc (2)

s.t.
∑
si∈S

yij = q ∀tj ∈ T (3)
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∑
sj∈S

fji +
∑
tk∈T

yik =
∑

sj∈S∪{s0}
fij ∀si ∈ S (4)

∑
si∈S

fi0 = mq (5)

∑
c∈C

λcr
c
i,j − fijθ ≥ 0 ∀si ∈ S, ∀sj ∈ S ∪ {s0} (6)

λc integer, λc ≥ 0, ∀c ∈ C (7)

fij integer, fij ≥ 0, ∀si ∈ S, ∀sj ∈ S ∪ {s0} (8)

yij ∈ {0, 1}, ∀si ∈ S, ∀tj ∈ T (9)

Constraint (3) ensures that every target is covered exactly by q sensors. Con-
straint (4) represents flow conservation rule by stating that ingoing traffic into
a sensor node, which is the sum of traffic forwarded by other sensors and the
traffic generated locally by monitoring associated targets, is equal to outgoing
traffic. Constraint (5) guarantees that all data packets are gathered by the sink.
Lastly, the channel capacity constraint (6) ensures that the number of times
each link (si, sj) is scheduled over all the configurations is sufficient to forward
traffic from node si to node sj . Here, rci,j is the data rate of the link (si, sj) in
configuration c.

Note that this configuration-based ILP model doesn’t provide an ordering
of the transmission links as the straightforward model does. Nevertheless, this
difference has no impact on overall capacity since the configurations can be
scheduled at any order inside the frame without changing its length. Yet this
configuration-based model is solvable if we can determine by some mean the set
C. But enumerating all feasible configurations could be computationally very
hard. We present in the next subsection a technique to alleviate this issue.

3.1 Column Generation Approach

Column generation (CG) is an exact and efficient algorithm for solving large-
scale linear programs. That main idea relies on the fact that most of the variables
will be non-basic (or equal to zero) in the optimal solution. Hence, only a sub-
set of variables (or columns) needs to be considered in theory when solving the
problem. The problem being solved is split into two problems: the master prob-
lem and the pricing problem. The master problem is the original problem with
only a subset of variables being considered. The pricing problem is another prob-
lem created to generate only the variables which have the potential to improve
the objective function, i.e., to find variables with negative reduced costs in case
of a minimization problem. The algorithm alternates then between these two
problems until no variable which would enhance the objective function is found.

In our case, the master problem is formulated as in (2)-(6) but considers only
a subset C0 of feasible configurations C. We describe later in this section how
we obtain a subset C0 for the first iteration, called also initial feasible solution.
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As CG is an LP technique, we need also to make a linear relaxation on integer
variables λc, fij and yij .

On another hand, the pricing problem relies on finding a new configuration
which has the minimal reduced cost. Let uij be the dual variables associated
with (6). The reduced cost of any configuration c not currently in C0 is given by
ēc = 1 −

∑
(si,sj)∈E uij × rij , where rij are the data rates of the active links in

c. If the minimal reduced cost has a strictly negative value, the corresponding
configuration (column) is added to C0 and the master problem is solved again,
otherwise the optimal solution has been reached.

Now, we can write the pricing problem as follows:

Minimize 1 −
∑

(si,sj)∈E

uij × rij (10)

s.t.
∑
sj∈S

K∑
k=1

xijk + xjik ≤ 1 ∀si ∈ S (11)

K∑
k=1

x0i = 0 ∀si ∈ S (12)

pid
−α
ij − βk

∑
(su,sv)∈E,u�=i

pud
−α
uj − L1xijk ≥ βkWη − L1

∀si ∈ S, ∀sj ∈ S ∪ {s0}, 1 ≤ k ≤ K (13)

pi ≤ Pmax

∑
sj∈S

K∑
k=1

xijk ∀si ∈ S (14)

xijk ≤ L2pi ∀si ∈ S, ∀sj ∈ S, 1 ≤ k ≤ K (15)

rij =

K∑
k=1

bkxijk ∀si ∈ S, ∀sj (16)

xijk ∈ {0, 1} ∀si ∈ S, ∀sj ∈ S, 1 ≤ k ≤ K (17)

pi ≥ 0 ∀si ∈ S (18)

where xijk indicates a transmission link between nodes si and sj using rate bk,
pi is the transmission power of node si, L1 and L2 are large positive constants.
Constraint (11) states that a node cannot transmit and receive at the same time
and restricts it to a single rate, whereas constraint (12) prevents the sink from
transmitting. Constraint (13) is an enforcement of (1) by ensuring that when a
link xijk is active, the SINR should be above the threshold βk. Otherwise, this
constraint becomes redundant. Note that K denotes the number of available
MCSc and hence the number of available data rates. Constraints (14) and (15)
bind between every transmission link and its power. If a transmission link is
not active, power would be set to zero, and vice-versa. Finally, constraint (16)
computes the data rates rij from the variables xijk .
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Algorithm 1. Initial Basic Feasible Solution

E = {s0} � set of connected sensors
F = S � set of non connected sensors
c = 0
while F �= ∅ do

find si ∈ E and sj ∈ F where dij ≤ Rmax

� Rmax: transmission range achieved with power Pmax in absence of
interference

E = E ∪ {sj}
F = F − {sj}
rcij ← bij � bij : the maximal data rate supported on link (si, sj) in absence of

interference.
rci′j′ ← 0 for (i, j) �= (i′, j′)
c ← c+ 1

end while
return r

As stated above, the CG algorithm requires an initial basic feasible solution to
be provided to the master problem, i.e., a set of configurations C0 that leads to
an initial solution verifying flow, capacity and coverage constraints. Algorithm 1
provides a simple solution by building a tree rooted at the sink spanning all the
sensor nodes, and populates each configuration with a single transmission link
having the highest achievable rate.

3.2 Near-Optimal Solution of the JRSPC Problem

The CG technique solves a linear relaxed version of the original MILP problem,
but a more concrete solution to the problem would provide integer values for
coverage and flow variables. Indeed, the coverage variable yij indicates whether
or not a target is covered by a given sensor (0 or 1), and the flow variables
fij specify the number of data packets traveling on the link (si, sj) during the
TDMA frame. A data packet should reach the sink as a whole entity and it’s
not a good idea to scatter it into several pieces as this may cause significant
overhead.

Hence, we propose here a heuristic to figure out a near-optimal solution of
the MILP. Let ZLP and ZILP denote the optimal solutions of the problem,
considering continuous and integer flow and coverage variables, respectively. Let
Z∗ be the solution obtained by resolving the ILP version of the master problem
in section 3.1 after all the columns with negative reduced costs have been added
and consequently ZLP has been obtained. It’s clear that ZLP ≤ ZILP ≤ Z∗. So
the desirable optimal solution lies somewhere between ZLP and Z∗. As showed
by our numerous experimentations, the gap between these two values is very
small, and in most cases cannot hold an integer solution strictly less that Z∗.
That means that we can reach the optimal solution of the original problem in
those cases.
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3.3 Discrete and Uniform Transmission Powers

The aforementioned pricing problem assumes continuous power levels, but in
most real-world settings, only a finite number of power levels are available (e.g.,
CC2420 RF transceiver provides 8 programmable output power levels [11]). By
assuming L available power levels, the corresponding pricing problem could be
stated by substituting (13), (14) and (15) of the continuous case by the following:

L∑
l=1

pil ≤ 1 ∀si ∈ S (19)

d−α
ij

L∑
l=1

pilPl − βk

∑
(su,sv)∈E,u�=i

L∑
l=1

pulPld
−α
uj − L1xijk ≥ βkWη − L1

∀si ∈ S, ∀sj ∈ S ∪ {s0}, 1 ≤ k ≤ K (20)

xijk ≤ L2

L∑
l=1

pil ∀si ∈ S, ∀sj ∈ S ∪ {s0}, 1 ≤ k ≤ K (21)

pil ∈ {0, 1} ∀si ∈ S, 1 ≤ l ≤ L . (22)

where pil is a binary indicating if the node si transmits with power level l, and Pl

is a parameter denoting the power level l. Constraint (19) restricts each sensor
to use only one power level within one configuration.

Now, assume that the sensor’s radio interface enables only a single power
level, or alternatively assume that changing the transmission power is a time-
consuming operation in comparison with the duration of a single slot of the
TDMA frame. In this case, the SINR constraint in the pricing problem can be
adapted as follows:

d−α
ij P − βk

∑
(su,sv)∈E,u�=i

Pxuvkd
−α
uj − L1xijk ≥ βkWη − L1

∀si ∈ S, ∀sj ∈ S ∪ {s0}, 1 ≤ k ≤ K (23)

where P is a fixed transmission power level.

4 Numerical Results

We evaluate in this section the numerical experiments conducted on the JR-
SPC problem in various settings. The model was implemented in Java using
the CPLEX Concert Technology (version 12.4) [12]. Sensors and targets are
uniformly and independently deployed over a square area of 600 meters side
length. The maximum transmission power is set to 20 mW, the path loss expo-
nent is α = 2, the power spectral density of the thermal noise and the channel
bandwidth are set to 10−6 Watt/MHz and 1 MHz, respectively. Besides, the
sensing range is fixed to 150 meters. On the basis on the modulation and coding
schemes proposed in [13] as an extension to the 802.15.4 standard, the possible
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Table 1. CPU times with CPLEX (sec)

Sensors Targets Coverage Single-Rate Multi-Rate

- - - Continuous Discrete Uniform Continuous Discrete Uniform

20 40 1 3,01 8,34 2,53 15,02 42,38 29,54
20 100 1 3,05 9,75 3,31 11,12 37,06 26,07
30 100 1 17,26 70,62 19,10 103,48 407,82 222,76
30 100 2 16,15 61,23 16,38 132,27 493,15 338,13
40 160 2 116,44 418,44 89,56 763,71 4036,78 1962,56
40 160 3 145,95 430,49 100,68 767,10 4091,82 1872,65
50 200 1 409,61 4260,78 401,78 3308,52 43931,29 9807,48
50 200 3 735,08 3388,32 382,96 3500,82 45276,12 10829,87

transmission rates are bk ={250 kb/s, 500 kb/s, 1 Mb/s, 2 Mb/s} and require
the following SINR threshold βk ={1.3, 2.0, 4.0, 10.0}. Note that we consider
also the standardized case of a single available data rate which then corresponds
to 250 kb/s. We assume that a sensor generates a 125-byte data packet each
time it monitors an associated target. Note that all the results presented in the
following represent the obtained integer solution values Z∗ (see section 3.2).

In each experiment, we consider 6 different power control and data rate strate-
gies (S/C, S/D, S/U, M/C, M/D, M/U) which are the combination between
(S)ingle/(M)ultiple rate(s) and (C)ontinuous/(D)iscrete/(U)niform power lev-
els. In case of discrete power, we use the following values: 5 mW, 10 mW, 15
mW, 20 mW, whereas we use 20 mW in case of uniform power.

All experiments were run on a machine having two Intel Xeon X5670 proces-
sors (2.93GHz). Each row of Table 1 reports the average computation times over
10 problem instances using each of the above 6 strategies for a given number of
sensors and targets and a given coverage level q. First, note that solving times
depend heavily on the number of sensors and show exponential growth when
adding more sensors. This is understandable since the more combinatorial part
of the problem is the pricing which has to look over much more possible config-
urations. In general, there is a significant gap between single-rate and multi-rate
and between continuous and discrete strategies which could be explained with
the more combinatorial nature of the problem. Besides, we observe that the
number of targets and the number of coverage levels, which both determine the
traffic, exhibit little impact on CPU times.

The second set of experiments were designed to evaluate the throughput as a
function of the number of targets. In order to get accurate and fair results, we
compare the same problem instances by deploying first 20 targets and adding 20
more targets until reaching 100. The results are presented in terms of achievable
throughput per target rather than by the length of the TDMA frame, as the
former can be easily compared to reference data rates. For example, it is clear
that the maximal throughput per target considering a single-rate strategy and
10 targets is 25 kb/s, because all the traffic flows have the sink as a destination
which cannot receive faster than 250 kb/s. From Fig. 1a and 1b, we observe that
throughput decays at a decreasing rate when the number of targets increases.
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Fig. 1. Throughput per target vs. number of targets

 1.5

 2

 2.5

 3

 3.5

 4

 20  25  30  35  40  45  50

T
hr

ou
gh

pu
t p

er
 ta

rg
et

 (
kb

/s
)

Sensors

S/C
S/U
S/D
M/C
M/U
M/D

(a) 100 targets

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 20  25  30  35  40  45  50  55

T
hr

ou
gh

pu
t p

er
 ta

rg
et

 (
kb

/s
)

Sensors

S/C
S/U
S/D
M/C
M/U
M/D

(b) 200 targets

Fig. 2. Throughput per target vs. number of sensors

It appears also that multi-rate strategies outperform clearly single-rate ones (by
about 150%) and that continuous power consistently enhances the throughput
compared to discrete and uniform power. This is a noticeable result as it would
suggest that the higher number of discrete power levels are available, the higher
achievable throughput would be. A similar conclusion can be found in [14].

On another hand, the experiments reported in Fig. 2a and 2b illustrate the
effect of sensor density on throughput. Assuming a fixed number of targets (re-
spectively, 100 and 200), each network scenario was solved by first deploying
20 sensors covering all the targets and then gradually increasing the number of
sensors. One would remark the quasilinear growth of throughput per target as a
function of the number of sensors using each of the 6 strategies. The benefit from
using multi-rate strategies is even more remarkable when the number of sensor
increases. These results suggest that the WSNs formed by many low-range and
high-rate transmission links have substantially higher capacity than the ones
with fewer long-range and low-rate transmission links.
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Fig. 3. Impact of Q coverage on throughput

Finally, we illustrate in Fig 3a and 3b the impact of coverage level on through-
put. Again by solving identical scenarios, and letting the coverage q to vary from
1 to 4, we observe that throughput per target decreases linearly when q increases.
Regardless on reliability and fidelity issues that may impose to monitor each tar-
get by multiple sensors, the results indicate that more data packets about a given
target are delivered to the sink in a unit time period by monitoring this one by a
single sensor rather than by several ones. This is non-trivial and implies in fact
that there exists a trade-off to consider between throughput and fidelity when
it comes to specify the number of sensors monitoring each target.

5 Conclusion

We addressed in this paper the problem of achieving maximal capacity in TDMA
wireless sensor networks by considering a physical interference model. We con-
sidered sensors that can adjust dynamically their transmission power to obtain
efficient data rates while mitigating interference. Furthermore, the considered
transmission links are interrelated with the traffic patterns resulted from target
coverage requirements and multi-path routing. We formulated this problem as
a mixed-integer linear program using a column generation scheme. With regard
to power control, we considered three alternatives, namely, continuous, discrete,
and uniform transmission power levels. Experimental results showed that multi-
rate capabilities and sensor density increase significantly the overall throughput.
Besides, results suggest that capacity could be enhanced if more discrete power
levels are available on the sensor radio. We showed also that coverage require-
ments involve some trade-off between performance and sensing fidelity. As a
future work, we will consider solving efficiently the pricing problem by mean of
heuristics-based approaches.

Acknowledgement. This work is supported by TASSILI research program
11MDU839 between the University of Oran (ALGERIA) and the University of
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Abstract. Rumor spreading is a fundamental communication process:
given a network topology modeled by a graph and a source node with
a message, the goal is to disseminate the source message to all network
nodes. In this work we give a new graph-based formula that is a relatively
tight estimate of the time complexity of rumor spreading in ad-hoc net-
works by popular Push&Pull protocol. We demonstrate its accuracy by
comparing it to previously considered characteristics, such as graph con-
ductance or vertex expansion, which in some cases are even exponentially
worse than our new characterization.

Keywords: Rumor spreading, conductance, vertex expansion, synchronous
model, asynchronous model, Push&Pull protocol.

1 Introduction

Rumor spreading is one of the fundamental problems in many areas of com-
puter science, including networks [17], distributed systems [11], and distributed
databases [8]. It has been widely studied from different perspectives (c.f. [16]),
but still a number of open problems remain. In this work, we focus on one of
them: estimating time performance of simple epidemic Push&Pull protocol in
ad-hoc networks.

The input of the problem is an undirected graph G = (V,E) and a source node
in V that initially holds a rumor. The network is ad-hoc in the sense that its
topology is not a priori known to the nodes, except of direct neighborhood. The
goal is to spread the rumor to every node in the graph. The rumor is transmitted
by means of a communication protocol (or simply protocol). We say that a node
is informed at a given moment if it has previously received the rumor; otherwise
it is uninformed. A communication protocol is the way the rumor passes from
informed to uninformed nodes.

We restrict our attention to the fairly simple Push&Pull protocol introduced
in [8]. In the Push part of the protocol, an informed node chooses uniformly at
random one neighbor to communicate with and spread the rumor to it (push
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action). On the other hand, in the Pull part of the protocol, an uninformed
node chooses uniformly at random one neighbor to communicate with and asks
for the rumor, which is then immediately transferred to the requesting node (in
the same step) if the requested node is informed (pull action). Throughout this
document, we consider discrete time steps, and we assume that one time step is
sufficiently large so that communication between two nodes completes.

We consider two models of analyzing Push&Pull protocol: asynchronous and
synchronous models. In an asynchronous execution of Push&Pull, at each step
only one node performs an action. At each step, such a node is chosen uniformly
at random among the n nodes of the graph. If the chosen node is informed, it
performs a push action. Otherwise, it performs a pull action. In a synchronous ex-
ecution of Push&Pull, at each step every node performs an action. If a node is
informed, it performs a push action, otherwise, it performs a pull action (c.f. [1]).
Sometimes, for simplicity, we will call asynchronous and synchronous executions
of Push&Pull by asynchronous and synchronous Push&Pull, respectively.

In order to measure the time complexity, or runtime, of rumor spreading,
we measure the number of steps required so that every node is informed, re-
gardless which node initially has the rumor (worst case analysis). Since in an
asynchronous execution of Push&Pull only one node performs an action per
step, while in a synchronous execution of Push&Pull every node performs an
action per step, in order to compare them fairly we consider the concept of
a round, which is a single step in case of synchronous executions (i.e., round
and step are equivalent in synchronous setting) and n consecutive steps in case
of asynchronous ones. In this work we continue the quest for finding accurate
mathematical formulas to estimate the runtime of Push&Pull protocol.

1.1 Previous Results

Previous results focused on estimating the rumor spreading runtime via graph
characteristics such as conductance denoted by Φ (which is roughly speaking the
smallest possible ratio of the number of edges in a cut and the total number
of edges on the “smaller” side of the cut) and vertex expansion denoted by α
(which is roughly speaking the smallest possible ratio of the number of nodes
adjacent to the border of a set and the total size of the set).

We start by discussing papers that relate runtime of rumor spreading to vertex
expansion. Sauerwald and Stauffer [20] proved that for an arbitrary graph G
with vertex expansion α, and a constant ε > 0 sufficiently small, Push&Pull
protocol informs all nodes in time O((1/α)n1−ε) with high probability (whp).
(In this document, by “with high probability (whp)” we mean with probability
1 − O(n−c), for an arbitrary constant c > 2.) Giakkoupis and Sauerwald [15]
pushed forward the understanding of runtime with respect to vertex expansion
in general graphs providing an almost tight bound. Their main result says that
for any graph with vertex expansion at least α, Push&Pull protocol informs
all nodes in O((1/α) log2.5 n) steps whp.

Runtime for Push&Pull protocol has been bounded for different graphs
via conductance. For instance, under complete graphs, it is known that θ(log n)
rounds are sufficient to spread the rumor [8,17,12,9]. Chierichetti et al. [7]
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studied rumor spreading restricted to social networks modeled by Preferential
Attachment model. They proved that Push&Pull protocol informs all nodes in
this kind of graphs within O(log2 n) rounds whp. Going further, Doerr et al. im-
proved that result by proving that θ(log n) rounds are sufficient for Push&Pull
protocol in Preferential Attachment graphs. Furthermore, if Push&Pull pro-
tocol is slightly modified by allowing each node to choose uniformly at random
among all neighbors but the last contacted node, the required time reduces to
θ( logn

log logn ), which is optimal since θ( logn
log log n ) is the diameter of those graphs [10].

Rumor spreading in random graphs with a power law degree distribution with
an arbitrary exponent is studied in [13]. The authors show that when the expo-
nent ranges in the open interval (2, 3), the rumor is spread to almost all nodes
in Θ(log logn) rounds whp. On the other hand, if the exponent is strictly larger
than 3, then Ω(log n) rounds are required.

Results that connect runtime of rumor spreading with conductance in general
graphs follow an interesting progression. Chierichetti, Lattanzi and Panconesi
contributed with two improvements. First in [6], the authors proved that given
any graph G and any source node, Push&Pull protocol broadcasts the mes-
sage within O(Φ−6(G) log4 n) many rounds. The same authors pushed forward

their bound in [5] proving a tighter bound of O( log
2 1/Φ
Φ logn) many rounds for

Push&Pull protocol, regardless of the source. Giakkoupis in [14] presented a
tight bound for rumor spreading via conductance. His main result says that for
any graph with conductance at least Φ, Push&Pull protocol informs all nodes
in O((1/Φ) logn) rounds, whp.

On the other hand, Censor-Hillel and Shachnai [4] slightly modified the ran-
dom protocol by adding some determinism in it, so that bottlenecks are detected
and information is sent across them. They defined weak conductance Φc. The
authors proved that for any c ≥ 1 and δ in the interval (0, 1/(3c)), their protocol

informs all nodes in O(c( log n+log δ−1

Φc
)+c) rounds with probability at least 1−3cδ.

Recently, Censor-Hillel et al. [2] modified Push&Pull protocol in order to solve
the information dissemination problem with no dependence on conductance. In-
deed, they proved that via their new version of Push&Pull protocol, the rumor
spreading problem is solved in at most O(D + polylog(n)) rounds in a graph of
diameter D. However, their protocol is not the classical Push&Pull protocol.

All the results mentioned previously hold in the synchronous model. In the
asynchronous model, Sauerwald [19] studied Push protocol, where he proved
that the expected number of rounds for rumor spreading in this model is asymp-
totically equivalent to the expected number of rounds in the synchronous model
for Push protocol. Then, he introduced a new measure that considers for each
value 1 ≤ k ≤ n − 1 the subset S of k nodes that minimizes

∑
v∈S dSc(v)/d(v)

(denoted Φk). Using this characterization, Sauerwald proved that the expected

runtime time of Push protocol in the asynchronous model is at most
∑n−1

k=1 1/Φk.

1.2 Room for Improvement: Three Classes of Graphs

We observe that there is still room for substantial improvement in this line of re-
search. Even if conductance and vertex expansion have shown to be related with
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Fig. 1. This figure shows a graphic representation of the three families described in
the text. From left to right, first it shows a graphic representation of a siameses-
cliques, necklace and cliques-star. In the three subfigures, big dots represent central
nodes or connector nodes of the graphs. On the other hand, cliques are represented by
closed curves. As well, in all the three figures a dashed close curve shows graphically
the partition that we use to bound the conductance and vertex expansion for these
families; in the three cases half of the cliques are enclosed by the dashed line.

the runtime for rumor spreading, this relations match only in some cases. In this
section, we present families of graphs whose runtime under Push&Pull proto-
col shows a gap with respect to the previous bounds predicted via conductance
and vertex expansion. The main components of these families are equally sized
complete graphs (cliques). The way in which those cliques are glued together
describes each family. The size of the cliques and the amount of cliques of a
graph fully determine the graph. We use letters b and c to denote the amount of
cliques in a graph and the size of the cliques, respectively. Note that bc = Θ(n),
where n is the number of nodes.

– Siameses-cliques : In this family, cliques are connected by a central node
that belongs to every clique. We denote by S(b,c) the siameses-cliques with
b cliques, where each clique has size c.

– Necklace: A (b, c)-necklace graph consists in a cycle of length b (the necklace)
and b cliques of size c (the jewels), where each clique is glued to one node of
the cycle via one node of the clique. A (b, c)-necklace is denoted by N(b,c).

– Cliques-star : In each graph of this family, there exists a central node that
does not belong to any clique. For every clique, there exists an edge that
connects one node of the clique with the central node. We denote by ST (b,c)

the cliques-star with b cliques, where each clique has size c.

Fig. 1 shows a graphical representation of S(b,c), N(b,c) and ST (b,c). Even though
these families may look like very specific cases, similar types of topologies are
common in real networks, which makes our study widely applicable. The methods
of estimating rumor spreading runtime developed for these three classes could
be extended to other types of graphs having them as their components.

In Table 1, for each of the defined families of graphs, we show a lower bound for
the time complexity for Push&Pull protocol, the best possible time complexity
predicted via conductance, the best possible time complexity predicted via vertex
expansion, and the time complexity predicted via the measure γ introduced in
this work. All these bounds are in terms of expected number of synchronous
and asynchronous rounds; this is in view of Theorem 2 relating synchronous and
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Table 1. Time complexity predictions

Graph Push&Pull runtime Φ-prediction α-prediction γ-prediction

S(b,c) Ω(log(bc)) O(c log(bc)) O(bc log2.5(bc)) O(min{b log c; c log b})
N(b,c) Ω(bc) O(bc2 log(bc)) O(bc log2.5(bc)) O(bc)
ST (b,c) Ω(log c+ O(c2 log(bc)) O(bc log2.5(bc)) O(min{b log c; c log b}+

min{c log c, b log b}) � b
c
� log c)

asynchronous executions of Push&Pull and the fact that each of the bounds
is at least logarithmic in the number of nodes n = Θ(bc).

From these numbers, we can extract some conclusions. The first conclusion is
the existence of graphs whose conductance prediction has a huge gap with respect
to the runtime for Push&Pull protocol. For instance, conductance predicts an
O(n log n) time complexity for Push&Pull in any graph S(b,c) with c in Θ(n),
while time complexity for Push&Pull in those graphs is in O(log n). Or even
worse, conductance predicts an O(n2 logn) time complexity for Push&Pull in
any graph N(b,c) with c in Θ(n), while time complexity for Push&Pull in those
graphs is in O(n). In the case of ST (b,c) graphs with c in Θ(n), conductance
predicts an O(n2 logn) time complexity for Push&Pull, while time complexity
for Push&Pull in those graphs is in O(log n).

We conclude that there is still room to search for measures better correlated
with the time complexity of Push&Pull. Particularly, we see in the table that
the γ measure introduced in this work improves considerably the estimate in
the cases when conductance and vertex expansion fail. If we compare with the
examples mentioned previously, γ predicts O(log n) time complexity in any graph
S(b,c) with c in Θ(n), or O(n) time complexity in any graph N(b,c) with c in Θ(n).
These numbers make us conjecture that γ measure deserves to be studied.

1.3 Our Results

Our work resumes the search on accurate mathematical characterization of ru-
mor spreading properties, or in general, properties of communication tasks. We
introduce a new measure γ, prove that it is an upper bound on the expected
time complexity of an asynchronous execution of Push&Pull protocol in any
graph (Theorem 1 in Section 3), and study its further properties. In particular:

– We show that, for almost regular graphs, it gives estimates asymptotically
not worse than those given by the previously considered conductance mea-
sure (Theorem 3 in Section 3).

– We prove that when the maximum degree of a graph is in O(log1.5 n), the new
measure gives estimates asymptotically not worse than those given by the
previously considered vertex expansion measure (Theorem 4 in Section 3).

– We show that for some families of graphs, as defined in Section 1.2, the
new measure provides considerably better estimates for the expected time
complexity of rumor spreading. In particular, for some types of cliques-star
graphs, the new estimates are even exponentially better than the previous
ones (Theorems 5, 6 and 7 in Section 4)
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We also compare synchronous and asynchronous executions of Push&Pull:

– The number of rounds in an execution of asynchronous Push&Pull, for any
graph, is asymptotically not bigger than the number of steps in a synchronous
execution of Push&Pull protocol plus logn, whp. (Theorem 2 in Sec. 3).

Therefore, the expected numbers of rounds made by Push&Pull protocol in
synchronous and asynchronous executions for a given graph are asymptotically
the same, up to a logarithmic additive component.

2 Technical Preliminaries

Some notation is presented before introducing conductance and vertex expansion.
Let us denote with n = |V | the number of nodes in the graph. For any subset
of nodes S ⊆ V , vol(S) denotes the volume of S and it is defined as

∑
v∈S d(v),

where d(v) is the degree of node v. Given a graph G, we define its maximum and
minimum degree as follows: dmax = max{d(v) : v ∈ V } and dmin = min{d(v) :
v ∈ V }, respectively. For any set of nodes S ⊆ V and any node v, we denote by
dS(v) the degree of v restricted to S. For any two sets of nodes S, T ⊆ V , we
define E(S, T ) to be the set of edges between nodes in S and nodes in T . For
any set of nodes S ⊆ V , we define the complement of S, denoted by Sc, as V \S.
For any subset of nodes S ⊆ V , ∂(S) denotes the set of nodes from Sc such that
each of them has at least one edge to some node in S.

Conductance. In the literature it is possible to find more than one way to define
it. Indeed, conductance was introduced in the context of Markov Chains, and it
was used to bound the convergence rate of a Markov Chain that represents a
random walk in a graph. A traditional definition of conductance can be found in
Sinclair’s book [21]. It is also possible to find a definition of conductance espe-
cially contextualized for rumor spreading, we refer the reader to Mosk-Aoyama
et al. [18] and Censor-Hillel et al. [3,4]. On the other hand, authors such as Gi-
akkoupis [14] and Sauerwald and Stauffer [20] have used a definition of conduc-
tance that measures how well-connected the graph is. In this document, we use
this definition of conductance, basically, due to its graph theoretic nature. The

conductance of a graph G = (V,E) is: Φ(G) := minS⊆V ;vol(S)≤vol(V )/2
|E(S,Sc)|
vol(S)

.

Vertex Expansion. A second important notion of expansion is vertex expansion.

The vertex expansion of a graph G = (V,E) is: α(G) := minS⊆V :1≤|S|≤n/2
|∂(S)|
|S| .

We remark that, in the case of regular graphs, conductance and vertex expansion
are related. For any graph with maximum degree d, it holds that α/d ≤ Φ ≤ α.

3 New Measure

In this section we introduce γ measure; a new measure to estimate time complex-
ity of rumor spreading. This measure might be seen as a Push&Pull version
of the measure introduced by Sauerwald in [19]. Sauerwald’s measure defined
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for the Push protocol considers
∑n−1

k=1 Φ
′
k, where Φ′

k minimizes the value of∑
v∈Sc dS(v)/d(v) over subsets S of k nodes, for 1 ≤ k ≤ n−1. Our Push&Pull

oriented extension of this measure assures that for every value k we would be
always considering the worst case among all possible sets of k nodes, where for
each set the measure considers the best between Push and Pull in order to
estimate runtime for Push&Pull protocol. We remark that this is not just the
minimum running time of two separate executions of protocols Push and Pull
respectively. This is to reflect the key property of the Push&Pull protocol,
which is that whenever one of the component protocol does not perform well
in some part of the Push&Pull execution then the other usually does. This
design differentiates γ measure from a trivial extension of Sauerwald’s measure.

For instance, it was proved by Chierichetti et al. in [7] that when the net-
work is a preferential attachment graph, both Push and Pull protocols require
polynomially many steps to spread the rumor. While, Doerr et al. in [10] proved
that the combination of both protocols, i.e., Push&Pull protocol, requires only
O(log n) steps in the same graphs. Such a synergy cannot be obtained by running
the protocols separately (i.e., without taking into account the progress done by
the other algorithm) or by measuring (combined) Push&Pull protocol using
the minimum of the Sauerwald’s measures for Push and for Pull protocol. In
order to overcome this type of a drawback, not only in preferential attachment
graphs, we consider a more sophisticated extension of the measure introduced
by Sauerwald.

We propose the following new parameter for a given graph G:

βk(G) = min
S:S⊆V,|S|=k

max

{∑
v∈S

dSc(v)

d(v)
,
∑
w∈Sc

dS(w)

d(w)

}
.

This parameter captures the worst-case bi-directional expansion through a cut
of one border of size k. The new measure, is defined as follows:

γ(G) =

n−1∑
k=1

1

βk(G)
.

We may skip parameter G from the above parameters γ(G), βk(G) if graph G is
clearly understood from the context.

Theorem 1. For any given graph G, the asynchronous expected round complex-
ity of Push&Pull protocol is at most γ(G).

Proof. We partition an asynchronous execution of Push&Pull protocol into
consecutive phases as follows: phase k contains steps in which exactly k nodes are
informed. Note that some phases may be empty, and the partition into phases is
related with the partition into asynchronous rounds, though the former depends
on the random choices made in asynchronous steps while the latter is fixed (i.e.,
each round contains exactly n asynchronous steps).

Observe that the expected number of steps in phase k is at most 1/βk(G).
Indeed, let W be the set of k informed nodes during phase k. The probability
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that a single push operation delivers a message from some node in W to some

node in W c is 1
n

∑
v∈W

dWc (v)
d(v) , while the probability that a single pull operation

delivers a message from some node in W to some node in W c is 1
n

∑
w∈W c

dW (w)
d(w) .

Therefore, the probability that at least one of these operations succeeds in deliv-
ering the message to some uninformed node, and thus the phase will terminate,

is at least 1
n max

{∑
v∈W

dWc (v)
d(v) ,

∑
w∈W c

dWc (w)
d(w)

}
≥ βk(G)

n . Because these op-

erations are applied independently in consecutive steps, the expected time for
termination of the phase is at most n

βk(G) . Hence, the expected time of compu-

tation is the sum of expected numbers of steps, over phases 1 ≤ k ≤ n−1, which
gives at most

∑n−1
k=1

n
βk(G) steps, which in turn is equal to γ(G) asynchronous

rounds. ��

Theorem 2. For any graph G, the expected number of rounds in a synchronous
execution of Push&Pull protocol on graph G is O(γ(G) + logn).

Proof. Consider an asynchronous execution of Push&Pull protocol. Partition
asynchronous steps into consecutive (asynchronous) rounds. Consider the follow-
ing modification of the execution: for each asynchronous round and each node,
the node skips all its activities (i.e., push and pull operations) done in this round
except the first one. By definition, the number of steps (and thus the number
of asynchronous rounds), needed for rumor dissemination in the modified ex-
ecution is not smaller than the number of steps (resp., asynchronous rounds)
resulting from the original Push&Pull execution. We apply this modification
to any asynchronous execution of Push&Pull protocol, and the distribution of
the obtained modified executions we call a modified asynchronous Push&Pull
protocol. Note that the modified protocol may not correspond to any set of execu-
tions resulted from a distributed protocol, but its round complexity is (stochas-
tically) not smaller than the round complexity of Push&Pull.

In order to compare the round complexity of the modified asynchronous
Push&Pull protocol with the round complexity of a synchronous execution
of Push&Pull protocol, let us fix a sequence of random bits used by nodes
in a synchronous execution of Push&Pull protocol, i.e., bits that are used by
push and pull operations in order to select a random neighbor. Let G be a given
n-node graph. Consider a node v and the path from the source of the rumor to
node v through which the rumor is delivered to v in the considered execution
of Push&Pull with the fixed bits (i.e., to each node on this path, the first
delivered message comes through its predecessor on this path). Now consider an
asynchronous execution of the modified protocol for the same set of random bits.
Note that we fix only bits used for push and pull operations, while bits used to
generate an asynchronous order of active nodes are still random. The probability
that the number of rounds needed for delivering the rumor to node v through
the same path in asynchronous execution of the modified protocol is asymptoti-
cally different from the number of rounds used in the corresponding synchronous
execution (i.e., for the same fixed sequence of random bits for push and pull) by
ω(logn), is polynomially small, and drops exponentially with the growth of the
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constant hidden in the asymptotic notation. (Here the probability distribution
is over random bits used for selecting an asynchronous order of nodes.) To see
this, observe that the probability of not skipping a round by a node on the path
during the execution of the modified algorithm (due to not being selected to do
a push-pull activity in that round) is at least 1 − (1 − 1/n)n = Ω(1). By Cher-
noff bound, the number of skipped rounds is within a constant factor from the
number of rounds in the fixed synchronous execution (plus additional O(log n) if
that number is smaller than logn), with probability at least polynomially small
and exponentially dropping with the growth of the constant factor.

In order to complete the proof, observe that the modified protocol in asyn-
chronous environment completes rumor spreading on graph G in O(γ(G)) rounds,
in expectation. Indeed, we can enhance the proof of Theorem 1 in a way to
capture the skipped steps made by the modified protocol: a push-pull step is
skipped with a constant probability, as the expected number of repetitions of
nodes within a round is a constant. This probability introduces an additional
constant in front of all the formulas in the original proof of Theorem 1, which
does not change the asymptotic result of O(γ(G)) rounds, in expectation. Next
we apply the relation between the round complexity of a synchronous execution
of Push&Pull and an asynchronous execution of the modified protocol, proved
in the previous paragraph. This implies the expected O(γ(G) + logn) round
complexity of synchronous Push&Pull protocol. ��

Let us consider now almost regular graphs, and see how γ prediction compares
with respect to the prediction given by conductance. We say that a graph G is
almost regular (a.r.) if dmax(G)/dmin(G) = O(1).

Theorem 3. For every a.r. graph G with n nodes, it holds: γ(G) = O( logn
Φ(G) ).

Proof. Observe that for a given almost regular graph G of n nodes, in which
dmax/dmin = c = O(1), and for any subset of nodes S of size k, we have:
k · dmin(G) ≤ vol(S) ≤ k · dmax(G) ≤ c · vol(S) Therefore, the following holds:

βk(G) = min
S:S⊆V,|S|=k

max

{∑
v∈S

dSc(v)

d(v)
,
∑
w∈Sc

dS(w)

d(w)

}
≥ min

S:S⊆V,|S|=k

∑
v∈S

dSc(v)

d(v)

≥ min
S:S⊆V,|S|=k

∑
v∈S dSc(v)

dmax(G)
≥ k

c
· min
S:S⊆V,|S|=k

|E(S, Sc)|
vol(S)

≥ k

c
· Φ(G) .

Note that the last inequality might be not true since vol(S) might be larger
than vol(V )/2. In that case, it holds that vol(Sc) ≤ vol(V )/2. Hence, the same

analysis developed here holds using
∑

w∈Sc
dS(w)
d(w) in the first inequality. Finally,

we get γ(G) =
∑n−1

k=1
1

βk(G) ≤ c ·
∑n−1

k=1
1

k·Φ(G) = c · Hn−1

Φ(G) . ��

It follows that the estimate of rumor spreading time based on our new char-
acteristic γ is asymptotically not worse than the previous estimate based on
conductance derived in [14], in case of almost regular graphs. We show now that
γ prediction is also asymptotically not worse than the best previous estimate



254 D.R. Kowalski and C. Thraves Caro

based on vertex expansion derived in [15], when the graph has bounded node

degree by
d2
max

dmin
= O(log1.5 n).

Theorem 4. For any graph G with n nodes and such that its maximum degree

satisfies
d2
max

dmin
= O(log1.5 n), it holds that γ(G) is in O( log

2.5 n
α(G) ).

Proof. For any graph G, it holds that Φ(G) ≥ α(G)/dmax. Then, if we repeat the
same analysis that we did for almost regular graphs with respect to conductance
(c.f., the proof of Theorem 3) we obtain βk(G) ≥ k·dmin

dmax
· Φ(G). Now, if we plug

in the above mentioned relation between conductance and vertex expansion, we

obtain that βk(G) ≥ k·dminα(G)
d2
max

. Consequently, it holds that γ(G) is in O(
d2
max

dmin
·

α−1(G) log n). In the case when
d2
max

dmin
is in O(log1.5 n), γ(G) is in O( log

2.5 n
α(G) ). ��

4 Case Study

In this section, we use the previously introduced measure γ to estimate time com-
plexity of rumor spreading in the three families defined in Section 1.2. Moreover,
in this section we explain how to obtain the bounds shown in Table 1.

Siameses-cliques. Runtime of rumor spreading in siameses-cliques with n nodes
is at least Ω(logn). That can be explained because, no matter the source node
is, the central node receives the rumor in O(log c) steps, whp. Once the cen-
tral node is informed, every other node receives the rumor in Ω(log n) steps,
whp. Therefore, in total the rumor needs at least Ω(logn) steps to be spread in
siameses-cliques with n nodes. On the other hand, conductance in a siameses-

cliques with n nodes is smaller than b(c−1)/2
(c−1)2b/2 = 1

c−1 . Such an upper bound

on the conductance comes from the partition where b/2 cliques are in one set
and the rest of the cliques plus the central node are in the opposite set (Fig.
1 shows a graphic representation of this partition). Therefore, the best esti-
mate for rumor spreading runtime in S(b,c) guaranteed by conductance is of
order at least c log(bc), according to [14]. Consider the same partition of the the
set of nodes of S(b,c) in order to compute its vertex expansion. Then it holds:

α(S(b,c)) ≤ 1
(c−1)b/2−1/2 . Concluding that, the best estimate for rumor spreading

runtime in S(b,c) guaranteed by vertex expansion is of order at least bc log2.5(bc),
according to [15]. As we show, the γ measure gives more accurate upper bound.

Theorem 5. For a Simeses-cliques with n = b(c − 1) + 1 nodes, it holds that
γ(S(b,c)) is in O(min{b log c; c log b}).

Necklaces. In the case of a necklace with n = bc nodes, rumor spreading runtime
is at least Ω(bc). Note that if the source node is not part of the ring, the corre-
sponding node that is part of the ring shall be informed in O(log c) steps. Once
a node in the ring is informed, it requires at least Ω(c) steps to transmit the
rumor to a neighbor in the ring. That is because the probability to transmit the
rumor to one neighbor in the ring via a Push action is 1/c, and the probability
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to transmit the rumor to one neighbor in the ring via a Pull action is also 1/c.
Therefore, at least c steps are required so that the rumor goes from one node in
the ring to another node in the ring, whp. Since there are b such rumor-relays
needed, we obtain the sought lower bound for rumor spreading runtime in N(b,c).

Conductance for N(b,c) is at most 2
(c−1)2b/2 . This upper bound comes from the

partition (depicted in Fig. 1), where b/2 cliques belong to one set and the other
b/2 cliques belong to the other set of the partition. Therefore, the best prediction
via conductance (according to [14]) is at least O(bc2 log(bc)). The same partition
gives an upper bound for the vertex expansion of 2

(c−1)b/2 . Hence, the best vertex-

expansion-based upper estimate (according to [15]) is at least O(bc log2.5(bc)).
We prove that γ measure considerably improves these estimations.

Theorem 6. For any b and any c, it holds that γ(N(b,c)) is O(bc).

Cliques-stars. Time complexity for rumor spreading in a cliques-star with n =
bc+ 1 nodes is at least Ω(log c+ min{b log b; c log c}). The log c part comes from
the fact that, if the source node is not the central node of ST (b,c) neither a con-
nector, then the rumor needs O(log c) steps so that a connector receives it. Once
a connector is informed, the central node receives the rumor with probability 1/c
via Push and 1/c via Pull. Therefore, the coupon collector’s problem assures
that the central node receives the rumor whp in at least c log c steps. Using the
same arguments, once the central node is informed, every connector receives the
rumor in at least b log b steps, whp. Hence, all in all, Push&Pull runtime in
ST (b,c) is at least Ω(log c + min{b log b; c log c}). Conductance for ST (b,c) is at

most b/2
(c−1)2b/2 , according to the partition where b/2 cliques belong to one set

and b/2 cliques plus the central node belong to the opposite set (see Fig. 1 for a
graphical example). Therefore, the best upper bound on Push&Pull runtime
based on conductance is at least O(c2 log(bc)), according to [14]. The same par-
tition gives α(ST (b,c)) ≤ 1

bc . Hence, according to [15], the best estimate given by

vertex expansion is at least O(bc log2.5(bc)). We prove that γ measure improves
these estimates.

Theorem 7. For a cliques-star with n = bc+ 1 nodes, when b ≤ c, it holds that
γ(ST (b,c)) = O(min{b log c; c log b} + ! bc" log c).

5 Conclusions and Future Work

The main contribution of this work is the introduction of a new γ measure that
estimates the expected time complexity for asynchronous Push&Pull protocol
in a more accurate way than the previously considered measures. However, the
quest towards accurate characterization of random communication processes in
ad-hoc networks is still far from being completed. In particular, as we see espe-
cially in example of siameses-cliques, there are still some topologies for which
we do not know how to accurately characterize fundamental communication pro-
cesses such as Push&Pull rumor spreading. Further research involves searching
for accurate characterizations of performances of other types of algorithms and
communication tasks.
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Abstract. Using directional antennae in forming a wireless sensor network has
many advantages over omnidirectional, including improved energy efficiency, re-
duced interference, increased security, and improved routing efficiency. We pro-
pose using double (Yagi) directional antennae in 3D space: for a given spherical
angle such antennae transmit from their apex simultaneously directionally along
two diametrically opposing cones in 3D. We study the resulting network formed
by such directional sensors. We design a new algorithm to address strong con-
nectivity of the resulting network and compare its hop-stretch factor with the
three-dimensional omnidirectional model. We also obtain a lower bound on the
minimum range required to ensure strong connectivity for sensors with double
antennae. Further, we present simulation results comparing the diameter of a tra-
ditional sensor network using omnidirectional and one using directional antennae.

Keywords: Antennae, Diameter, Directional, Range, Sensor Network, Stretch
Factor, Strong Connectivity, Yagi Antenna.

1 Introduction

Most studies of wireless sensor networks (WSNs) assume that sensors employ omnidi-
rectional antennae to communicate. For sensors with identical transmission range, this
has lead to the so-called UDG (Unit Disk Graph) model (also known as protocol model)
whereby sensors are able to communicate with each other if and only if the distance be-
tween them is less than or equal to the transmission range of the two sensors. In this
paper we consider sensors in 3D and adopt a different model, where the sensors use
directional antennae. This offers many possible advantages such as: reduced energy
consumption, lowered interference, tighter security, and improved routing efficiency. In
2D, the directional antenna model originates in the work of [2]. However our work is
mainly motivated by the work in [4], which explored for the first time the use of single
directional antennae in 3D space.

More specifically, we address the orientation problem for strong connectivity and
the stretch factor problem for double directional antennae in three-dimensional space.
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Both problems are concerned with finding an orientation of the antennae. However, in
the former case we merely want to ensure the resulting network is strongly connected,
while in the latter for a given angle of the antenna we want to determine the minimum
possible range (of the antenna) so as to guarantee that a directional c-hop-spanner is
induced, for some constant c > 0. This guarantees that the length of shortest paths in
the resulting directional graph are at most c times the length of shortest paths in the
underlying sensor network of omnidirectional antennae.

Several communication models are possible depending on how sensors send (direc-
tional or omnidirectional transmissions) and receive (directional or omnidirectional re-
ceptions) messages. We adopt the model where transmissions occur directionally while
receptions occur omnidirectionally. This is the simplest and most intuitive communica-
tion model but it has the additional benefit that it simplifies and illustrates the underlying
complexity issues of the resulting directed graph.

Although our work presents mainly theoretical results, we note that directional anten-
nae have proven in real-world applications and their use is emerging in various settings
where energy, interference, security, etc, are of primary concern (see [2] and [5] for
extensive discussions and references concerning these issues). We also note that papers
such as [1,8] discuss electronic beam steering, which relies on and uses the advantages
of directional antennae in its implementation.

1.1 Preliminaries and Notation

In this section we define several concepts and ideas that will be used in the main results.
Throughout this paper, we assume that sensors are located at points in 3D space. The
closed ball centered at the point p with radius r is denoted by B[p, r]. Given a set S of
sensors, define the Unit Ball Graph U := UBG(S) as the graph whose set of vertices
consists of S and two vertices u, v are connected by an edge if and only if d(u, v) ≤ 1.
We denote the hop distance between two sensors u and v in a graph G by dG(u, v)
(When the graph is easily understood from the context we omit the subscript G so as to
simplify notation.) Our sensor network is formed from directional antennae which re-
place corresponding omnidirectional antennae. We measure the quality of the resulting
graph of directional antennae with the stretch factor which compares the length of short-
est paths in the two kinds of graphs. If G is the graph resulting by orienting the antennae
on the set S of points, the stretch factor can be defined by τG(S) = max∀u,v∈P

dG(u,v)
dU (u,v) ,

where dG(u, v), dU (u, v) is the hop-distance between u and v in the graphs G,U , re-
spectively. To measure the stretch factor of the resulting directional graph it will be con-
venient to define the concept of k-coverage as follows (see [6]). Define a k-orientation
over a set S of sensors as the orientation of the sensors of S such that ∀s ∈ S: 1) B[s, 1]
is covered by S, and 2) ∀p ∈ B[s, 1], the shortest path from s to a sensor covering p has
length at most k− 1. This means that those sensors which are reachable by 1 hop in the
UBG(S) are still reachable by a constant number of hops k in the new orientation.

The solid angle subtended by a surface is defined as the ratio between the area of the
spherical cap and the square of the radius of the sphere of which it is part. It is usually
denoted by Ω. The apex angle of a spherical cone, denoted by 2θ, is defined as the
maximum planar angle between any two generatrices of the spherical cone.
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The apex angle 2θ and the solid angle Ω are related by the following well-known re-
lation due to Archimedes:

Ω = 2π · (1 − cos θ). (1)

r
θ

r2r1r1

θ

Fig. 1. Left: Illustration of a single antenna of apex angle 2θ and radius r. Right: Illustration of a
Yagi double antenna of apex angle 2θ and radii r1 and r2.

A single antenna is modelled as a spherical cone characterized by its apex angle
(which also determines the solid angle) and its range. A (2θ, r) double antenna is mod-
elled as two spherical cones diametrically opposed, of apex angle 2θ and radii both
equal to r. A more general model, is based on the Yagi antenna, in which the op-
posing spherical cones do not necessarily have the same range, formally denoted as
(2θ, r1, r2) antenna, where r1 and r2 are the radii of the two cones of the antenna.
A three-dimensional Yagi antenna is depicted in Figure 1. Given a set of points S in
three-dimensional space that form a Unit Ball Graph U , the optimal range is defined
as the length of the longest edge of the minimum spanning tree of U and is denoted
by rMST (S). It is clear that any range lower than rMST will fail to provide a strongly
connected graph since the MST will be disconnected.

A packing problem that relates to the problems addressed in this paper is the Tammes
Radius [10], which can be described as the maximum length r of the radius of n equal
circles placed in the surface of a sphere, without overlapping and it is denoted by Rn.
Another related problem is the Kissing Number, which can be described for the three-
dimensional scenario as the maximum number of disjoint unit spheres such as every
sphere is tangent to a given unit sphere [7].

1.2 Related Work

Many advantages of networks using directional antennae have been explored, and there
are many works which examine the topological changes inherent to the use of direc-
tional antennae. A comprehensive survey can be found in [5].

A three-dimensional scenario was first adopted in [4] where a lower bound on the
solid angle necessary to ensure strong connectivity with optimal range is calculated
as 18π

5 . A proof is given showing that the problem of determining the existence of an
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orientation which achieves strong connectivity with optimal range is NP-complete for
sensors of solid angle Ω < π. An algorithm is also presented which finds such an
orientation for antennae with beam width 18

5 π ≤ Ω ≤ 4π. Finally, simulation results
are provided which show how the stretch factor of the directional model compares with
the omnidirectional model.

Other works closely related to our paper are [3] and [6]. The former presents algo-
rithms to orient directional single antennae with constant stretch factor, while the latter
deals with the connectivity problem and the stretch factor problem for double-antennae.
Unlike our work, both of these papers refer to sensors in the plane.

1.3 Outline and Results of the Paper

In Section 2, we show how to orient a single antenna, when the solid angle Ω is greater
than 2π. In Section 3, we show how to orient a double-antenna and show that the solid
angle Ω for which it is possible to attain connectivity with optimal range is bounded
below by Ω ≥ 25

13π. In both sections, the orientations are achieved with constant stretch
factor.

Table 1. Summary of results

Solid Angle Antenna Antenna Radius Stretch Factor Proof

Ω ≥ 2π Single max(1, 2 sin θ) 2 Theorem 1

2π ≤ Ω < 18π
5

Single rMST (S) ·
√

Ω·(4π−Ω)

π
N/A [4]

Ω ≥ 18π
5

Single rMST (S) N/A [4]

Ω ≥ 25π
13

Double rMST (both) N/A Theorem 2

π ≤ Ω < 2π Double 4·sin(π
4
+ θ) and 2 4 Theorem 3

In Section 4, we present the results of our simulation, which evaluated how the use
of directional double-antenna impacts the diameter of the resulting graph, compared to
the original UBG. Table 1 summarizes our results, along with other existing results.

2 Orienting Single Antennae with Constant Stretch Factor

In this section we show how to orient small groups of sensors with apex angle 2θ ≥ π,
so as to form a strongly connected directed graph with constant stretch factor.

Using [6][Lemmas 4 and 6] and the results presented in [4], it is possible to derive
the following lemmas, for the three-dimensional case.

Lemma 1. Given two sensors u, v, in three-dimensional space, with apex angle 2θ >
π, if the Euclidean distance between them is δ, there exists a 2-orientation of u and v
with transmission range max{1, δ,

√
1 + δ2 − 2δ cos(2θ)}.
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Proof. Orient each antenna in such a way that the straight line which connects u and v
contains one edge of the apex angle of v, and vice-versa, one orientation being clock-
wise and the other one counterclockwise. The farthest point which lies in B[u, 1] must
be covered by v is at a distance d equal to

√
1 + δ2 − 2δ cos(2θ) (by the law of cosines),

or equal to δ, in the case of large values of 2θ. Furthermore, in the case of δ < 1 and
large values of 2θ, the distance d might be less than 1, but u and v need to cover points
which are within a distance of 1 from itself and are not covered by the other node. There-
fore, a range r = max{1, δ,

√
1 + δ2 − 2δ cos(2θ)} is required to ensure that B[u, 1]

and B[v, 1] are covered. As u covers v directly, and vice-versa, this is a 2-orientation.

Lemma 2. Given a set S of n≥ 3 sensors in three-dimensional space, with apex angle
2θ > π. Suppose there exists s ∈ S such that the maximum distance between s and
every other sensor in S is δ. If all the sensors in S \ {s} are contained within a solid
spherical sector centered at s with apex angle 2θ, then there is a 2-orientation of S with
transmission range r = max{1, δ,

√
1 + δ2 − 2δ cos(2θ)}.

Proof. Consider sensor s and any sensor t ∈ S \ {s}. Due to Lemma 1, there is a 2-
orientation of s and t with range max{1, δ,

√
1 + δ2 − 2δ cos(2θ)}. Assume that t is on

the edge of the apex angle of the spherical sector containing all the sensors x ∈ S \{s},
i.e, t forms an angle of at least 2π − 2θ with another sensor u ∈ S \ {s}, such that the
spherical sector defined by t, u is empty. Since all the sensors x ∈ S \ {s} exist in a
spherical sector of apex angle 2θ, t certainly exists.

Therefore, there is an orientation of s and t so that they form a 2-orientation, and so
that s covers every sensor x ∈ S \ {s}. Each of the other sensors x can be oriented to
cover s and the portion of B[x, 1] not covered by s. By the law of cosines, the farthest
point from s which is covered by it is at a distance max{δ,

√
1 + δ2 − 2δ cos(2θ)}.

Therefore, this is the range required to coverB[x, 1]. The resulting orientation is strongly
connected and any sensor can be reached in 2 hops, which means it is a 2-orientation.

Following [6][Lemmas 4 and 6], paper [6] presents the theorem which creates a con-
nected graph with stretch factor τG(S) ≤ 2. The three-dimensional version uses the
same ideas, since the lemmas are adaptable to three dimensions, as well as the algo-
rithm for finding the convex hull, which is used in the proof.

Theorem 1. Given a a set of sensors S in three-dimensional space, each with one di-
rectional antenna of apex angle 2θ ≥ π and let U(S) = UBG(S). Then there exists an
antenna orientation of S with range max {1, 2 sin(θ)} which creates a directed spanner
Gθ with stretch factor τGθ

≤ 2.

Proof. Define C(G) as the set of the vertices from the union of the convex hulls of
all connected components of a graph G. Let Q be a hierarchical structure defined as
follows: Q0(V0, E0) = U(S) and Qk+1(Vk+1, Ek+1) = Qk[Vk − C(Qk)]. In other
words, at each iteration the components of the convex hull of each connected component
are taken away, which means that every iteration is a proper subset of the previous one.
Using this hierarchical structure, it is possible to prove by induction that an orientation
can be found for the unit ball graphU(S) on S. This is done by maintaining the invariant
that in each iteration every sensor is either locally convex or oriented.
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Definition 1 (Local convexity). A sensor s is locally convex in a graph G if it is a
member of the convex hull of the set of s and its 1-hop neighbours in G.

Throughout the proof we will use the term convex interchangeably to mean locally
convex. Since all sensors have apex angles 2θ ≥ π, if a sensor s is convex, it is possible
to orient s so that it covers all its neighbours in G. Consider now the iteration Qi such
that Qi−1 �= ∅ and Qi = ∅, i.e., the first iteration in which we get an empty set. Since Qi

is empty, Qi−1 must have only convex sensors - so the invariant holds immediately. The
iteration Qi−2 is the first which may contain sensors which are not convex. We must
orient these non-convex sensors in order to satisfy the invariant. We do so as follows:
each non-convex sensor t requests to orient with one of its neighbours in C(Qi−2) (t
must have at least one such neighbour, otherwise it would have been non-convex in
Qi−1)). Now, for each sensor in C(Qi−2), there are three possibilities:

– No request to orient is received.
– A single request to orient is received: The convex sensor and the requestor orient

themselves according to Lemma 1, forming a 2-orientation.
– Multiple requests to orient are received: The convex sensor and all requestors orient

themselves according to Lemma 2, also forming a 2-orientation.

(a) Q0(V,E) and C(Q0) (b) After the con-
vex hull is peeled
off.

Fig. 2. One iteration of the construction of Q for a given UBG(V ). C(Q0) is denoted by hollow
points.

Consider now any iteration Qk. Assuming Qk+1 has a valid orientation, the sensors
in Qk either are convex, already oriented, or can be oriented as explained above, which
creates a valid orientation for Qk. As a valid orientation for the basis case Qi−1 was
already shown, then by induction there is a valid orientation Gθ(S) for Q0 = U(S).
The way this orientation was constructed always guaranteed that a sensor can reach one
of its neighbours in U(S) in at most 2 hops. As proved in [6][Lemma 1], when groups
are merged, this property still holds. So, Gθ(S) is a connected graph, with τGθ

≤ 2.
The detailed algorithm is as follows.
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Algorithm 1. Orienting sensors with single antenna when apex angle is greater than π.
Q0 ← UBG(S)
i ← 0
while Qi �= Qi+1 do � Will actually happen when they are empty sets

Qi+1 ← Qi[Vk − C(Qk)] � Peel off the convex hull of previous iteration
end while
for all q ∈ Q do

for all sensors ∈ q do
if sensor is convex then

continue
else

request to orient(sensor) � Sensor requests to orient with one of its neighbours
end if

end for
for all sensors ∈ q do

if sensor was requested to orient then
orient(sensor) � Orient according to Lemmas (1) or (2)

end if
end for

end for

The pseudocode for this orientation is given in Algorithm 1. The proof of Theorem 1
is now complete.

3 Orienting Double Antennae

In this section, we will show a lower bound on the solid angle of the antennae for which
connectivity can be achieved with optimal range. An algorithm will also be presented
for orienting double antennae with constant stretch factor.

Theorem 2. Given a set S of points in three-dimensional space and a spherical angle
Ω ≥ 25π

13 , there exists a polynomial time algorithm that computes a strong orientation of
three-dimensional double-antennae of spherical sector with solid angle Ω and having
optimal range.

Proof. Consider a Euclidean minimum spanning tree (MST) T of S, in which rMST (S)
is its longest edge. It will be determined how to orient the antennae at each point p ∈ S.

Let Bp be the sphere centered at each point p, with the minimum radius rp such
that all the neighbours of p in T are covered. This implies that rp ≤ rMST (S). For
each neighbour u of p in T , let u′ and u′′ be the intersection points of Bp with the
straight line containing the segment defined by u and p. Let NBp(p) be the set of points
projected on the surface of Bp. The maximum degree of a Euclidean MST is in general
bounded by the Kissing Number, which means that in three dimensions it is bounded
by 12. Since p has maximum degree 12 in T , |NBp(p)| ≤ 24.

Let DTp be the Delaunay Triangulation of NBp(p) (in 3D) on the surface of Bp. The
number of triangles of a complete triangulation of n points on a sphere is 2n− 4. This
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θ

u′

u′′

p

u

Fig. 3. Projections of three of the neighbours of p that form the greatest triangle. The projections
of neighbours u, u′ and u′′, are highlighted.

can be proved easily by induction on the number n of points. Since n ≤ 24 this gives at
most 2·24−4 = 44 triangles. By the way the points were projected on Bp, we know that
for each triangle there is a symmetric and identical triangle diammetrically opposed to
it. Consider the two largest opposing triangles, tp and t′p (a tie can be broken arbitrarily).
Orient the antennae at p with range rp in such a way that the circles circumscribed to
tp and to t′p are the only part not covered. This can be easily achieved by orienting each
antenna towards the normal line to the straight line containing the centers of tp and t′p,
that passes through the center of Bp.

To prove the lower bound on the solid angle at each point p, observe that, by the
pigeonhole principle, the radius of the circumscribed circles of the greatest triangles
will have length at least equal to the Tammes’ Radius R44 [10] and the planar angle
θ at the center of the sphere Bp is at least arcsin(R44). From [9], we find the optimal
value for 2θ: 2θ = 31.9834230◦. Therefore, the solid angle of the antennae can be
calculated, using Archimedes’ Equation as follows: Ω = 2π − 2π(1 − cos(θ)) =
2π(1 − (1 − cos(θ))) = 2π · cos(θ) < 25

13π, where the last inequality is obtained after
numerical calculation. It is easy to see that the resulting transmission graph is strongly
connected, since T is connected and all edges of T are covered by exactly two antennae
at opposite endpoints. This completes the proof of Theorem 2.

Next we study the necessary range to orient the network with constant stretch factor.
The algorithm consists of maximally partitioning the vertices of the graph into triples,
in such a way that at least one vertex is a neighbour of the other two in the UBG. After
this step, it is necessary to determine the necessary range to orient the vertices in the
triples to cover each other, as well as to cover vertices that are not part of any triple.

Lemma 3. When maximally partiotioning the set of vertices of the UBG, the vertices
which are not part of any triple are at distance at most 2 of the closest triple.

Proof. Assume there is a vertex v which is at distance greater than 2. As the UBG is
connected, there must be two more unmatched vertices, w and x that would connect
v to the closest triple in the UBG. But if those exist, they could form a triple and the
partition would not be maximal. Then, by contradiction, it is evident that v must be at
distance of at most 2.
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Next it will be shown that with infinite range, it is possible to orient antennae in each
triple to cover the whole space.

Lemma 4. Consider three points A, B, C in the space, forming a triangle. Three iden-
tical double antennae of apex angle 2θ ≥ π/2 and infinite range can be oriented so as
to cover the whole space.

Proof. Consider the greatest angle of the triangle to be α. The orientation will depend
on the value of α.

A

B

C

(a) α ≤ 2θ

B

A

C

(b) α > 2θ

Fig. 4. Orientation of three double antennae with infinite range

(i) α ≤ 2θ: Without loss of generality assume that BC is horizontal and A is above
BC. Orient the antennae at as depicted in Figure 4(a) so that the antennae cover
all three-dimensional subspace delimited by the triangle and its projections which
are normal to the paper. It is easy to see that all the 3-dimensional space is covered.

(ii) α > 2θ: Without loss of generality, assume that AB is the second smallest edge in
the triangle, AB is horizontal and C is above AB. Orient the antennae as depicted
in Figure 4(b), so that the one antenna wedge of the apex angle of C is vertical and
the wedge of the apex angle of the antennae at A and B are on AB. To prove the
orientation covers the “whole space”, observe that the antennae at A and B only
leave uncovered the 3-dimensional subspace below the plane containing AB, that
is normal to the paper. However, the antenna at C covers this subspace.

Lemma 5. Let A,B,C be three points in the 3-dimensional space, such that d(A,B) ≤
1 and d(A,C) ≤ 1. Assume that π

2 ≤ 2θ ≤ π. We can orient three (2θ, r, 2)-double an-
tennae of apex angle 2θ at A,B,C so that every point at distance at most two from one
of these points is covered by at least one of the three antennae, where r ≤ 4· sin(π4 +θ).

Proof. Consider the balls B[A, 2], B[B, 2], B[C, 2], of radius 2 centered at A, B and C,
respectively. Let D = B[A, 2] ∪ B[B, 2] ∪ B[C, 2]. Observe that each antenna covers
one spherical sector of angle π ≤ Ω ≤ 2π, relating to θ as described in Archimedes’
Equation, with range two. It remains to prove that a range r ≤ 4·sin(π4 + θ) is sufficient
to cover the remaining area. Two cases are to be considered:
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(i) α ≤ 2θ: Observe that the area of D that A covers is at most at distance three. Let
us assume, without loss of generality, that |AB| ≤ |AC|. Therefore, ∠(BCA) ≤
∠(CBA) ≤ π − 2θ. Hence, we only need to consider the case for C. Let P the
farthest point of C in the coverage area D. Observe that ∠(PBC) = (π − 2θ) +

∠(CBA). Therefore, a range of 4 sin(∠(PBC)
2 ) is always sufficient to cover D,

since |BC| ≤ 2 and |BP | = 2.
(ii) α > 2θ: From the orientation of Lemma 4, α = ∠(BAC) is the largest angle and

β = ∠(CBA) is the smallest angle in the triangle. Therefore, β ≤ π−2θ
2 . Observe

that the farthest point of D that A covers is at distance three. Then, consider the
farthest points P and Q in D from B and the farthest point R in D from C.
Since the wedge of the apex angle of the antenna in C is vertical, ∠(BCP ) =
π/2+β ≤ π−θ. Moreover,∠(QCB) = 2π−((2θ+∠(BCP )) ≤ 3π/2−2θ and
∠(CBR) = (π−2θ)+β ≤ 3

2 (π−2θ). It is possible to determine algebraically that
∠(CBR) ≤ ∠(BCP ) ≤ ∠(QCB). Also, |BQ| ≤ 4· sin(3π4 −θ) = 4·sin(π4 +θ),
since |BC| = 2 and |CQ| = 2. The lemma follows, since 4· sin(π − 2θ) ≤
4·sin(π4 + θ), for π/4 ≤ θ ≤ π/2.

It is possible to orient the set of points that form a connected UBG(P ).

Theorem 3. Given π
2 ≤ 2θ ≤ π, there is an algorithm which for any connected

UBG(P ) on a set P of points in the space, orients (2θ, 4·sin(π4 +θ), 2)-double antenna
so that the resulting graph is also connected and has stretch factor four. Furthermore,
it can be done in linear time.

Proof. Let T be any partition of the UBG with a maximal number of triples in such
a way that the triangle defined by the three sensors has at least two edges of length at
most one. This partition can be constructed in linear time, by selecting a node which
is not yet in the partition and then trying to select two of its neighbours in a such a
way that the criteria mentioned before is met. For any triangle T in T , the antennae
is oriented as shown in Lemma 5. For each sensor, the antenna covering an internal
angle of the triangle have radius 4·sin(π4 + θ), while the opposite antenna have range
2. The remaining sensors, which are not in a triple, must be oriented towards its nearest
triangle, which will be at distance at most two.

Let G be the directed spanner induced by the antennae. It is easy to see that it will
be strongly connected, by the way the orientations are done. It remains to prove that for
each edge u, v there is a directed path P from u to v and also a directed path from v
to u of hop-length no more than 4 hops. Let T and T ′ be two differente triangles in the
partition T . We consider three cases, depending on the location of sensors u and v:

(i) u, v ∈ T : Then |P | ≤ 2 and |P ′| ≤ 2;
(ii) u ∈ T and v ∈ T ′: Since d(u, v) ≤ 1, v is in the coverage area of the triangle T .

Therefore, v is reachable by u in at most three hops, which means |P | ≤ 3. An
analogous argument shows that |P ′| ≤ 3;

(iii) At least one of u and v is not unmatched, i.e., is not in any triangle of the partition.
Assume without loss of genreality that u is unmatched. Observe that there exists
a triangle T ∈ T at distance at most two from u. Otherwise, T would not be
maximal. Therefore, u can reach v through T in at most four hops, i.e., |P | ≤ 4.
Similarly, we can prove that |P ′| ≤ 4.
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4 Simulation Results

In this section we use simulation results to analyze how replacing omnidirectional an-
tennae with directional antennae in three-dimensional space impacts the diameter of
the graph. The diameter D(G) of a graph G is defined as the length of the maximum
shortest path between any two nodes of the graph. For each simulation, a random set
of points S was generated and the corresponding UBG was constructed. If the UBG
was not connected, the set of points was discarded and a new one was generated, until
a connected UBG was obtained. A directed spanner of S was constructed using the al-
gorithm from Theorem 3. The construction of the triples was executed in a greedy and
random manner.

Fig. 5. Left: Boxplot comparing the Euclidean diameter of the UBG and the directed spanner,
when varying the number of nodes. Right: Comparison of the hop diameter of the UBG and the
directed spanner, when varying the number of nodes.

Fig. 6. Left: Boxplot comparing the Euclidean diameter of the UBG and the directed spanner,
when varying the number of nodes. Right: Comparison of the hop diameter of the UBG and the
directed spanner, when varying the apex angle.

We compared the hop-diameter of both graphs, as well as the Euclidean diameter.
In the first simulation, the apex angle 2θ was fixed to π

2 and the number of nodes n
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varied from 400 to 1000, in increments of 100. For each n, the simulation ran 30 times.
Figure 5 shows the results. In the second simulation, the number of nodes was fixed to
500 and the apex angle varied from π

2 to π in increments of π
10 . The simulation was

run 30 times for each angle. Figure 6 shows the results. Both simulations show that the
diameter of the directed spanner is in general smaller than the one of the UBG, with
the hop-diameter of the directed spanner being half the diameter of the UBG. This
advantage is most probably due to the increased range of communication present in the
directed spanner.

5 Conclusion

We discussed how to orient single and doube antennae in three-dimensional space, and
also observed with the simulations that the diameter of the directed spanner resulting
by the use of directional antenna is in general smaller then the one of the original UBG.
Several questions remain open. In addition to improving our results for single as well as
double antennae (Table 1), another interesting question is concerned with how to orient
sensors in three-dimensional space when each sensor is equipped with k antennae, 1 <
k ≤ 12, as well as what the trade-offs between angle and range would be in these cases.
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Abstract. We consider the Secure Broadcast problem in incomplete
networks. We study the resilience of the Certified Propagation Algorithm
(CPA), which is particularly suitable for ad hoc networks. We address
the issue of determining the maximum number of corrupted players tCPA

max

that CPA can tolerate under the t-locally bounded adversary model,
in which the adversary may corrupt at most t players in each player’s
neighborhood. For any graph G and dealer-node D we provide upper
and lower bounds on tCPA

max that can be efficiently computed in terms
of a graph theoretic parameter that we introduce in this work. Along
the way we obtain an efficient 2-approximation algorithm for tCPA

max . We
further introduce two more graph parameters, one of which matches tCPA

max

exactly.

Keywords: Distributed Protocols; Ad Hoc Networks; Secure Broad-
cast; Byzantine Faults; t-Locally Bounded Adversary Model.

1 Introduction

A fundamental problem in distributed networks is Secure Broadcast, in which the
goal is to distribute a message correctly despite the presence of Byzantine faults.
In particular, an adversary may control several nodes and be able to make them
deviate from the protocol arbitrarily by stopping, rerouting, or even altering
a message that they should normally relay intact to certain nodes. In general,
agreement problems have been primarily studied under the threshold adversary
model, where a fixed upper bound t is set for the number of corrupted players and
broadcast can be achieved if and only if t < n/3, where n is the total number
of players. The Broadcast problem has been extensively studied in complete
networks under the threshold adversary model mainly in the period from 1982,
when it was introduced by Lamport, Shostak and Pease [9], to 1998, when Garay
and Moses [4] presented the first fully polynomial Broadcast protocol optimal in
resilience and round complexity.
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The case of a threshold adversary in incomplete networks has been studied to
a much lesser extent [1–3, 8], mostly through protocols for Secure Message Trans-
mission which, combined with a Broadcast protocol for complete networks, yield
Broadcast protocols for incomplete networks. Naturally, connectivity constraints
are required to hold in addition to the n/3 bound.

In the case of an honest dealer the impossibility threshold of n/3 does not
hold; for example, in complete networks the problem becomes trivial. However,
in incomplete networks the situation is different. A small number of traitors
(corrupted players) may manage to block the entire protocol if they control a
critical part of the network, e.g. if they form a separator of the graph. It therefore
makes sense to define criteria depending on the structure on the graph (graph
parameters), in order to bound the number or restrict the distribution of traitors
that can be tolerated.

An approach in this direction is to consider topological restrictions on the ad-
versary’s corruption capacity. The importance of local restrictions comes, among
others, from the fact that they may be used to derive local criteria which the
players can employ in order to achieve Broadcast in ad hoc networks. Such an
example is the t-locally bounded adversary model, introduced in [6], in which at
most t-corruptions are allowed in the neighborhood of every node.

Koo [6] proposed a simple, yet powerful protocol for the t-locally bounded
model, the Certified Propagation Algorithm (CPA) (a name coined by Pelc and
Peleg in [10]), and applied it to networks of specific topology. In 2005 Pelc
and Peleg [10] considered the t-locally bounded model in generic graphs and
gave a sufficient topological condition for CPA to achieve Broadcast in such
graphs. They also provided an upper bound on the number of corrupted players
t that can be locally tolerated in order to achieve Broadcast by any protocol,
in terms of an appropriate graph parameter; they left the deduction of tighter
bounds as an open problem. To this end, Ichimura and Shigeno [5] proposed an
efficiently computable graph parameter which implies a tighter, but not exact,
characterization of the class of graphs on which CPA achieves Broadcast.

1.1 Our Results

In this paper we study the behavior of CPA in generic (incomplete) networks,
with an honest dealer. Our main contribution is the exact determination of the
maximum number of corrupted players tCPA

max that can be locally tolerated by
CPA, for any graph G and dealer D. We do this by developing three graph
parameters:

– K(G,D) is determined via an appropriate level-ordering of the nodes of the
graph. We show that t < K(G,D)/2 is a sufficient condition for CPA to be
t-locally resilient and that t < K(G,D) is a necessary condition, implying
that !K(G,D)/2" − 1 ≤ tCPA

max < K(G,D). We prove that our parameter

coincides with the parameter X̃ (G,D) of [5]. We further propose an efficient
algorithm for computing K(G,D) which is faster than the algorithm for

computing X̃ (G,D) proposed in [5]. Note that this immediately gives an
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asymptotic 2-approximation for tCPA
max ; we provide an example that shows

that the ratio of this algorithm is tight.
– M(G,D, t), depending also on a value t, is a parameter that immediately

reveals whether CPA is t-locally resilient for graph G and dealer D, by sim-
ply checking whether M(G,D, t) ≥ t + 1. Therefore, via this parameter, we
provide a necessary and sufficient condition for CPA to be t-locally resilient.
Such a condition was not known until very recently, when a necessary and
sufficient condition was independently given in [11]. However, the way in
which the condition of [11] is defined implies a superexponential time algo-
rithm to check it (actually no algorithm is given in [11]). On the other hand,
we will see that even a näıve algorithm to compute M(G,D, t) would need
single exponential time.

– T (G,D) = max{t ∈ N
∣∣ M(G,D, t) ≥ t + 1}, gives the maximum number

of corrupted players that CPA can tolerate in every node’s neighborhood,
hence exactly determining tCPA

max .

1.2 Problem and Model Definition

We will now formally define the adversary model and the CPA algorithm; both
notions were developed in [6]; the term t-locally bounded is due to [10]. We will
also define basic notions and terminology that we will use throughout the paper.
We refer to the participants of the protocol by using the notions node and player
interchangeably.

Secure Broadcast with Honest Dealer. We assume the existence of a des-
ignated honest player, called the dealer, who wants to broadcast a certain value
xD to all players. We say that a distributed protocol achieves Secure Broadcast
if by the end of the protocol every honest player has decided on xD, i.e. has been
able to deduce that xD is the value originally sent by the dealer and output it
as its own decision.

The above problem is trivial in complete networks and we will consider the
case of incomplete networks here. In the sequel we will refer to the problem as
the Broadcast problem.

t-Locally Bounded Adversary Model. We consider a network where nodes
may be corrupted, but at most t-corruptions are allowed in the neighborhood
of every node. A corruption set with the above property is called t-local set. An
algorithm which achieves Broadcast in the t-locally bounded adversary model is
called t-locally resilient.

The previously mentioned Certified Propagation algorithm uses only local in-
formation and thus is particularly suitable for ad hoc networks. CPA is probably
the only Broadcast algorithm known up to now for the t-locally bounded model,
not requiring knowledge of the network topology.
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Certified Propagation Algorithm

1. The dealer D sends its initial value xD to all of its neighbors, decides on xD

and terminates.
2. If a node is a neighbor of the dealer, then upon receiving xD from the dealer,

decides on xD, sends it to all of its neighbors and terminates.
3. If a node is not a neighbor of the dealer, then upon receiving t + 1 copies of

a value x from t + 1 distinct neighbors, it decides on x, sends it to all of its
neighbors and terminates.

Definition 1 (Max CPA Resilience). For a graph G and dealer-node D,
tCPA
max (G,D) is the maximum t such that CPA is t-locally resilient.

Whenever G and D are implied by the context, we will simply write tCPA
max .

Bounds vs Conditions. Let us now make a simple but useful observation: for
a graph-theoretic parameter X , showing that t < X is a sufficient topological
condition for CPA to be t-locally resilient provides a lower bound of !X"− 1 on
tCPA
max . Respectively, necessary conditions of similar form imply upper bounds on
tCPA
max . We will often use this relation between bounds and conditions throughout

the paper.

2 Lower Bounds on Max CPA Resilience

Pelc and Peleg [10] were the first to present a graph-theoretic parameter X (G,D)
that associates the maximum tolerable number of local corruptions with the
topology of the graph. This parameter represents the maximum number b such
that every node v has at least b neighbors with distance to D smaller than that of
v. They give a sufficient condition for CPA resilience, namely X (G,D) ≥ 2t+ 1,
which implies that the nodes of graph G can be arranged in levels w.r.t. their
distance from D, the first level being the neighborhood of D, and every node in
level k having at least 2t + 1 neighbors in level k − 1. This, in turn implies that
every node in distance k from D (level k) decides in the k-th round, because it
will certainly receive at least t+1 correct values from honest nodes in level k−1.
However, as shown in the same paper, this condition is not necessary, because a
node in level k may collect correct values from neighbors in level k or k+ 1 also,
thus completing the necessary number of t + 1 identical values. In other words,
!X/2" − 1 is a lower bound for Max CPA Resilience but not a tight one.

2.1 A New Parameter for Bounding Max CPA Resilience

In order to derive tighter bounds on tCPA
max we introduce the notion of minimum

k-level ordering of a graph which generalizes the level ordering that was implicit
in [10]. Intuitively, a minimum k-level ordering is an arrangement of nodes into
disjoint levels, such that every node has at least k neighbors in previous levels
and belongs to the minimum level for which this property is satisfied for this
node. Formally:
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Definition 2. A Minimum k-Level Ordering Lk(G,D) of a graph G = (V,E)
for a given dealer-node D is a partition V \ {D} =

⋃m
i=1 Li, m ∈ N s.t.

L1 = N (D), Li = {v ∈ V \
i−1⋃
j=1

Lj : |N (v) ∩
i−1⋃
j=1

Lj | ≥ k}, 2 ≤ i ≤ m

We next define the relaxed k-level ordering notion which will be useful for our
proofs, by dropping the level minimality requirement for nodes.

Definition 3. A Relaxed k-Level Ordering of a graph G = (V,E) for a given
dealer-node D is a partition V \ {D} =

⋃m
i=1 Li, m ∈ N s.t.

L1 = N (D), ∀v ∈ Li : |N (v) ∩
i−1⋃
j=1

Lj| ≥ k

Properties of k-Level Orderings. Note that while there may exist several
relaxed k-level orderings of a graph, the minimum k-level ordering is unique, as
can be shown by an easy induction. Let us also observe that a relaxed k-level
ordering may be easily transformed to the unique minimum k-level ordering;
to show this we will use a new notion: Given a relaxed k-level ordering L′:
V =

⋃m
i=1 Li, m ∈ N we will refer to a player u ∈ Lh ∈ L′ as delayed node

in L′ if ∃ d with 1 < d < h ≤ m s.t. |N (u) ∩
⋃d−1

j=1 Lj| ≥ k. Now, given any
relaxed k-level ordering L′ we can construct a minimum k-level ordering Lk

simply by repeatedly moving every delayed node to the lowest level such that
the partition remains a relaxed k-level ordering. It is not hard to see that a
relaxed k-level ordering with no delayed nodes is actually a minimum k-level
ordering. Therefore, the following holds (proof omitted):

Proposition 1. Given a graph G and dealer D, for every k ∈ N, if there exists
a Relaxed k-Level Ordering for G,D then there exists a unique Minimum k-Level
Ordering for G,D.

Definition 4 (Parameter K). For a graph G and dealer D,

K(G,D)
def.
= max{k ∈ N | ∃ a Minimum k-Level Ordering Lk(G,D)}

Theorem 1 (Sufficient Condition). For every graph G, dealer D and t ∈ N,
if t < K(G,D)/2 then CPA is t-locally resilient.

Proof. Observe that 2t < K(G,D) implies the existence of a minimum (2t + 1)-
level ordering L2t+1(G,D). Let L2t+1(G,D) be the partition {L1, . . . , Lm} of V ,
i.e. V =

⋃m
i=1 Li. It suffices to show that for 1 ≤ i ≤ m, every honest player

v ∈ Li decides on the dealer’s value xD. By strong induction on i:
Every honest player v ∈ L1 = N (D) decides on the dealer’s value xD due to

the CPA steps 1 and 2. If all honest players u ∈ Li, 1 ≤ i ≤ h, decide on xD at
some round, then every honest player v ∈ Lh+1 receives |

⋃h
j=1 Lj∩N (v)| ≥ 2t+1

messages from its decided neighbors in previous levels and at least t+ 1 of them
are honest. Thus v decides on xD. ��
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· · · · · · · · ·· · ·
t+ 1 players

} 2t subsets

· · ·

D

v1 v2 v2t
K2t}

Fig. 1. Graph with K(G,D) = t+ 1, for which CPA is t-locally resilient

Corollary 1 (Lower Bound). For any graph G and dealer D it holds that
tCPA
max ≥ !K(G,D)/2" − 1

2.2 Non-tightness of the Lower Bound

In Theorem 1 we proved that t < K(G,D)/2 is sufficient for CPA to be t-locally
resilient; we next prove that it is not a necessary condition. Intuitively, the reason
is that the topology of the graph may prevent the adversary from corrupting t
players in each player’s neighborhood, hence some players will correctly decide
by executing CPA even if they have only t + 1 neighbors in previous levels.

Proposition 2. There exists a family of instances (G,D), such that CPA is
(K(G,D) − 1)-locally resilient for (G,D).

Proof. Figure 1 provides such an instance for each value of t. In this instance the
neighborhood of D consists of 2t2 + 2t nodes, nodes v1, . . . , v2t form a clique of
size 2t and are connected with N (D) as shown in the figure. We can easily check
that t = K(G,D) − 1. If we run CPA on G then any player vi ∈ {v1, . . . , v2t}
receives M correct messages, with

M = MA + MB (1)

where, MA = number of messages received from N (D) and
MB = number of messages received from B = {v1, . . . , v2t} \ {vi}.

Let Ti = T ∩N (D) ∩N (vi) be the set of traitors that are common neighbors
of D and vi. Then

MA = |N (D) ∩ N (vi) \ Ti| = t + 1 − |Ti| (2)

In order to compute the number of correct messages that vi receives from players
in B, we define the sets:

CB1 = {v ∈ B
∣∣ v receives at most t messages from N (D) }

CB2 = {v ∈ B
∣∣ v is corrupted }

CB = CB1 ∪CB2
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We observe thatCB1 becomes maximum in cardinality if the adversary corrupts ex-
actly one player in every set N (vj)∩N (D), ∀vj ∈ B. Therefore max

T :t-local set
|CB1 | =

max
T :t-local set

|T ∩ (N (D) \ N (vi))| = t − |Ti|. Also |CB2 | ≤ t − |Ti| because B and

N (vi) ∩ N (D) form the neighborhood of vi where the corruptions can be at most
t. Next we compute an upper bound on CB .

|CB| = |CB1 ∪ CB2 | ≤ |CB1 | + |CB2 | ≤ (t− |Ti|) + (t− |Ti|) = 2t− 2|Ti|
and thus,

MB = 2t− 1 − |CB | = 2t− 1 − 2t + 2|Ti| = 2|Ti| − 1 (3)

Finally we can compute the total number of messages M ,

(1), (2), (3) ⇒ M = MA + MB ≥ t + 1 − |Ti| + 2|Ti| − 1 =

= t + |Ti|
For any vi, if |Ti| > 0 then M ≥ t + 1. Otherwise |Ti| = 0 and vi receives
t + 1 correct messages from N (D). Thus CPA successfully achieves Broadcast
on (G,D).

��

3 An Upper Bound on Max CPA Resilience

In the previous section we have shown that tCPA
max ≥ !K(G,D)/2" − 1; we have

also demonstrated cases in which K(G,D) − 1 traitors are locally tolerated by
CPA. In this section we will show that the latter is the best possible: K(G,D)−1
is an upper bound on the number of local traitors for any G and D. We do this
by proving a necessary condition for CPA to be t-locally resilient.

Theorem 2 (Necessary Condition). For any graph G, dealer D and t ≥
K(G,D), CPA is not t-locally resilient.

Proof. Assume that CPA is t-locally resilient, with t ≥ K(G,D). Since, by as-
sumption, CPA is t-locally resilient there must be a positive integer, let s, so
that the algorithm terminates after s steps in G. Consider now the operation of
CPA on graph G in terms of sets. Let Li denote the set of nodes that decide in
the i-th round. Since every node in Li decides at the i-th round we get that it
has at least t + 1 neighbors in sets L1, . . . , Li−1. That is,

∀v ∈ Li ⇒ |N (v) ∩
i−1⋃
j=1

Lj | ≥ t + 1.

Observe that the above sequence is a relaxed (t+1)-level ordering for G, D. From
the above observation and according to the Proposition 1 we get that there must
be a minimum (t + 1)-level ordering for G, D. But this is a contradiction since
we assumed that t ≥ K(G,D). ��
Corollary 2 (Upper bound on tCPA

max ). For any graph G and dealer D it holds
that tCPA

max < K(G,D)
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3.1 Comparison with the Ichimura-Shigeno Parameter

In [5], Ichimura and Shigeno introduce a graph theoretic parameter X̃ (G,D)
which can be used to obtain a sufficient condition for CPA resilience. For a graph
G = (V,E) and dealer D, they consider a total ordering σ = (v1, v2, . . .) of the
set V \ (N (D) ∪D), and use δ(Wi, v) to denote the number of neighbors that v
has in the set N (D)∪{v1, . . . , vi−1}. The total ordering σ has the property that
∀i, j, with 1 ≤ i < j ≤ |V \ (N (D)∪D)| it holds that δ(Wi−1, vi) ≥ δ(Wi−1, vj).
This ordering is also referred to as max-back ordering. They define parameter
X̃ (G,D) = min{δ(Wi−1, vi) | i = 1, 2, . . .}. and prove that it is unique, i.e., is
the same for all max-back orderings. They essentially prove that,1

!X̃ (G,D)/2" − 1 ≤ tCPA
max < X̃ (G,D). (1)

Hence, their parameter gives similar bounds as ours. We next show that there
is a good reason for this coincidence: despite the different way of defining the
parameters K(G,D) and X̃ (G,D), they prove to be equal.

Proposition 3. K(G,D) = X̃ (G,D)

Proof. Consider the max-back ordering σ = (v1, v2, . . .). Then the sequence

{L1 = N (D), L2 = {v1}, L3 = {v2}, . . .} is trivially a relaxed X̃ (G,D)-level or-
dering, because the minimum connectivity between a level and its predecessors is
X̃ (G,D). Thus, due to Proposition 1, there exists a minimum X̃ (G,D)-level or-

dering, therefore K(G,D) ≥ X̃ (G,D). Thus, combining the last inequality with
inequality (1) we get the following:

tCPA
max < X̃ (G,D) ≤ K(G,D)

Since Proposition 2 implies that there is a graph for which CPA is (K(G,D)−1)-

locally resilient the above relation yields the equality of K(G,D) and X̃ (G,D),

since X̃ (G,D) < K(G,D) would lead to tCPA
max < K(G,D)−1, a contradiction. ��

Although the two parameters K(G,D) and X̃ (G,D) are equal, the fact that
K(G,D) is defined in a completely different way leads to an improved complexity
of computing it, as we will see in the next section.

4 Approximation of Max CPA Resilience

Let us now consider the approximability of computing the Max CPA Resilience;
we will give an efficient 2-approximation algorithm. We first show how to check
if there exists a minimum m-level ordering, for a graph G and dealer D, using
a slight variation of the standard BFS algorithm. Subsequently, we obtain the
approximation by simply computing K(G,D), using the above check. The ratio
follows immediately, by combining Corollaries 1 and 2.

1 Note that the condition t ≤ X̃ (G,D) was given as necessary in [5]; however their

proof can be easily modified to show the tighter bound t < X̃ (G,D), implying the
right part of (1).
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Existence check of a minimum m-level ordering for (G,D)
On input (G,D,m) do the following:

1. Assign a zero counter to each node.
2. Enqueue the dealer and every one of its neighbors.
3. Dequeue a node and increase the counters of all its neighbors. Enqueue a

neighbor only if its counter is at least m.
4. Repeat Step 3 until the queue is empty.
5. If all nodes have been enqueued then output ‘True’ (a minimum m-level

ordering exists); otherwise, output ‘False’.

Note that the above algorithm can be modified to compute the minimum m-level
ordering Lm(G,D).

2-Approximation of tCPA
max

1. Compute K(G,D): since K(G,D) < min
v∈V \(N (D)∪D)

deg(v) = δ, the exact

value of K(G,D) is computed by log δ repetitions of the existence check, by
simple binary search.

2. Return !K(G,D)/2" − 1

Since t ≥ K(G,D) ⇒ CPA is not t-locally resilient, it holds that tCPA
max < K(G,D),

consequently, the returned value is at least !tCPA
max /2" − 1.

A tight example for the approximation ratio of the algorithm is in fact given
by the instance in Figure 1 in which we present a graph for which K(G,D) = t+1
and CPA is t-locally resilient.

The complexity of the above approximation algorithm is obviously given by
the complexity of the computation of K(G,D). As explained above the algo-
rithm requires at most log δ executions of the existence check. The latter re-
quires O(|E|) time (same complexity as BFS). Altogether, we get that the time
complexity of the algorithm is O(|E| log δ), which significantly improves upon

the complexity bound for the equivalent parameter X̃ (G,D) given in [5]; the
complexity stated there is O(|V |(|V | + |E|)).

5 Determining tCPA
max Exactly

In this section we present a procedure to compute the exact value of tCPA
max . To

this end, we introduce two new graph parameters.
For a corruption set (t-local set) T and graph G = (V,E) we will denote with

GT̄ = (V \ T,E′) the node induced subgraph of G on the node set V \ T .

Definition 5. For any graph G, dealer D and positive integer t, the t-safety
threshold is the quantity M(G,D, t) = min

T : t-local set
K(GT̄ , D).

Theorem 3 (Necessary and Sufficient Condition). For a graph G = (V,E)
and dealer D, CPA is t-locally resilient iff M(G,D, t) ≥ t + 1.
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Proof. (⇐) Assume M(G,D, t) ≥ t + 1 and let T ⊆ V \ D be any t-local
corruption set. It must hold that K(GT̄ , D) ≥ t + 1. Hence, there exists a mini-
mum (t+1)-level ordering Lt+1(GT̄ , D) = {L1, . . . , Lm}. Therefore every honest
player v has at least t + 1 honest neighbors in previous levels of Lt+1(GT̄ , D);
by a simple induction we can show that v will decide on the dealer’s value xD.

(⇒) If CPA is t-locally resilient then for any t-local corruption set, T , we
have that every honest player in GT̄ decides on xD and let the total number of
rounds for the termination of the protocol is m ∈ N. Define the sequence of sets
Li = {v ∈ V \ T

∣∣ v decides in round i of CPA }, i ∈ {1, . . . ,m}. Then we will
show by induction that the sequence (Li)

m
i=1 is the (unique) minimum (t + 1)-

level ordering on graph GT̄ with dealer D. Note first that L1 = N (D)\T because
the players that decide in round 1 are exactly the neighborhood of the dealer.
For the induction basis, we observe that L2 = {v ∈ V \ T

∣∣ N (v) ∩ L1 ≥ t + 1}
because the players that decide in round 2 are exactly those who will receive
t + 1 identical messages from decided players in round 1. Assuming now that
Lk = {v ∈ V \ {T ∪

⋃k−1
j=1 Lj} : |N (v) ∩

⋃k−1
j=1 Lj| ≥ t + 1} it turns out that

Lk+1 = {v ∈ V \ {T ∪
⋃k

j=1 Lj} : |N (v) ∩
⋃k

j=1 Lj| ≥ t + 1} due to the fact
that the players that decide in round k + 1 are exactly the players who receive
at least t+ 1 messages from previously decided players. Since the above hold for
any T , the claim follows. ��

For exactly determining the maximum CPA resilience tCPA
max we need the param-

eter,
T (G,D) = max{t ∈ N

∣∣ M(G,D, t) ≥ t + 1}

It should be clear by the above discussion that T (G,D) is exactly the maximum
CPA resilience:

Corollary 3. tCPA
max = T (G,D)

A simple algorithm to compute the t-safety threshold requires exponential time
(consider all the t-local corruption sets and compute K(GT̄ , D) as in Section 4).
Note that a different necessary and sufficient condition for CPA to be t-locally
resilient was independently given in [11]. However, a superexponential time to
check that condition is implicit (no algorithm is given in [11]).

Moreover, for computing tCPA
max = T (G,D) it suffices to perform at most log δ

M(G,D, t) computations, where δ is the minimum degree of any node in V \
(N (D) ∪D).

6 Conclusions

In this paper we developed three new graph parameters, depending on graph G
and dealer-node D, for bounding the maximum resilience tCPA

max of CPA, i.e., the
maximum number of corrupted players in each node’s neighborhood that CPA
can tolerate. The first parameter, K(G,D), can be efficiently computed and can
be used for approximating tCPA

max within a factor of 2. The t-safety threshold,
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G
LPC(G,D) > t

CPA is t-locally resilient ⇔ t ≤ T (G,D)

t < K(G,D)/2 ⇔ t < X̃ (G,D)/2

t < X (G,D)/2

∃ a t-locally resilient algorithm

∃ a t-locally resilient Ad-Hoc algorithm

Fig. 2. Overview of conditions related to the existence of t-locally resilient algorithms.
Parameters LPC(G,D) and X (G,D) are defined in [10] and X̃ (G,D) is from [5].
Continuous lines show strict inclusions.

M(G,D, t), may be used as a test to check whether CPA is t-locally resilient
for a certain graph G and dealer D. The third parameter, T (G,D), coincides
with tCPA

max and thus provides a necessary and sufficient condition for CPA to
be t-locally resilient, namely t ≤ tCPA

max = T (G,D). An overview of conditions
(sufficient and/or necessary) for CPA resilience together with the corresponding
classes of graphs is depicted in Figure 2.

Efficiency of Computing tCPA
max . A trivial approach to compute tCPA

max via the
parameter T (G,D) requires exponential time. It is therefore interesting to find
an efficient algorithm or alternatively a hardness proof for this problem. Another
direction would be to define another efficiently computable parameter yielding
more tight bounds than K(G,D) in order to obtain a better approximation
algorithm for tCPA

max .

CPA Uniqueness Conjecture. We believe that having a new necessary and
sufficient condition in terms of the new parameter T (G,D) may help as a starting
point for proving or disproving the CPA uniqueness conjecture of Pelc and
Peleg [10] for ad hoc networks, which states that no algorithm can locally tolerate
more traitors than CPA.

Dealer Corruption. It is well known that CPA works under the assumption
that the dealer is honest. In order to address the case in which the dealer is
corrupted one may observe that if the total number of traitors is strictly less
than n/3, n = |V |, and the number of traitors in each node’s neighborhood
is bounded by T (G,D) then we can achieve Secure Broadcast by simulating
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any protocol for complete graphs as follows: each one-to-many transmission is
replaced by an execution of CPA. We observe that T (G,D) may not be tight in
this case. We can obtain a tight bound if we define M(G,D, t) by considering
only corruption sets of size strictly less than n/3.

Wireless Networks. CPA is particularly suited for ad hoc networks, however
it does not deal with radio network collisions. Only few articles have addressed
the problem of secure broadcast in radio networks so far and only for restricted
graph topologies (e.g. [6], which deals with Byzantine failures, and [7], which
studies the problem in the fault-tolerant model). It would therefore make sense
to develop locally resilient protocols for the radio network model.

Acknowledgment. We wish to thank the referees for providing valuable com-
ments that helped improve the presentation of the paper.
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Abstract. In the next years, wireless sensor networks are expected to be
more and more widely deployed. In order to increase their performance
without increasing nodes’ density, a solution is to add some actuators
that have the ability to move. However, even actuators rely on batter-
ies that are not expected to be replaced. In this paper, we introduce
MEGAN (Mobility assisted Energy efficient Georouting in energy har-
vesting Actuator and sensor Networks), a beacon-less protocol that uses
controlled mobility, and takes account of the energy consumption and
the energy harvesting to select next hop. MEGAN aims at prolonging
the overall network lifetime rather than reducing the energy consump-
tion over a single path. When node s needs to send a message to the sink
d, it first computes the “ideal” position of the forwarder node based on
available and needed energy, and then broadcasts this data. Every node
within the transmission range of s in the forward direction toward d will
start a backoff timer. The backoff time is based on its available energy
and on its distance from the ideal position. The first node whose backoff
timer goes off is the forwarder node. This node informs its neighbor-
hood and then moves toward the ideal position. If, on its route, it finds
a good spot for energy harvesting, it will actually stop its movement
and forward the original message by using MEGAN, which will run on
all the intermediate nodes until the destination is reached. Simulations
show that MEGAN reduces energy consumption up to 50% compared to
algorithms where mobility and harvesting capabilities are not exploited.

1 Introduction

Wireless sensor networks (WSNs) are intended to be deployed in harsh envi-
ronments. Therefore, it is expected that a large number of cheap sensor devices
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will be randomly scattered over a region of interest. These devices are pow-
ered by batteries and have limited processing and memory capabilities. When
batteries deplete, sensors stop covering their area and being part of the underly-
ing communication network. One solution is to add actuators able to move to areas
where resources are most needed in order to efficiently route packets between two
given nodes. This has been shown [21] that deploying mobile devices in a network
can provide the same performance as increasing the nodes’ density.

Energy efficient data routing strategies for WSNs have mainly aimed to increase
network lifetime [8,13], but none of the most widespread solutions consider energy
harvesting. Ambient energy harvesting as a power solution has gained momentum
in recent years, especially with significant progress in the functionality of low power
embedded electronics. By generating power from environmental energy, the depen-
dency on batteries can be reduced or even eliminated [19].

In this work, we introduce MEGAN (Mobility assisted Energy efficient Georou-
ting in energy harvesting Actuator and sensor Networks) that uses controlled mo-
bility and takes account of the energy consumption (for sending data and moving)
and the energy harvesting to select next hop. MEGAN aims at prolonging the over-
all network lifetime rather than reducing the energyconsumption over a single path.
Indeed, even if a path selection tries to optimize energy consumption like in [4, 8],
the same nodes might be selected at each iteration causing a quick depletion of
their batteries. In MEGAN, the selection of nodes is based on their current avail-
able energy, which could increase or decrease at any time due to energy harvesting.
MEGAN has the following characteristics:

- Localized: a node is aware only of its location and that of the destination.
- Memory-less: no information has to be stored at the node or in the message.
- Loop free: nodes choose forwarder among the neighbors which reside in the for-
warding direction toward the destination.
- Beacon-less: a node does not need to keep neighborhood tables up to date.
- Energy efficient: MEGAN optimizes the energy consumption along a routing
path but also balances the remaining energy over nodes by taking into account the
energy consumption for sending and moving, and the harvestable energy. Simula-
tion results show that MEGAN reduces energy consumption up to 50% compared
to some algorithms where mobility and harvesting are not exploited.
The rest of this paper is organized as follows. Section 2reviews literature works. No-
tations and models used in this paper are detailed in Section 3. Our contribution
is detailed in Section 4. Performance evaluation is conducted in Section 5. Finally,
Section 6 concludes this work by presenting future works.

2 RelatedWork

In this section, we first discuss works about the optimal node placement and move-
ment to allow optimal node positions. Then, we recall algorithms of geographic
routing, and finally scan the literature considering energy harvesting.

In this work we are mainly interested in the energy efficiency of the node place-
ment, even though other works focused on other network parameters. The optimal
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placement of a fixed number of nodes has been mathematically determined in the
case of a monodirectional [15] and bidirectional [14] data flow to extend the path
lifetime when nodes on the path have different residual energies. All the cited works
consider the deployment of static nodes, whereas in our work nodes are mobile and
can reach a different and possibly more convenient location in the field in terms of
energy efficiency. The movement of nodes involves an energy expenditure that can
negatively affect the overall energy budget, therefore algorithms and heuristics for
energy-efficient movements have been proposed [7]. The main difference between
our work and the mentioned works is that MEGAN bases the node selection on
the energy expenditure for movement and transmission, as well as the harvestable
energy.

Unlike MTPR [20] or MMBCR [16] which pursue similar objectives but are on-
demand routing protocols (they require a route discovery step), MEGAN is a ge-
ographic routing protocol. The basic principle of geographic routing is that each
node is aware of its position, the positions of its neighbors and that of the destina-
tion. The basic greedy routing has been extended to provide energy efficiency [11],
to guarantee delivery [3] and to both provide energy efficiency and guarantee de-
livery [4]. Nevertheless, all these solutions require a neighbor discovery protocol
proved to be very energy-consuming because of required message exchanges [2].
EBGRES [10] is beacon-less like BOSS [18] or BRAVE [1] but differs from these ap-
proaches since it takes benefits of controlled mobility. In EBGRES, each node sends
out the data packet first. The neighbor selection is processed only among those
neighbors that successfully received it. EBGRES uses a 3-way handshake, whereas
MEGAN considers a 2-way handshake. In addition MEGAN adapts power trans-
mission to save energy and reduce interferences. These works consider networks
composed of static nodes. Current solutions for routing in mobile sensor networks
adopt existing routing protocols to find an initial route, and iteratively move each
node to the midpoint of its upstream and downstream nodes on the route. However,
existing routing protocols may not be efficient. Moving strategy in [5] may cause
useless zig-zag movements. In MobileCOP [12], next hop on the path is selected in a
cost-over-progress(COP) [11] fashion and then moved to a straight line connecting
the source to the destination. Once the first routing has succeeded, nodes on the
path are moved and placed equidistantly on the line. Such move may disconnect the
network, induces a memory overhead on nodes and a latency. CoMNET [8] was the
first solution to propose considering the moving cost into the routing decision and
to ensure that node mobility does not disconnect the network. Nevertheless, CoM-
NET implies a neighborhood discovery, unlike MEGAN, and do not consider the
energy that could be harvested. In addition, all these works aim at optimizing the
energy consumption along a path and not the consumption of the whole network.

3 Notations andModels

3.1 Notation and NetworkModel

We model the network as a graph G = (V,E) where V is the set of nodes, E is the
set of edges, anduv ∈ E if nodes u and v are in transmission range one of each other.
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Let N(u) be the neighborhood of node u, N(u) = {v |uv ∈ E} and ND(u) the set
of neighbors of node u in the forwarding direction toward the destination node D
(ND(u) = {v ∈ N(u) | ||v −D|| ≤ ||u−D||}whereu denotes the identity of node
u when u is used for node u position. ||u − v|| is the Euclidean distance between
nodes u and v.

We assume that every node can adapt its transmission range between 0 andRmax

by steps with regards to distance to be reached. Each nodeuhas its own energy level
Eu such that 0 ≤ Eu ≤ Emax whereEmax is the maximum energy level that a node
can have (same for all nodes). The energy level of node u, Eu evolves along time
since it can decrease because of sending/receiving message and because of moving.
It can also increase based on energy it can harvest from its environment. We will
refer to the energy available at node u through the time variable t,Eu(t). Note that
MEGAN is model-independent but for the sake of evaluation, we use some common
energy models computed as follows.

3.2 EnergyModels

Energy Model for Communication. The most common energy model [17] is
such thatEcom(d) = dα+c ifd �= 0 or 0 otherwise, whered is the distance separating
two neighboring nodes; α is a real constant (1 < α) that represents the path loss;
c is a distance-independent term that takes account of signal processing overhead
at both the transmitter and the receiver (phase-locked loops, voltage-controlled
oscillators, bias currents, etc.). As in [9] we assume that the energy consumption
for this overhead is the same at both sides of the communication.

EnergyModel forMovement. To the best of our knowledge, so far, there is no
accurate model for defining the energy consumed to move nodes. Therefore, in the
following, we use the model adopted in the literature [5,12]: Emovu(d) = ad where
d is the covered distance by node u and a a constant to be defined. It only considers
the kinetic friction that nodes have to win in order to move, the static friction can
be considered simply by adding another constant value.

EnergyModel for Harvesting. The amount of energy harvested from the envi-
ronment can be very different from node to node due to the diversity of harvesters,
the locations of the nodes, the deployment policy and the rate of harvesting, etc.
The energy model used in this paper is for a solar based harvesting sensor node as
defined in [10].

We denote Rharvu(u, t) the rate of energy harvested by node u at time t in po-
sition u. Rharvu

(u, t) is a deterministic value issued from a previous study of the
environment. Node u can operate at time t if its residual energy is greater than the
energy needed for communicating or moving at time t. IfRharvu(u, t) is greater that
the rate of the energy consumed Rconsu(t), then Rharvu

(u, t)−Rconsu(t) could be
wasted. In these cases we assume that the surplus energy is used to recharge the
node battery or can be stored in a capacitor for a later use. In the rest of the paper
we will refer to Rharvu

(−−→ugu, t) as the harvested energy measured by node u on the
path betweenu and gu and averaged over time t. We assume that at t = 0, the bat-
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tery of the node u is completely chargedEu = Emax, and that the energy available
for node u at any time is given by:

Eu(t) = min{Eu(t− 1) +

∫ t

t−1

Rharvu
(u, t)dt−

∫ t

t−1

Rconsu(t)dt, Emax. (1)

4 Contribution

The idea of MEGAN is to combine the benefits brought by energy harvesting and
controlled mobility. MEGAN takes account of several energy components, i.e. the
energy spent for sending a message, the energy spent for moving, the energy that
can be harvested and the residual energy available at a node to take routing de-
cision. We assume that the transmitter adjusts its transmitting power in order to
deliver the minimum required power for a correct reception at the receiver. This
allows energy saving. Unlike previous geographical protocols, MEGAN does not
assume that its neighborhood is known a priori and thus does not rely in any neigh-
borhood discovery scheme. The idea is the following. We illustrate MEGAN with
Fig. 1 and the whole process is summed up by Algo. 1. We assume that source node
S needs to send a packet to destination node D, the generic node u chosen by the
routing protocol first estimates the optimal position gu of the next forwarder. We
will come back on the optimal position computing in the following section.
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Fig. 1. Example of MEGAN

As a source node, node S runs Algo. 1 only from L. 8. Unlike EBGRES [10],
MEGAN takes account of not only the sending energy but also the energy spent
for moving, the energy that can be harvested and the residual energy available at
node u at current time. Indeed, our goal is not only to have the minimum energy
consumption over the routing path but to balance the remaining energy on nodes
considering that some of them might harvest more energy than others.
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Once gu is computed, node u sends its message M containing gu. u adjusts its
range to save energy so that every node located in the circle of radius Rgu = ||u−
gu||+ε aroundu can be reached. Each generic node v that receivesM runs Algo. 1.
If v is located in the forwarding directionuD (Dashed area in Fig. 1, nodes 1, 2, 6, 7
and 10), it computes a backoff time Tv, otherwise, it discard M .

Node v prepares its ACK and waits the backoff time to transmit it. If during the
waiting time, v receives an ACK from another node, it discards M (L5-9, Algo. 1).
Otherwise, node v sends the ACK, to make all other waiting nodes discardM . The
ACK is used to (i) avoid collisions, since every other candidate will discard the mes-
sage and (ii) notify u that the greedy routing has succeeded. Node v is the selected
forwarder node. Tv has been computed in such a way that if v is the first to answer
(Tv is the smallest value), it means that v is the closest node to gu (and thus is the
one that needs less energy to move to gu) or if there exists a node w closer to gu,
its residual energy after the movement would be smaller than the residual energy
of v (See Sect. 4.1). Node u waits for an answer from other nodes for a time Tmax

calculated according to the furthest allowed position (Rgu). If two nodes v and w,
which are not in the transmitting range of each other, both transmit their ACK to
u. Since the best forwarder node is the first one that sent the ACK (since it has the
lowest backoff time), u advertises all other ones to discard M (L.18-26, Algo. 1).

For instance on Fig. 1, if node 6 is the first one to answer to u, it sends an ACK
with range ||u − 6|| (dash circle). Nodes 1 and 7 overhear the ACK and thus stop
the process. But, this is not the case for nodes 2 and 10 that do not lie in the range
of this ACK. Nodes 2 and 10 continue decreasing their back-off time and node 2
sends at its turn an ACK to node u. Since this is the second ACK received by u
within Tmax, u answers node 2 to stop the process (L.24-26, Algo. 1). This ACK is
also received by node 10 which also discards M .

Node v then moves to gu and based on best energy harvested position adjusts
its final position and reiterates the same process (See Section 4.2) Node v reiterates
the whole process by first estimating gv, the optimal position of the next forwarder,
by running Algo. 4. (See Section 4.3) MEGAN is run till delivery to D or till the
greedy step fails. In this latter case, a recovery technique is invoked. The design of
the recovery step is out of the scope of this paper.

MEGAN is completely distributed and every routing decision is madewhen needed
with regards to the current node topology. It is thus robust to node failure. Dealing
with multi-flows is out of the scope of this paper but in such cases, an extension
of [6] could be investigated.

4.1 Back-Off Computing

The back-off time should be computed such that the node with more residual en-
ergy after the movement to gu be the first node that answers to the routing re-
quest of node u. Thus, the back-off computation needs to take account of the resid-
ual energy of v at the current time t, Ev(t), and the energy that the same node
will spend for the movement Emovv , in order to compute its residual energy af-
ter the movement, Ev(t + k), where k is the number of time units spent to move
to the new location. The energy spent for the movement is computed as detailed
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Algorithm 1. MEGAN (v,D, gu) - Run at node v upon reception of a message
from u to D for position gu.

1: If v /∈ Nd(u) then{Discard Message} Exit end if
2: t ←ComputeBackOff(gu)
3: while t−− do
4: If v receives ACK from another node then Exit end if
5: end while
6: Send ACK and Move to gu and Measure Rharvv (

−→vgu, t)
7: AdjustPosition(Rharvv (gu, t))
8: gv ←ComputeOptimalPosition(v,D)
9: Send(D, gv)

10: t ← Tmax; OK ← FALSE
11: while t−− do
12: If OK=FALSE ∧ v receives ACK then OK← TRUE end if
13: if OK=TRUE AND v receives ACK from w then
14: Advertise w to discard; {Better node than w is selected, w must give up.}
15: end if
16: end while
17: If OK=FALSE then Triggers recovery process end if

in Sec. 3. Once the future residual energy is computed such that Ev(t + k) =
Ev(t) − Emovv , the back-off time, for the node to wait before sending its ACK,
is simply the ratio between the maximum energy level Emax and this value. In
fact, since 0 < Ev(t+ k) ≤ Emax then the back-off time will be 1 ≤ Emax

Ev(t+k) < ∞
[ms]. Nodes that calculate a back-off larger than a given threshold can just discard
the routing request and avoid replying to u. Let us assume on Fig. 1 that node u
sends its routing request in a radius Rgu . All nodes v, such that ||u− v||, (nodes
1, 2, 5, 6, 7, 8, 9, 10) receive it. Only nodes in the forwarding direction of D, (nodes
1, 2, 6, 7, 10) triggers a back-off time. Let the following values for the energies at
time t:E1(t) = 4, E6(t) = 7, Ecom(||1−gu||) = 2 andEcom(||6−gu||) = 4. After k
time units needed for the physical movement, we would have E1(t+k) = 4−2 = 2
and E6(t + k) = 7 − 4 = 3. So, even if 6 is further to gu than 1, it will be chosen.
This favors the balance of energy consumption over nodes.

Algorithm 2. ComputeBackOff(gu) - Run at node v.

1: Compute Ev(t+ k) ← Ev(t)− Emovv (||v − gu||)
2: Tv ← Emax

Ev(t+k)

3: Return Tv

4.2 Position Adjustment

When node v (that is in position v before the movement) moves to the estimated
optimal position gu, it can instantaneously measure the energy harvesting rate
in its new position. During its movement, it has retrieved information about the
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Rharvv(−→vgu, t) in all the intermediate positions between its original position v and
position gu. Through all this information, when v reaches gu, it can decide to move
of ε in one of the following four directions (as shown on Fig. 2):

1. −−→guu, i.e. toward u;
2. −−→ugu, i.e. against u;
3. −→vgu, i.e. it keeps going in the current travel direction;
4. −→guv, i.e. it backtracks.

1

ugu

v

DS

3

2

4

Fig. 2. Position adjustment

Intuitively, in ideal conditions of node density and residual energy,−−→ugu would be

directed as the vector
−→
SD and −→vgu would be perpendicular to

−→
SD. Therefore, the

four mentioned directions would represent the extreme points of two perpendicular
diameters of the circle having gu as the center and ε as the radius, as shown in Fig.
1. This means that the position adjustment algorithm, in ideal conditions, can take
360◦ around gu into account. Direction 1 is chosen when the energy harvested in
u is significantly larger than that harvested in gu and the gradient of the Rharvv

along−→vgu is not significantly different from 0. Direction 2 is chosen when the energy
harvested in u is significantly smaller than that harvested in gu and the gradient
of the Rharvv along −→vgu is not significantly different from 0. Direction 3 is chosen
when the gradient of the Rharvv along −→vgu is significantly positive and the energy
harvested in u is not significantly different from that harvested in gu. Direction 4
is chosen when the gradient of the Rharvv along −→vgu is significantly negative and
the energy harvested in u is not significantly different from that harvested in gu.
For the fourth case, a further optimization would make node v stop its movement
in the direction −→vgu, instead of making it reach gu and then backtracks.

When the gradient of the Rharvv along −→vgu is zero and the energy harvested in
u is not significantly different from that harvested in gu, then v does not move
from gu. On the contrary if both the gradient and the mentioned difference are
significantly high then the node will move simultaneously along both the axes. In
order to quantify the differences between the energy harvested along the direction−→
SD and that perpendicular to

−→
SD we introduce two threshold values, Hpar and

Hper, respectively. For sake of simplicity in Algo. 3 we omitted the time variable.

4.3 Computing of Optimal Position for Forwarder Node

In order to estimate the optimal position for next node in the path towards the desti-
nation nodeD, we assume that node v is aware ofEmax, its energy at current time t,
Ev(t), its energy consuming and harvesting rates,Rconsv andRharvv , respectively.
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Algorithm 3. AdjustPosition(Rharvv(gu, t)) - Run at node v.

1: Move of:
2: (|Rharvv(u)-Rharvv(gu)| > Hpar) · ε · Rharvv (u)−Rharvv (gu)

|Rharvv (u)−Rharvv (gu)| along
−−→ugu

3: (|Grad(Rharvv(
−→vgu))| > Hper) · ε · Grad(Rharvv (−−→vgu))

|Grad(Rharvv (−−→vgu))| along
−→vgu

By multiplying the energy consuming and harvesting rates for a certain number
of Δt time units, k, node v can estimate its future residual energy, Ev(t + kΔt),
available after k time units. If this value does not decrease in respect of the current
residual energy (Ev(t + kΔt) ≥ Ev(t))), then the ideal position, computed from
the optimal transmission radius, is given by:

hv = v + d∗ · D − S

||D − S|| (2)

In this case,hv is also the optimal positiongv for next relay (gv = hv). Otherwise (if
Ev(t+kΔt) ≤ Ev(t))) an intermediate position will be considered as the estimated
optimal position. Notice that several approaches could be considered in order to
estimate next forwarder optimal position, depending on the criteria of optimality.
The definition of the criteria of optimality is out of the scope of this work. Hence, we
introduce two simple approaches depicted in Algo. 4 based on energy computation:
a conservative approach that keeps the forwarder node close to v, and an optimistic
that pushes it close to position vectgu when Ev(t + k) ≥ Ev(t)). We thus have:

gv =

{
(Ev(t)−Ev(t+kΔt)

Emax
) · hv if conservative approach

(1 − Ev(t)−Ev(t+kΔt)
Emax

) · hv if optimistic approach
(3)

Algorithm 4. ComputeOptimalPosition(v,D) - Run at node v.

1: Measure Ev(t), Rconsv (Δt) and Rharvv (Δt)
2: Ev(t+ kΔt) ← Ev(t) +Rharvv (kΔt)−Rconsv (kΔt), hv ← v + d∗ · D−S

||D−S||
3: If Ev(t+ kΔt) ≥ Ev(t)) then gv ← hv

4: else gv ← Ev(t+kΔt)
Emaxv

· hv (conservative approach)

or: gv ← (1− Ev(t)−Ev(t+kΔt)
Emax

) · hv (optimistic approach)
5: end if
6: Return gv

5 Simulation Results

To evaluate the performance of MEGAN, we run the simulation in OMNET++
with a CSMA/CA MAC layer. We assume a free space propagation model and
packet collisions to carry out the tests, and that when a node dies it cannot be re-
suscitated. Sensor nodes are uniformly spread throughout a square area of 1000×
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1000m2 and they can adapt their transmission range between 0 and 100m. Only
connected networks are considered in the results. The DATA message payload is
set to 128 bytes, the size of the ACK message is 25 bytes. We use the cost models de-
scribed in Section 3 with the propagation loss exponentα set to 2 and c = 50nJ/bit.
We use two values of a for the cost model related to movement : 0.1 and 10, to make
the energy to send prevail over the energy to move and vice versa, respectively and
we simulate two scenarios accordingly. Each sensor node is initialized with 2J of
battery energy.

The transmission range depends on the energy available at the node and the
transmission delay . We are mainly interested in evaluating the total energy con-
sumption for sensor-to-sink packet delivery independently from the MAC layer
used. We conducted 50 replications of each simulation scenario to obtain statis-
tically significant output. In each replication, each of the 20 nodes, which are ran-
domly chosen as sources, generates 40 data packets to be transmitted to a randomly
chosen destination. The simulation terminates when all the data packets generated
in the network are delivered. We study the evolution of the cumulative energy spent
to send (and receive) all the data and control packets in the network, when both
the transmission range and the nodes’ density vary.

We compare MEGAN with EBGRES and COMNET, because those are the two
conceptually closest algorithms to MEGAN, which is both a beacon-less energy
harvesting routing scheme, as EBGRES, and a mobility based routing scheme, as
COMNET.

EnergyConsumptionversusTransmissionRange.Fig. 3 shows the total en-
ergy expenditure of the network for both the scenarios (sending cost higher than
moving cost, and vice versa), when the transmission range varies. In both cases,
MEGAN outperforms the other protocols. We can see that, for all the algorithms,
the energy expenditure decreases exponentially when the transmission range in-
creases, because a smaller number of intermediate nodes is needed to cover the
source-destination path.

Both MEGAN and COMNET are mobility based algorithms, thus they per-
form best in cases that favor mobility (Fig. 3 (a)). MEGAN consumes less energy
than COMNET because it is a beacon-less approach and has less message hand-
shakes needed to set up the transmission path. Furthermore, in comparison with
MEGAN, COMNET uses a flooding approach for neighbor discovery and is not
reactive. When sending data is more convenient than moving nodes (Fig. 3 (b)),
COMNET consumes too much energy to move to the optimal position, whereas
MEGAN moves in a more intelligent way and saves enough energy to perform bet-
ter than EBGRES to send the same amount of data.

Energy Consumption versus Nodes’ Density. Fig. 4 shows the total energy
expenditure of the network for both the scenarios, when the transmission range is
set to 100 m, and the nodes’ density varies. We can see that, for all the algorithms,
the energy expenditure decreases linearly when the nodes’ density increases, be-
cause, for all the simulated algorithms, the selection procedure has more chances to
find a relay node close to the optimal position. We can see from Fig. 4 (a) that when
sending data is more costly than moving nodes, EBGRES and COMNET perform
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Fig. 3. Cumulative energy consumption versus transmission range

almost identically. Whereas, from Fig. 4 (b), we can see that when moving nodes
is more costly than sending data EBGRES performs better than COMNET. How-
ever, in both the scenarios, MEGAN spends less energy than the other protocols,
due to the mentioned reasons of using mobility in a smarter way than COMNET
and of requiring less control messages than EBGRES as well as of finding better po-
sitions than EBGRES to forward data. An interesting remark is that when moving
nodes is “expensive” the energy saved by finding a better position in MEGAN for
each intermediate node is compensated by the additional energy needed to move
to that position. In fact, EBGRES and MEGAN almost overlap in this scenario.
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Fig. 4. Cumulative energy consumption versus node density

6 Conclusion and FutureWorks

In this paper, we introduced MEGAN, the very first beacon-less geographic routing
that takes advantage of controlled mobility and energy harvested from the environ-
ment to dynamically adapt the energy consumption. Simulation results show that
MEGAN outperforms literature protocols by reducing up to 50% the energy con-
sumption under some parameters.

As a next step, we intend to investigate recovery mechanisms that also takes
account of these hardware characteristics to improve the routing performances.
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Abstract. This paper proposes a simple mechanism to accurately determine the 
distance between nodes using radio and acoustic signals in underwater wireless 
sensor networks (UWSN). It also delineates a new method of determining the 
coordinates of sensors with a single beacon. As the knowledge of precise coor-
dinates of the sensors is as important as the collected data in UWSN, the accu-
rate distance measurement between the nodes is the prime factor for better  
accuracy. Mostly, in range free method, received signal strength indicator 
(RSSI) is used to determine the propagation loss from which the inter nodes dis-
tances are calculated. However, in underwater, RSSI of acoustic signal is heavi-
ly affected by multipath fading that eventually leads to erroneous coordinates. 
The proposed mathematical model of coordinate-determination has better  
immunity from multipath fading as well as synchronization in distance determi-
nation resulting precise location of the sensors. Moreover, a single beacon is 
used to determine the coordinates of the sensor nodes where none of them has a 
priori knowledge about its location. 

Keywords: localization, submerged sensors, radio, acoustic, coordinates. 

1 Introduction 

UWSN are envisioned to enable applications for oceanographic data collection, pollu-
tion monitoring, offshore exploration, disaster prevention, assisted navigation and 
tactical surveillance applications [1]. Despite varieties of application of UWSN, idea 
of submerged wireless communication may still seem far-fetched and got attention of 
researchers since last decades. As positions of submerged sensors play a vital role for 
the significance of validity of data, determining the coordinate precisely is very cru-
cial. There are many distance measurement techniques for terrestrial applications 
based on signal strength but those algorithms are not suitable for underwater envi-
ronment because of numerous factors associated with it including multipath effects. 

However, in the recent years, there has been a growing interest to explore and fulfil 
the needs of a multitude of underwater applications. In addition to underwater sen-
sors, the network may also comprise surface stations and autonomous underwater 
vehicles and regardless of the type of deployment, the location of sensors needs to be 
determined for meaningful interpretation of the sensed data [2]. In UWSNs, acoustic 
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channels are naturally employed, and range measurement using acoustic signals are 
much more accurate than using radio [3, 4].  However, multipath phenomenon and 
time synchronization have been the most challenging factors.   

In this paper, we propose to use both radio and acoustic signals; radio’s limited 
propagation restricts our problem domain for few hundred meters depth as carefully 
chosen frequency can propagate up to 323m [5]. As radio signal’s speed in underwa-
ter is many times faster than sound speed, we have utilized this merit of radio signal 
for synchronization the beacon and sensor nodes.  

In [6], Duff and Muller proposed a method to solve the multilateration equations 
by means of nonlinear least square optimization when no positions are known. The 
algorithm is based on a degree-of-freedom analysis – which says enough measure-
ment from different positions will provide enough equations to solve the problem. In 
[7], same technique is used incorporating extended Kalman filter. However, the  
degree-of- freedom analysis does not guarantee a unique solution in a system of 
nonlinear equations, such as trilateration, when the only data available is the distance 
measured between the nodes [8]. In [9], Guevara et al. introduced a new closed-form 
solution where no position information of any nodes is required to determine the posi-
tions of multiple static beacon nodes, the only information they used is the distance 
measurement between static beacons and mobile node. 

Having analyzed the various studies discussed above, in this paper we propose a 
closed-form solution to determine the coordinates of the submerged sensors having only 
one beacon node at the surface using both radio and acoustic signals. The precise condi-
tions for obtaining initial subsets of nodes were justified using rigidity theory in [8].  
Section 2 describes solvable configuration and multipath and Section 3 explains the pro-
posed distance measurement technique. Section 4 explains the proposed theoretical me-
chanism to determine the sensors coordinates. Analysis is given in Section 5. Simulation 
results and discussions are reported in Section 6 and finally conclusions in Section 7. 

2 Solvable Configuration and Multipath  

2.1 Problem Domain 

In the proposed method we need at least three sensors and a floating beacon; a boat or a 
buoy can be used as a beacon and sensors are deployed at the bottom of the water. While 
measuring the distances between the beacon and sensors using radio and acoustic signals 
as described in Section 3, it is assumed that sensors and beacon are in parallel plane. For 
the sake of simplicity, in this paper we also assume that the submerged sensors are static 
for the time of computation – the time that is required to measure the distances from 
different positions of the beacon. A solvable configuration of one beacon with three 
submerged sensors is denoted in Fig. 2. Our proposed mechanism exploits the advantage 
of both radio and acoustic signal propagation;  in sea water radio can propagate as far as 
323m [5]. Since most of the marine explorations take place in shallow water, our  
proposed model has wide ranging practical applications.  
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2.2 The Effect of Multipath Fading 

Multipath formation in the ocean is governed by two factors: sound reflection at the 
surface and bottom, and sound refraction in the water. The latter is a consequence of 
sound speed variation with depth, which is mostly evident in deep water channels.  

Typical frequencies associated with underwater acoustics are between 10 Hz and 1 
MHz. The propagation of sound in the ocean at frequencies lower than 10 Hz is usu-
ally not possible without penetrating deep into the seabed, whereas frequencies above 
1 MHz are rarely used because they are absorbed very quickly. So for any appropriate 
acoustic frequency that is used in underwater to measure the propagation loss is af-
fected by multipath fading. Fig. 1 shows the obvious present of multipath fading; the 
impulse response of an acoustic channel is influenced by the geometry of the channel 
and its reflection properties, which determine the number of significant propagation 
paths, their relative strengths and delays [10] . Strictly speaking, as there are infinitely 
many signal echoes, the resultant signal at any point would be ∑ ; but those that 
have undergone multiple reflections and lost much of the energy can be discarded, 
leaving only a finite number of significant paths. 

 

Fig. 1. Multipath for different configurations 

However, in our model, the multipath fading phenomenon is minimal because ar-
rival time difference of radio and acoustic signals is used for distance computation, 
not the signal strength. Shortest Euclidean distance will be travelled earliest and that 
is our focal point. Even though the radio signal does not propagate as of acoustic sig-
nal in underwater, but the right frequency of radio signal will give certain distance of 
propagation, which is enough to cover the shallow water [5]. The tremendous speed 
of radio signal compared to that of acoustic has been used for timing purposes. Sec-
tion 3 elaborates on the mechanism in details. 

3 Proposed Distance Determination 

Despite the underwater limitations of both radio and acoustic signals, we propose to 
use each of its merit in our method to minimize the distance measurement error.  In 
our method, radio signal will be used to measure the flight time of the acoustic signal. 
Even though the speed of radio signal is little less than that of in the vacuum, consi-
dering the problem domain, the reduced speed will not affect much of the proposed 
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localization method. Moreover, the speed of acoustic signal, which varies due to dif-
ferent factors, is the only variable that we need to use for coordinates determination.   

3.1 Determination of Flight Time of Acoustic Signal  

Assumptions:  

• The beacon can generate radio and acoustic signals simultaneously. 
• The environmental factors that affect the acoustic signal will be considered while 

measuring inter-node distances.  
• Sensor nodes are stationary during the short measurement period. 
• Beacon (boat or buoy - at the water level) and sensor nodes (at the bottom) are in 

parallel plane. 
• Each sensor node has a unique ID. 

Steps: 

1. Simultaneous generation of radio and acoustic signals by beacon ....5,4, =jS j at 0t

(here, jS :different positions of beacon in the same water level )  

2. For any submerged sensors 3,2,1, =iSi (as in Fig. 2) 

(a) Sensors receive the radio signal immediately at ε+= 0)( tt recRa ( ε : travelling 

time of radio signal from the beacon to the sensors) 
(b) Sensor receives the acoustic signal after a while at )(recAct ; here 

)()( 0)(0)( tttt recRarecAc −>>− due to speed of radio signal (2.25 10 / ). 

3. Time of acoustic signal travelled from beacon to sensors:  

)()()()()()(.....6,5,4;3,2,1),( traRatraActraRarecActraAcrecAcjiTravelij ttttttT =−=−=== 

)(0)()()()( traRarecRarecRarecAcTravelij tttttT ≈+=−≈∴ ε  

4. Sensor nodes send back the time )(TravelijT with individual sensor’s ID back to the 

beacon using acoustic signal. 
5. Beacon node computes the distance between the beacon and sensors:

 
)(travelijAij Tvd ×= (here, Av is average speed of acoustic signal for the water column) 

3.2 Determination of Average Speed of Acoustic Signal 

A typical speed of acoustic waves near the ocean surface is about 1500m/s, more than 
four times faster than the speed of sound in air. However, the speed of sound in un-
derwater is affected prominently by temperature, salinity and depth. As these parame-
ters are variable and different from place to place in the water; so as the speed. The 
speed of sound v at any point in water can be calculated according to the following 
Mackenzie equation [11]. 

v = 1448.96 + 4.591T - 5.304 x 10-2T2 + 2.374 x 10-4T3 + 1.340 (S-35) +  1.630 x 10-2D + 

1.675 x 10-D2 - 1.025 x 10-2T(S - 35) - 7.139 x 10-13TD3 = ( , , ) 
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where T, D and S are temperature, depth and salinity and constrains for these va-
riables are 2-30oC, 0-8000m and 25-40ppt respectively. Mackenzie equation gives 
sound speed for any specific value of T, D and S whereas for our problem domain we 
need average speed of sound through the water column where all three variables 
change dynamically.  It should be noted that in shallow water temperature predomi-
nates whereas depth and salinity have very minimal effect on sound speed as we can 
see in simulation.  Here, the pressure at the bottom by the sensors will be converted 
to depth D following equation stated in [12]. 

Our proposed average speed of sound from the surface to bottom for the problem 
domain can be calculated as (1). (  : area created by the limit of T, D and S) 

v ( , , ) 1 ( , , )  (1) 

4 Coordinates Computation 

The objective of localization algorithms is to obtain the coordinates of all the sensors. 
Only values available here to compute is the distance measurements and typically it is 
considered as optimization problem where objective functions to be minimized have 
residuals of the distance equations. The variables of any localization problem is the coor-
dinates of the nodes; in principle more distance equations than number of variables are 
required to solve this kind of problem. However, this approach known as degree-of-
freedom analysis may not guarantee the unique solution in a nonlinear system. 

 

Fig. 2. Subset of nodes and coordinates determination 

Trilateration or multilateration techniques are nonlinear system usually used to  
determine location or coordinates of the sensors in partial or full.  According to  
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Guevara et al. [13] the convergence of optimization algorithms and Bayesian methods 
depend heavily on initial conditions used and they circumvent the convergence prob-
lem by linearizing the trilateration equations. 

Fig. 2 shows the initial subset composed of the beacon node 4, =jSj  and three 

sensor nodes 3,2,1, =iSi .Without loss of generality, a coordinate system can be de-

fined using one of the sensor nodes 3,2,1, =iSi as the origin ( )0,0,0 of the coordinate 

system. Now the trilateration equations can be written as a function of two groups of 
distance measurements: the distance between beacon and sensors ....,, 342414 ddd   

which are measured data, and inter-sensor distances 23,1312 , ddd and the volume of 

tetrahedron  (formed by the beacon and sensors), which are unknown. 
Based on the local positioning system (LPS) configuration of Fig. 2, we need to write 

equation that will includes all known and unknown distances. For that matter, we express 
the volume of tetrahedron  using Cayley-Menger determinant as following:  
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unknown terms. 
The above expansion can be rewritten as following: 
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 (3)

As we have six unknown in (3), we need at least six measurements, which could be 
done following the same procedure described in Section 3 steering the beacon node 

jS in six 9,...,4=j different places and measuring the distances in the vicinity of S4. 

Eventually we get m linear equations of the form 

,11212111 bxaxaxa nn =+++   
,22222121 bxaxaxa nn =+++   

    
,2211 mnmnmm bxaxaxa =+++   

(4)
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If we omit reference to the variables, then system (4) can be represented by an ar-
ray of all coefficients known as the augmented matrix where the first row represents 
the first linear equation and so on; that could be expressed in  linear form.  

After doing so for our system: 
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From the above representation, after finding ,1X ,2X ,3X ,4X 5X and 6X we calculate

12d , 13d and 23d as following:  
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If we let the coordinates of the submerged sensors ,1S 2S and 3S are ( ),0,0,0  ( )0,,0 2y

and ( )0,, 33 yx respectively, then the inter-sensors distances could be written with re-

spect to coordinates of the sensors as following: 
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where ,12d 13d and 23d are known computed distances. Table 1 summarizes the coordi-

nates of the sensors for our problem domain. 

Table 1. Coordinates of the sensors with known measurements 
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5 Analysis 

The proposed method is for a specific configuration and scenario, where a single bea-
con node is necessary to determine the coordinates of the sensors. Usually numerous 
beacons and sensors are deployed to localize and most methods rely on distance 
measurements, thus the precision of distance measurement is one of the prime factors 
for accurate coordinate determination.    

In our approach the number of beacon is only one that floats on the surface of the 
water and minimum of three sensors - a recognized number in monitoring or analyz-
ing environment with sensors.  

Our distance measurement technique is unique for underwater localization where 
both acoustic and radio signal is used. Despite propagation limitation of radio signal, 
we have tactically chosen to serve our purpose because radio signal can propagate up 
to 1.8-323m with an approximate speed of 2.25x106m/s [5].   By using this tremen-
dous speed we can measure the flight time of acoustic signal from beacon to sensors 
precisely; moreover, with a single message exchange beacon node will come to know 
the flight time as well as other variables associated at the sensors. Hence, average 
sound speed determination procedure incorporates on-site values of variables that will 
incorporate less error in inter nodes distance measurements.  

In this approach of coordinate determination multipath fading will have minimal im-
pact. The sensors are only detecting the presence of signals instead of accessing its 
strength; as soon as the shortest Euclidean distance is travelled - signal can be detected 
and timed. Hence, the obvious notion of multipath fading in the radio and acoustic sig-
nals propagation will not affect timing in our method. With this, the precise acoustic 
velocity would give an accurate distance measurement resulting in coordinates estimates 
with less error. Simulation results in Table 2 suggest that with true Euclidean distances 
our method determines coordinates of the sensors with negligible error.  

6 Simulation Results and Discussions 

In order to validate the mathematical model, the proposed method has been simulated 
using Matlab. A group of three sensors are placed at (0,0,0), (0,75,0), and (80,40,0) 
and the mobile beacon moved randomly in a plane, which is parallel to the bottom 
plane where the sensors are. Simulation for coordinate determination is done for 
100m water column with 30oC surface and 15oC bottom temperature having salinity 
variation of 0.5ppt. We have incorporated Gaussian noise (μ=0, σ=1) to 15oC bottom 
temperature and to the flight time )(travelijT as both of them have more uncertainties. 

Fig. 3 shows the variations in ‘average sound speed’ due to the aforesaid conditions 
for 100 iterations with standard deviation 1.97.  

We have also simulated the effect of temperature, water depth and salinity on the 
average sound speed for different combinations of variables and shown in the follow-
ing figures.  
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Fig. 3. Average speed variations due to additive Gaussian noise to bottom temperature 

Mean of ‘average sound speed’ is found to be 1527.9m/s with Gaussian noise for 
the problem domain. Fig. 4 shows the variations in ‘average sound speed’ for various 
combinations of surface and bottom temperature without incorporating noise. The 
‘average sound speed’ found to be 1526.56m/s for the same conditions as in Fig. 3. 

 

Fig. 4. Average sound speed for different combinations of surface and bottom temperature 

It can be seen from Fig. 4 that average sound speed is 7.39 m/s less when the bot-
tom temperature changes from 15o C to 10o C for 30o C surface temperature and it is 
8.06 m/s less when surface temperature is 20o C. Result suggests that temperature is 
predominant for the water column. Fig. 5 shows the ‘average sound speed’ change 
due to depth variations which is not as significant as temperature variations. 
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Fig. 5. Average sound speed for different depth of water column 

Average sound speed changes due to salinity variation are even smaller than depth 
variations as shown in Fig.6. 

 

Fig. 6. Average sound speed for different salinity 

To get distance measurement from six different positions of the beacon, it has been 
moved around in six different coordinates randomly within close proximity. However, 
mobility of the sensors is not considered in the proposed mathematical model. Errors 
in coordinates for  S  and S  are shown in Fig. 7 and Fig. 8 respectively for 100 
iterations. It should be noted that sensor S  is placed at the reference coordinate 
(0,0,0); hence producing no error in coordinates determination for S .  
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Fig. 7. Distance errors of sensor S2 from original position 

 

Fig. 8. Distance errors of S3 from the original position 

Table 2 compares the positional error of sensor S  and S  when distances between 
the beacon and sensors are with and without Gaussian noise. Positional error with true 
Euclidean distance is almost negligible which validates the proposed mathematical mod-
el.  Besides, error with Gaussian noise is within acceptable range considering 100m 
water column and usual physical sizes of the sensors. It also shows that the mean distance 
error is 0.62m and 0.75m with standard deviation of 0.478 and 0.603 respectively.  

Table 2. Distance errors in coordinate determination 
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7 Conclusions 

In this paper we have presented a mathematical model to determine the coordinates of 
submerged sensors using radio and acoustic signals with single beacon. The method 
computes the coordinates with respect to one sensor node that alleviates a number of 
problems in the domain of localization. Besides, our distance measurement model and 
technique contribute minimum error and potentially avoid multipath fading effects in 
localization. Simulation results validate the proposed mathematical model that gener-
ates negligible error in coordinate determination of the sensors when distances be-
tween beacon and sensors are true Euclidean. It also shows that coordinates are within 
acceptable error range when Gaussian noise is applied to distance determination. In 
future we plan to consider involuntary mobility of the sensors due to currents in the 
proposed model. 
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Abstract. In roadside gateway (RG) based vehicle ad hoc networks, the ve-
hicles have difficulty in maintaining a stable route to the RG due to their high 
mobility. In addition, the redundant transmissions of an RG advertisement mes-
sage transmitted to inform vehicles of the presence of RG can cause high  
control overhead. A new gateway discovery approach using tree topology is 
proposed to reduce control overhead as well as to cope with the high mobility 
of vehicles. The proposed approach employs the notion of connected dominat-
ing set (CDS) such that all nodes can receive the advertisement message if 
every vehicle in the CDS retransmits the message once. A prediction function 
of link persistence time is used in building the CDS, which replaces the node Id 
as primary key, to increase the stability of the route from each vehicle to an RG. 
The proposed protocol was evaluated comparatively with the traditional ap-
proaches, by resorting to simulation with various mobility scenarios generated 
by the VanetMobisim tool. 

Keywords: Gateway discovery, Internet connectivity, Connected dominating 
set, Link persistence time, Route persistence time, VANETs. 

1 Introduction 

Recently, research on the provision of Internet connectivity service for the Intelligent 
Transportation System (ITS) is gaining much attention from the research community. 
In a network that consists of Roadside Gateways (RGs) and moving vehicles, the 
moving vehicles can access the Internet or communicate with wired hosts via the RGs 
for automotive safety or amusement. However, the frequent change of topology and 
the communication barriers around the roads make it challenging to perform the sta-
ble and efficient communication between two parties.  
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RGs can be either installed at fixed positions along the roads or mobile as they are 
placed inside taxies or buses with WLAN or WWAN (e.g. WiMAX or 3G) [1]. Thus, 
moving vehicles can directly connect to the RGs and then reach the Internet or ex-
change data with wired hosts. However, the limited transmission range and the high 
mobility of nodes can often cause the frequent failures of connectivity to RGs. Thus, 
this approach may not be a feasible solution for urban low density roads due to the 
high cost that comes from the deployment of a large number of RGs.  The use of 
multi-hop communication capability of vehicle ad hoc networks (VANETs) can be 
considered as a potential solution to improve connectivity between vehicles and RGs.  

 Connecting vehicles to the RGs in multiple hops requires a gateway discovery 
mechanism so that vehicles can discover RGs whenever they want Internet access. 
The gateway discovery mechanism needs to work without any prior configuration [2]. 
Particularly, many gateway discovery protocols have been proposed in the literature 
[1], [2], [3], [4], [5]. Basically, they are classified into three categories: (1) Proactive 
[3], where an RG floods the network with an advertisement message periodically, (2) 
Reactive [1], where a requester floods the network with a solicitation message, and 
(3) Hybrid [2], [4], [5], where an RG limits the flooding range of the advertisement 
message to a certain number of hops; requesters located within the advertisement 
zone use Proactive approach, while other requesters residing out of this range use 
Reactive approach. Proactive scheme achieves good connectivity but suffers from 
high overhead and established paths to an RG can be broken frequently owing to the 
high mobility of vehicles. Reactive scheme incurs low overhead for small networks 
but suffers from poor scalability and latency in discovering RGs. Hybrid scheme is 
supposed to be more efficient than Proactive and Reactive scheme; however, the se-
lection of advertisement zone is a main consideration since it totally depends on the 
dimension of the network. 

In this paper, we consider a new gateway discovery that is based on tree topology 
to reduce control overhead as well as to increase tree stability against the high mobili-
ty of vehicles. The new approach eliminates the use of a flooding by maintaining tree 
topology. It also employs the concept of connected dominating set (CDS) [6] to re-
duce the redundant retransmissions of the advertisement message which is issued 
periodically from an RG such that all vehicles can receive an advertise message if 
every node in CDS retransmits the message once.  

Furthermore, when constructing a CDS, nodes compete for being included in the 
CDS by comparing their Ids such that a node with a higher Id takes the priority. In 
this paper, we use a key value that is determined by means of the predicted link persis-
tence time instead of Id. Every vehicle takes a node in a CDS as its parents and main-
tains a robust and reliable upstream path to the RG, thus whenever it needs to  
communicate with another party outside the VANETs or to access the Internet, it only 
sends data or request along the established upstream path to the RG. 

The proposed approach was implemented and evaluated in the network simulator 
QualNet and a realistic mobility model derived from the traffic simulation tool, Va-
netMobisim, respectively. According to simulation results, the proposed method can 
improve network performance significantly in terms of delivery ratio, end-to-end 
delay and control overhead compared with Proactive and Hybrid approaches. 
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In what follows, Section 2 gives the network model, followed by the motivation, 
and notation and message definitions. Section 3 reviews some related works. Section 
4 details the gateway discovery using CDS. The performance of our approach is eva-
luated in Section 5. Finally, Section 6 concludes the paper. 

2 Preliminary 

2.1 The Network Model 

We consider a VANET environment that consists of multiple stationary RGs and a 
number of mobile vehicles or nodes. The wireless transmission range of RG and ve-
hicle are same. Two vehicles are said to have a link if they are located within their 
mutual transmission range. Two nodes that have a link are said to be each other’s 
neighbor. 

Each RG has its own unique ID and is equipped with two network interface cards, 
one to communicate with wired hosts (wired nodes or RG) and another to communi-
cate with wireless nodes. The RGs communicate each other using either wired or 
wireless networks with the high speed and low error rate. An RG acts as a bridge 
between the Internet and VANET. Each vehicle has an onboard communication unit 
for wireless communication and a global positioning system (GPS) that can keep 
track of its geographical position, velocity and moving direction.  

2.2 Motivation 

Bechler et al. proposed a gateway discovery technique, DRIVE [3], which is based on 
the Proactive approach. The DRIVE specifies an advertisement interval to inform the 
presence of a gateway. However, it is not easy to set an appropriate value of the inter-
val. A small interval can incur high overhead while a large interval causes vehicles to 
have the stale information about the presence of RG, thereby making it difficult to 
respond to the fast changing VANET topology. 

In order to limit control overhead and cope with the high mobility of VANETs, 
Benslimate et al. proposed the use of the distributed contention process [7] in which 
when an RG or a node broadcasts an advertisement message, each receiver associates 
a timer value in inverse proportion to link stability between itself and the sender. Then 
the receiver with the shortest timer rebroadcasts the received message first, and sup-
presses other nodes from rebroadcasting the same message. This approach basically 
targets highway environment where two lanes on a road have the same direction, RGs 
are placed at regular distances, and the advertisement messages are forwarded in the 
opposite direction of node movement within the restricted broadcast zone of an RG. 
However, it can cause some problems in urban environment since the suppression of 
transmission can result in a partial reception failure such that some vehicles do not 
receive the advertisement message.  

Let us take a look at Fig. 1 that shows the typical distribution of vehicles in urban 
roads. We assume that link (RG, A) has the highest link stability among three links 
(RG, A), (RG, B), and (RG, C). Then, node A will rebroadcast the advertisement 
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message first, thus causing the retransmissions of nodes B and C to be suppressed. In 
consequence, nodes D and E fail to receive the advertisement message. 

  

Fig. 1. The partial reception failure of an 
advertisement message by transmission 
suppression 

Fig. 2. An example by the modified CDS 
algorithm 

The problem of the partial reception failure can be avoided by building connected 
dominant set (CDS) [6] that is defined as a minimum number of nodes whose re-
broadcasting can cover all nodes in the considered network. In Fig. 1, CDS = {B, C}. 
To compute CDS, a heuristic algorithm can be used since the computation problem of 
CDS is NP-Complete [8].  

However, the problem is that the CDS does not take into account link stability 
which is of high importance in dealing with the gateway discovery in VANET. In this 
paper, we predict link persistence time and route persistence time between neighbor-
ing nodes and exploit those predicted values in building a robust CDS. 

2.3 Notations and Messages 

We define some notations used in this paper as follows 

• MsgId: A message identification number that is uniquely assigned to a mes-
sage by a node that generates the message 
• SeqNo: A message sequence number 
• HopsToRG: the distance in hops to the RG 
• sPos: The current geographic position of a sender ( a node or an RG) 
• sSpeed: the current speed of a sender 
• sDir: the moving direction of a sender  
• RPT: A route persistence time 
• LPT: A link persistence time 
• AdvZ: The broadcast zone of an advertisement message issued by an RG.  
• P(i): A parent of node i 
• F(i): A node that has forwarded a message to node i 
• N(i): A set of node i’s neighbors; 
• N[i]: N(i) ∪ {i}; 
• d(u, v): The distance between nodes u and v 
• r: the transmission range of the RG and a node 
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We use some following messages for convenience of description. 

─ RG-ADV = (MsgId, SeqNo, HopsToRG , sPos, AdvZ, RPT): An RG broadcasts this 
message periodically to inform nodes of its presence. Initially, the RG sets the RPT 
to a large value, and then RPT is gradually updated by the receiving nodes as the 
message is propagated throughout the network. 

─ Hello = (MsgId, SeqNo, sPos, sSpeed, sDir): A vehicle broadcasts this message 
periodically to share its location information with its neighbors. 

3 Related Works 

3.1 Link and Route Persistence Time Estimation 

In [9], Su et al. studied the method to estimate the link persistence time of two mobile 
nodes i and j, denoted as LPT(i, j), based on their GPS information. Let (xi, yi) and (xj, 
yj) be the coordinates of mobile hosts i and j at time t, respectively, and let vi and vj be 
the speeds, and θi and θj be the moving directions of node i and j, respectively. Then, 
LPT(i, j) is given as follows: 

 ( , ) ( ) ( ) ( )
 (1)

where,     
 

Note that LPT(i, j) becomes ∞ if vi = vj and θi = θj. 

Then, consider a route (n1, n2, n3, …, nk) from node n1 to node nk. The route persis-
tence time of the route, denoted as RPT(n1, n2, …, nk), can be defined as the minimum 
value of all links on the route. 

 ( , , … , )  ( , ) , 1, … , 1    (2)

3.2 Connected Dominating Sets 

Let G(V, E) be a graph where V is the set of nodes in the network and E is the set of 
links or edges between every pair of nodes in V. A subset D of V is said to be a domi-
nating set if every vertex v, v∈(V−D), is a neighbor of at least one member in D. D is 
a connected dominating set (CDS) if it satisfies two following properties.  

(1) D is a dominating set; and  

(2) All nodes in D form a connected component. 
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The algorithm to find the minimum CDS is known to be NP-Complete [8]. Wu et al. 
[6] devised an efficient heuristic algorithm for constructing a CDS such that a node 
can determine whether it is a member of the CDS by exploiting either the knowledge 
of its one-hop neighbors with their geographical positions or its two-hop topology 
information.  

Each node x is given a function id(x), a unique identification number of node x. 
Then, id(x) becomes a competition resolution key to determine which node will take 
priority to be included in CDS. A node is said to be an intermediate node if a node has 
at least one pair of neighbors that are not connected to each other. In addition, the 
following two rules, Rule1 and Rule2, are used in order to build CDS.  

Rule1: Given intermediate nodes u and v, if [ ] [ ]N v N u⊆ and id(v) < id(u), CDS 

= CDS ∪ {u}.  
After applying Rule1, the nodes in the CDS become inter-gateways. 
Rule2: Suppose that after applying Rule1, nodes u and w are two inter-gateway 

neighbors of an inter-gateway node v. If      and  ( )( ), ( ), ( ) , CDS = CDS – {v}.  
Rule2 is used to reduce the number of inter-gateways and after applying Rule 2, the 

nodes in CDS become gateways.  
The computational complexity of the algorithm for each node to determine whether 

it belongs to a CDS is O(k3), where k is the number of its neighbors. This method does 
not need any additional message. 

4 Gateway Discovery Using CDS 

4.1 A Modified CDS Algorithm Using LPT and RPT 

In order to cope with the rapidly varying mobility (i.e., high acceleration and decele-
ration) of vehicles, we introduce a new competition resolution key, key(x, y), that is 
generated when node x receives a message from node y as a function of LPT(x, y) and 
RPT as follows: 

 ( , ) ( ( , ), ) 1 ( , ) (3) 

 
where, LPT(x, y) and RPT are defined in Eq. (1) and Eq. (2), respectively, and 0 < 
key(x, y) ≤ 1. In case of ties, node Id is used to resolve. 

Based on the modified key, we modify Rule1 and Rule2 to MRule1 and MRule2 as 
follows. 

MRule1: When intermediate nodes u and v receive RG-ADV from node y, if    and key(v, y) < key(u, y), CDS = CDS ∪ {u}.  
After applying MRule1, the nodes in CDS become inter-gateways. 
MRule2: Suppose that after applying MRule1, u and w are two inter-gateway 

neighbors of an inter-gateway node v. If      and  ( , ( ))min , ( ) , , ( ) , ( , ( ))  , CDS = CDS – {v}.   
After applying MRule2, the nodes in CDS become gateways.  
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Based on these rules, a modified CDS construction algorithm is described as fol-
lows. The RG-ADV message is issued by an RG or a node, referred to as node y in 
the description of this part. Upon receiving this message, if node x is an intermediate 
node, it initiates the process to determine whether or not it belongs to a CDS. Node x 
uses the motion parameters in the received RG-ADV and its own GPS information to 
calculate its LPT(x, y) of link (x, y) using Eq. (1), and then obtain RPT(x, y, …, RG) 
according to Eq. (2). Then, node x sets a timer with a predefined short amount of time 
to check whether it receives RG-ADV from some nodes k ≠ y such that node y and 
node k have the same distance in hops to the RG and RPT(x, k, …, RG) > RPT(x, y, …, 
RG). When the timer expires, among senders of received RG-ADV messages node x 
chooses the sender from which it has the largest RPT to the RG and then uses motion 
parameters in RG-ADV broadcasted from that sender in order to calculate its key. 
Assuming that node y is chosen, node x obtains key(x, y) according to Eq. (3). In addi-
tion, node x can obtain LPT(i, y) and key (i, y) for link (i, y), for all i  N(x) such that 
i  y, using the motion parameters obtained through the exchanged Hello messages. 
key(y, y) = 1 since LPT(y, y) = ∞. In this way, node x can get the keys for all nodes in 
N[x]. After applying MRule1 and MRule2, if node x is a member of CDS, it is permit-
ted to rebroadcast RG-ADV, after updating RPT = min (RPT, LPT(x, y)) and increas-
ing HopsToRG by 1. In this way, RPT is continuously maintained to have minimum 
LPT on the path from the receiving node of RG-ADV to RG. 

Let us take a look at an example as illustrated in Fig. 2. We assume that each node 
generates the LPT values given in the figure upon receiving RG-ADV. Then, we get 
key(1, RG) > key(2, RG), key(5, 3) > key(4, 3), and key(4, 5) > key(6, 5) > key(7, 5). 
Initially CDS = {RG}. RG broadcasts RG-ADV = (MsgID, HopsToRG = 0, SeqNo, 
sPos(RG), AdvZ, RPT = ∞) and nodes 1 and 2 receive RG-ADV. Since key(1, RG) > 
key(2, RG) and N[1] ⊇ N[2], CDS = {RG, 1} (by MRule1). Only node 1 rebroadcasts 
RG-ADV with RPT = 5 since LPT(1, RG) < ∞. Since for any k = {3, 4, 5}, node k 
does not have any neighbor x with higher key such that N[x] ⊇ N[k], CDS = {RG, 1, 
3, 4, 5}. Nodes 3, 4, and 5 rebroadcast RG-ADV with RPT = 4, RPT = 3, and RPT = 
4, respectively. When nodes 6 and 7 receive RG-ADV from node 5, since it does not 
hold that either N[5] ⊇  N[6] or N[4] ⊇ N[6],  and either N[5] ⊇  N[7] or N[6] ⊇ 
N[7],  CDS = {RG, 1 , 3, 4, 5, 6, 7} (by Mrule1). However, since N[5] ∪ N[6] ⊇ 
N[7] and key(7, 5) < key (5, 5) and key(7, 5) < key(6, 5), CDS = CDS - {7} = {RG, 1, 
3, 4, 5, 6} (by Mrule2). Therefore, node 6 is allowed to rebroadcast RG-ADV with 
RPT = 2. 

4.2 Tree Path Establishment for Data Communication 

The data communication can be performed in two ways - from vehicles to an RG and 
vice versus, then a tree has to be built with both upstream paths from vehicles to an 
RG and downstream paths from an RG to vehicles. 

Upstream paths are constructed with the RG-ADV message issued periodically by an 
RG and rebroadcast by nodes in CDS. Upon receiving RG-ADV messages, a node takes 
the sender of RG-ADV as its parent from which it has the largest RPT to the RG.  
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Downstream paths in a tree are established by a data packet and a request message 
that a vehicle sends to an RG. Upon receiving data packet or request message, a ve-
hicle is aware of both the originator and the forwarder of the message or the data.  
Then, it can create a pointer to the forwarder with respect to the originator. Eventual-
ly, every node can build a routing table such that each entry holds the pointer to next 
node (child) with respect to one of its descendants and the corresponding hop dis-
tance. 

5 Performance Evaluation 

5.1 Simulation Setup 

 

Fig. 3. The street map 

We used a commercial network simulator, QualNet 5.02 to evaluate the performance 
of the proposed approach. The traffic model were generated by traffic simulator Va-
netMobiSim, which produces the mobility traces for some network simulators such as 
Qualnet, ns-2 and GlomoSim.  

We also used the real street map of the urban area of 1500 x 1500 (m) as shown in 
Fig. 3. An RG is placed at the middle of the top of the considered terrain.  

Firstly, the Modified CDS construction algorithm (ModCDS) is compared with the 
original CDS one (OrgCDS) in terms of link stability and route stability, when they 
are applied to the proposed approach. Secondly, the performance of the Gateway 
Discovery using the Modified CDS (GD-ModCDS) is compared with the traditional 
approaches, Proactive and Hybrid, when vehicles in VANET are selected randomly to 
send data to a wired host.  

GD-ModCDS was assessed with varying maximum acceleration and deceleration 
(mAccelDecel), ranging from 0.5 to 2.5 m/s2 instead of node speed because of some 
reasons explained in [10], with varying number of sessions (nSessions) from 10 to 25 
sessions, and with the number of nodes (nNodes) fixed at 150 and 200 nodes. The 
other common parameters and their assigned values are summarized in Table 1. 

The performance metrics such as Control Overhead (CO), Delivery Ratio (DR), 
and End-to-end delay (E2ED), are used to examine the protocols’ performance. All of 
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the simulation results in the experiments were obtained by averaging the values of 10 
independent runs with different seeds, along with the 95% confidence interval. 

Table 1. Simulation Parameters 

Parameter Value 
Dimension 1500 x 1500 m 

Simulation time 600 seconds 
Transmission range 250 m 

Data type CBR 
Data Packet Size 128 bytes 

Data rate 2 pkts/s 
MAC protocol 802.11b 

Wireless bandwidth 2 Mbps 
Maximum speed 40 m/s 

Desired speed 30 m/s 
Hello interval 2 seconds 

Gateway advertisement interval 2 seconds 
Flooding range of Hybrid k = 2 

5.2 Effectiveness of the Modified CDS Algorithm 

  

Fig. 4. Average route lifetimes with 
ModCDS and OrgCDS 

Fig. 5. The number of broken links with 
ModCDS and OrgCDS 

Since the modified CDS algorithm uses link persistence time prediction, its effective-
ness can be evaluated by examining the number of broken links and the average route 
lifetime according to variation of mAccelDecel. In this simulation, nNodes was fixed 
at 150 and mAccelDecel varies from 0.5 to 2.5 m/s2. 

Fig. 4 and Fig. 5 show the average route lifetimes and the total number of broken 
links when the modified CDS algorithm and the original CDS algorithm are applied to 
the proposed approach for gateway discovery. It is natural that the average route life-
time decreases and the number of broken links increases according to the increase in 
mAccelDecel. It is shown that the use of the modified CDS algorithm increases the 
average route lifetime considerably compared to the use of the original CDS  
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algorithm. This fact is also supported by the large improvement of the number of 
broken links when the modified CDS algorithm is applied as shown in Fig. 5.   

5.3 Comparison of Different Gateway Discovery Approaches 

  

Fig. 6. Control overhead with varying nSessisons Fig. 7. Delivery ratio with varying nSes-
sions  

  

Fig. 8. End-to-end delay with varying nSessions Fig. 9. Control overhead with varying 
mAccelDecel 

  

Fig. 10. Delivery ratio with varying mAccel-
Decel 

Fig. 11. End-to-end delay with varying 
mAccelDecel 

Sensitivity to Data Traffic: Fig. 6, Fig. 7 and Fig. 8 show control overhead, delivery 
ratio, and end-to-end delay of the different approaches according to variations of 
nSessions with nNodes and mAccelDecel fixed at 200 and 0.5 m/s2, respectively.  

According to Fig. 6, the control overhead of GD-ModCDS and the Proactive ap-
proach is not sensitive to the increase in nSessions while the Hybrid one shows a 
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sharply increasing curve. This is because that with Hybrid, nodes undergo frequent 
link failures and thus issue a lot of solicitation messages to fix the failed routes to RG, 
thereby incurring a significant control overhead. The proposed approach, GD-
ModCDS incurs the lowest and almost constant control overhead regardless of varia-
tion of data traffic. This supports the effectiveness of the modified CDS reinforced 
with link and route stability prediction functions.  

Fig. 7 shows the graphs of delivery ratio according to the increase in nSessions. It 
is shown that the delivery ratios of three protocols are not sensitive to variation of 
nSessions. The reason is that the nature of Proactive is not sensitive to the delivery 
ratio with the increase in number of sessions except that in the Hybrid approach some 
nodes can use reactive manner for gateway discovery. Meanwhile, GD-ModCDS 
achieves the highest delivery ratio of nearly 90% overall due to the reduction of the 
redundant transmissions in advertisement messages and the increase in the lifetime of 
the routes to RG (see Fig. 4). 

Finally, the result for average end-to-end delay per data packet is shown in Fig. 8. 
The end-to-end delay of Proactive approach shows the remarkably increasing curve 
with the increase in number of sessions, it is explained by the more congestion occur-
ring among control messages and data packets. Whereas GD-ModCDS shows the 
linear increase in end-to-end delay and much less than the Proactive approach. This 
improvement comes from the utilization of the modified CDS algorithm to reduce the 
congestion among transmissions. 

Sensitivity to Acceleration and Deceleration: Fig. 9, 10 and 11 show control over-
head, delivery ratio, and end-to-end delay of the different approaches according to varia-
tion of mAccelDecel with nNodes and nSessions fixed at 150 and 20, respectively. 

Fig. 9 shows the control overhead of the different approaches as we gradually in-
crease the acceleration/deceleration of vehicles. Among three approaches the Hybrid 
scheme incurs the highest control overhead. The reason is that in the Hybrid scheme 
the frequent route failures make source nodes flood the network with more solicita-
tion messages to repair the failed routes to the RG. As a result, the control overhead 
increases significantly. Meanwhile, since nodes can construct robust upstream tree 
paths to the RG, GD-ModCDS achieves the lowest control overhead, twice as low as 
the Hybrid scheme. 

Referring to Fig. 10, the decrease in delivery ratios of three approaches makes 
sense because a route from a node to the RG is more likely to be broken easily with 
the increase in mobility and thus more data packets are dropped. However, the deli-
very ratio of GD-ModCDS remains higher than the other two’s. 

Fig. 11 shows average end-to-end delay per data packet. We can see that the Hybr-
id approach achieves the lowest end-to-end delay since when a broken link occurs on 
the route, a source node immediately finds an alternative route to the RG when it 
receives a route error message that was sent out by a detecting node, hence it can 
reduce the time that a data packet has to be in a buffer. On the contrary, in the Proac-
tive approach source nodes have to wait for one interval to update the new route to the 
RG, thereby it incurs high end-to-end delay in a scenario with high mobility. We can 
see that GD-ModCDS deals with high mobility with an acceptable end-to-end delay. 
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6 Conclusion 

In this paper, we proposed a new efficient gateway discovery approach for vehicles to 
access the Internet or communicate with wired hosts. The proposed approach uses the 
modified connected dominating set that is constructed based on link persistence time 
and route persistence time in order to reduce the number of relayed gateway adver-
tisement messages. Since vehicles tend to change their speeds quickly and thus the 
acceleration and deceleration affect link stability largely, the modified CDS algorithm 
was able to deal with the problem of the routing stability in VANETs.  
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Abstract. The scheduling problem in wireless networks asks to split a
set of links (transmission requests) into the minimum number of “fea-
sible” subsets. In this paper the theoretical gap between the schedule
length in the SINR model and in the corresponding conflict-graph model
is evaluated, considering three different power schemes. It is shown that
this gap depends largely on the power scheme used and on the metric
space where the network is located. While in metric spaces of small dou-
bling dimension (such as Euclidean metrics) certain upper bounds can
be proven for the difference between the two models, in general metrics
the difference can be arbitrary.

1 Introduction

The topic of interference resolution in wireless networks has a rich history of re-
search. A fundamental problem in this research is the scheduling problem: given
a set of transmission requests, how can one organize them into subsets, as few
as possible, so that the transmissions in each subset can be done simultaneously.
This problem has been considered in several models such as simple conflict-graph
models and models incorporating path-loss and fading. In this paper we work
with two models: the path loss model with SINR (signal-to-interference-and-
noise ratio) describing the interference and an approximation of this model, the
Conflict-Graph model. The Conflict-Graph model can be described in terms of a
conflict graph, where two links are adjacent or conflicting if they cannot transmit
simultaneously with respect to the SINR model, i.e. at least one of them makes
too much interference for the other one. The scheduling problem in this sim-
plified model becomes equivalent to the well-known vertex coloring problem in
the corresponding graph. A motivation for considering this variant of scheduling
problem is the localized nature of graph-based models and simplicity of treat-
ment of the problem, i.e. in order to resolve the interference for a given link one
needs to consider only the adjacent links, which is convenient when considering
e.g. topology-related problems [1]. However, the over-simplified structure result-
ing from graph-based models has the following two problems. First, the graphs
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can miss the possibility of spatial reuse because of the rigid assumptions on the
interference; this problem is investigated in [2], [3] by software simulations and
examples. It has been found that the network throughput can suffer because of
the lack of spatial reuse in case of graph-based models. This problem seems to
not induce dramatic differences (at least asymptotically) between schedules in
two models. The second problem, that can induce a larger gap between the two
models, is that graph-based models do not take into account the accumulative
nature of interference, i.e. the schedules based on graphs can be too optimistic.
This problem is investigated experimentally in [4], where it is shown that a sig-
nificant fraction of links in a schedule that is feasible in a graph-based model, has
too much cumulative interference in SINR model. Another study of this problem
for the uniform power scheme is done in [5] in a slightly different context, but
their proofs seem problematic (in particular, the proof of Proposition 5.3).

In this paper we investigate the asymptotic gap between the two models from
the scheduling aspect. The author is not aware of any publication that systemat-
ically treats this question. The main goal of this paper is to collect some known
results together with new results that deal with the mentioned problem. Some
of these results somehow appeared in publications, but the relation between
conflict-graphs and SINR was considered merely as a tool towards solution of
SINR-scheduling problems, while we believe that this relation is interesting on
its own and is worth to be presented to the attention of the scientific community.
The main question that we consider is how well does the Conflict-Graph model
approximate the SINR model and how does the difference scale with the network
size and topology. The answer to this question is different for different network
settings. It has been shown in [6] that the difference is only a constant factor,
when the lengths of all the links are close to each other. We extend this result
by considering arbitrary sets of links and different power assignment schemes.
In particular, we show that the extent of the gap depends on what power as-
signment is in use (considering the same network topology). The gap can also
drastically depend on the properties of the metric space where the network nodes
are located. For doubling metric spaces, we show that the difference between two
models can be bounded by a factor of logΔ for the uniform and linear power
schemes (to be defined in Section 2.3) and by a factor of min{logn, logΔ} for
the mean power scheme, where Δ is the ratio of the lengths of longest and short-
est links and n is the number of links. Hence, the mean power scheme is more
scalable/flexible from this viewpoint. We also show that in general metric spaces
the gap can be arbitrarily large. The main technical framework addressing the
mean power scheme has been developed in [7] in the context of power control
(not related to model comparison).

2 Preliminaries

2.1 The Path-Loss Model

Let L = {1, 2, . . . , n} denote the set of n links in the network that need to
be scheduled. Each link represents a transmission request between two wireless
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nodes that are located on a metric space. Let the sender node of each link i
be assigned a power level P (i) according to some assignment policy or power
scheme.

According to the path-loss propagation model [8], the receive signal of each
link i is Pi = P (i)/lαi , where li is the distance between the sender and the
receiver of i and α > 0 is the path-loss exponent. Similarly, the interference
caused by link j at the receiver of link i is Iji = P (j)/dαji, where dji denotes
the metric distance from the sender node of link j to the receiver node of link
i. We assume that the transmission of a link i is successful if and only if the
SINR(signal-to-interference-and-noise ratio) is greater than a certain threshold
β ≥ 1:

Pi∑
j∈S\{i} Iji + N

≥ β, (1)

where the constant N ≥ 0 denotes the noise and S is the set of links transmitting
in the same time slot as i.

We call a subset S of L feasible if (1) holds for each link i ∈ S. Each partition
of L into feasible subsets is called a schedule, and the number of subsets in such
a partition is the length of the schedule. The scheduling problem asks to find a
minimum length schedule for a given set of links.

In this paper we assume that N = 0. Note, however, that this assumption can
be avoided if one is allowed to scale the power levels by a small multiplicative
factor in the range (1, 2]. A formal proof of this statement is presented in [9].

For some of the results we also need the assumption that doubling dimension of
the metric space be less than α (Theorem 2 and Lemma 3). The exact definition
of doubling dimension can be found in [10]. Here we only need the fact that in a
metric space with doubling dimension m, each ball of radius r contains at most
C · (r/r′)m disjoint balls of a smaller radius r′ where C is an absolute constant.
It is known that the m-dimensional Euclidean space has doubling dimension
m (see [10]), so for the euclidean plane we assume α > 2, which is a common
assumption in practice [8].

Now we can write the SINR condition as follows:

A(S, i) =
∑
j∈S\i

min{1, Iji/Pi} ≤ 1/β. (2)

Indeed, note that, since β ≥ 1, A(S, i) ≤ 1/β if and only if (1) holds without
the noise. This form of SINR condition has been considered in a number of
papers (e.g. [11]) because it has the following additivity property: if there are
two disjoint sets S1 and S2 then A(S1 ∪ S2, i) = A(S1, i) + A(S2, i).

Following [12] we say that a set S is a p-signal set if A(S, i) ≤ 1/p. Similarly,
a partition of the set of links is a p-signal partition if each subset is a p-signal
set.

The following theorem shows that one can vary the threshold of the SINR
condition without changing the schedule length much.
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Theorem 1. [12] There is a polynomial-time algorithm that takes a p-signal
schedule and refines into a p′-signal schedule, for p′ > p, increasing the number
of slots by a factor of at most !2p′/p"2.

2.2 The Conflict-Graph Model

We call two links i and j q-adjacent if

either A({i}, j) ≥ 1/qα or A({j}, i) ≥ 1/qα,

otherwise we say that i and j are q-independent.
Using this definition we can define the q-adjacency graph Gq(L) of the set of

links L where the set of vertices of Gq(L) is L and two links i and j are adjacent
in Gq(L) if and only if they are q-adjacent.

Note that if two links are q-adjacent then at least one of them interferes with
the other one “too much”, so Gq(L) is a natural approximation of the stricter
SINR model. The scheduling problem in the model associated with Gq(L) is the
famous vertex coloring problem in graphs, where the problem is to split the set
of vertices of Gq(L) into the smallest number of independent subsets. Following
the standard notation, we denote that number χ(Gq(L)).

The following lemma immediately follows from the definition of q-indepen-
dence. It highlights an obvious relation between schedules in the two models.

Lemma 1. A set of links that belong to the same qα-signal slot in some schedule
is q-independent.

In the rest of this paper we study the relationship between the optimum schedule
length (in the SINR model) and χ(Gq(L)).

2.3 The Three Power Schemes

The motivation for considering power schemes is the fact that they are com-
putable in a localized manner and do not depend on the whole network topology
which makes them well-suited for decentralized wireless networks as opposed to
complex power control algorithms.

We consider the following three power schemes. When the uniform power
scheme is used, all the links are assigned the same power levels; hence, the
sending power of each sender node is the same. When the linear power scheme
is used, each link i is assigned a power level clαi for a constant c. In this case
the receive power of all links is constant (according to path-loss formula). When

the mean power scheme is used, each link is assigned the power level cl
α/2
i for a

constant c. Our analysis will be concentrated on these three power schemes.

3 The Uniform and Linear Power Schemes

Since the uniform power scheme and the linear power scheme are quite similar,
we analyze them together. In this section we assume that the wireless nodes
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are placed on a doubling metric space of dimension m < α (this is used in
Theorem 2).

Plugging the two power schemes in (2) we get that in the case of the uniform
power scheme A(S, i) =

∑
j∈S\i (li/dji)

α and in the case of the linear power

scheme A(S, i) =
∑

j∈S\i (lj/dji)
α
.

It follows that two links i and j are q-independent with respect to the uniform
power scheme if and only if

dij ≥ qlj and dji ≥ qli.

Similarly, for the linear power scheme the q-independence is equivalent to the
following:

dij ≥ qli and dji ≥ qlj.

We say that a set of links is nearly equilength [6] if the lengths of any pair of
links in the set differ by a factor of at most two. The following theorem together
with Lemma 1 shows that q-independence is essentially equivalent to qα-signal
property for a given nearly equilength set of links.

Theorem 2. [6] Suppose that α > m. Let L be a q-independent set of nearly
equilength links for a parameter q > 2. Then L is a Ω(qα)-signal set when the
powers are uniform.

Remark. Note that this theorem is true not only for the uniform power scheme
but also for the linear power scheme and mean power scheme because the power
levels of the nodes in these cases differ just by factors of order 2α from some
uniform power.

Recall that if q ∈ O(1) then, using Theorem 1, a Ω(qα)-signal set can be
transformed into a constant number of feasible subsets. So when the link-lengths
are “almost equal” the optimal schedule length and the chromatic number of
Gq(L) differ by at most a constant factor; hence, in this case Gq(L) is a good
approximation for the SINR model. But what happens when the link-lengths are
not close?

Theorem 3. Suppose that α > m. Let T denote the optimal schedule length
of the set L in the SINR model, assuming that uniform, linear or mean power
scheme is used. Then T = O(logΔχ(Gq(L))) where Δ = maxi,j∈Lli/lj denotes
the ratio of the lengths of the longest and the shortest links.

Proof. We prove the claim only for the uniform power scheme, because the two
other cases can be proven similarly (in virtue of the remark after Theorem 2).
It is enough to show that each q-independent subset of L can be scheduled in
O(logΔ) subsets. Let S ⊆ L be such a subset. S can be split into logΔ subsets
each of which is a nearly equilength set. Indeed, if l1 is the length of the shortest
link, then

S =

logΔ⋃
t=1

{i ∈ L : 2t−1 ≤ li/l1 < 2t}.

According to Theorem 2, each of these subsets can be scheduled into a constant
number of feasible subsets, which gives O(logΔ) subsets in total. ��
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Note that in general the parameter Δ does not depend on the number of links,
so it can theoretically be arbitrarily large with respect to n. On the other hand,
the length of any schedule does not exceed n, the number of links. Next we show
that the upper bound from Theorem 3 is tight for the uniform and linear power
schemes. We show that there are examples of networks for which logΔ = n and
T = Θ(logΔχ(Gq(L))) when these power schemes are in use. These examples
are the q-independent variants of exponential networks from [13].

Theorem 4. Suppose that either the uniform power scheme or the linear power
scheme is used, and let q ∈ O(1). Then for each n > 0 there is a set of n links
L on the line, such that OPT (L) = Θ(logΔχ(Gq(L))) and logΔ = Θ(n), where
OPT (L) is the minimal schedule length for L.

Proof. Let us consider the following simple linear network. There are n links
{1, 2, . . . , n} sequentially aligned on a straight line in the increasing order of
numbers going from left to right. We set li = 2i for i = 1, 2, . . . , n, i.e. l1 = 2
is the length of the shortest link and ln = 2n is the length of the longest one,
hence logΔ = log ln/l1 = n − 1. Each link has its sender on the left side and
the receiver on the right side. For each i > 1 we define di,i−1 = qli. Now we can
calculate all the other distances. For each i > 1 we have:

di1 =

i−1∑
t=2

(dt,t−1 + lt) + di,i−1 =

i−1∑
t=2

lt + q

i∑
t=2

lt =

= (q + 1)

i−1∑
t=2

lt + qli = (2q + 1)li − 4(q + 1),

where we used the fact that li = 2i. Now if i > j then dij = di1 − dj1 − lj =
(2q + 1)(li − lj)− lj and dji = di1 − dj1 + li = (2q + 1)(li − lj) + li. It is easy to
check that this set of links is q-independent with respect to both uniform and
linear power schemes.

Suppose that the uniform power scheme is used. Consider any feasible subset
of links S of size k with the links i1 < i2 < · · · < ik. For the longest link ik we
have:

A(S, ik) =

k−1∑
t=1

lαik
dαitik

=

k−1∑
t=1

lαik
((2q + 1)(lik − lit) + lik)α

≥ k − 1

(2q + 2)α
.

We should have also that A(S, ik) ≤ 1/β which allows us bound the number of
links in S:

k ≤ (2q + 2)α

β
+ 1.

Hence, one cannot schedule the given set of links into less than βn
(2q+2)α+β ∈ Ω(n)

feasible subsets.
For the case of the linear power scheme a similar argument works if we consider

A(S, i1). ��
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These results show that for the uniform and the linear power schemes the
difference between the schedules in the SINR model and the Conflict-Graph
model depends on the structure of the network with the factor O(logΔ). In the
next section we show that for the mean power scheme a better bound can be
achieved.

4 The Mean Power Scheme

The following results have been proven in [7]. The proofs are presented here for
reader’s convenience, as they reflect the main ideas connecting Conflict-Graph
and SINR models. As we saw in the previous section, the results for approxi-
mating SINR with conflict graphs can be unsatisfactory when using the uniform
or the linear power scheme. It turns out that when one uses the mean power
scheme, a better approximation is achieved. In this section we assume that the
nodes are placed on a doubling metric space of dimension m < α.

Theorem 5. [7] Suppose that α > m and that the mean power scheme is used
and let S be a 3-independent set of links. Then S can be scheduled into O(log n)
subsets.

It follows from Theorem 5 that the gap between schedule lengths in the Conflict-
Graph model and the SINR model is more scalable for the mean power scheme
than for the other two power schemes.

Corollary 1. Suppose that α > m. Let T denote the optimal schedule length of
the set of links L in the SINR model assuming that the mean power scheme is
used. Then T = O(min{logΔ, logn}χ(G2(L))), where n = |L|.

The proof of Theorem 5 is based on the following crucial lemma.
For each set of links S and each link i ∈ S, let γ(S, i) denote the number of

links j ∈ S such that lj ≥ n2li, and either A(i, j) ≥ 1/(2n) or A(j, i) ≥ 1/(2n),
where n = |S|.

Lemma 2. [7] Suppose that the mean power scheme is used for a 2-independent
set of links S. There is a constant N = N(C,m) such that for each link i ∈ S,
γ(S, i) ≤ N.

Let us postpone the proof of this lemma and turn to the proof of Theorem 5.

Proof (Proof of Theorem 5). It suffices to show that each 3-independent subset
of L can be scheduled in O(log n) subsets. Let S be a 3-independent subset. Let
us assume β = 1 for simplicity of expressions. S is scheduled in three stages.
Stage 1. First we split S into O(log n) subsets that have certain desired proper-

ties. Let l1 be the length of the shortest link. Then S = ∪logΔ
t=1 Qt, where

Qt = {i ∈ S : 2t−1 ≤ li/l1 < 2t}.
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By rearranging the terms we can write

S =

2 log (2n)⋃
t=1

Bt with Bt =
∞⋃
k=0

Qt+2k·log (2n),

i.e. the set Bt (for t = 1, 2, . . . 2 log (2n)) is formed by taking each 2 log (2n)-th
set, starting from Qt. It is not hard to check that for any two links i, j ∈ Bt with
li ≥ lj , either li ≤ 2lj or li > 2n2lj . Each set Bt is scheduled separately and the
union of those schedules is taken.
Stage 2. Take B1 w.l.o.g. Recall that B1 is a union of non-intersecting sets Qt,
t ∈ I, where I is some set of indices. Moreover, each of these sets Qt is nearly
equilength and 3-independent by construction. By Theorem 2 (and the remark
after it), Qt is an Ω(2α)-signal set and, by Theorem 1, it can be transformed into
a 2-signal schedule {Q1

t , Q
2
t , . . . } consisting of O(1) subsets. Since B1 =

⋃
t∈I Qt,

by rearranging the terms we also have that

B1 =
⋃
k

Sk with Sk =
⋃
t∈I

Qk
t ,

i.e. Sk is the union of k-th subsets (in an arbitrary ordering) of schedules for all
Qt. Hence the number of different Sk is in O(1). In the following stage each Sk

is scheduled separately.
Stage 3. Take S1 w.l.o.g. Recall that S1 is 3-independent; hence Lemma 2 holds.
Let N be the constant from Lemma 2. In order to schedule S1, take N+1 subsets
R1, R2 . . . , RN+1 (initially empty) in a fixed order. Consider the elements of S1

in an increasing order of link-lengths and add each next link i to the first subset
Rt such that for each link j ∈ Rt with lj ≥ n2li,

A(i, j) < 1/(2n) and A(j, i) < 1/(2n).

Note that such Rt exists for each link i, in virtue of Lemma 2. It remains to
prove that each set Rt is feasible. Take R1 w.l.o.g. and consider some link i ∈
R1. By construction in Stage 1, R1 can be split into two subgroups as follows:
R1

1 = {j ∈ R1 : lj/li ∈ [1/2, 2]}, R2
1 = {j ∈ R1 : lj/li ≥ 2n2 or li/lj ≥ 2n2}.

The construction in Stage 2 guarantees that A(R1
1, i) ≤ 1/2. The choice of R1 in

Stage 3 makes sure that for each link j ∈ R2
1, A(j, i) < 1/(2n). Using additivity

of A(., i) yields that A(R2
1, i) < 1/2. Using additivity of A(., i) once again yields

A(R1, i) < 1. It is easy to check that the union of all schedules computed consists
of O(log n) subsets. This completes the proof. ��

In order to prove Lemma 2, we need another technical lemma which encapsulates
the properties of doubling metric spaces that will be used in the proof.

Lemma 3. Let {p0, p1, p2, . . . , pk} be a set of points in a metric space of doubling
dimension m and let c1, c2, c3 and {b0, b1, b2, . . . , bk} be positive real numbers,
such that

a) bs ≥ c1b0 for s = 1, 2, . . . , k,
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b) d(p0, ps) ≤ c2b0bs for s = 1, 2, . . . , k and
c) d(ps, pt) ≥ c3bsbt for s, t = 1, 2, . . . , k, t �= s.

Then k ≤ C

((
2c2
c1c3

)2

+ 1

)m

+ 1.

Proof. For each pair of indices s, t ∈ {1, 2, . . . , k}, the triangle inequality implies
that

d(ps, pt) ≤ d(ps, p0) + d(pt, p0).

Combining this with inequalities b) and c) results in the following expression

c2b0bs + c2b0bt ≥ c3bsbt. (3)

Assume w.l.o.g. that bs ≤ bt. Then it follows from (3) that b0 ≥ c3
2c2

bs. If

we fix t = arg maxt bt and apply the previous argument to all pairs s, t with

s ∈ {1, 2, . . . , k}\{t}, we find that b0 ≥
c3
2c2

bs for all indices s ∈ {1, 2, . . . , k}\{t}
. Suppose w.l.o.g. that those indices are 1, 2, . . . , k−1. Plugging these inequalities
in b) and using the assumption a) we find that the following inequalities hold
for all indices s, t ∈ {1, 2, . . . , k − 1} with i �= j:

d(ps, pt) ≥ c21c3b
2
0 and d(p0, ps) ≤

2c22
c3

b20.

The first inequality asserts that the balls of radius c21c3b
2
0/2 with centers at points

ps for different s ∈ {1, 2, . . . , k−1} don’t intersect. The second inequality asserts
that those balls are contained in the bigger ball of radius (2c22/c3 + c21c3/2)b20
with the center at p0. Then the property of the metric space mentioned before
the lemma implies the following upper bound on the number of points: k − 1 ≤

C

((
2c2
c1c3

)2

+ 1

)m

, which completes the proof. ��

The proof of Lemma 2 follows.

Proof (Proof of Lemma 2). Suppose that the mean power scheme is used for a
q-independent set of links S with q ≥ 2. Let us fix some link and assign it the
number 0. Assume w.l.o.g. that R = {1, 2, . . . , k} is the subset of links j ∈ S
such that

lj ≥ n2l0, (4)

and either A(0, j) ≥ 1/(2n) or A(j, 0) ≥ 1/(2n), the last statement being equiv-
alent to the following:

min {d0j , dj0} ≤ (2n)1/α
√
l0lj . (5)

We need to show that γ(S, 0) = |R| ≤ N for a constant N . q-independence
implies that A(i, j) ≤ q−α and A(j, i) ≤ q−α for all i, j ∈ R, hence

dij ≥ q
√

lilj and dji ≥ q
√
lilj. (6)
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Let us assume w.l.o.g. that li ≤ lj . Applying the triangle inequality gives
d(sj , si) ≥ dji − li ≥ q

√
lilj − li, and since li ≤ lj ,

d(sj , si) ≥ (q − 1)
√
lilj . (7)

A similar argument with the inequality d(rj , ri) ≥ dij − li gives

d(rj , ri) ≥ (q − 1)
√
lilj . (8)

Let us choose a node p0 (the sender or the receiver of the link 0) and a set of
nodes P differently, depending on the following two cases:

Case 1. There is a subset R1 ⊆ R with |R1| ≥ |R|/2, such that d0j ≤
(2n)1/α

√
l0lj for all j ∈ R1. In this case we take p0 to be the sender node

of the link 0, i.e. s0, and P to be the set of receiver nodes of the links in R1, i.e.
P = {rj |j ∈ R1}.

Case 2. If the first case does not hold, then according to the pigeonhole prin-
ciple (applied to (5)) there is a subset R2 ⊆ R with |R2| ≥ |R|/2, such that
dj0 ≤ (2n)1/α

√
l0lj for all j ∈ R2. In this case we take p0 to be the receiver node

of the link 0, i.e. r0, and P to be the set of sender nodes of the links in R2, i.e.
P = {sj |j ∈ R2}.

In both cases |P | ≥ |R|/2, so upper-bounding |P | yields an upper-bound for
|R|.

Consider the first case. Let |P | = k, and w.l.o.g. P = {r1, r2, . . . , rk}. By def-
inition, d(p0, rj) ≤ (2n)1/α

√
l0lj for j = 1, 2, . . . , k. On the other hand, from (8)

we have d(ri, rj) ≥ (q−1)
√

lilj for i, j = 1, 2, . . . , k and i �= j. Hence, by denoting

b0 =
√
l0, pt = rt and bt =

√
lt for t = 1, 2, . . . , k, we get

d(p0, pt) ≤ (2n)1/αb0bt

d(ps, pt) ≥ (q − 1)bsbt, for s, t = 1, 2, . . . , k, s �= t,

so Lemma 3 applies to the set of points {p0, p1, . . . , pk}, with positive real

numbers b0, b1, . . . , bk as defined above and c1 =
√
n2 = n (because of (4))

c2 = (2n)1/α, c3 = (q− 1). This application of Lemma 3 gives the needed upper
bound:

|P | = k ≤ C

((
2(2n)1/α

(q − 1)n

)2

+ 1

)m

+ 1 ∈ O(1),

where last relation is due to the assumption that α > 1 and q ≥ 2. Thus, if the
first case holds, the lemma is proven. With almost the same steps the lemma
can be proven for the second case, this time using (7). That will complete the
proof. ��

5 General Metric Spaces

It is known that some approximation results for scheduling in the SINR model
hold true in general metric spaces [11]. When a non-Euclidean path-loss appears
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in practice, there is no apparent reason for it to obey metric space constraints.
However, this research is valuable at least from the theoretical viewpoint. Hence,
there is a natural question: could one transfer the approximation results to ar-
bitrary metric spaces, without assuming “nice” metric properties such as the
doubling property? The answer is negative and is very easy to prove. To see
this, let us consider an abstract network of n q-independent equilength links us-
ing the mean power scheme (the latter is not important because the links have
the same length), where q ∈ O(1). We will define the distances between the
nodes in such a way that the metric space constraints hold true, but the dif-
ference between the schedule lengths in the SINR model and the conflict-graph
model is Θ(n).

Let us number the links {1, 2, . . . , n}. For each link i we define li = 1. Let si
and ri denote the sender and the receiver node of the link i, respectively. The
distances between the nodes are defined as follows:

1. sender to sender distances: d(si, sj) = q(li + lj) = 2q,
2. sender to receiver distances: d(si, rj) = d(si, sj) + lj = 2q + 1,
3. receiver to receiver distances: d(ri, rj) = d(si, sj) + li + lj = 2q + 2.

It is straightforward to check that such distances define a metric. Moreover,
the whole set of links in this metric is q-independent with respect to all three
power schemes considered in this paper. Let us consider any subset of k links
{i1, i2, . . . , ik}, where k > 0 and i1 < i2 < · · · < ik. Then we have:

A(S, i1) =

k∑
t=2

(√
li1 lit
diti1

)α

=

k∑
t=2

1

(2q + 1)α
=

k − 1

(2q + 1)α
.

It follows that any feasible subset of links must contain O(1) links; hence, the op-
timal schedule length in the SINR model is Θ(n). Thus we proved the following.

Theorem 6. For any n > 0 and q ∈ O(1), there is a q-independent set of n
equilength links on a metric space for which the optimal schedule length in the
SINR model is Θ(n).

This result implies that Theorem 2, Theorem 3 and Theorem 5 are very far from
being true in general metric spaces. Thus, the conflict-graph model is appropriate
to use only in metrics that can transform the independence of the links into SINR
feasibility, to which an example is doubling metrics.

A consequence that we can draw from [11] (Theorem 4.4) is the following
theorem.

Theorem 7. In any metric space, for any set of a nearly-equilength links, the
schedule length using the mean power scheme is at most O(log n) times more
than the schedule length using the best possible power assignment.

Combining this theorem with Theorem 6 we have the following corollary.

Corollary 2. For any n > 0 and q ∈ O(1), there is a q-independent set of n
equilength links on a metric space for which the optimal schedule length in the
SINR model is Θ(n/ logn), even when using the best possible power assignment.
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6 Conclusion

This paper presented a set of results trying to evaluate the asymptotic difference
between the SINR schedules and Conflict-Graph based schedules in wireless net-
works. These results indicate that this gap is bounded in doubling metric spaces
of small dimension such as the Euclidean plane. For the case of the uniform
and linear power schemes the upper bound is O(logΔ) and is sharp. For the
mean power scheme the gap is in O(min{logn, logΔ), so the upper bound for
the mean power scheme scales better with the number of links and the topology
of the network. In the case of the mean power scheme no example of network
meeting the upper bound is known to the author, so this could be a subject of
a future work. At last, it was shown that in general metric spaces the difference
between the schedules in the two models can be arbitrary.
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