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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Masaaki Kurosu, contains papers focusing on the
thematic area of Human–Computer Interaction, and addressing the following
major topics:

• HCI and Human Centred Design
• Evaluation Methods and Techniques
• User Interface Design and Development Methods and Environments
• Aesthetics and Kansei in HCI



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker



Foreword VII

• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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An Empirical Study on Immersive Prototyping Dimensions . . . . . . . . . . . . 421
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Abstract. HCI Education in Brazil has come a long way. Since 1999, the Bra-
zilian Computer Society (SBC) included HCI in its reference curriculum for its 
Computing courses. Since then, the community has discussed the perspective of 
the area in our country. From 2010 to this day, we have held a series of work-
shops on HCI Education, called WEIHC, as a permanent discussion forum 
within the Brazilian HCI conference, IHC. We report here the results of the 
WEIHC discussions and of two surveys, conducted in 2009 and in 2012, to help 
us assess the status of HCI Education in Brazil. Despite the advances of the 
Brazilian HCI community, our surveys show that we still face some important 
challenges. We should curate existing teaching material to further enhance col-
laboration among professors, to increase the quality of our courses, and to broa-
den HCI awareness across all related departments.  

Keywords: HCI Education, Brazilian HCI community. 

1 Introduction 

HCI Education in Brazil has come a long way. In 1999, the Brazilian Computer So-
ciety (SBC)1 included HCI as a recommended course in its reference curricula for 
three of its Computing courses: Information Systems, Computer Science and Com-
puter Engineering. This inclusion brought the necessity to deepen the discussion 
about what was being taught in the related courses. Thus, in 2002, a first discussion 
on the topic was organized in a workshop during the Brazilian Symposium on Human 
Factors in Computing Systems (IHC) in which professors exchanged their expe-
riences in teaching HCI. In IHC 2006, a working group on HCI Education in Brazil 
was organized. In 2010, the working group became a permanent workshop to take 
                                                           
1 http://www.sbc.org.br/en/ 
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place annually during IHC, entitled Workshop on HCI Education (WEIHC). Besides 
the discussions fostered by the workshop, the community felt the need to have a better 
understanding of how HCI was being taught in Brazil, that is, which universities of-
fered the course, was it a mandatory or optional course, was it offered at the under-
graduate or graduate level, among other questions. In order to generate this view, two 
surveys were independently applied – one in 2009 and another in 2012. In the article, 
we present a summary of the discussions and the results of the surveys. 

2 HCI Education Discussions in Brazil 

The inclusion by SBC of HCI as a recommended course in the reference curricula for 
Information Systems, Computer Science and Computer Engineering degrees was a 
huge advance for the HCI area in Brazil. Courses all around the country began to 
include HCI as a course or as part of other courses, and the absence of a reference 
syllabus for teaching HCI was a great challenge to these courses’ professors, who had 
to define which contents were essential and how they would be better taught.  

In this context, in 2002, we organized a workshop on HCI education in Brazil, and 
professors exchanged their experiences. However, the discussions were not recorded. 
As the inclusion of HCI courses increased in universities, in 2006 we decided to hold, 
a working group on HCI Education alongside IHC. The main goal of the working 
group was to discuss an HCI syllabus that could be used as basis to the various HCI 
courses available in our universities, from undergraduate to graduate courses. 

Through a process that included the submission of the syllabus of their HCI 
courses and direct invitation to Brazilian professors with recognized experience in the 
area, 15 participants were selected to participate in the working group. They 
represented three of our five regions in Brazil (3 from the Northeast, 3 from the 
South, and 9 from the Southeast) and had diverse experience in teaching HCI in un-
dergraduate and graduate courses. From these 15 participants, 10 participated in the 
discussion during the conference, and the other 5 sent their contributions before then, 
so that everyone involved in the workshop could analyze them. The participants were 
divided into 2 groups to discuss the topics considered most important to be taught in 
the courses: one group responsible for undergraduate and other for graduate syllabus.  

Considering the syllabus available for analysis and the experience of the partici-
pants, each group developed an initial recommended syllabus. The group responsible 
for the undergraduate course elaborated a syllabus for an introductory (and mandato-
ry, if possible) HCI course and its related literature. As the graduate programs in the 
country have HCI courses with distinct focus and depth, instead of a syllabus, the 
participants proposed the goals of an HCI course in this context and their main topics 
of discussion. For graduate courses, there was no recommendation of related litera-
ture. Instead, the participants recommended a set of materials and practices to be held 
during the course. 

From the two recommendations that resulted from the workshop [7], several refe-
reed papers at the next HCI Education workshop held during IHC have presented 
studies on HCI Education in Brazil, which explored ways to implement the proposals 
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suggested by the 2006 working group and going even beyond what was first recom-
mended. In the following IHC, in 2008, we did not have a specific education working 
group, but this topic emerged naturally during the panel “HCI in Brazil – Lessons 
Learned and New Perspectives” [5]. In this panel, the participants highlighted the 
contribution of the consolidation of the Brazilian HCI community to education, expli-
citly mentioning the aforementioned recommended HCI syllabus and the large num-
ber of universities offering mandatory or optional HCI courses. The participants also 
depicted some challenges for the future, and education was mentioned again, hig-
hlighting the need for more HCI educational material in Portuguese; for discussing 
the main theories and research areas of HCI with the undergraduate students; and, 
mainly, for discussing with them the importance of multidisciplinary dialogs. Our 
goal should be to prepare students to take into consideration the broad diversity of 
users we have in Brazil and to understand the social responsibility we have as produc-
ers of technology giving all citizens equal opportunity and access to information and 
services [5]. 

In 2010, as an answer to the HCI community’s yearnings expressed in the 2008 
panel, the I WEIHC – Workshop about HCI Education was organized [1]. And, since 
2010, we have held this workshop as a permanent discussion forum within our IHC 
conference. Every year WEIHC brings together 20 to 30 participants, representing 
several of the Brazilian states. In 2011 and 2012, the workshop crossed the Brazilian 
borders and brought professors from other Latin American countries (mostly from 
Chile and Colombia) to share lessons learned and to discuss common challenges and 
opportunities. The success of the WEIHC workshop series led the Executive Commit-
tee of the SBC Special Commission in HCI (CEIHC) at SBC to include in its execu-
tive committee an advisory position responsible for advancing HCI Education. 

The main objective of WEIHC is to discuss HCI Education under two perspectives. 
The first one regards the syllabus being taught, and tries to identify the need for 
different HCI courses and their syllabi, which could be taught according to the 
resources and goals of the courses’ curricula. The second one is about the pedagogical 
practices, and aims at investigating how the contents are presented, how the students’ 
knowledge is evaluated and what the difficulties that students and teachers have in the 
Education process are. In the last three editions of WEIHC, the target audience was 
professors of HCI courses or of courses that included an HCI module, both in 
undergraduate and graduate programs, and master and doctoral HCI students who 
intend to become professors in this area. 

Each workshop edition lasted eight hours with different activities scheduled. In 
2010 the workshop started with a round table for the presentation of all participants. 
Then the organizers made a brief introduction on the Brazilian and international sce-
nario on teaching IHC. Next, the eight papers selected were presented and the authors 
had the opportunity to answer questions from other participants on topics such as: (i) 
teaching strategies, (ii) the relationship of HCI and other disciplines, and (iii) and HCI 
in the industry. The workshop continued with discussions focused on issues selected 
by the participants, such as: HCI in the classroom, education support, dissemination, 
and evolution of the area in the country. These discussions generated a list of actions 
and suggestions for solving the problems identified [2]. 
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In the following year, 2011, the eight selected articles were grouped into three 
thematic sessions: HCI integration with other disciplines, HCI integration with exten-
sion projects, and experiences and discussions about teaching HCI. After the paper 
presentations, two representatives of the Usability Professionals' Association (UPA) 
in São Paulo were invited to share with the participants the results of a survey on the 
User Experience professional profile in Brazil. Once the presentations were finished, 
there was a discussion to define the topics of interest to be discussed by the partici-
pants, who were divided into groups. Each group had half an hour to discuss the is-
sues and then presented their main suggestions which, in turn, were discussed by all 
participants as a single, larger group [3]. 

In the third edition, in 2012, the event schedule featured three invited lectures on 
the experience in teaching HCI and the relationship between industry and academia, 
discussing opportunities and prospects. In addition, six papers were selected, all of 
them presented reports of teaching experience or research of new teaching methods. 
Of the six papers, one reported a Chilean experience, whereas the other five were 
from Brazilian authors. The selected papers were about the adherence of the HCI 
courses to the reference syllabus elaborated by SBC, the teaching similarities across 
universities located in different states, and the process of teaching and learning, 
discussing how students appropriate the theoretical concepts of HCI when building 
software artifacts [4]. 

We observed that HCI has been taught in different semesters in Brazilian universi-
ties. In general, we can say that, in courses taught in the early semesters, the goal is to 
teach the students about the main interface concepts, making them aware of the im-
portance of the interaction layer between the user and the computer system and its 
impacts in people’s lives, and providing them with notions of best practices in user 
interface design and evaluation. Conversely, courses offered in the final semesters 
also encourage or require students to develop practical projects applying the learned 
HCI concepts. 

The 2012 event ended with three working groups, with members of different pro-
files discussing the challenges of the area and, mainly, what the community could do 
to improve the teaching and the dissemination of the HCI area in Brazilian computing 
(and related) courses. 

3 HCI Education Surveys  

We report in this section the results of two surveys that aimed at assessing the status 
of HCI Education in Brazil. The first one was conducted in 2009 and its goal was to 
collect data about how HCI courses were being taught in the country [6]. The second 
one was conducted in 2012 and intended to identify the opportunities and challenges 
in teaching HCI as perceived by the HCI community, including professors, students 
and professionals. It used a questionnaire produced by SIGCHI that would allow for a 
comparison of how HCI education was perceived in different countries.  
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3.1 2009 Survey on HCI Teaching in Brazil 

The recommendation to include HCI in computing courses caused many universities 
to include an HCI course in their curricula. Informally, we noticed that many new 
courses were being offered in many different universities. In order to collect data 
regarding HCI teaching in Brazil we prepared a survey. To the best of our knowledge 
this was the first survey regarding HCI education applied in Brazil [6]. 

The survey collected data about the University and the department in which the 
course was being taught, the professors’ background, the course level (undergraduate 
or graduate) and the syllabi of the courses being taught. The survey was conducted 
through the distribution of an electronic questionnaire made available for about 3 
weeks, from end of November to mid December 2009. Professors who taught HCI 
were invited to participate through an electronic message sent to SBC’s and CEIHC’s 
electronic discussion lists. Additionally, HCI researchers from other areas (i.e., De-
sign and Communication) were individually contacted and invited to participate, as 
well as to forward the invitation to other potential participants and interest lists. The 
majority of the participants of the survey had a computing-based background. How-
ever, this is most probably a result of the survey’s distribution strategy than of how 
HCI courses are distributed throughout different fields. In order to have indicators in 
that direction, in January 2010 we analyzed the top 100 CVs in the Brazilian Lattes 
System2 that came up in a search for the word “usability”. Although the data in the 
CVs about the courses is usually not complete and the analysis cannot be considered 
conclusive, it indicated that besides the computer degrees, courses in production engi-
neering and design also included many HCI courses.  

The survey was completed by 89 professors from sixty-three 63 different universi-
ties (some were from different campi or institutes within a same university). Most of 
the participants (89%) were affiliated to a Computing-related department (such as 
Computer Science or Informatics).  The universities were spread among 18 different 
states (out of 27) and all 5 regions of Brazil – 56% from the Southeast of Brazil; 21% 
from the South; 10% from the Northeast, 9% from the Middlewest and 4% from the 
North.  

Regarding their background, 83% of the participants had their background in a 
computing-based course, whereas the other 17% were scattered throughout a number 
of different areas ranging from Communication to Engineering, including areas such 
as Graphic Design, Architecture and even Oceanography. Participants’ degree levels 
also varied: 55% were PhDs, whereas 38% had a master´s course, around one third of 
them were PhD students, and 7% were master students or had completed some other 
graduate course. When asked about their research fields, 67.4% listed HCI as one of 
their main research areas, 40% listed Software Engineering, 38.2% listed computers 
and education and 18% listed collaborative systems. Other fields of research scattered 
in many areas, varying from Information Science, to Cognitive Neuropsycholinguis-
tics and Computer Networks. 

                                                           
2  The Brazilian Lattes System (http://lattes.cnpq.br/) is a system in which widely used by data 

repository for CV system funding agencies and universities in Brazil, and most professors and 
graduate students in the country have their CV registered in the system. 
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Participants were asked to list all the courses they taught and to inform for each 
one of them whether it was an undergraduate or graduate course and its syllabus. In 
total 141 courses were described. Most professors (59%) entered one course into the 
survey, but a few (7%) listed four different courses. Of the 141 courses, 57% were for 
undergraduate degrees, 23% for graduate degrees, 18% were offered both to under-
graduate and graduate programs and 2% did not answer.  

The professors entered the syllabus in different levels of detail. In order to analyze 
them we classified them in three distinct levels, according to the topics they covered. 
Each course was classified as: 

• HCI module: Includes an HCI module in a course in a related area; 
• Introductory: Introduces basic HCI concepts and gives a general overview of HCI 

field; 
• Advanced: Focuses in a specific HCI topic; 

Most courses (81 out of 141 or 57%) were classified as introductory courses. Most of 
the courses partially covered the syllabus proposed by the HCI community, and only a 
few (around 5) covered the whole syllabus. Some of them directed the course to a 
focus, such as usability, ergonomics or a specific technology. Finally, a few adopted 
the first syllabus proposed in the SBC reference curriculum. Out of the 141 courses, 
39 (or 28%) were considered Advanced. They covered a varied range of HCI topics, 
such as 3D interaction, Interfaces for Games or Semiotic Engineering Theory of HCI, 
among others. The remaining courses (21 out of 141 or 15%) were HCI modules and 
were taught mainly in Software Engineering, Computer Graphics or Distance Educa-
tion courses. 

The survey provided a good initial view of HCI teaching in Brazil, at least in com-
puter-based degrees. However, the results are not meant to be statistically representa-
tive, since we did not have a known universe of the HCI professors in Brazil.   

3.2 2012 Survey on HCI Education: Challenges and Opportunities 

The SIGCHI/ACM HCI Education working group conducted an exploratory investi-
gation on HCI Education [8], which led them to prepare an online survey. This survey 
was lent to us from the Brazilian HCI community to translate and apply to our HCI 
students, researchers, and professionals. 

In addition to demographic data, the survey contained five sections: disciplines re-
lated to HCI, exploring the multidisciplinary nature of the area; topics and application 
areas, both traditional and emerging; design and empirical research methods; chal-
lenges to HCI education; and resources for HCI education, in the form of books, con-
ference (and their proceedings), and journals.  

Participants were invited via mailing lists and social networks, and they were  
also asked to propagate the invitation to anyone who might be interested. The  
survey was completed by 109 people, mostly with a Computer Science background  
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(see Table 1): 49 professors and researchers, 45 students, and 10 practitioners, from a 
wide range of age groups and from the five geographic regions in the country, with a 
few respondents from abroad.3 

Table 1. Respondents’ ages and geographic regions 

background  respondents age respondents region  respondents 
Computing 57 (52.3%) 20 or less 3 (3%) CO  3 (3%) 

HCI 29 (26.6%) 21 a 30 40 (37%) N  3 (3%) 
Design 9 (8.3%) 31 a 40 40 (37%) NE  14 (13%) 

Psychology 3 (2.8%) 41 a 50 20 (19%) S  18 (17%) 
Other 10 (9.2%) 51 a 40 4 (4%) SE  68 (62%) 

  61 or more 1 (1%) abroad  3 (3%) 

 
Because the HCI area has first matured in the Southeast (SE), we had more res-

pondents from that region, followed by the South (S) and the Northeast (NE).  
 
Teaching Resources. The survey included a few open questions regarding teaching 
resources. Most of the books with a high mention count (7 or higher) were either writ-
ten by Brazilian authors or had a Portuguese translation (Figure 1). This result is in 
line with discussions held during our HCI Education workshops, regarding the need 
for high-quality teaching material in Portuguese. 

Preece et al. - Interaction Design

Barbosa e Silva - Interação Humano-Computador

Krug - Don't make me think

Norman - The Design of Everyday Things

Rocha e Baranauskas - Design e Avaliação …

Cybis et al. - Ergonomia e Usabilidade

Dix et al. - Human-Computer Interaction

Nielsen - Usability Engineering

0 10 20 30 40 50

48

32

10

8

8

7

7

7

PT

EN

 

Fig. 1. Recommended books that received three or more mentions. PT = in Portuguese, EN = in 
English. 

Challenges Related to HCI Education. The survey contained four questions related 
to HCI education, with answers ranging from 1 (very easy to address) to 5 (very signi-
ficant challenge), in addition to 0 (I don’t agree this is a challenge). Table 2 presents  
a summary the results, together with an indication of the significant differences  
(resulting from a Wilcoxon test) between respondents with different profiles. 

                                                           
3  As with the previous survey, the population of HCI professors, researchers, students and 

practitioners is unknown, and as such we cannot claim to have reached a representative  
sample. 
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Table 2. Differences in opinion regarding HCI education challenges from respondents with 
different profiles (A = professors and researchers, S = students, and P = practitioners) 

 A S P  Wilcoxon 

1. Integration of HCI Education and Practice  (SD)  (SD)  (SD)  AxS AxP SxP 
a. adopting a common curriculum 3 71 (1.72) 4.04 (1.31) 4.30 (1.83)     
b. advocating the importance of HCI to computer scientists 4.18 (0.93) 4.44 (0.84) 4.50 (1.35)     
c. advocating the importance of HCI to the general public 4.00 (1.17) 4.33 (0.85) 5.00 (0.67)   * * 
d. applying practical activities + conceptual approaches 3.78 (1.21) 4.22 (1.13) 5.00 (0.82)   * * 
e. forming a unified theoretical perspective 3.24 (2.03) 4.18 (1.47) 4.40 (1.84)  *   

 A S P  Wilcoxon 

2. HCI Education as an Interdisciplinary Area  (SD)  (SD)  (SD)  DxE DxP ExP 
a. how to approach HCI as a complex interdisciplinary field 3.92 (1.26) 4.29 (0.94) 4.60 (0.52)     
b. representing breadth and interdisciplinarity in HCI 3.82 (1.17) 4.36 (1.13) 4.80 (0.79)  * *  
c. representing depth in HCI 3.98 (1.09) 4.56 (0.81) 4.40 (0.97)  *   
d. sufficient practice in HCI 4.18 (0.88) 4.49 (0.89) 4.60 (1.43)     
e. sufficient theory in HCI 3.94 (1.11) 4.29 (1.04) 4.00 (1.56)     
f. building on previous education to reach mastery 3.73 (1.34) 4.24 (1.42) 4.40 (1.58)     

 A S P  Wilcoxon 
3. HCI Education with a Range of Perspectives and Goals  (SD)  (SD)  (SD)  DxE DxP ExP 
a. supporting different or parallel curricula to reflect unique 

student needs 
3.57 (1.83) 3.89 (1.68) 4.90 (0.88)   * * 

b. supporting a flexible curriculum to reflect unique student needs 3.82 (1.42) 4.42 (1.14) 4.30 (1.06)  *   
c. teaching students with a range of perspectives and goals 3.96 (1.21) 4.53 (1.08) 4.20 (1.40)  *   
d. including a common introductory course in HCI curricula 3.51 (1.32) 4.09 (1.26) 3.50 (1.78)  *   
e. offering similar courses targeting different audiences 3.16 (1.75) 4.07 (1.29) 3.30 (1.89)  *   

 A S P  Wilcoxon 

4. HCI Education in Academia  (SD)  (SD)  (SD)  DxE DxP ExP 
a. advocating the importance of HCI in different departments  4.02 (1.20) 4.36 (0.98) 5.00 (0.82)   *  
b. finding a home for HCI in smaller institutions 3.98 (1.49) 4.13 (1.34) 4.70 (1.77)   *  
c. encouraging interdisciplinary collaboration 4.14 (1.06) 4.44 (0.99) 4.90 (1.10)   *  
d. fostering collaboration between different programs 4.27 (1.13) 4.44 (0.81) 4.90 (0.99)     
e. respecting different epistemologies 4.12 (1.25) 4.20 (1.06) 5.00 (1.05)   * * 
f. situating HCI within academia 3.65 (1.52) 4.42 (0.97) 4.40 (1.96)  * *  

 
Academy–Industry Integration. Most respondents believe that current HCI educa-
tion in Brazil targets academia over practice. Ironically, students have a more optimis-
tic view than professors and researchers about the sharing of research results with 
industry (Table 3).  

Table 3. How do you see the relation between academia and industry in HCI education? 

 A S P Wilcoxon 

  (SD)  (SD)  (SD)  AxS 
 HCI education prepares students more to academia than to industry. 3.78 

(1.16) 
3.78 

(1.06) 
4.40 

(1.35)  

 HCI education prepares students more to 
industry than to academia. 

2.47 
(1.31) 

2.53 
(1.24) 

2.90 
(2.08)  

 Not enough research is shared between 
academia and industry. 

4.51 
(0.79) 

4.11 
(1.05) 

4.40 
(1.17) 

* 

 There are divides between academia and 
industry. 

4.53 
(0.94) 

4.36 
(0.93) 

4.60 
(1.07)  

 
These results point to the need to address the challenges the community finds  

relevant, but also to investigate more deeply the root causes for the differences in 
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respondents’ opinions so we can better satisfy the needs and expectations of all parties 
interested in HCI. 

4 Discussion: Challenges and Opportunities 

The workshops in HCI education have created a forum for the HCI community to 
exchange experiences regarding HCI education, discuss the challenges involved and 
work on plans of actions to deal with them. The 2009 survey collected a first set of 
data regarding HCI teaching throughout Brazil. In some departments, HCI is a man-
datory course, in others it is an elective course or not yet offered. Some departments 
offer one or two additional elective disciplines, which usually explore HCI evaluation, 
design methods and techniques in depth.  

The analysis indicated that, although many professors used the HCI syllabus pro-
posed by the community in 2006, it may include a broad range of topics that cannot 
usually be covered in one course. One the one hand, this broad coverage has allowed 
professors to tailor their courses to their teaching context, on the other it has not been 
able to create a more structured proposal that could be followed by professors. In the 
2012 survey adopting a common curriculum was also perceived as a challenge, main-
ly by practitioners. These results justify the effort in WEIHC to define specific syllabi 
more appropriate to different contexts. 

Because Brazil is a Portuguese-speaking country, most professors tend to recom-
mend in their courses material written in this language, creating an increasing demand 
for updated resources. The Brazilian HCI community has faced this demand by pro-
ducing at least five high-quality HCI textbooks in the past ten years. From the top ten 
books recommended in our 2012 survey, three were written in Portuguese, five were 
translated from English to Portuguese, and two were in English. 

As the community has matured, ties between academia and industry have also been 
fostered, so much so that CEIHC has also established an advisory position for an in-
dustry representative, who has worked with CEIHC to find ways to increase practi-
tioners’ participation in our national event. While industry participation in IHC may 
still be viewed as timid, once a company has sent one or more representatives to an 
edition of our conference, it has kept sending them to its next editions. Their 
participation has had at least three positive effects:  

• it has made us increasingly aware of their goals and needs regarding the education 
of HCI professionals;  

• it has clearly demonstrated to students the importance of HCI research and prac-
tice; and 

• it has resulted in fruitful collaboration projects. 

Some efforts have been made to increase students’ awareness and interest in HCI. In 
that direction, in the past three editions of IHC we have held a student evaluation 
competition, which has attracted submissions from all over the country, often result-
ing from an articulation of the proposed competition challenge with class projects. 
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5 Conclusions and Future Work 

Despite the advances of HCI Education in Brazil, our surveys show that we still face 
some important challenges. First, we need to further strengthen our ties with industry, 
to ensure our students will find a good HCI position after they graduate, and with 
university departments (both CS and otherwise), to form professionals that are com-
fortable with the interdisciplinary work required of HCI. Second, we should promote 
continuous education programs to keep our professors up-to-date on the latest devel-
opments in HCI Education. Finally, we should curate existing teaching material to 
further enhance collaboration among professors, to increase the quality of our courses, 
and to broaden HCI awareness across all related departments.  To do so, our first step 
is to continue collecting data on HCI education. Thus, a new version of the 2009 sur-
vey to collect information about courses and how they are being taught is being pre-
pared to provide updated information and insights on how HCI teaching has evolved. 
Other initiative is to advance HCI in the other regions. In 2012, IHC was held in the 
Middlewestern (CO) region, and in 2013 it will be held in the Northern (N) region. 
With this purposeful movement, we intend to have critical mass throughout the  
country in the near future. 
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Abstract. In our thinking and acting, natural language plays a central part. This 
language defines a structure even before we form something, and it can be re-
garded as the architecture of design. To be able to grasp the expression of these 
structures in HCI, we chose the perspective of linguistics and semiotics. The 
semiotics perspective in the context of HCI is increasingly popular in presenting 
a different approach to UX. In our paper, we take this perspective to build a set 
of semiotic heuristics which we then used to evaluate a complex UI example. 
We present a semiotic evaluation method and report the results of our in-depth 
investigation. 
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1 Introduction 

In our thinking and acting, natural language plays a central part. This language  
defines a structure even before we form something and can be regarded as the archi-
tecture of design. Our consciousness is the result of language informing design. 
Grammar allows for many combinations of objects and actions, but ideology estab-
lishes the privileged connection of the two of what is correct and possible. In order to 
set forth the privileged connection, ideology employs different forms of persuasion. 
To grasp the expression of these structures in HCI, we chose the perspective of  
linguistics and semiotics. 

By semiotics we mean a theory of signs. We combine the Anglo-American semio-
tics (semeiotics) perspective with the French semiology (“sémiologie“) approach. [3] 
According to Peirce, a sign is "something that stands for someone or something in 
some respect or capacity." [4][page 99] Four dimensions form the sign: lexical [5], 
syntactics, semantics, and pragmatics. [10] 

The semiotics perspective in the context of HCI is increasingly popular in present-
ing a different approach to UX planning, researching, analyzing, designing, imple-
menting, evaluating, documenting, training, and maintaining. [7] The classical  
linguistic and semiotic foundations of HCI were previously set down by, e.g., Nadin 
[11], Andersen [2], and De Souza [13]. In our paper, we take their contribution to 
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build a set of semiotic heuristics that we then used to evaluate a complex UI example. 
We present a semiotic evaluation method and report the results of our in-depth  
investigation. 

2 Semiotic Foundation 

Our view is based on the assumption that HCI takes place between different actors 
(users, systems, designers) in a setting or paradigm. The semiotics of interaction is 
closely related to language as a system of signs. The semiotics of interaction is by 
definition time-based and the same holds true for language. Because of this, we may 
find some interesting parallels. The UI designer establishes grammar rules (syntax) 
for the combination of its elements. UIs are built from different components (meta-
phors, mental models, navigation, interaction, appearance) [8]. The manner in which 
UIs are built is governed by a set of rules given by the designer, e.g., every UI pro-
duced can follow a different intrinsic language grammar. The choice of elements is 
then subject to the goal (pragmatics) of the entire UI. Therefore, we should structure 
the UI language according to the actors and audience we want to address. 

Interaction is subject to the languages present in any UI: a language both of display 
and actions. [14] We define the former as a visible language which is a systematic 
language of expression conveying specific information that can be translated from one 
kind of language to another. The latter is based on user input which makes it an inte-
raction language. Based on our decision to act (or refrain from acting) on an object, 
we start an interaction. The visible and interaction language is expressed through UI 
components. 

Looking at the UI components from the language perspective, we can structure 
them organically to create a UI grammar. UI grammar is composed of basic elements: 
interaction sentence, interaction games, rhetorical tropes, interaction phases, and pat-
terns. The grammar elements concern both the noun and verb phrase of a sentence. 
Discrete elements are the smallest elements to have a meaning. The interaction sen-
tence is a meaningful unit describing a task in a user's interaction. A set of interaction 
sentences with the same goal form an interaction game. The narrative in UI is made 
both by the designer’s meta-communication and the temporal aspect of perceiving UI 
elements. Rhetorical tropes are devices of persuasion and emphasis, often presented 
as metaphors. Patterns are typical configurations of UI language components in dif-
ferent settings. From the defined semiotic and UI language principles, we extracted a 
set of heuristics which could be used as an UI glossary both for evaluation and design. 

2.1 Semiotic Heuristics 

Actors, Audience and Paradigm. Defining who the UI users are, who the intended 
audience of the UI is and what the leading interaction paradigm is. Communication 
from the UI to the actors should be concise, clear, and unambiguous. The audience 
can be revealed, e.g., by contrasting two or more UIs with in similar semantic spaces 
(e.g., functions). 
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Symbols. Different kinds of symbols connote different semantic spaces, cultural 
backgrounds and address different audiences. The symbols should be intelligible for 
the audience and should not carry a pejorative or contrary meaning. Symbols should 
be chosen to support the rhetorical tropes and can be formed by signs or their 
attributes. 

Syntax. Signs should be used in any given context only once and should not be in 
conflict with its context. Similar signs should be placed in similar places. The signs 
should be divisible into identifiable elements and allow for building meaningful 
chains. The signs should be internally (within a UI) and externally consistent (across 
multiple UIs). The system processes are revealed by UI language components. 

Rhetorical Tropes. The most common rhetorical tropes in the UI are devices of subs-
titution: metaphor, metonymy, prosopopoeia, and synecdoche. The rhetorical tropes 
used should be both intelligible for the audience and minimal. The general metaphor 
of the UI should help users build correct expectations of future interaction through 
consistent mental models. 

Interaction Phases. The interaction should form meaningful temporal units. The 
beginning of the interaction should be consistent with both middle and end. All the 
parts of the interaction should follow user's expectations and should pertain clearly to 
the current interaction game. The user should not be forced to perform a different 
action than intended. The signs present on a UI should lead the user in a sequence 
towards the goal of the interaction game through a controlled narration. 

Patterns. UI language components form different kinds of patterns. The number of 
the expected interaction sentences should be as low as possible, possibly not exceed-
ing the 7±2 limit [9]. The interaction sentence should have as little number of words 
as possible. The results of similar functions should be returned in a similar time 
frame. 

3 Research Method 

We developed a semiotic analysis method that takes as input the interaction sentence 
transcript with figures of the UI. Because it is an evaluation method carried by ex-
perts, we wanted to compare it with a well-known method to see whether the results 
would differ and how. To compare the methods of expert evaluation we chose heuris-
tic evaluation (HE) and semiotic analysis (SA). For HE heuristics, we chose those 
used by Aaron Marcus and Associates, Inc. [7]. Our criteria for the methods were: fast 
and easy to do, results accessible to non-experts and comparable to previous data. The 
goal was to validate the SA against a non-semiotic method. 

As input for this comparison, we chose a UI corpus [3] consisting of similar por-
tions of two complex graphic design applications: Adobe® Photoshop® and the GNU 
Image Manipulation Program, or GIMP. Traditionally, these methods have been  
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employed for goal-oriented work applications. However, they can be also applied to a 
range of different applications, including entertainment applications, where the goal is 
not always clearly defined, both in a static or mobile setting. In order to better com-
pare and analyze the corpus, we aligned the semantic spaces (e.g., the features, tools, 
functions) of the application by their title from the products’ marketing publications 
and user manuals. [12] The following list of actions constitute the semantics of the 
selected UIs: Barrel distortion, Clone objects in perspective, Customize the UI, Elim-
inate an object, Reduce red-eye.  

4 Results 

We present our analysis results from the SA and HE of both of the compared UIs 
following the extracted UI corpus. 

4.1 UI Annotation 

We annotated the UIs using a transcript of interaction sentences from actions. As an 
example of the action we chose, Clone objects in perspective. Table 1 contains the 
interaction sentences that were extracted from both applications.  

Table 1. Interaction sentence comparison of Adobe Photoshop and the GIMP  

 Adobe Photoshop GIMP 
0 Open the picture to adjust. Open the picture to adjust. 
1 Find the proper function in the menu 

or tool palette. 
Find the proper function in the menu 
or tool palette. 

 (a) The sub-task involved was to look 
at the toolbox for a button resembling 
the intended action. Nothing like that 
was found. 

(a) The sub-task involved was to look 
through the menu items (especially in 
what seemed as most related: Image -
> Adjustments, Filters, and Tools -> 
Transform Tools) for a relative com-
mand (it was found under Tools -> 
Paint Tools -> Perspective Clone). 

 (b) Alternatively to look through the 
menu items (especially in what 
seemed as most related: Image -> 
Adjustments, and Filter) for a relative 
command (it was found under Filter -
> Vanishing point…). 
 
(A window called “Vanishing Point” 
appears. The window sports a live 
preview, “Create Plane Tool”, and 
“Clone Tool", among others.) 

(b) Alternatively to look at the toolbox 
for a button resembling the intended 
action. It was found as Perspective 
Clone. 
 
(Boxes on each corner of the image 
appeared, the pointer changed to cros-
shair with the tool attribute and the 
toolbox expanded to show the “Modi-
fy Perspective” selected and the 
“Perspective Clone” radio button.) 
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Table 1. (continued) 

2 Click the four corners according to 
the information line provided (“Click 
the four corners of a perspective plane 
or object in the image to create an 
editing plane. Tear off perpendicular 
planes from the stretch nodes of 
existing…)”. 

Drag the four corner boxes to define 
the perspective plane to clone. 

3 Select the “Clone tool”. Click on the “Perspective Clone” 
radio button to change the tool. 

4 Option-click in the plane to set the 
source (“Opt+click in a plane, to set a 
source point for the clone. Once the 
source point is set, click+drag to paint 
or clone. Shift+click to extend the 
stroke to last click.”). 

Control-click the source in the defined 
plane. 

5 Click-drag (to paint) several times to 
clone in the perspective. See the pro-
posed results in the preview. 

Click-drag (to paint) several times to 
clone in the perspective. 

6 Click “OK” to apply the changes. Save changes to the file. 
7 Save changes to the file.  

4.2 Semiotic Analysis 

Adobe Photoshop SA Analysis  
Actors, Audience and Paradigm. All of the objects involved in the interaction pertain 
to the leading paradigm of “Window, icon, menu, pointing device” (WIMP). The 
paradigm is constituted by the menu bar, tool bars, main window containing the im-
age, dialog windows, icons and pointer. The paradigm is bound to the GUI metaphor. 
Adobe Photoshop is meant for professionals. This distinction of audience is mani-
fested implicitly by the channel of distribution (commercial software) and explicitly 
in the marketing documentation (Adobe Photoshop‘s slogan reads: “The professional 
standard in desktop digital imaging” [1]. The menu paradigm is constructed by com-
bining noun-verb or verb-noun items which seems deliberate (only one model should 
be chosen.) A more specific audience for this function is photographers and  
advertising designers. 
 
Symbols. The users are addressed by symbols pertaining to the user domain. In this 
case, the application icon and splash screen of Adobe Photoshop features a colorful 
feather. The connotations are elegance, simplicity and naturalness which one would 
expect from a professional tool. What might break the expectation, however, is the 
historical usage of the image that symbolizes a writing pen. The other screens (and 
toolbars) are very compact and grey. The menus are only text-based, whereas the 
toolbar has only icons (with a textual label). The icons in the toolbar are related to 
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their object in different ways but are connected to the prevailing metaphor and follow 
the application genre conventions. 
 
Syntax. The system processes are constituted by UI language components, as de-
scribed earlier. In the interaction transcript, we can find all the elements mentioned. 
There are basic lexemes (“click”, “option-click”), interaction sentences (“Open the 
picture to adjust.”), rhetorical tropes (e.g., metaphors, such as “Vanishing Point”, or 
“Clone Tool”), interaction games (these are the complete functions enabling us to 
accomplish our goal, e.g. “Clone an object in perspective”). The designer‘s narration 
element is found in the tool-tip help reinforcing the icon meaning, in the status bar of 
the window or a dialog window for which help is given by instructions regarding use 
of the tool and in other dialog windows which presents the user with different choices. 
Finally, in the Help menu, the text comprehensively describes the program functions. 
In the "Vanishing Point" window, the designer’s narration gives detailed instructions 
for all the steps involved. 
 
Rhetorical Tropes. The most prominent of the rhetorical tropes in this context is the 
metaphor. The program metaphor builds upon the concepts of a painter‘s canvas or 
photographer’s studio. The product tries to transfer the environment into the present 
paradigm. For that reason, the image is placed on a “canvas”, the pointer changes to 
different “brushes”, the user can further apply different optical “filters”, or use a 
choice of retouching “tools”. By applying this approach, a number of inconsistencies 
emerge which force users to alter or update their interpretation of the metaphor. The 
canvas, for example, is in fact infinite and can be resized in different ways at any 
time. The picture “lying” on the canvas may consist of multiple layers. Almost any 
tool can be customized using the “brush” metaphor: one can modify the thickness, 
shape, or profile of the brush. A filter can be used afterwards, applied as a part of 
retouching. More fundamentally, time can also be manipulated through the “undo” 
function that cycles back through the history of actions.  
 
Interaction Phases. On the level of interaction sentence, the interaction changes to 
reflect the constant evaluation of results on the user’s part. The interaction sentence is 
then modified or repeated accordingly. Considering the example from the transcripts, 
the action is modified after the system‘s feedback (when clicking on the plane to 
clone with the clone tool, the user is instructed to option-click on the source plane 
first), the action is repeated (drag the brush several times to paint the object in the new 
perspective), or the action is needed only once (when applying the changes by press-
ing the "OK" button). The middle of the interaction game differs from the beginning 
and end because a new window is shown keeping the user accordingly away from the 
picture he or she opened. 

GIMP SA Analysis  
Actors, Audience and Paradigm. All of the objects involved in the interaction pertain 
to the leading paradigm of “Window, icon, menu, pointing device“ (WIMP). The 
paradigm is constituted by the menu bar, tool bars, main window containing the  
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image, dialog windows, icons and a pointer. The paradigm is bound to the GUI meta-
phor. GIMP is intended for amateur/semi-professionals and programmers. This dis-
tinction is manifested implicitly by the channel of distribution (open-source) and  
explicitly in the marketing documentation (in GIMP it is by stating, that “[i]n the free 
software world, there is generally no distinction between users and developers.” [6]. 
The menu paradigm is constructed by combining noun-verb or verb-noun items which 
seems deliberate (only one model should be chosen). GIMP shares the same user 
group as Adobe Photoshop (photographers and advertising designers). 
 
Symbols. The users are addressed by symbols related to the user domain. In this case, 
Gimp’s icon of a stylized dog head connotes playfulness, fun and also ease of use. 
The icon is not used on the splash screen, however, in favor of a planet picture. The 
toolbars and other screens show larger and more colorful button icons and larger di-
alog windows which are easily reached by the pointer. The icon symbols used in the 
menus, e.g., in the “Tools” menu, makes no distinction between nouns (e.g., Pencil, 
Eraser, Text) and verbs (e.g., Zoom, Measure, Heal) which could be helpful. Also, the 
symbols are created by different methods (e.g., the Pencil tool has an iconic represen-
tation of a pen but the Zoom tool icon is created by metonymy with its action and uses 
a zooming lens; other are connected only loosely, as in the case of Swap Colors). 
 
Syntax. The system processes are constituted by the same UI language components 
analyzed above for Adobe Photoshop. In GIMP, there is only a difference in the tool 
metaphor used (“Perspective Clone Tool”). 
 
Rhetorical Tropes. Perhaps the most prominent of the rhetorical tropes in this context 
is the metaphor. As is the case of syntax, the same set of metaphors is shared with 
Adobe Photoshop. 
 
Interaction Phases. The interaction phases are similar to those mentioned above in the 
Adobe Photoshop analysis. Also, the interaction sentence level is similar. However, 
the middle phase (where the user works on the picture) seems to be more consistent 
with beginning and end. This is because the user keeps working in the image window 
and is not distracted by other windows or palettes. 

4.3 Heuristic Analysis 

Adobe Photoshop HE Analysis  
Direct Manipulation/See and Point; Error Prevention. Although the user can use the 
tool directly on the image, they are reminded every time to select a source region first. 
Instead of forcing the user to go “backwards“, the program should allow the user to 
select the region afterwards. Such change in the perceived interaction timeline also 
violates the principle of Error prevention. 

Modelessness. By selecting the vanishing point function, the user is presented with a 
new window (named “Vanishing Point”) containing the image to manipulate and a 
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reduced set of controls (buttons, check-boxes, and drop-down menus). After the ad-
justments, the user has to click “OK” to transfer the changes to the image in the main 
window underneath. A better solution seems to be using standard controls and not 
introducing a different working environment. By doing so, we would also eliminate 
the extra step of applying the changes. 
 
Recognition Rather Than Recall. All of the needed actions are visible and the system 
provides inline help. However, the toolbar on the top-left does not show which tools 
are necessary for the operation and in which sequence they should be applied.  
 
Visible Interfaces/WYSIWYG. The vanishing point function was not present on the 
toolbar and was only accessible through the menu bar. Since it is one of the advertised 
features, it should be as readily accessible as possible. 

GIMP HE Analysis  
Direct Manipulation/See and Point; Error Prevention. Although the user can use the 
tool directly on the image, he or she is reminded every time to select a source region 
first. Instead of forcing the user to go “backwards“, the program should allow the user 
to select the region afterwards. Such change in the perceived interaction timeline also 
violates the principle of Error prevention. 
 
Recognition Rather Than Recall. All of the needed actions are visible and the system 
provides inline help. However, the toolbar on the top-left does not show which tools 
are necessary for the operation and in which sequence they should be applied (“Modi-
fy Perspective” or “Perspective Clone”?).  
 
Match between System and Real World. The Perspective Clone tool is located under 
Paint Tools and thus supports the metaphor of painting on the picture. However, in 
the virtual environment this could be problematic as the clone tool is connected with 
image transformation and/or filtering.  

5 Discussion 

By comparing the output from the HE and SA analysis, HE proved to be more con-
cise. However, of the 16 heuristics used, only a small number could be applied on 
each occasion. The application of the 6 elements of SA tended to be more verbose, 
but, on the other hand, the elements could be applied every time. Whereas SA could 
seem repetitive in some instances, it provided a solid context of analysis. Both the 
methods (HE and SA) could be used not only on the interaction sentence level but 
also as for a general appreciation of the entire UI. During the general analysis only 
portions of the UI are selected and suggestions made to other similar parts of the UI.  

In summary, our study demonstrated the depth of investigation and breadth of in-
sight that SA can achieve in HCI and how this could enhance the current practice. 
Both methods could be merged to provide a best-of-both solution. 
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Abstract. Research often problematises issues older people face and the devel-
opment of technologies for older users is regularly driven by this agenda. This 
paper describes a research programme that positions older people as active par-
ticipants rather than passive respondents focusing on their preferences and  
aspirations rather than their impairments. ‘Engagingdesign’ is a transnational 
research platform developed by the authors that facilitates creative methods for 
engaging older people and provides a scaffold for collective creativity. Data 
collected through interviews and focus groups is transformed through critical 
artefacts that provide a forum or theatre for conversation through exhibition that 
in turn becomes the medium and method for further data collection. 

Keywords: User–centred design methods, older users, design, co-creation,  
participatory design. 

1 Introduction 

‘I tell you what is the worst thing that I come across and it still annoys me now is 
some people not all people but some people treat you like your brain dead. And they 
are so patronising as if because you're retired your brains gone.  You know they took 
it out, when you left work they took it out and gave it to somebody else. It really an-
noys me when they do that’.............older participant – engagingdesign 

 
As the number of people aged 65 and over is set to rise by 2 billion by 2050, efforts to 
understand the needs of older people have become a priority for research and poli-
cy.  Much research problematises issues older people face and the development of 
technologies for older users are often driven by this agenda. Older people are general-
ly still viewed through the ‘medical model’ that focuses on impairment and from a 
position that reflects the idea that individuals need to be monitored or need help and 
assistance. Older people have therefore tended to be viewed with pity as passive reci-
pients, rather than active participants in research. It is less common to find research 
that focuses on the broader aspirations in relation to their lives. Research has revealed 
[1] ‘how people aged over 70 are persistently seen as incapable and pitiable when 
compared with other groups and there is unthinking disregard for older people’s pre-
ferences and aspirations’. The ‘old’ are not a homogenous group but demonstrate 
considerable diversity in age, lifestyle, culture, physical and emotional wellbeing and 



 Engagingdesign – Methods for Collective Creativity 23 

it is important to recognise individuality in shaping what people want and value. Katz 
et el [2] suggest ‘Little is known about what these (older) people want and value, 
while negative assumptions are sometimes made about their ability to comment on 
and participate in decision-making and collective action’. Research in HCI, according 
to Microsoft [3], typically positions older people as recipients of care whereas the 
social sciences literature shows instead that older people are often providers of care, 
even to their adult children, and that placing them in the role of 'receiver' may have 
negative ramifications for self-esteem. Katz et el [2] advocate the promotion of equal-
ity between people of different ages, addressing the future needs of an ageing and 
diverse population, and eliminating discrimination against older people. ‘We need to 
be alive to trends which appear to exacerbate age segregation, and seek initiatives 
which can bring different generations together around issues of shared interest and 
importance’. Links between older people and young people are invaluable, helping to 
break down prejudice on both sides and fostering understanding [1]. Significantly our 
research acknowledges the changing aspirations of new generations of older people. 

2 Building Partnerships 

According to Sanders [4] through advances in technology and the evolution of hu-
man-centered design practices we are witnessing a shift in focus from individual to 
‘collective creativity’ that can provide a new role for designers as creators of scaf-
folds or infrastructures upon which non-designers can express their creativity. Bohm 
[5] suggests everyone is creative but non-designers are generally not in the habit of 
expressing their creativity that is likely to be latent. Interaction design has provided a 
new design space that has emerged in response to new communication technologies.  
It is a space where the focus has shifted from form to information. Designing ‘expe-
riences’ has emerged as a theme for design practitioners but Sanders believes this is a 
myopic perspective. ‘Experience is a subjective phenomenon. You can’t design expe-
rience. Experience is in people’.  She believes; ‘Collective creativity and user partic-
ipation are a much-needed antidote to interaction design’s preoccupation with  
"Experience Design." If you think of products, interfaces and spaces as being scaf-
folds on which ordinary people can create their own experiences, the design challenge 
changes’. Sanders suggests the new role of designers will be to learn how to access 
and understand the dreams of ordinary people to create scaffolds that help people 
realize their dreams. ‘Designers will transform from being designers of “stuff” to 
being the builders of scaffolds for experiencing. And ordinary people will begin to 
use and express their latent creativity’. 

3 Engagingdesign 

Engagingdesign is a transnational research platform created by the authors (Chamber-
lain is a Designer, Craig an Occupational therapist) that provides the scaffold  
described by Sanders for collective creativity with a focus on older people but em-
bracing a broad demographic. The philosophical drive for our multi-method approach 
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to engagement is researching ‘with’ rather than ‘on’ older people who are active par-
ticipants rather than passive respondents. There are many user-centred research me-
thods for collecting data such as questionnaires, interviews, video observation etc. 
Whilst each method has to be carefully selected and implemented appropriate to the 
research enquiry significant challenges are presented when the data has to be mea-
ningfully translated. Kolko [6] claims the process of translating data and research into 
knowledge is the most critical part of the design process. He states research in itself 
does not produce new ideas and highlights the importance of incubation and transla-
tion and states, ‘we rarely engage in conversation about making meaning out of data’. 
Chamberlain [7] has described how the concept of the exhibition is embedded within 
the culture of art and design and has a long history as a form of gathering employed to 
prompt academic discourse. The period (17th century) in which salons dominated has 
been labeled the ‘age of conversation’ and salons themselves ‘theatres of conversa-
tion’, [8].  Key to our research is the role of objects, critical artefacts, that do not 
necessarily present solutions but considered questions informed by data to create 
‘exhibitions’ as prompts and a theatre for conversation.  

Our research is based on the premise that older people offer a valued resource and 
asset to families, communities and society and we have actively sought ways to tap 
into these strengths. We developed and utilised a range of novel and innovative re-
search methodologies to engage with older people across two continents. The initial 
phase of research ‘engagingaging’, funded by the British Council aimed to understand 
the needs of the aging population in order to inform the design of products and sys-
tems to support independence and well-being in later life. The research compared the 
experiences of older people living in Taiwan with those of older people in the 
UK.  Chamberlain and Craig in collaboration with academic researchers at Chang 
Gung University’s Product Design Research Lab conducted a series of workshops and 
home visits with older people in the respective countries. Taiwan was selected for 
study as it has a comparable land mass with the UK (small island), and it has a fast 
developing high-tech industry with one of the world’s highest concentration of inter-
net access. Its traditional culture, where older children look after elderly parents, is 
changing, with many moving to work overseas. Like many countries, it is experienc-
ing a significant demographic shift as a result of an ageing population. Initial data was 
captured using semi structured interviews but with a focused discussion around ob-
jects. Invited participants were asked to bring two objects (or photographs) to the 
sessions, one being their favorite, and one they hated but couldn’t live without. Partic-
ipants from the UK were recruited from local care homes and community groups e.g. 
Sheffield Elders, Sheffield 50+ and the University of the Third Age. Participants from 
Taiwan were recruited from the Chang Gung Health and Cultural village a vast pur-
pose built community (4,500 residents) for older people. This was complimented by 
home visits in the UK and Taiwan to engage with people living independently. Using 
a practice-based research methodology we developed the equivalent of a grounded 
theory approach, transforming data collected through interviews into ‘critical arte-
facts’ which were then exhibited in a number of highly prestigious galleries including 
the Museum of Contemporary Art, Taipei, the Building Centre, London, The Taipei 
Cultural Centre and the SIA gallery Sheffield. Included in the exhibitions for example 
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was a collection of furniture ‘Stigmas’ (fig. 1) designed by Chamberlain to embody 
the findings of interview data gained from older people in relation to the physical and 
attitudinal challenges they face in everyday life. Rather than acting as solutions, the 
furniture formed a series of ‘critical artefacts’ to pose questions and promote discus-
sion to gain rich, in-depth data used to further our understanding of the needs of an 
ageing population. 

   

Fig. 1. STIGMAS – Critical artefacts posing questions not answers 

The exhibitions, engagingdesign, (Fig. 2) provided the theatre for conversation and 
became the medium and method for further data collection. Linked to each of the 
exhibitions was a series of workshops that included, older people, families, design 
students, health students, medical professionals and the Chinese Community (Shef-
field, UK). 

 

     

Fig. 2. Engaging people in the UK and Taiwan 

3.1 Responses to the Exhibitions 

‘The artifacts in the exhibition stimulate deep thought related to older people for 
participants and visitors. It announces and informs the awareness of issues we all 
might face in the future’.  Curator of Museum of Contemporary Art, Taipei, Taiwan. 

‘engagingaging was a fresh approach and broke the rules on what we normally 
expect from an exhibition.  It dealt with some difficult and controversial issues in a 
friendly and accessible way’. Curator of the Taipei Cultural Centre. 
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‘Elders could learn from this exhibition and understand not everything is negative 
when getting older. Meanwhile this is a nice exhibition to help younger generations 
understand elders lifestyles and make them more aware of older people’. Epoch 
Times, December 2010 

‘I am so glad someone is thinking about us and the exhibition is a great opportuni-
ty for us to share our experiences with younger people’. Visitor to exhibition, Taiwan 
 
We turned some of the challenges that arise when working as part of an inter-
disciplinary (designers, technologists, health and social care professionals) trans-
cultural team into opportunities.  Rather than seeing language, different research  
paradigms, and contrasting health and social care infrastructures as barriers, we em-
braced these as key elements of our learning and developed a set of principles for the 
transferability of methods across two continents.   

A sense of community emerged as an important theme. Many positive responses 
emerged from those who participated in communal activities (e.g. game clubs, Bridge 
(UK) and Mah-Jong (TW), singing groups and physical activity, Tai Chi (TW) and 
walking groups (UK). A structure and sense of place was important to facilitate such 
activities, however the ability for individuals to choose to partake in such activities 
was crucial.  

The importance for older people to maintain cultural and intellectual life, through 
music, cooking, art and craft. We must acknowledge the need for older people to keep 
learning but also recognise they can act as teachers passing on their valuable expe-
riences. The importance of continuing to make a contribution to society and feeling 
valued is significant and many participants engaged in volunteer work.  

Generally younger participants collectively took the position that older people 
struggle with all types of new technology and specifically design students felt it was 
their role to make products easier to use for older people. However the workshops 
revealed many adept older users of technology and a variety of reasons why older 
users might not extensively interact with technology. Often it was not the case they 
couldn’t but they either didn’t see a need to or couldn’t be bothered. 

‘I realise that one frustrating thing about getting older is the way you become in-
visible. Yes, you sort of fade into non-existence’. Older participant - engagingdesign 

4 Exhibition in a Box 

Developing the notion of the exhibition as a research tool and inspired by Duchamp’s 
‘Boite en valise’ (Box in a suitcase) the exhibition is distilled into a ‘suitcase’ and 
aims to compare the experiences of older people to inform design in supporting and 
empowering independence and quality of life in later life. Rather than the onus being 
placed on older people to physically access traditional exhibition space, ‘exhibition in 
box’ seeks to bring the exhibition to the older person and to transform the home into 
the research arena providing individuals a tangible prompt to scaffold conversation. 
Exhibition in a box captures the essence of the larger gallery exhibitions but is an 
exhibition in its own right.  
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The American Painter Washington Allston first used the term "objective correla-
tive" about 1840, but T. S. Eliot made it famous and revived it in an influential essay 
on Hamlet in the year 1919. Eliot wrote; 

The only way of expressing emotion in the form of art is by finding an 'objective 
correlative'; in other words, a set of objects, a situation, a chain of events which shall 
be the formula of that particular emotion. (9) 

If writers or poets or playwrights want to create an emotional reaction in the audience, 
they must find a combination of images, objects, or description evoking the appropri-
ate emotion. The source of the emotional reaction isn't in one particular object, one 
particular image, or one particular word. Instead, the emotion originates in the combi-
nation of these phenomena when they appear together. Objective correlatives can 
therefore be described as exercises in economy allowing writers to communicate uni-
versal concepts tastefully and subtlety. The idea is to turn an object, event or character 
in the story into a translating mechanism that poses some greater question that’s not 
directly on the page. The objects selected for our exhibition in a box are in essence 
object correlatives that facilitate narratives and ways of expressing emotion around 
ageing.  

A set of principles has been developed and employed that primarily positions the 
older participants as the ‘expert’ and encourages choice and decision-making. The 
box comprises of everyday objects, photographs, textual material and ‘critical arte-
facts’ defined through the user-workshops undertaken in conjunction with the earlier 
large-scale exhibition. The ‘exhibits’ (in the box) are prompts that enable engagement 
with users in a range of contextual environments the components of which become 
part of the exhibition.  Each ‘exhibition’, as Duchamp’s, is unique through the itera-
tive and evolving contribution from the participants.   

Observation forms an important part of user-centred design research. Spradley (10) 
suggests nine dimensions of any social situation that provide a map for action–based 
data collection; Space, Actors, Activities, Objects, Acts, Events, Time, Goals and 
Feelings. According to Robson (11) these dimensions describe the setting, people and 
the events that are taking place. Descriptions of these settings are as follows. 

Table 1. Exhibition in a box provides a physical map of Spradley’s theory 

Dimension - Spradley  Description - Robson Exhibition in a box 

Space Layout of the physical 
space 

The space within the box and the location 
of the workshop, defined as ‘the 
exhibition’ 

Actors The people involved The researchers and the participants 
Activities Activities of the actors Facilitated by the researchers (or guide-

lines) and prompted by the artefacts. 
Objects Physical elements Objects contained within the box and the 

environment the workshop takes place 
Acts Individual Actions Individual and collective acts prompted by 

the objects 
Events Particular occasions The workshop/exhibition 
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Table 1. (continued) 

Time Sequence of events Each workshop event is semi-structured 
and time limited. 

Goals What the actors are 
attempting to accom-
plish 

Contents of the box prompt tasks both 
individual and collective. Our goal is to 
understand aspirations and preferences 
and develop insight into value and 
meaning. 

Feelings Emotion in particular 
contexts 

Prompted by the objects in the box and 
captured through writings, drawings, 
audio/video recordings and transcripted 
for analyses. 

 
Exhibition in a box (fig. 3) contains physical objects and photographs of artefacts 

(created by the research team including photographs of the Stigma collection), found 
objects and selected stories gathered and developed through the iterative research to 
date. Objects have been carefully selected to code, represent and prompt further dis-
cussion on themes that have emerged from the earlier research. Key themes include 
mobility, hygiene, relationships, identity, communication, technology, food, art, mon-
ey, recreation, safety and work and are represented through the set of found objects 
that include, keys, dice, soap, pencil, watch, stone, glove, post-card, spoon. The ob-
jects can combine to create objective correlatives prompting and enabling participants 
to express emotional responses. E.g. pencil and post card may prompt discussion 
around travel, communication or technology (analogue vs. digital). 

‘I don’t know why I hold on to mine (keys), because a stranger lives there now.....I 
feel a lot of comfort in them jangling in my pocket. They remind me of the old days. 
Being able to lock your own front door is one of the things that I miss most. It’s the 
loss of privacy and control’..........Participant, engagingdesign 

The research data gathered through the series of engagingdesign events has in-
formed the creation of numerous ‘critical artefacts’ that prompt further discourse 
through ‘what if?’ scenarios. Some selected examples contained within the exhibition 
in the box that focus on our interaction with technology include the following. 

       

           Fig. 3. ‘Exhibition in a box’                      Fig. 4. Biscuit Buddy 
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‘It’s not that I am not able to learn to use new technology, at my age I just can’t be 
bothered to learn to use yet another thing’. Biscuit buddy (Chamberlain, Bowen) (Fig. 
4) embeds communication technology in an everyday object, a biscuit tin, and ritual, 
tea-time. The idea is that removing the lid alerts a friend with a similar device and 
automatically opens up a channel for communication without the need for another 
product, learning another interface and adopting a new routine. Should we develop 
new devices that have specific functions or embed technology in everyday objects and 
rituals? 

       

Fig. 5. ‘Love links’ – monitoring wellbeing 

    

Fig. 6. Home hospital – family x-rays 

‘My daughter bought me this mobile phone in case of emergency, but I just keep it 
in the drawer.’ Safety alarms, such as fall alarms, stigmatise users and establish 
communication with family and loved ones only in times of crisis that set up a situa-
tions of anxiety.  Objects to cherish could provide a positive continuous 'link' and 
reminder by monitoring loved ones wellbeing. ‘Love links’ (Chamberlain, Bowen) 
(Fig. 5) monitors wellbeing by creating a permanent visual communication link be-
tween loved ones in the form of a precious gift e.g. jewelry (rather than device). An 
alert (lack of activity or fall) breaks the communication link causing change in the 
object activity (e.g. change of colour). Can we change the negative connotations of 
monitoring devices?  

‘I think when you're getting older when you're house bound, I think it, it makes you 
wonder where you are. You forget what day it is, they tell you what day it is on televi-
sion or whatever.  Your days go all into one’. Home hospital (Chamberlain) (Fig.6) 
Interrupt your TV viewing and check out the state of your health. Converging tech-
nologies present many potential benefits but should we retain boundaries between 
work, health and play? 
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Health technologies have in themselves been largely responsible for extended life 
and will play a critical role in the future but we must not underestimate the value and 
role of recreation in our lives. Extended life should not just be concerned with surviv-
al but with the quality of life. According to Johnson (12) people of all ages need to 
enjoy themselves, although what gives pleasure to individuals is highly personal and 
may change with time and circumstances.  Age UK (1) acknowledge that humour is 
an important way of retaining control and personal identity in the face of loss and 
change. Hubbard et el (13) describe jokes being used to make light of ageing bodies, 
to manage concerns about accidents, and also to engage those with communication 
difficulties through practical jokes. While adopting a rigorous protocol in use exhibi-
tion in a box deliberately has a sense of game play to incite ‘fun’ and to help over-
come what is often imbalance and inequalities of researcher of participant. Katz et el 
(2) conclude,  ‘All of us, regardless of age, need opportunities to show others who we 
are and to feel good about ourselves.’ 

‘Because when you get older you do say some outrageous things! Yeah. You're al-
lowed to when you're older’. engagingdesign participant. 

Exhibition in a box has identified to date ten partner organisations (research centres 
and health professionals) across Europe who have made a commitment to utilising 
exhibition in a box to help continue our study. Ongoing research will focus on gather-
ing further insights from participants but also evaluate the exhibition in a box as a 
research tool that can provide the scaffold for ordinary people to present their latent 
creativity. Initial feedback from the workshops to date in the UK and the Netherlands 
suggests the exhibition in a box does facilitate empowerment for older people provid-
ing them with a voice and opportunity for choice and decision-making. Woman par-
ticipants have tended to focus more on the emotional aspects of their lives while men 
on practicality and function. The objects have allowed different ways for participants 
to express their personal identity and in many cases their creativity prompting them to 
describe things they have made previously in their life and suggest new ways of doing 
things. The findings to date also challenge negative assumptions about older people 
and their willingness to participate in activities which could enhance their own lives 
or those of others. 

5 Conclusion 

Technological developments present exciting opportunities for designers and offer 
enormous potential to positively impact and support our ageing society. Too often 
research problematises issues older people face who become passive recipients of 
technological interventions. Engagingdesign importantly positions older people as 
active participants, as experts and as individuals enabling them to comment, partici-
pate in decision-making and collective action. We must not view the ‘old’ as a homo-
genous group but as individuals and address the future needs of an ageing and diverse 
population, seeking initiatives which can bring different generations together around 
issues of shared interest and importance. Our research recognizes and responds to the 
European Union’s (14) mission for solidarity between generations in providing a 
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shared forum and methods for engaging individuals, families and communities of all 
ages. The research team’s objective is to utilise the new knowledge that emerges from 
our studies to inform creative design responses. However the research programme has 
highlighted the value in the process itself not just for design, the research academic 
community and industry but also for older people themselves. Participants have not 
just been utilised as a resource from which to collect data but importantly become 
empowered valued citizens by providing them opportunity for involvement, autono-
my and control. Increasingly we experience a saturation of data and as Kolko (6) 
highlights it is crucial we engage in conversation to make meaning out of this data. 
The research team have provided through ‘exhibition’ in its varied formats a theatre 
for this conversation in an attempt to establish meaning of this data.  Crucially enga-
gingdesign provides the scaffold upon which non-designers can express their latent 
creativity and engage in collective creation with designers to realise their dreams by 
defining and shaping what people need and value. 
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Abstract. This research examines a new design philosophy of HCI in the colla-
borative action-based context interdependent perspective. To frame a new pers-
pective of design philosophy of interactive technologies, the study proposes 
“We” human-and-technology as a response for alternative perspectives of refer-
ence in inter-active systems design and alternative ways of understanding the 
relationships and collaborative actions between humans and new digital tech-
nologies. It argues the problem of knowledge provoked by the collaborative  
action of “We” human-and-technology, through three keys: reflecting, perform-
ing, and invaginating. Its aim is to reveal that HCI design practices establish a 
new knowledge beyond the logic of opposition reinforcing the mutual degrada-
tion between technology and human, thought and action, subject and object.  

Keywords: “We” human-and-technology, collaborative action, knowledge,  
reflecting, performing, invaginating, HCI design.    

1 Introduction 

The only action corresponds to the human condition; the human existence and its 
condition. The way in which we humans produce our means of life articulates itself in 
the mode of performing our life beyond the material and physical one. The human 
condition is a whole from the perspective of the idea of social relations embodied in 
the real movement of life. It designates the knowledge as the intertwinement of reason 
and experience in the actual life-process. 

Max Horkheimer and Theodor W. Adorno define the human condition as a  
paradox of knowledge embracing both enlightenment and myth. It has the twofold 
character of enlightenment traversing the universal movement of mind and a nihilis-
tic, life-denying power [1].1 On the one hand, we humans create our own condition, 
and on the other, everything we create turns immediately into a condition. This im-
plies that the human existence and its condition supplement each other, so long as the 
supplementation assumes that the human condition can be transformed by the per-
forming of action. Here the problematic is that like human-human communication, 
                                                           
1  Max Horkheimer and Theodor W. Adorno, Dialectic of Enlightenment (California, Standford: 

Standford University Press, 2002), p. 36.   
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technology and humans act and react. In particular, computational technology is en-
dowed with highly intelligent and perceptive qualities; has its own laws; and the sys-
tem itself evolves. With the ability of autonomy and emergence, technology performs 
the autonomous and emergent action beyond human control. It becomes ‘a performer 
(a collaborator)’ collaborating with humans [2].2 

Technology as performer (collaborator) transforms the human condition. The trans-
formation, the expanded human condition by the collaborative action of we humans 
and technology can be called as “We” human-and-technology. The word of “We” 
human-and-technology indicates that identity of we humans is organized by collabor-
ative actions between we humans and technology in HCI design. “We” human-and-
technology is a response to the need for alternative frames of reference in inter-active 
systems design and alternative ways of understanding the relationships and collabora-
tive actions between humans and new digital technologies. It is to point to a growing 
interest in the design philosophy of interactive technologies. 

 

  

Fig. 1. HCI Design with BCI, Brain-Computer Collaborative Action: Racing Car Game de-
signed by Bio-Computing Laboratory at GIST, Korea. EPOC and Carrera Slot Car.3 

HCI design techniques evolve beyond conscious or direct inputs. Especially, HCI 
design with Brain-Computer Interface (BCI) shows that the collaborative action of 
“We” human-and-technology involves both conscious and non-conscious inputs. It 
expands the collaborative action into a kind of biofeedback. It suggests the brain-
signal processing as a new way for collaborative action of “We” human-and-
technology.  

For example, Racing Car Game (Fig.1) as an ongoing research-led practice about 
the design of HCI with BCI is constituted by the concentration between human and 
computer as collaborators. The brain-computer collaborative action changes the car’s 
velocity; it can improve the attention state; when the collaboration between human 
and computer gets stronger, the concentration level goes higher. In Racing Car Game, 
brainwave is the key measure. It represents the concentration as the degree of  

                                                           
2  The concept of collaborative action was first presented in HyunKyoung Cho and Joonsung 

Yoon, “Performative Art: The Politics of Doubleness,” Leonardo, 42:3 (New York: The MIT 
Press, 2009), pp. 282—283.  

3  EPOC is as a 14-channel wireless EEG system developed by Emotiv Systems. 
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collaborative action of “We” human-and-technology. Car’s velocity shows the con-
centration level using electroencephalography (EEG). Racing Car Game’s system is 
implemented under BCI2000 platform (general purpose software in BCI research). 
Graphical software visualizes concentration index, and hardware module controls the 
velocity of a racing car. 

 

 

Fig. 2. Brain Game of “We” human-and-technology: Communication without physical and 
visible movement4  

As a new way of HCI design for “We” human-and-technology, the collaborative 
action through brain activities allows us a communication without physical and visi-
ble movement between human and computer (Fig.2). Brain signals create a new phi-
losophical and aesthetic dimension of HCI design constituted by the collaborative 
action of “We” human-and-technology. In HCI design practices, the collaborative 
action of “We” human-and-technology becomes an imagination itself; in terms of 
communications without physical and visible movement and interface. Brain-
Computer Interactive design considers the collaborative action of “We” human-and-
technology as both knowledge of practical arts and practical arts themselves. It 
presents that HCI design constituted by collaborative action of “We” human-and-
technology stimulates a network of conceptual relations rather than merely percep-
tions of the visible aspects of singles works.  

2 Reflecting  

The collaborative action of “We” human-and-technology reflects the knowledge con-
cealing the live relations between technology and human. The human subject-centered  
 
                                                           
4  Racing Car Game Exhibition. The design of HCI with BCI is a part of my ongoing research 

project, “Arts in Laboratory: the aesthetic reconstruction of technological experiments.” 
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dichotomy assumes that human controls actions at his own will, while technology is a 
simple technological tool. It fosters the instrumental understanding on the relationship 
of technology and human. It defines the collaboration of technology and human  
as the represented relation that expresses the subjective experience through the  
representation of object. In the knowledge excluding technology as an equal partner, 
both the technology and humans are subordinated into the instrumental, and the inter-
action between them remains an impure one, a means to represent the knowledge 
itself (the knowledge system).  

As a new philosophy of HCI design, knowledge of collaborative action of “We” 
human-and-technology rejects the instrumental rationality, the idea that underlines the 
collaborative action of “We” human-and-technology as a tool to express the 
represented knowledge. It might be a solution to overcoming human-subject centered 
instrumental knowledge. HCI design of “We” human-and-technology proposes a 
collaborative perspective; ‘the collaborative being-with-the technology in the world’ 
[3].5 It restores the significance of action as what happens in the realm of the perform-
ing, and saves the real, lived, and free relation between technology and humans. It 
ultimately cultivates ‘the spirit of humanity’ that allows us to be critical, the examined 
and liberal life from the bondage of habit and custom [4].6 

In HCI design practices, the collaborative action of “We” human-and-technology 
reflects the history of action that has been degraded into the instrument to represent 
thinking. It embraces both the history of ideas (the analysis of systems of representa-
tions) and the history of mentalities (the analysis of attitudes and type of action). The 
reflecting knowledge of HCI design of “We” human-and-technology presents that 
action is an apex of human activities, insofar as it testifies the multiplicity as the es-
sence of life. In digital environments, the newness is that technology plays a role as a 
performer (a collaborator) like a human, and the process of technology-human inter-
action follows the logic of human communication; technology and humans directly 
acts and reacts as a human-human communication. This reflection of HCI design 
constituted by the collaborative action of “We” human-and-technology changes what 
the human is doing; how humans act. It insists that the definition of human action 
should be reconsidered in the collaborative relationship with technology.  

A new philosophy of HCI design stresses that technology and humans reciprocally 
share the action’s process and its result. This sharing weaves a hybrid network consti-
tuted by performers (collaborators) in an equitable manner. Thus HCI design per-
formed by collaborative action of “We” human-and-technology leads us to a radical 
shift of knowledge/power on two points: from the human subject-centered dichotomy 
to the inter-subjective networking, from knowledge qua thinking to that qua acting. 
The shifts retain the knowledge, its great intelligence, which does reflect the new 
human identity constituted by the collaborative action of “We” human-and-
technology.    

                                                           
5  Martin Heidegger, Being and Time (London: Blackwell Publishing, 1962). 
6  Martha C. Nussbaum, Cultivating Humanity: A Classical Defense of Reform in Liberal Edu-

cation (Cambridge: Harvard University Press, 2003).  
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3 Performing   

The collaborative action of “We” human-and-technology is amplified by design 
practices of HCI. One of significance quietness of HCI design is that the collaborative 
action of “We” human-and-technology becomes work itself. As equal collaborators, 
human and technology communicate using actions, and there is nothing without theirs 
equal collaboration. The collaborative action of “We” human-and-technology has a 
structure of reciprocal conversation. In HCI design practices, the process of when the 
collaborative action of “We” human-and-technology is performed involves with the 
performative [5].7 

In this linguistic concept, HCI design of “We” human- and-technology can be con-
sidered as a kind of utterance, and the performative action is characterized by the fact 
that the performativity articulates what happens, embracing action itself as well as 
consequences and effects of action beyond the propositional content. At this point, 
HCI design performed by the collaborative action of “We” human-and-technology 
becomes actually an open work against the fixed meaning and authority. 

Within the performing knowledge of HCI design, actions cause epistemological 
troubles. As a point where we humans meet technology, the performative of HCI 
design of “We” human-and-technology critiques essentially a fundamental failure of 
instrumental knowledge based on the logic of opposition. It reveals that the binary 
frame hides itself from the ways that instrumental knowledge necessarily depends on 
and requires exclusion. The binary frame is based on homonymous heteronomy. The 
problem is that the instrumental produces an empty equality because it identifies parts 
as the part which is separated from the sum of the parts. Although parts identify as a 
whole, as an entity of equal parts, they are not a whole of equals inasmuch as the in-
strumental distinguishes between ruler and ruled, inferior and superiors. Instead of an 
empty idea, HCI design performed by the collaborative action of human and technol-
ogy notes the network of equals. It means that as a new way introduced by technolo-
gy, a new notion of the relation of we humans and technology is a network constituted 
by equality of parts that have no part. It justifies that there is a contesting collabora-
tion between equal parts. 

When HCI design is performed by “We” human-and-technology, the relation of we 
humans and technology is in the ‘doing.’ The ‘doing’ related to the placing of ‘does’ 
is a curious act especially in a context that would avoid the representational  
 

 

                                                           
7  As J.L Austin’s linguistic observations of speech act, performativity is defined as “to say 

something is to do something.” It indicates that the issuing of an utterance is performing not 
description or representation of actions, but actions. It is identified with the illocutionary and 
perlocutionary act depending on the extent of consequences and effects arising from the 
speech act: according to speech act theory, illocutionary acts have certain consequences 
beyond the propositional content, and perlocutionary acts are utterances that generate a chain 
of effects. J. L. Austin, How to Do Things with Words (Cambridge, MA: Harvard University 
Press, 1975). 
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knowledge in which we humans and technology are tied to the instrumental rationali-
ty. The regime of representation assumes that ‘to do’ is to represent. However,  
knowledge of HCI design performed by collaborative action of “We” human-and-
technology insist that ‘to do’ is to present: ‘to do’ is what happens in the regime of 
presentation. ‘To do’ denies that one of them, humans or technology, determines what 
is significant and what is not. ‘To do’ asks questions why must the relation of “We” 
human-and-technology be placed within one of them? 

As the doing of a network of equal parts, HCI design of “We” human-and-
technology presents a new definition of the relation of we humans and technology as a 
way that we perform. We have to perform to know who we are (the characteristics of 
“We” human-and-technology). The relation between we humans and technology is a 
mobilization, and thus it misses its own movement. Although “We” human-and-
technology is a relation as such, it is not there because it is in the process of happening: 
it can be addressed as an utterance: a system beyond two systems of thought and action. 
The visibility of relation that is not there is embodied as a performative way of linking 
meaning and action, of framing the relation between the sayable and the visible. 

In other words, HCI design of “We” human-and-technology happens as ‘to do’ as 
it makes visible the system of meaning in real time. It is not a question of meaning 
being represented by an action. Instead, meaning is understood as action, something 
that does. And, in that process of ‘to do’, it attains the performative as the visible. 
With this performing knowledge of HCI design, the relation of we humans and tech-
nology occurs. This occurrence critiques the instrumentalization of technology: the 
historical and critical ease with which technology is confined to the instrumental. On 
the other hand, it challenges the idealization of action: an account of action as a form 
of representation. 

As a result, HCI design performed by collaborative action of “We” human-and-
technology becomes the non-representational link between two systems of meaning 
and action. It attains the position of a collaborative relation without characterizing it 
in either positive or negative terms. It pushes the realm of representational politics to 
a negative extreme. At the same time, it embraces the significance of its desired social 
critique and the politics that such a desire assumes. The relation of we humans and 
technology therefore is in the double determination of commonality and exclusivity. It 
establishes at one and the same time something common that is both shared and  
exclusive parts. This double determination structures a network so that everything 
possessing visibility is assigned a part. The network recalls the “actant-network” in 
Bruno Latour’s insight to embrace both “actors” (who act) and “systems” (which 
behave) [6].8 In the performing of HCI design, the relation of we humans and technol-
ogy is a contested collaboration between actants (equal parts). Here, to become visible 
is that the relation takes place in equality: in order for mobilization to become visible, 
the relation must take place in equality. In other words, the equality between actants 
in network marks a collaboration that arises as soon as actants contest their invisibility  
 

                                                           
8 Bruno Latour, We Have Never Been Modern (Cambridge: Harvard University Press, 1993). 
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by the performative. This contesting collaboration is the rational occasion of “We” 
human-and-technology. As a result, equality cannot be recognized as the object or 
issue of relation between we humans and technology. 

The performativity of contesting collaboration between actants in network is a 
source for HCI design practices. Through the performing of knowledge, HCI design 
of “We” human-and-technology enable us to examine further and better identify the 
notion of individual and social freedom. It provides the key for self-criticism (self-
awareness) to decipher our reality. It recalls that “Man’s condition, his protects and 
collaboration with others on tasks that strengthen man’s totality, are new issues which 
require genuine inspiration [7].”9 

4 Invaginating 

Knowledge of HCI design constituted by collaborative action of “We” human-and-
technology is invaginatory [8][9].10 It works in the terrain of the confrontation be-
tween the question and its answer. Instead of drawing a line of demarcation between 
question and answer, it invaginates the two into a solution. Here the invaginating is a 
‘seeking’ to necessity of asking of an answering in a questioning (inquiry). It is an 
active ‘investigating’ for an entity both with regard to the fact that the problem of 
collaborative action is, and with regard to its reading as it is. It is guided beforehand 
by what is sought. Insofar as seeking something incorporates that which is asked 
about, knowledge is somehow an investigative questioning of something. In addition 
to what is asked about, there is a seeking of that which is interrogated.   

In this case, HCI design of “We” human-and-technology is a seeking questioning 
of a movement of critical analysis in which one tries to read how the different ques-
tions and answers to the problem have been constructed; but also how theses different 
questions and answers result from its problem. It appears that any new solutions that 
might be added to the others would arise from the current problem of knowledge. At 
this point, we could say that knowledge of HCI design performed by of collaborative 
action of “We” human-and-technology repeats one another. The essential point is that 
it is not a mere folding but an immanent and synthetic repetition. It produces the reite-
rating differences of self-reference in the self-reflexivity. 

Especially, HCI design intervenes in power and knowledge relations. It questions 
the problem of knowledge itself, and poses its answer within its problem. The  
 

                                                           
 9  Frantz Fanon, The Wretched of The Earth (New York: Grove Press, 2004), p. 236.    
10  In this study, the concept of invagination refers to Jacques Derrida and Rosaline Krauss’s 

notion. In the discourse of the narrative, Derrida describes it as “the folding of one story 
within another through the invention of a character who exactly repeats the opening of the 
first story, thereby setting it off on its narrative course once more.” Krauss applies Derrida’s 
notion into the modernist reflexivity of post-medium supported by technology. Derrida, “The 
Law of Genre,” Glyph 7 (Baltimore: Johns Hopkins University Press, 1980), pp.202-232. 
Rosaline Krauss, “Two Moments from the Post-Medium Condition,” OCTOBER, Vol.116, 
No.1, Spring (New York: The MIT Press, 2006), pp.55-62. 
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re-conception of knowledge within knowledge reveals an essential lack of the know-
ledge based on the dichotomy, the binary frame. This lack can be explained with the 
understanding of supplementation. Philosophy as a knowledge defines the word ‘sup-
plement’ as something that completes or makes an addition to complete. It means that 
the supplement supports both completeness and un-completeness, and thus its under-
standing can be invested in the indeterminacy. However, the supplementary structure 
has been considered in one perspective that defines the supplement as ‘an inessential 
extra, added to something complete it in itself’ [10][11].11 

The supplement serves to enhance the presence of something that is already com-
plete and self-sufficient. This idea reinforces the dichotomy based on the logic of 
opposition; this perspective presupposes that the action is a supplement of thought; 
the object is a supplement of subject; technology is a supplement of humans. When 
knowledge is rooted from the supplementary structure supporting the logic of opposi-
tion, the so-called desire for the neutral such as performed knowledge is degraded as 
the immoral, ugly, and even dangerous. For example, in a dichotomy, the idea of a 
university is an attitude (experience) of human subject that represents knowledge of 
the object for the thinking practice. Judgment depends on the laws of morality and 
reason based on the logic of opposition of moral and immoral, good and evil; wherein 
what is universal is parallel to what is moral and good. 

As an intervention on the knowledge/power system based on the logic of opposi-
tion, HCI design of “We” human-and-technology admits the supplementary struc-
ture’s incompleteness as the surplus derived from its essential lack [12].12 Insofar as 
the supplement is defined as an unessential extra addition to completeness itself, it is 
exactly what was supposed to be complete in itself. It grants that there is a hole origi-
nated from the incompleteness of the supplementary structure itself. 

The invaginating knowledge of HCI design explains that the supplement does not 
enhance the completeness’s presence, but rather underscores its absence. When the 
absence, the hole should be filled by something, it is an essential lack. The lack 
evolves with a desire organized in the relation to action to object. The failure of action  
 

                                                           
11  The logic of supplement was taken from Jean Jacques Rousseau. He used the term in order 

to explain the relationship between speech and writing. Derrida revisited Rousseau’s logic of 
speech supplement. Rousseau notes that writing may become a ‘dangerous supplement,’ if it 
is used as a substitute for speech. Whereas, Derrida states that writing can be the supplement 
of speech. Even if writing is viewed as a supplement to speech, writing may still add mean-
ing to speech, and it may still provide a kind of presence. Here, Derrida’s emphasis is that 
there is an original lack of the supplementary structure rooted in Western thinking. In order 
to avoid the supplement between writing and speech, Derrida invokes the term invagination. 
Derrida, Of Grammatology (Baltimore: Johns Hopkins University Press, 1998), and “Signa-
ture Event Context,” Limited Inc (Evanston, IL: Northwestern University Press, 1988)  
pp.1-24. 

12  The word ‘lack’ was used in Jacque Lacan’s view. See, Lacan’s “On Freud’s “Trieb” and the 
Psychoanalysis’s Desire,” Ecrits (New York: W.W. Norton & Company, 2005),pp.721-725. 
Derrida also used the term ‘lack’ in the discussion of structure. He insists that the supple-
ment is to fill the original lack of Western thinking.  
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towards the impossible and untouchable object is what we call knowledge as reality 
constituted by the Real [13].13 
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the completeness of the supplementary structure. Lacan defines the reality as an image pro-
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mentioned that the relationship of reality and the Real does not to the completeness as the 
One, insofar as the reality is constituted by the Real. In the case, the Real is no less than the 
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Marx emphasizes that the real and lived relation (the human condition) is constituted by the 
actual life-process, not the consciousness. When Marx denies the reality constituted by its 
consciousness, Marx’s ‘the actual life-process’ corresponds to Lacan’s the Real. What both 
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Abstract. It is often said that universal design and similar approaches can be a 
source of innovation. In this paper key elements in inclusive design are identi-
fied, and examples of innovations related to inclusive design are presented. 
Then, some core elements of the inclusive design process that will help spur in-
novation are identified. Based on this the link between inclusive design and in-
novation is discussed. Finally, some recommendations for an inclusive and  
innovative design process are presented.  
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1 Introduction 

The concept of Inclusive design in ICT is being embraced by politicians as a means to 
include everybody in the information society. An important driver for the push to 
develop inclusive technology is demographic change. In particular, populations across 
the Western world are ageing, and there is a need for more efficient ways of taking 
care of the ageing population, while enabling older people to use ICTs with indepen-
dence and success. Inclusive ICT products and services are seen as vital tools in meet-
ing these challenges. It is expected that such tools can empower people, and help 
them to live more independent, active and interconnected lives. Another important 
driver for inclusive design is developments within the human rights and disability 
movement. Because ICT is an integrated part of the society, it is recognized that being 
able to take part in the information society is a prerequisite to fully be able to take part 
in the society, and thus inclusive ICT is needed.  

While policy makers and human rights advocates have embraced the ideas of in-
clusive design, it seems necessary with more conviction in order to make the industry, 
service owners, and buyers embrace these ideas. Common arguments for why indus-
try should do inclusive design are ethics - it is the right thing to do, demographics and 
customer satisfaction - a growing component of  the customer base, in number and in 
economic power, is older people, commercial - increasing the potential customer 
base, and  legislative and regulatory concerns - more and more countries includes 
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clauses about accessibility in their legislation. Another important driver for inclusive 
design is that it can lead to innovative designs [1-3].   

While the overall motivation, principles and design objectives of inclusive design 
are quite easy to grasp, it is less clear when it comes to details in how to do this in 
practice [4]. The main objective in this paper is to take a closer look at what elements 
are considered important in an inclusive design process; and to link this with experi-
ences of what have been important aspects of research and development resulting in 
inclusive innovations. Finally some concrete suggestions for key features of an inno-
vative and inclusive design process are given.  

2 Key Elements of Inclusive Design  

There are several design approaches that encompass the goal of producing ICT prod-
ucts and services that can be used by broad and diverse populations, including dis-
abled, elderly people and people with poor ICT skills, people with reading and writing 
difficulties, the poor or otherwise disadvantaged users, etc. Examples of such design 
approaches are “Universal Design” [5], “Universal Usability”[3], "Universal Access” 
[6], “User Sensitive Inclusive Design” [7], “Inclusive Design [8], "Design for all" [9], 
and Ability Based Design [10]. In this paper, these design directions are labelled in-
clusive design approaches (IDA).  

While many think of IDA as design for disabled people, the general intention of 
these approaches is to design mainstream ICT such that it can be used by as many 
people as possible, including elderly and disabled people. In the following we discuss 
some elements that can be regarded as key elements of these approaches. Adherence 
to standards and guidelines is a frequently mentioned approach in IDA. Guidelines 
from the W3C’s Web Accessibility Initiative (WAI) are commonly referred to. Ex-
amples of international standards are ISO/IEC 40500:2012 Information Technology - 
W3C Web Content Accessibility Guidelines (WCAG) 2.0 [11] and ISO 9241:2008, 
Ergonomics of human-system interaction – Part 20 Accessibility guidelines for in-
formation/communication technology (ICT) [12] and Part 171: Guidance on software 
accessibility [13]. While there is broad consensus that following accessibility stan-
dards and guidelines is usually a precondition for accessible design, a number of au-
thors have noted that this this is not enough to achieve genuine inclusive experiences. 
A solution that conforms to accessibility guidelines may be technically or theoreti-
cally accessible, but at the same it may be so difficult to use for certain user groups 
that it is hard or even impossible to use in practice [14]. Guidelines and standards are 
helpful to remove many accessibility barriers, but far from all.  

Results from empirical research have suggested that conformance to WCAG 2.0 
will only solve about half of the problems encountered by visually impaired users 
[15]. It is necessary to complement with other methods such as evaluations with dis-
abled users [15, 16]. Therefore, many researchers have arrived at the conclusion that 
in addition to conformance with accessibility guidelines, IDA needs to be based on 
principles of user-centered design (UCD) [16-18].  A central standard for UCD is 
ISO 9241-210:2010 Ergonomics of human-system interaction. Part 210: Human-
centred design for interactive systems. In this standard the term “human” is used  
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instead of “user” in order to emphasize that it addresses a number of stakeholders, not 
just those typically considered as direct users of a system. According to this standard, 
a human-centred approach includes the following principles: The design is based 
upon an explicit understanding of users, tasks and environments; users are involved 
throughout design and development; the design is driven and refined by user-centered 
evaluation; the process is iterative; the design addresses the whole user experience; 
and the design team includes multidisciplinary skills and perspectives. Thus, the key 
elements of inclusive design processes can be summarized as:  

─ Include multidisciplinary skills and perspectives, 
─ adapt and apply accessibility guidelines and standards,  
─ iterative development, 
─ focus on users with diverse accessibility needs and their usage contexts early and 

throughout the development process, 
─ evaluate designs with elderly and people with disabilities, and 
─ focus on the whole user experience.  

3 Examples of Innovations Related to Inclusive Design 

It is interesting to observe that many efforts at developing technology to assist people 
with some kind of disability has resulted in innovations which later have laid the 
foundation for a broad range of mainstream technology [19]. An example is the work 
of Alexander Graham Bell who was concerned with aiding deaf people to communi-
cate. In 1875, he came up with a simple receiver that could turn electricity into sound. 
This research has later inspired the invention of the microphone, speaker, telephone, 
speech recognition, speech synthesis, stereophonic recording and the transistor [19].  

Other examples include text-messaging over land lines for deaf people, which later 
developed into mobile telephone text messaging, early remote control systems which 
was first developed for motor-impaired people and predictive text systems also first 
developed for motor-impaired people used, later picked up and developed into T9 
word prediction systems in mobile phones [2]. Likewise, assistive technology for 
blind people has inspired the development of a browser which translates content from 
Web pages into speech. This technology can provide web access to anyone in eyes 
busy-environments in [19].    

In the book “Innovating with people: The business of inclusive design”, a number 
of successful cases from different design disciplines are presented, among them travel 
information systems, a telecommunication product – the Two Tone Phone, and the 
Norwegian governments website www.gowernment.no [20]. 

During the last decade several design challenge events have been conducted to en-
courage industry to engage in inclusive design. This has for example been done at the 
European Business Conference (EBC); The Vodafone Smart Accessibility award 
scheme for mobile phone apps [21] and the SS12 Code for a Cause competition [22] 
are other examples. The basic idea of such events is to let designers – who may be 
professionals, or students - work with disabled people to solve a real-world design 
challenge. Several such design challenge projects have been widely praised and even 
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resulted in new business opportunities [21, 23]. Companies involved in such events 
have stated that inclusive design can be especially valuable as a source of innovation 
and differentiation [24]. 

The final example is taken from a semester long design class where students were 
given the task of designing something for a grandparent [25]. The undergraduate 
teams included students from product design, interaction design and art programmes. 
The student assignment was to design networked objects for a grandparent. While the 
students would learn about elderly people as a group, they would at the same time 
deliberately design for an individual and not a whole population. The results in this 
particular class stood out from other similar design classes. The panellists from indus-
try, chosen to give expert critique after the student presentations, were impressed by 
the originality and creativity of the student projects [25].  

4 Experiences from Design of Inclusive Innovations 

In reflecting on why the student project referred to above made such an impact, the 
authors highlight several aspects [25]. Among them is the importance of designing for 
one particular person in contrast to a group or a whole population. It is pointed out 
that the details, far from being mere details, actually are what constitutes the design 
[25]. Designing for a grandparent meant that the students could develop deep know-
ledge and an empathic relationship with the user. It is also pointed out that the student 
teams were multi-disciplinary. Similarly, one of the winners of the Vodafone Smart 
Accessibility award originally made the app for his five year-old autistic son. It had 
more than 4000 users two years after its first release [24].  Although one cannot ge-
neralise from one disabled individual to all people with similar impairments, these 
examples demonstrate that an in-depth exploration of a single case can spur new and 
creative ideas. When interviewing participants in the EBC inclusive design challenge 
mentioned in the previous section, it was found that designers considered the oppor-
tunity to interact with disabled people as particularly useful and valuable [26]. The 
interaction with disabled people during the design informed them about latent prob-
lems that they would not have predicted otherwise [23].  

In the book “Design and the Digital Divide – Insights from 40 years in computer 
support for older and disable people”, Alan F. Newell reflects on the development of 
assistive technologies that later made the way into mainstream products. When con-
sidering the development of the predecessor technology for TV subtitles he says; 
“The most important aspects of this research were the multi-disciplinary approach of 
detailed research into the requirements of deaf viewers and the analysis of the cap-
tioning process” [2]. In other words, the research team acquired a deep knowledge of 
the user group in question, i.e. the deaf people, and of the application area in question, 
i.e. the captioning process. The importance of examining the use of any system in real 
contexts is also emphasised [2]. In a report conducted by the National Council of 
Disability in the US it was found that that leadership, more than any other single fac-
tor, accounted for the various agencies embrace of accessibility and for success in 
achieving it [27, 28]. The leadership had taken different forms in the different  
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agencies. However, in all the cases a person’s leadership and engagement seemed to 
have sprung out of some kind of life experience or personal commitment, and this had 
evolved into sustained efforts in the workplace. Thus, it is not unlikely that such 
commitment has sprung out of a deep understanding and knowledge about the situa-
tion of disabled people, either because of own disability or disability of a person 
whom which they had a close relationship to.  

A number of successful cases from different design disciplines are presented [20]. 
In all the cases, various people-centered research techniques were used, and the se-
lected approaches in each case are described. They vary from being low contact 
methods, such as questionnaires, to medium contact methods, such as interviews, to 
high contact methods, such as workshops with users. The people-centered research in 
the cases are characterized by being based on real life first hand observation, or direct 
information through dialogue, mostly performed in context and involving older or 
disabled users and other users that challenges the design.  

In general, there is a growing recognition among researchers of the crucial role of 
users in innovation. Empirical research from world-class best practices innovation 
companies has found that market orientation, and customer knowledge is one of the 
key factors that drive innovation. Getting close to the customer is a top priority in 
industrial innovation [29], and users are found to be important in radical and espe-
cially in discontinuous innovation [30]. In order to suggest fruitful changes to a situa-
tion, it is necessary to understand the situation as it is. A deep understanding of  
particular users and their context can provide excellent conditions for creativity that 
matters [31]. The deep knowledge acquired are valuable when the development teams 
need to evaluate and prioritize ideas based on how well they may fit into or enhance a 
particular situation for particular users [31]. Although acquiring such deep knowledge 
may take some time in the beginning, it can also improve design efficiency because it 
can help to limit the exploration of dead ends. The benefits of user involvement to 
software design have been shown in several studies, and lack of user involvement has 
repeatedly been associated with failed software projects [32]. 

Also newer forms of user involvement seem to be promising. In one study it was 
found that crowdsourcing among users can actually outperform professional idea 
generation, particularly when it comes to ideas to solve their own needs, and provid-
ing that the users had some knowledge about existing solutions [33]. 

5 Inclusive Design Practise in Industry  

Studies of inclusive design practices in the ICT industry reveal that there is a gap 
between theory and practice, i.e., design practices in industry does not include all the 
key elements of inclusive design. While automated accessibly tools have a strong 
attraction in terms of efficiency, manual evaluations and evaluations with users are 
less frequently performed [16]. Tight delivery deadlines may be an important obstacle 
[23]. It is found that the concept of iterative development is not always fully under-
stood, and that it can be difficult to incorporate it in a development organization be-
cause it does not fit well with the organization’s project management methods or the 
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business plans [34]. Another major obstacle is that design teams may have difficulty 
gaining access to representative users, and particularly users with disabilities [23]. It 
is also found that designers worry that they may inadvertently offend people with 
disabilities because of lack of experience in interacting with them [23].  

Encouragingly, ethnographic approaches which are used to gain deep insight and 
knowledge about human domains, have become increasingly popular. Such ap-
proaches are not only used in academia, but also by successful design teams in indus-
try, such as at Xerox Palto Alto Research Center [24], IDEO and Microsoft [31]. 

6 Discussion  

There is a pressure on industry to make inclusive products and services. The emphasis 
is on conformance to accessibility standards and guidelines. Surveys of industry prac-
tices indicate that important principles of inclusive design, such as user involvement 
and iterative design are not followed, although there are exceptions. From the exam-
ples presented in this paper, it seems that deep knowledge of older and disabled users 
and their context has been important in many successful inclusive design stories. The 
role of interdisciplinary teams and close engagement with users are frequently men-
tioned. It must be emphasized that the examples in this paper are not drawn from an 
exhaustive study of inclusive innovations and all the circumstances surrounding them. 
Therefore, there may be other common characteristics of these cases, other than those 
mentioned above, which has also been important for the development of the afore-
mentioned innovations. Drawing of conclusions must therefore be made with caution. 
Nevertheless, the examples, experiences and research referred to above suggest that 
acquiring a deep and detailed knowledge of disabled people and their needs in relation 
to a context, such as a particular situation or application area, has been important in 
inclusive design innovations. Moreover, several such innovations have sprung out of 
work based on few users, or even one single user. Pullin [35] illustrate this point by a 
quote by Dunne; “Populations can validate a design, but individuals can inspire new 
thinking”. While usability and accessibility testing is valuable in order to uncover 
usability and accessibility problems, evaluation by itself is not particularly effective 
for soliciting constructive suggestions from users about how to improve a design. It is 
mainly a means to identify problems, not to provide solutions [36]. In order to inspire 
suggestions high contact methods, such as participatory design may be more suitable 
[37]. Moreover, it seems that genuine innovation and effective inclusive design stems 
from involving disabled people early and throughout the design cycle, rather than as 
subjects of accessibility testing of more or less finished designs. However, in order to 
let disabled participants contribute, the methods used need to be inclusive. Examples 
of some interesting approaches to modifying existing methods to enable people with 
specific accessibility needs to take part design activities is described in [38].  

An important reason that technology developed for people with disabilities has re-
sulted in mainstream innovations, is that there is often an overlap between the needs 
of people who have a particular disability and the needs users without disabilities in 
particular contexts or situations. Careful design for disabled people can result in  
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technology that can be useful in situations or contexts where one or more senses or 
abilities are constrained [39, 40]. Disabled people can contribute with very creative 
ideas by suggesting unusual ways of doing things, or even by describing how they use 
existing technology and solutions in new or alternative ways. Because people with 
disabilities have had to cope with specific needs in various situations during their life, 
they have lots of experience with ways to cope. They have developed practices that 
are effective in accommodating their particular needs in particular situations. In that 
way, people with disabilities have a much broader base of experience related to cer-
tain design challenges, such as designs for situations where a capability are con-
strained, than people without disabilities do. This base of experience can be a rich 
source of ideas and creativity. For example, a blind person may have a lot of experi-
ence in of how to manage and operate technology without vision, which can be valu-
able when developing technology for situations where eyes are busy or for technology 
without a screen, etc. Some of the main obstacles to the uptake of inclusive design in 
the ICT -industry are related to perception, technical barriers and organizational barri-
ers [1]. The perception barrier may be related to the seemingly elusive goal of  
designing for everybody. The goal of designing for everybody may easily give an 
impression of something that is totally utopian and impossible to do. The question is, 
where to start if we wish to complement the guidelines based approach, how shall we 
go about it, what type of users should we look for and how many users is enough? 

Are there some useful strategies for selecting and involving users? Pullin et al [35] 
suggest focusing on “outriders”, or so-called “extra-ordinary” users. These extra-
ordinary users are older users with multiple minor disabilities and users with some 
severe disabilities, but otherwise in the target population of the solution in question. 
Another similar approach may be to select “edge-cases”, i.e. disabled people who are 
on the borderline of being able to use a product, but who would commonly be ex-
pected to be able to use it [41]. In [20] “lead users” are users that places greater de-
mands on a product or system and therefore challenges it in ways beyond that of the 
average mainstream user. The lead users can be older people, people with disabilities, 
children or people with diverse cultural backgrounds. The selected users should be 
included in the design process from the beginning to inspire innovation. If selected 
carefully, involving between six to twelve people in such a process can be enough 
[20]. In order to ensure inclusivity however, the design should also be evaluated with 
broader samples of users [41].  

Parallel design is another approach to broaden the design space and not to narrow 
into one idea too soon. Research suggests that when designers create multiple alterna-
tives in parallel, they produce higher quality, more diverse work and experience a 
greater increase in self-efficacy [37]. A suggestion is to create parallel design for 
users with reductions in different types of capabilities (e.g. vision, hearing, mobility 
and cognition), and then work to integrate these ideas into one solution [42]. This 
allow for insight into each case and a period of concentration on coming up with god 
design ideas for each case. By doing it in parallel, it can be done without increasing 
the overall design period. A less resource-intensive approach could be to consider 
seeking out alternative and existing products working for various user groups as inspi-
ration in the first parallel design phase. These solutions should have some similarities 
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with the design task at hand, or at least have related or interesting parts. The search 
for such products should include assistive technology. After the initial exploration 
some of the best ideas are combined into one solution. There may be conflicts be-
tween user groups, and therefore, the deep knowledge of each of the cases is essential 
in order to be able to identify impossible solutions and to prioritize design ideas that 
may not work for certain user groups. This knowledge can also be used to decide 
whether particular features or functionality should be common for all users, or 
whether personalisation or adaption based on user profiles might be appropriate.  

7 Conclusion 

There is evidence that some of the key principles for inclusive design, namely en-
gagement with users with disabilities, as well as iterative design are rarely followed in 
industry, although there are some noticeable exceptions. Thus, there is currently a gap 
between theory of inclusive design and practices in industry. At the same time there is 
a political and legislative pressure for industry to develop inclusive ICT-solutions. 
However, the legislative requirements tend to put a too one-sided focus on accessibil-
ity standards which do not emphasize the development process. By reducing inclusive 
design to a matter of compliance to accessibility standards, one do not only risk de-
signing solutions that are in practice not particularly inclusive, but one also risk miss-
ing out on one major potential gain of inclusive design, namely the potential for  
innovation. Finally, some suggestions for inclusive design processes that may spur 
innovation are provided.  
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Abstract. This paper presents the need for specific curricula in order to address 
the training of specialists in the area of Interactive Critical Systems. Indeed, 
while curricula are usually built in order to produce specialists in one discipline 
(e.g. computer science) dealing with systems or products requires training in 
multiple disciplines. The area of Interactive Critical Systems requires deep 
knowledge in computer science, dependability, Human-Computer Interaction 
and safety engineering. We report in this paper how these various disciplines 
have been integrated in a master program at Université Toulouse III, France and 
highlight the carrier paths followed by the graduated students and how these 
carriers are oriented towards aeronautics and space application domains.  

1 Introduction 

Since the advent of personal computing, the average expertise of users in terms of 
computers science is constantly dropping. Accordingly, user interface usability (effi-
ciency, effectiveness and satisfaction) has become increasingly important in software 
development in particularly because this aspect can determine the adoption or rejec-
tion of the entire software [1]. Nowadays, the user interface takes a very important 
share of design and development tasks in modern software development [4]. Aware of 
the fact that designers and developers need appropriate training to cope with users’ 
needs and expectations about the user interface of interactive systems, the Association 
for Computing Machinery1 (ACM) and the International Federation for Information 
processing (IFIP) hold permanent working groups for promoting the education on 
Human-Computer Interaction (HCI). 

                                                           
1 ACM Special Interest Group on Computer Human Interaction :  
http://www.sigchi.org/ 



52 M. Galindo et al. 

The occurrence of HCI courses in undergraduate programs is essential to present 
concepts (e.g. usability, accessibility, User Experience [2]) and techniques (e.g. proto-
typing [7], user interface evaluation) necessary for designing user-centered interactive 
systems. In the last years there were increasing numbers of undergraduate programs in 
Computer Science that propose courses of Introduction to Human-Computer Interac-
tion (HCI) in their curriculum. However, these courses rarely exceed 40 hours (in 
front of student), which is by far not enough to prepare students to work as usability 
professionals. However, this kind of course makes it possible for them to understand 
the underlying development process of User Centered approaches [5], to cooperate 
with specialists in that domain and to understand the costs and benefits of such ap-
proaches [2]. In order to cover this gap, specialized master 2 programs have been 
created in the last decade around the world (see the list of HCI programs provided by 
Gary Perlman [6]). 

It goes without saying that the success of graduating programs in HCI is related to 
an increasing demand for professionals with a strong understanding of usability and 
user experience. The interests of the industry can easily be measured in terms of in-
ternship and job offers. However, there is a paradox: whilst some companies look for 
professionals with very specific skills (e.g. usability evaluation methods, development 
of multimodal interaction techniques, etc.) to fill a position in development teams, 
others companies have limited competencies in HCI in-house so that they recruit pro-
fessionals to initiate a usability culture inside their organization. Moreover, graduate 
programs should cope with companies’ expectations in terms of required technologi-
cal background (e.g. mobile, Web, multimodal interfaces, etc.) and knowledge on the 
idiosyncrasy of the application domains (e.g. gaming, workspace applications, safety-
critical systems, airspace, e-government, healthcare etc.). 

2 The Basics of a Curriculum in HCI 

Fig. 1 presents the map of HCI as it appears in the curriculum of HCI2 proposed by 
ACM Special Interest Group on Computer Human Interaction. As stated in this curri-
culum, the area of HCI can be split in 4 main groups of content: (U) the use and con-
text of computers, (H) human characteristics, (C) computer system and interface  
architecture, and (D) the development process. 

As this curriculum has been developed in the early 90s it clearly represent an “old-
fashioned” view of the domain of HCI but it is important to note that it is far away 
from obsolete as new development in the field can very easily positioned within this 
framework. One underlying assumption from this map is that there is one user inte-
racting in a static way with a single computer with an input device being a mouse and 
one output device being a screen. The development process (section D) clearly exhi-
bit’s the iterative nature of development in order to address evolutions of user needs 
and improve usability through evaluations.  

                                                           
2 http://old.sigchi.org/cdg/cdg2.html retrieved March 1st, 2013. 
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Fig. 1. Representation of the content of Human-Computer Interaction1 

Current development in the area of HCI would propose evolutions to this map add-
ing at least: 

• For the computer side (C): the interaction with multiple combined input devices 
going beyond the mouse including multimodal input [12] (e.g. touch and multi-
touch interactions) and multimedia output. Evolutions should also gather new 
technologies such as interaction on the move with mobile devices.  

• For the Human side (H): interactions now take place mainly in a multi-user pers-
pective including collaborative activities and social computing [13]. These capabil-
ities have strong impacts on the computer aspects bringing in the perspectives of 
distributive systems together with privacy and security aspects [10] which usually 
conflict with usability [8] and user experience [15].  

• For the development side (D): iterative processes have made their way in the area 
of software engineering with the trends of agile processes and extreme program-
ming [14] however inclusion of usability aspects within them remains a challenge 
only addressed by researchers in the area of HCI [9].  

• For the use and context (U): new interactions have spread in many contexts, envi-
ronments and organizations due to the simultaneous distribution of computing  
devices at home and in the workplace.  
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3 The Requirements for Interactive Critical Systems 

Taking into account the evolutions presented in the section above, this section aims at 
refining them when put in perspective with the requirements and needs of interactive 
critical systems.  

3.1 Requirements on the Computer Side (C) 

Fig. 2 and Fig. 3 present two screenshots of the flight deck of the newest large civil 
aircraft (the Boeing 787). Fig. 2 demonstrates how new interaction technologies have 
made their way into the areas of safety critical system as multiple large computer 
screens are available and interaction with them takes place though trackballs visible 
on the middle lower part of the image. 
 

 

Fig. 2. The Interactive Cockpit of new Civil Aircrafts (here Boeing 7873) 

Fig. 3 is an image of the head-up display providing contextual information to the 
pilots. This information has to be used by the pilot crew simultaneously with the ones 
provided on the large displays.  

 

 

Fig. 3. Close-up view of the Boeing 787 head up display  

                                                           
3 Image from http://www.aviationnews.eu/ 
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Future aircraft cockpits are likely to embed touch interactions which fits perfectly 
with the long lasting trend of embedding new interaction technologies in the area of 
critical systems when they reach the adequate level of maturity. We can even see that 
the speed of take up of interaction technologies is correlated to the level of criticality 
of the domain. In Air Traffic Management voice and tactile interactions were consi-
dered many years ago [16] and more recently for satellite ground segments [17].  

3.2 Requirements on the Human Side (H) 

Safety, privacy and security [18] have to be handled in a coherent way identifying 
potential conflicts early enough and ensuring their adequate treatment. Regulatory 
authorities in the various areas of critical systems add constraints to deal with issues 
related to argumentation and traceability of choices (see next section on development 
process). Addressing cooperation mechanisms for action and decision [20], human 
error [22], impact of automation [21] on human behavior are key elements of the 
overall resilience of the interactive critical system [19].  

3.3 Requirements on the Development Process Side (D) 

While HCI and discount software engineering approaches promote iterative processes 
producing rapidly modifiable artifacts, interactive critical systems call for systematic 
verifiable methods, processes and tools to provide means of assessing the resilience of 
the systems. New phases within the development process appear with prominent plac-
es such as traceability (as required in standards such as DO178B [24] and ESARR 6 
[23]), training [25], barrier identifications and incident/accident analysis [19] and 
support for certification [24]. Some recent contributions have proposed complex 
processes trying to bridge this, at first glance, unbridgeable gaps [26]. 

3.4 Requirements on the Context and Use Side (U) 

As for most of the interactive applications, interactive critical systems have to address 
different requirements depending on the application domain under consideration. For 
instance, certification is only required for systems with high risks to the citizen (such 
as nuclear power plants or large civil aircrafts) and is not present for military systems 
or satellite ground segments. However, some invariants remain including training of 
operators (as the systems are usually complex), means for addressing scalability and 
deep knowledge of the underlying engineering principles of these systems.  

4 HCI Curriculum of the M2IHM Master Program 

Previous section has in fact highlighted the needs for extensions of standard curricu-
lum in HCI to encompass requirements from the safety critical area. We will show 
how such requirements have been deployed in a 2 years master on HCI programme at 
Université Toulouse III – Paul Sabatier.  
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The M2IHM4 is a Master 2 program on Human-Computer Interaction that is joint-
ly held by the University Paul Sabatier (UPS) and the National School of Civil Avia-
tion (Ecole Nationale d’Aviation Civile - ENAC) in Toulouse, France. It is basically 
an option for the final year (i.e. 5th) of studies in Computer Science. The M2IHM, 
based in Toulouse, France, was created in September 2000 and it is the pioneer in 
HCI Education in France. 

Students should apply for one of the 25 positions available, and, despite it is not of-
ficially an international master program, >15% of the students come from abroad (e.g. 
Germany, Spain, China, Tunisia). The main goal of the M2IHM is to teach HCI to 
students that follow a prior education on Computer Sciences. After following the 
M2IHM courses, students should also develop skills in HCI such as be able to: i) 
carry on projects using a user-centered design approach; ii) understand, chose and 
apply ergonomic recommendations whenever it is appropriate; iii) assess the qualities 
and defects of a user interface. 

4.1 Organization and Content 

The M2IHM program is deployed in two semesters (see Table 1). The first semesters 
is dedicated to courses whilst the second semesters is devoted to a group project 
called “chef d’œuvre” and an internship. The “chef d’œuvre” is an exploratory study 
during which the students can identify and assess different design option for a given 
interactive system, mainly proposed by industrial partners. This project is carried out 
by a group of 3-4 students and should cover all phases of the development process of 
an interactive system. It also must include a bibliographical survey. The internship 
occurs between 18-26 weeks and should be performed in an industrial context or with 
a research lab. The subject requires a prior approval from the pedagogical team. 

Table 1. Teaching units of the M2IHM for 2011-2012 

Semester 1 (total 457 hours) 

Teaching units Lessons / Contents 

UE 1 : Human factors 

 

• Cognitive models of human processing  
• Software ergonomics  
• Task analysis and task modeling 
• Usability evaluation methods 
• Inquiry methods for HCI 
• Statistics applied to HCI 
• Accessibility and universal design 
• Requirement analysis for interactive systems 

UE 2 : Methodologies for re-

search in HCI 

• Engineering interactive systems 
• Principles of empirical HCI research 

UE 3 : Information visualization • Information representation and display 
• 2D visualization and interaction 

UE 4 : Design and development 

of user interfaces 

• Development process of interactive systems 
• Prototyping and Agile methods 

                                                           
4 Master 2 Interaction Homme-Machine: http://www.masterihm.fr   
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Table 1. (continued) 

UE 5 : Interaction techniques and 

application domains 

• Multimodal interaction techniques 
• Interaction techniques for the Web 
• Collaborative Systems  
• Mobile applications 
• 3D visualization and interaction 
• Multimedia systems 

UE 6 : Programming techniques 

for interactive systems 

• Component-based software for interactive systems (COM and Net-
Beans) 

• Participatory design 
• Web technologies 
• UML for HCI 
• Advanced programming for HCI  

UE 7 : English and Project Man-

agement 

• English (training for TOEIC/TOFFEL)  
• Project management  

  

 Semester 2 

Teaching units Lessons / Contents 

“Chef d’œuvre”  • Exploratory project  

Internship • Internship in the industry or research lab

4.2 Application Domains of Internships 

The internships performed by the M2IHM student can be classified in five main  
application domains: aeronautics and aerospace, automotive, desktop applications, 
multimedia & Web, and new interaction techniques. As show by Fig. 4, 41% of in-
ternships performed from 2001 to 2010 occurred in the domain of aeronautics and 
aerospace which can be easily explained by the strong presence of companies like 
EADS/Airbus, Thales Avionics, Eurocopter, Centre National d’Etudes Spatiales 
(CNES). Desktop and office applications, which includes the development of colla-
borative systems, graphical editors and improvement of the ergonomic of existing 
applications, comes in second with 26% of internships.  

 
Fig. 4. Distribution of M2IHM internships from 2001 to 2010 (N = 209) accordingly to the 
application domain   
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Multimedia and Web applications sum up 18%. The category new interaction tech-
niques encompass a large set of applications such as for the interactive TV, games, 
mobile systems, 3D and virtual reality, touchscreen, voice recognition... The automo-
tive sector concerned 3% of internships.  

Fig.5 presents the evolution of the internships over the years. It is interesting to no-
tice that this evolution can be paralleled by changes in the market. For example, the 
automotive was responsible for 7 internships from 2002 to 2007 which correspond to 
the transfer of the R&D department of Siemens from Toulouse in 2008. The majority 
of internships occurs in the Toulouse area (>60%). In 15% of the cases, internships 
are performed abroad (ex. Australia, Austria, Canadá, Chile, Espanha, Japão, UK. The 
increasing number of internship offers in the aeronautics domain can also be paral-
leled to the expansion of recent programs such as the A380, A400M and A350 at 
Airbus (see Fig.5). 

There is a large set of offers for internship concerning desktop applications but 
these are often seen as the last choice by students who often prefer new interaction 
techniques. Nonetheless, offers for internships with new interaction techniques are not 
so frequent. For instance, in 2010 the number of offers represented 28% (N=7, where 
3 involving multitouch, 1 ambient systems/demotic, 2 games, 1 mobile applications), 
but looking back to previous years, the number of internships in this category was 
lower and it concerned different application domains (an iTV applications in 2009 
and 3 virtual reality in 2008). A trend in this sector is thus difficult to assess.  

 

 

Fig. 5. Evolution of M2IHM internships from 2001 to 2010 (N= 209) according to the applica-
tion domain   

4.3 Interactive Critical Systems Content 

The design driver around the tuning of the curriculum has been related to the fact that 
reducing current HCI training would damage significantly the knowledge of the stu-
dents and their ability to work in the non-critical domains. For this reason we have 
decided to produce a double curriculum: one targeting at consumer products and the 
other one targeting at interactive critical systems. Each of the units presented above is 
thus split into 3 parts:  
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• A basic part containing the main principles and root knowledge of that area which 
is taught to all the students 

• A part dedicated to the critical systems requirements addressing issues related to 
training, certification, human error, development standards, …  

• A part dedicated to the consumer product market focusing on hedonic properties of 
user experience, design, large scale usability testing, …. 

5 Conclusion and Future Work 

This paper has presented the rationale for deep tuning of HCI curriculum when specif-
ic application domains are considered. We have tried to demonstrate that interactive 
critical systems require specific attentions and specific qualification in order to be 
designed and implemented in conformance with regulatory authorities that sometimes 
conflict and are incompatible with mainstream HCI knowledge and practice.  
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1 The Classic Innovation Paradigm  

Innovation is mostly associated with young people being open to new things and en-
thusiastic to try out something different. Even though an innovation might not be 
advantageous , most young persons are prepared to spend time to find out, and they 
are not disappointed if it does not work out as expected. This experience is considered 
as learning about different options and getting inspired, thus the innovation is rather 
an exploration tool to spark creativity. 

In contrast to this, with increasing age people are becoming more cautious about 
spending their time efficiently. Thus, experiencing something at the risk of failure is 
seen critical. Further, elderly persons consider failing to use a new product as a nega-
tive experience. This explains a rather negative attitude of elderly persons with re-
spect to be confronted with innovations. As a consequence innovation has a mostly 
negative connotation for elderly persons. 

2 The Demand of Innovation Paradox 

Innovations offering new features and new functions that are mostly focused on 
young users (see previous section), such as social media. This is likely motivated by 
the enthusiasm that can be achieved from young people. So in terms of testing the 
acceptance of new products young people appear to be much more attracted, and thus 
attractive for developers. However, the need of serious innovations is mostly for el-
derly persons. This refers to advances in user interface design as well as to new sup-
portive functions. Innovations are essential  for the elderly in order to benefit for 
their daily life. This is particularly true for functions enabling to participate to profes-
sional and social activities, which would not be possible or very much restricted with-
out having that support. So, innovations for elderly persons go far beyond the ‘nice 
feature’ aspect often prioritized by younger users. So young people are much more 
open for innovations, but elderly people are in need of innovation.  

3 The Economic Paradox 

Similarly the budgets for affording innovations are mostly available for elderly. 
Young persons often have a very limited budget, particularly for fancy items. So 
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spending for one item is often corresponding to cuttings for other items.  Further, 
prestigious aspects do count quite a lot for young users. This is true for elderly users 
as well, but here aspects of practicability do play an important role as well. As inno-
vations are most expensive in the initial stages (due to the need for writing-off the 
investments for development), the practical value becomes an important justification.  

In contrast to young people, many elderly persons do have spare budgets, and the 
essential value of innovative items and functions for elderly does justify correspond-
ing investments. So from an economic perspective, elderly have much more potential 
to fund innovations than younger persons. However, the willingness to spend depends 
on the expected benefit.  

4 Innovations for Elderly 

For a long time, innovations for the elderly in the field of HCI have been focused on 
the user interface. On the physical side this is mostly related to the size of interaction 
elements (display and buttons), contrasting the general trend towards small and mo-
bile equipment.  On the software level easy usability was (and still is) considered a 
key feature to allow computer-illiterate users access to modern technologies. This is 
mostly to compensate physiological, cognitive and habituation deficits of elderly us-
ers. Basically those challenges are met to a large extent. However, the increasing 
complexity and mobility of modern devices put new challenges.  

Some challenges for usability are still to be resolved by future technologies, such 
as displays with integrated lenses that make reading glasses redundant. 

Another area of innovation is the provision of supportive functions for the elderly, 
helping to overcome barriers occurring due to the ageing process. Typical examples 
are remote and supervision controls that help to cope with physical immobility and a 
decreased cognitive reliability (Helander & Ming 2005). 

Those technologies mostly result from the attempt to overcome typical bottlenecks 
of ageing. As a matter of fact, such an approach will create distinct features for elder-
ly, contrasting the needs of younger users. This often results in stigmatizing product 
features, that are considered being not attractive, as specially made for elderly. De-
spite objective needs, elderly persons are keen to have products that are fancy and 
attractive for young users as well. So, innovations must at the same time consider 
usability benefits for elderly and and attractive appearance for younger users.   

Today, most acute bottlenecks of elderly in standard products are met. This raises 
the question how to create further innovations for elderly that go beyond acute han-
dling problems or age-specific deficits.  

5 Elderly in the Innovation Process 

Most innovation processes do stem from empathy, as deductive approaches are nor-
mally successful only for pure technological progress. Empathy might origin from 
developers and from users, ideally from both. However, innovation for the elderly 
faces two challenges with respect to the origin of empathy: 
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1. Professionals involved into the innovation process are mostly rather young, thus 
developing empathy for elderly is lacking the life experience. Hence it becomes 
difficult, if possible, to step into the toes of an elderly person for anything beyond 
the obvious restrictions of ageing. This is a particular challenge for the mental and 
emotional stages of ageing, an experience that is mostly excluded for empathy of 
younger persons (Darses & Wolff, 2006). 

2. Elderly who could provide the requested empathy from a life experience point of 
view often lack the technological experience and awareness of current and upcom-
ing technologies. So they face difficulties to look beyond their current life. This is 
particularly the case for real innovations, in other words: future applications and 
technologies that are not a continuation of current state-of-the-art.    

The both aspects mentioned before are the essential for innovation. Even using ran-
dom or brut force creativity methods requires appropriate filtering of upcoming ideas, 
and at this point the both above-mentioned factors become relevant. 

A rather simple and common approach of meeting the need to bridge the gap be-
tween the both points of view addressed above is building a work team consisting of 
members of both groups. This rises however another conflict (apart from the practical 
challenge of time requirements to enable constructive communication), as one crea-
tive party normally faces a critical party that needs to be convinced. This constellation 
rather induces compromising than a real innovative working atmosphere. 

In addition to the need of both groups to participate to this process, a systematic 
creative process would be required. Considering the specific needs of elderly a step 
by step approach was developed by Göbel (2012) that is based on identifying poten-
tials for support by innovative technologies.  

A three-dimensional matrix is created that specifies lacking or scarce resources 
(requested functions and services of a product which disable or at least impede the 
fulfillment of a task) against available resources.  This is performed separately for the 
different tasks to be considered for the designed product. Those resource categories 
entail personal resources, the social environment and the technical environment, thus 
aiming for a holistic approach even if not all types of resources need to be considered 
in any case.  

For the different fields built in this matrix a creative process is then performed with 
design professionals striving for ideas or concepts that link available resources to 
lacking resources. Not all matrix fields have to be filled, one field per column is suffi-
cient.  By far not all ideas will be innovative by nature. A second filtering process is 
then required in order to forward those ideas that are considered productive in terms 
of creating new products and services economically successful. 

The basic concept behind this approach is to translate the user’s perspective to an 
engineering design scheme. However, this is still a creativity tool. 

This concept was basically intended to generate product ideas helping elderly per-
sons to sustain an independent lifestyle while making use of available capacities as 
much as possible. 

Empirical testing against the application of brainstorming as a universal creativity 
methods showed that the created innovations are more specific and more rational than 
the ideas created by brainstorming. 
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Fig. 1. The basic matrix of the Resource Transformation Approach (from Göbel 2011) 

6 Modeling of Complex Human-Environment Systems 

The aforementioned approaches relate very much to creativity, powered by empathy. 
A more engineering type of approach to create innovation is the identification of bot-
tlenecks in a functional structure. This is not necessarily qualitative in nature, as crea-
tive methods mostly are. System modeling often raises quantitative bottlenecks in 
terms of lack of time, lack of competency, incompatibilities etc. Thus, less revolutio-
nary innovations might be expected from system modeling, but rather optimizations. 
This is equally important for product quality, even if those aspects are not striking 
selling points. 

Figure 2 shows the basic model of a human environment system as suggested by 
Emery (1959), Luczak (1997) and Carayon (2006). 

 

Fig. 2. Basic structure of a human-environment system 
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The identification of innovation potentials from a system model will however re-
quire a system model that allows outlining deficits in a functional structure. Hence, 
such a model is required to represent all relevant detail aspects. This is a trivial re-
quirement, and such a strategy is commonly applied for technological systems.  
However, human-environment systems are complex in nature. Apart from the sheer 
number of elements required for detailed modeling, the following aspects of human-
environment systems are not easily addressed by standard Systems Engineering (such 
as described by Pahl et al. 2007): 

• Non-monotonous characteristics of humans: Technical systems normally have 
monotonous or even proportional characteristics, such as the relation between 
forces and masses of a machine. This is however not the case for the human factor, 
who is often described via a U-like or an inverted U characteristic. Often this is 
caused by complex substructures, balancing between different optimization  
aspects. 

• Memory effect: Any conscious human response is linked to an individual learning 
process in a way that a response is necessarily based on previous learning. Com-
plementary, any voluntary reaction affects the individual’s experience on an endo-
genous and an exogenous level. Those constituents of personality validate the 
complexity attribute of any system that involves actively performing humans. 

• Real and virtual representation: Human system elements have a physical (or bio-
logical) representation on the cell, bone, muscles etc. level. Many human system 
elements have a virtual representation at the same time, storing and conducting in-
formation. This is true for all brain and central nervous functions. The both types 
of representation interact as any virtual representation is based on a physical repre-
sentation. This is for example relevant for human fatigue.  

As a consequence a system structure is not directly accessible (despite a valid system 
structure might be developed). Meister (2000) identifies the invisibility of the rela-
tionship between the human and the environment being a central obstacle for  
ergonomic design. Physiologists can extract cells and study their contribution to the 
function of the human body, engineers may compute the relationships between the 
different components of a machine, but ergonomists will never be able to see or feel 
the human-environment relationship. They can only measure its effects and try to 
deduce the nature of the relationship from its effects. 

Göbel and Zschernack (2012) suggested some formal extensions to the Systems 
Engineering approach in order to accommodate the required aspects of a functional 
human- environment system. Those encompass: 

1. A basic description of a human-environment system on the base of five  
dimensions: 
- (a) Elements (objects, resources),   
- (b) Interactions (activities, operations, processes),  
- (c) State (effect, objective, outcome),   
- (d)  Sequence (order, time), and   
- (e) Localisation (position, direction). 
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2. An open and hierarchical system structure, ranging from a basic cellular level up to 
social system. This requires a formal compatibility and consistency of all levels. 

3. State variation of system elements: System element do not only store energy  
or information (like in imaginary system elements), but also change their state  
on a higher level (e.g. due to fatigue). This again feds back on the system  
characteristics. 

4. Three different behavior characteristics of system elements. System elements may 
act  
(a) Schematically (with a uniform type of reaction), or  
(b) Algorithmically (with a flexible but reliable reaction), or   
(c) As a problem solver (creating new types of responses). 

5. Flexible order and sequences of actions: Depending on action strategy the per-
formed order of actions may be:   
(a) Necessary to perform a task correctly, or  
(b) Pragmatically chosen (e.g. to obtain maximum efficiency), or   
(c) Random (is the order in fact is irrelevant).  

6. Synthesis of different objectives: For the development of action strategies not only 
task-related objectives require consideration, but resource-related and individual 
objectives as well. All three types of objectives have to be balanced. 

 
The afore-mentioned components of an extended systems model do not make use of 
fundamentally new theories or concepts, but, in this form, allow integration of the 
most important factors of work systems modeling and work systems design in a for-
mally consistent frame. 

One might argue that such theoretical considerations have little practical value be-
cause they are too abstract to apply and do not provide quantitative output as pure 
engineering models would do. However, although there are numerous limitations to 
consider, such a type of modeling might be helpful to integrate and to structure differ-
ent relevant human factors approaches.  

7 Conclusions 

Creating innovations for the elderly is somewhat different to other technological in-
novations, as the user group is rather skeptical, but in need for innovations and having 
a strong purchase power. Creating innovations for the elderly faces challenges for not 
stigmatizing. Thus, such innovations most be attractive for young users as well.   

The innovation process needs to links the creative power of young people with the 
empathy of elderly. In order make such a complementary team successful a systemat-
ic creative process is suggested.   

An alternative way is creating innovation is suggested by modeling the human-
environment system and concluding deficits from this perspective. Despite the engi-
neering effort such a consideration may outline handling deficits and potentials in the 
abstract phases of a product development process and, hence, save a lot of invest-
ments for product development and prototype engineering.  
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Abstract. In this paper, we introduce a method for utilizing qualitative 
investigation in the development of artifacts. In particular, we discuss 
ethnography principles that developers and designers need to learn in order to 
improve artifact quality and user experience in accordance with the principles 
of human-centered design (HCD). The objective of ethnographic interview in 
the development of artifacts is to understand users in their real environment and 
to build personas and scenarios based on this understanding. This objective 
applies to the first two steps in the HCD process, which are “Understand and 
specify the context of use” and “Specify the user requirements.” Furthermore, 
the investigative process of ethnographic research for development is outlined. 
While it is difficult to understand users through objective observation alone, 
and the fact that the knowledge that comes from interaction is also vital, the 
application of contextual inquiry through ethnography is a valuable tool for 
efficient understanding of the user in a short timeframe and with a limited 
number of observations. 

Keywords: user experience, contextual inquiry, human-centered design, 
ethnographic interview, context of use. 

1 Introduction 

Recently, user experience (UX) has been regarded as an important aspect of the 
development of artifacts such as products, systems, or services. Previously, only 
practical qualities, such as performance and functionality, were sought after while 
using an artifact. However, recently perceptive user qualities, such as satisfaction, 
impression (wow factor) and joy, have been emphasized. Diller and his colleagues 
have stated that, as society matures, artifacts would increasingly be used to satisfy a 
user’s sense of fulfillment or aesthetic interest. Thus, the individual association each 
user makes with an artifact has become important [1]. When using an artifact, users 
would comprehensively judge the importance that the artifact has in terms of what 
type of emotions it evokes, such as curiosity and the feeling of fulfillment. Therefore, 
it is necessary to collect UX information through user-centered qualitative 
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investigations and then develop the artifact taking its relationship with users into 
account. In this paper, we introduce a method for utilizing qualitative investigation in 
the development of an artifact. In particular, we discuss the principles of ethnography 
that developers and designers should learn in order to improve artifact quality and UX 
in accordance with the principles of human-centered design (HCD). 

2 HCD Process 

Perceptive quality has become an increasingly important parameter, and the focus of 
artifact development has shifted toward UX. The importance of understanding UX 
was included among the changes when ISO 13407:1999 was modified; part 210 of 
ISO 9241-210:2010 focused on HCD for interactive systems. In the modified ISO 
9241-210, UX is defined as the user’s perception and response during the use of an 
artifact, and “To achieve a good UX” is the goal of this HCD approach [2] [3]. By this 
definition, UX should include physical and psychological reactions and attitudes on 
the basis of the user’s perceptions, emotions, and tastes before/during/after use. It is 
thought that UX will be also affected by the user’s physical and psychological state 
and capability, which is related to the artifact’s brand image, design, function, 
operability, effectiveness, or usage support, and UX. 

Figure 1 shows the configuration of HCD’s activity process as determined by ISO 
9241-210, which explains the artifact design process. In this HCD process, “Plan a 
HCD process” is the starting point and “Designed solution meets user requirements” 
is the destination. The four steps between the starting point and the destination are 
crucial for the entire HCD process. The initial step, “Understand and specify the 
context of use,” involves clarifying each user’s characteristics, usage environment, 
and usage status through user investigations. The user investigation conducted in this 
stage includes questionnaires, group interviews, and onsite interviews or observations. 
Table 1 summarizes the various characteristics of these investigation methods. The 
purpose of the next step, “Specify the user requirements,” is to establish an artifact 
design process that is in accordance with the user requirements determined by the 
investigation results conducted in the previous step. The “Persona Method” and 
“Scenario Method” are often used in this step. In the next step, “Produce design 
solutions to meet user requirements,” the device or system is specifically designed 
using the “Rapid-prototyping Method” or “Paper-prototyping Method.” In the last 
step, “Evaluate the designs against requirements,” usability testing, and heuristic 
evaluation are conducted. Depending on the feedback from the “evaluation,” each 
step could be iterated.  

The most important HCD process step to improve UX with the artifact is 
“Understand and specify the context of use,” in which each user’s lifestyle and work 
situation must be captured. For this step, it would be appropriate to conduct a 
qualitative investigation through contextual inquiry [4], in which users are observed 
and, if necessary, thoroughly questioned about their everyday situations and 
behaviors. We will cover the details of this method in the section that discusses 
ethnographic research. 
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Fig. 1. HCD process (ISO 9241-210) 

 

Table 1. Investigation methods and characteristics 
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3 Qualitative and Quantitative Investigation 

User investigation is divided into quantitative and qualitative methods. The 
quantitative method is represented by experimental design, which seeks to elucidate 
universal characteristics or trends by focusing on a specific aspect on the basis of 
numerous case studies. The qualitative method, represented by interviews or case 
studies, aims to gather a comprehensive understanding of an individual user from 
multiple aspects on the basis of a limited number of case studies. Each of the 
investigative methods has a different purpose. The purpose of the quantitative method 
is to construct a generic principle that explains a phenomenon in a certain situation in 
order to extrapolate the possible consequences of several different situations. On the 
other hand, the purpose of the qualitative method is to grasp how each individual is 
trying to comprehend the reality of a certain situation and to interact with it from a 
subjective standpoint. Historically, there is antagonism between these investigation 
methods. Where quantitative investigation is the norm, qualitative investigation is 
often not accepted, and its validity and reliability has frequently been questioned.  

The validity of qualitative investigation can be divided into internal and external 
validity. External validity is often questioned. Internal validity evaluates whether the 
relationship between the two variables defined in a hypothesis is being appropriately 
measured. Thus, internal validity corresponds to the credibility of the qualitative 
investigation. In other words, the focal point of internal validity is not only to 
discover the truth but also to determine whether the target of study is correctly 
reflected in the investigation results. External validity means determining whether the 
components of a hypothesis can be applied to other situations. In qualitative 
investigation, external validity corresponds to transferability. However, because the 
purpose of a qualitative investigation is not to conduct a hypothetical evaluation but to 
understand the target of the study and produce a hypothesis, it cannot be generalized 
in the same way as a quantitative investigation. Ohtani argues, “With the qualitative 
investigation, there is no formulated proceeding for data analysis, which is as 
comprehensive and generic as the statistical method for the quantitative investigation” 
[5]. In quantitative investigation, the targets of study are randomly chosen, and 
statistical analysis is used to evaluate the hypothesis. However, in qualitative 
investigation, it does not make sense to use statistical analysis because intentional 
sampling is adopted. Furthermore, the Grounded Theory Approach (GTA) 
emphasizes the necessity of grasping external validity through triangulation and 
improving the validity of the study using the triangulation method based on multiple 
people data [6]. 

Furthermore, reliability corresponds to stability, consistency, predictability, and 
accuracy of the quantitative investigation, which in turn corresponds to the 
dependability of the qualitative investigation. However, this dependability can be lost 
over time and is also vulnerable to the fatigue or stress of the participants and 
researchers. With quantitative investigation, reliability can be damaged by changes in 
investigation or study methods during the study. However, with a qualitative 
investigation, such changes are natural, and are even considered helpful in improving 
the accuracy of the investigation. 
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Table 2. Investigation methods and characteristics 

 
 

The argument over quantitative and qualitative investigation methods intensified 
during the 1990s but settled considerably by the end of the 1990s. The theory behind 
this resolution was that, because each method had pros and cons, both should be used 
in a single study. This combined quantitative and qualitative investigation is called 
“Mixed Method Research.” Using Mixed Method, it is possible to systematically 
combine the advantages of both methods. In other words, it becomes possible to 
depict the study targets more realistically. When Mixed Methods Research is 
conducted, it is important to specify a study design that explains how to combine both 
methods. By specifying the study design, a shot-in-the-dark type of “inappropriate 
study report” can be avoided [7]. Furthermore, when the processes of data collection 
and analysis are taken into consideration, the basics of both methods must be 
accommodated. For example, when a paper questionnaire is conducted with the same 
set of individuals after a participant observation study, a parametric evaluation 
method cannot be used to analyze the questionnaire results unless those questioned 
were randomly chosen from the participants of the observation study. In general, in a 
qualitative investigation, the study targets are often intentionally selected for 
observation. When a quantitative investigation is then conducted with the same 
targets, it is important to remember that only a nonparametric evaluation method can 
be used to analyze the results. 

As mentioned above, when an artifact is being used or developed, its practical 
qualities tend to be the central focus. In contrast to the qualitative method, the 
quantitative investigation method involves user investigations or usability tests to 
count the number of errors during use or to measure the time required to achieve a 
goal, because the focus is on practical improvements by generalizing user 
requirements for the usage of artifacts. However, once the HCD process was 
generalized, investigators began to understand that examination of the actual usage 
environment would be more useful. In addition, as the demand for improved 
perceptive qualities and UX increased, qualitative investigation was deemed to be 
more appropriate, and consequently there has been increased interest in an 
ethnographic method. Understanding users’ goals and requirements in their real living 
environments and developing artifacts taking these various realities into consideration 
contributes to the improvement of quality and UX of an artifact. However, from the 
perspective of a cultural anthropologist, Kimura made the following suggestion [8]: 
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“The expectation for ethnography from the industrial world seems to be a never 
satisfied desire. It is because ethnography is grasped as if it was a magical panacea 
capable of providing new resolutions against the dissatisfaction with the quantitative 
investigation, which only targets the limited variables mostly based on snapshot data. 
However, ethnography can never be a panacea. Moreover, since 2000’s, the 
assumption that the methodology of combining qualitative investigation and 
quantitative investigation might be the key to develop social science and human 
science has been increasingly predominant.” 

4 Ethnographic Research for Development 

Since the early 20th century, ethnography became a focus of attention in the fields of 
cultural anthropology and sociology, particularly at the Chicago School. Ethnography 
has been extensively used and is now receiving attention not only in research fields, 
such as psychology and education, but also in practical areas, such as business and 
administration. However, there is a significant overlap between ethnography and 
fieldwork. Ethnography presents a methodology for understanding a “site,” whereas 
fieldwork is positioned as a step within the research process in which the actual site is 
visited and investigations are conducted. While ethnography is one of the 
methodologies included within the field of qualitative research, it is unique within that 
field because it has a low level of standardization and a high degree of freedom in 
detailing specific phenomena and their context, and in combining individual cases 
with theoretical considerations. 

Now, we would like to introduce a contextual inquiry through ethnographic 
approach for HCD, which you might have recently heard of quite often. Ethnography 
is defined as a description or a report (monograph) of a particular culture. 
Ethnography is characterized by a long-term relationship in a natural setting, where 
the researchers actually live in a society and write a report based on their onsite 
observations and investigations. The essential condition for observing and describing 
a culture is that the target individuals must be in their “natural situation,” and a long-
term relationship is required for accurate observation. 

Ethnographic research for HCD is completely different from ethnography as it is 
applied to cultural anthropology. The word “ethnography” gave rise to the expectation 
of a “magical panacea,” as Kimura put it. The contextual inquiry through 
ethnographic interview might sound like a new investigative method; however, in 
most cases it is an onsite investigation through contextual inquiry, in which users’ 
actual living situations and behaviors are observed and questioned. While it is 
difficult to understand users through objective observation alone, and the knowledge 
that comes from interaction is also vital, the application of contextual inquiry through 
ethnographic interview is a valuable tool to acquire an effective understanding of 
users in a short time with a limited number of observations. 

The objective of ethnographic research in the development of artifacts is to 
understand users in their real environments and to build personas and scenarios based 
on this understanding. This objective applies to the first two steps in the HCD process 
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(Fig. 1), which are “Understand and specify the context of use” and “Specify the user 
requirements.” The investigative process of contextual inquiry through ethnographic 
research is discussed in the following sections. 

4.1 Selection of Investigation Targets 

Investigators select the targets for a group interview after conducting a quantitative 
study, such as an online questionnaire, or a mail questionnaire. Target individuals for 
onsite investigations are determined by group interviews. Conducting both 
questionnaires and group interviews help select the investigation targets best suited 
for the effectiveness and objective of the subsequent investigations. 

4.2 Onsite Investigation 

Individuals involved in the artifact development would visit each target’s home, 
office, or shop, and observe their field artifact usage or purchase activity artifact. In 
addition to onsite observations, investigators would also interview the target 
individuals and their family members, if needed, to collect information that could not 
be obtained from observation alone. The investigator group should comprise a 
primary interviewer and one or more secondary interviewers. In addition to asking 
supplementary questions, the secondary interviewers must also take notes, pictures, or 
record videos during the interview. The investigator group should conduct a briefing 

 

Fig. 2. Examples of Photo Panels  
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and debriefing before and after each home visit in order to establish mutual 
knowledge and understanding. During the debriefing, investigators should create 
photo panels using notes, pictures, or videos taken during the investigation of each 
target. The photo panel should include basic information for each target as well as the 
pictures and brief explanations of memorable scenes or characteristics that accord 
with the objectives of the investigation.  

4.3 Downloading 

Onsite investigators share the information obtained from observations and the onsite 
interview with development colleagues who did not accompany them. When sharing 
this information, the investigators explain their experience while using the 
environment by means of storytelling and photo panels. 

4.4 Extract Scenes and Insights 

After sharing the results of the onsite investigation, there is a general discussion about 
what the investigation targets said and what happened onsite. From that discussion, 
the investigators extract usage scenes and insights, and create a visual summary, such 
as a plan proposal, persona, or scenario. 

5 Conclusion 

Following this process of conducting onsite ethnographic interview investigations and 
using the investigation results for the development of an artifact shall lead to an 
improvement in artifacts and UX. However, if the investigators conduct an onsite 
investigation and do not have the specialized skills necessary for effective qualitative 
investigation, the collected data cannot be deemed as completely objective, and this 
would be problematic. The practical specialized skills necessary to conduct an 
effective qualitative investigation cannot be obtained solely from academic studies. 
Therefore, new investigators should necessarily accompany an expert for several 
onsite investigations to acquire these skills through practical experience. 
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Abstract. In the “Experience Vision: Vision Proposal Design Method,” the first 
step is to set a project target and to conduct a qualitative survey. Next, users’ 
essential needs are identified and an idea is developed to propose a vision. On 
the basis of a scenario from the perspective of users’ essential needs, the pro-
posal is formed, given shape and made precise. Finally, the proposal is  
evaluated, and then evolves into the development of products, systems, and ser-
vices. This paper presents the interview method, the photo diary method, the 
photo essay method, and the superior-subordinate relationship analysis method 
laddering) in order to gain profound insight into users and to identify their es-
sential needs, rather than their manifest needs. In addition, on the basis of users’ 
essential needs, it explains the method of setting a user with persona and cast to 
embody the target user, as a viewpoint from which to describe a value scenario, 
an activity scenario, and an interaction scenario. [1] 

Keywords: experience vision, service design, user’s needs, persona.     

1 What Are Intrinsic User Values? 

Compared with the problem-solving design method frequently used to deal with ma-
nifest user needs, accurate grasp of intrinsic user values is required in the vision-
centered design method that offers unprecedented products, systems, and services of 
higher customer satisfaction to meet user values that are more latent and intrinsic. 

Intrinsic user values are not ones at specific levels of demand, such as the desire to 
have or do something. Intrinsic user values exist at a psychologically deeper level, 
wherein a person wants to feel something specific or has a deep desire to do  
something. 
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Needless to say, the levels of intrinsic user values differ from one project to anoth-
er, just as intrinsic user values differ in the development of new scheduling software 
or in a customer service that offers a moment of greater enjoyment during a trip. 

Discovered intrinsic user values are reflected in user evaluation items and the eval-
uation for scenario visualization (prototyping) that are developed in value scenarios, 
activity scenarios, and interaction scenarios. 

2 Understanding Target Users and Methods Used  

User understanding is the first step toward finding intrinsic user values. There are 
various ways for understanding users but generally put, there are external and internal 
understanding. 

External understanding methods understand users externally by observing them 
from the outside and asking them direct questions. The questionnaire method, struc-
tured interviews for obtaining answers for predetermined items, the observation me-
thod and task analysis for observing user behaviors, and the photo diary method for 
making records by theme and time (explained below) represent external understand-
ing methods. 

Internal understanding methods are methods that ask users to look deep into them-
selves and express their feelings and thoughts. Representative internal understanding 
methods include the photo essay method for asking users to write an essay based on 
one or several photos chosen to match a theme (explained below), semi-structured 
interviews for changing questions and topics flexibly according to user reactions, in-
depth interviews for obtaining deep answers by continually asking why, and the diary 
method involving recording the results of daily product or service usage. 

The results of external user understanding are often compiled in the quantitative 
analysis method and tabulation method. Meanwhile, the results of internal under-
standing are presented in the method of assigning higher ranks to behaviors and feel-
ings (laddering) in many cases. In the vision-centered design method, internal user 
understanding and the analysis of its results are prioritized over external user under-
standing and quantitative analysis of its results to reach intrinsic user values. 

 

 

Fig. 1. External and Internal User Understanding and Analysis Methods 
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Additionally, information collected for the purpose of understanding users be-
comes basic information for assuming and setting target users (user personas and user 
models). 

3 Finding Intrinsic User Values Based on User Understanding 
in the Vision-Centered Design Method 

In many cases where the vision-centered design method is adopted, a semi-structured 
interview or photo diary is produced as a means for internal user understanding. User 
needs are ranked higher based on such data and intrinsic user values are found for 
reaching user values that are more essential. A photo essay is also used to reinforce 
intrinsic user values in such cases. The visual flow of steps needed for finding intrin-
sic user values is shown below. There can be two or more intrinsic user values. 

 

 

Fig. 2. Major Flow of Steps for Finding Intrinsic User Values 

4 Semi-structured Interviews 

Semi-structured interviews are also known as contextual interviews. Interview scena-
rios are produced for these interviews. Semi-structured interviews are an interview 
method for eliciting answers close to users’ real intentions by flexibly changing ques-
tions and topics according to user reactions as needed. This interview method requires 
certain skills, such as those needed for flexibly changing the order of questions. Those 
skills can be obtained by accumulating a certain amount of practical experiences. 

The most important point in the planning stage of a semi-structured interview is to 
clarify the objective, in other words, deciding what answer to elicit from an intervie-
wee will make the interview successful. Preparations become more sufficient and 
more appropriate questions may be set when the interview objective becomes more 
specific. The efficiency of analysis also improves. 
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A scenario must be produced in the planning stage of a semi-structured interview. 
Essential points in the planning stage include anticipating the flow of the interview, 
arranging topics in order and eliminating omissions and oversights in question items. 

Listening techniques can be cited as skills required in the implementation stage. An 
interviewer must develop conditions that make an interviewee feel comfortable, to 
speak with the attitude of paying consideration to the interviewee and lending an ear 
to what the interviewee has to say. An interviewer must not speak too much, but 
needs to share personal experiences and opinions with an interviewee. An interviewer 
also needs to summarize what an interviewee said on the spot for confirmation and 
sound out the interviewee’s true feelings with open questions asking why and closed 
questions confirming the answer using “yes” or “no” in order to clarify the intervie-
wee’s opinions and views. Additional points an interviewer must be mindful of in-
clude time allocation for preventing topic omissions and changing question styles in 
accordance with the characteristics of each interviewee. For the interview periods, 
approximately five minutes should be reserved for introduction, including interview 
objective explanations, and five to 10 minutes for closing, including confirmation and 
expressing gratitude. Concluding an entire semi-structured interview in about an hour 
is one criterion. 

 

 

Fig. 3. List of Interview Methods [2] 

5 Photo Diary Method 

The photo diary method is for understanding user needs and the state of product and 
service usage by taking the photos of user behaviors according to fixed periods and 
themes, and supplying the captured scenes with simple explanations and comments. 
Many of the scenes cut out from everyday life offer new discoveries. 

Specifically, the photo diary method asks users to take photos of events in their 
immediate environment using fixed time units, such as one shot every 30 minutes. 
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Alternatively, the method requests that users photograph scenes related to specific 
themes, such as schedule management, and supply each photo with a simple comment 
and brief explanation. Users are asked to explain a scene in each of these photos. Pre-
viously unnoticed values are discovered through this procedure. The photo diary me-
thod also permits in-depth analysis of the state of usage when a specific product is 
chosen as a theme. Discoveries from a photo diary can be used as information for 
setting target users (user personas), as well as data for finding intrinsic user values. 

 

 

Fig. 4. Photo Diary Example 

6 Higher and Lower Rank Analysis Method 

The higher and lower rank analysis method is a method for analyzing group interview 
data. Nobuyoshi Umezawa developed this method in 1993. Originally, higher and 
lower rank analysis was a method for classifying consumer needs identified in group 
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interviews into three hierarchical groups (demands to have, demands to do, and de-
mands to be) and finding intrinsic values from their relationships. In the vision-
centered design method, the higher and lower rank analysis method is used for finding 
users’ intrinsic values and potential needs by assigning higher ranks to users’ beha-
vioral targets (major reasons for behaviors), based on factual data and discoveries 
from interview data (remarks about values and events), photo diaries, and behavioral 
observations. In the vision-centered design method, intrinsic user values are found 
primarily through the assignment of higher ranks. The assignment of lower ranks, 
carried out for finding specific actions for higher rank assignment, can be used for 
creation of ideas. 

In actual practice, data transcribed to cards are first grouped for finding if they be-
long to higher or lower ranks. Targets needs in higher ranks are then labeled and the 
levels of needs are adjusted. After these steps, values in higher ranks are deduced 
from among the related groups of needs, by answering the question asking the main 
reasons for finding values in it. Values in the highest rank tend to be something like, 
“I want to become happy,” but there is no need to assign the top rank to this level. 
Hierarchies number three in principle, but there could be more. There is no need to 
adopt only one value as an intrinsic value either. 

There is also a method called laddering for finding hierarchical structures. This 
method is similar to the higher and lower rank analysis method. Laddering is an inter-
view method that structures concepts by developing hierarchical structures known as 
attributes, results, and values. Values found through the process of laddering are close 
to intrinsic user values identified in the vision-centered design method. 

 

 

Fig. 5. Higher and Lower Rank Analysis (Laddering) Example [3] 
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7 Photo Essay Method 

Photo essays are a method through which other people find users’ intrinsic values or 
potential needs from an essay written by a user that is associated with a single photo 
taken by the user. 

A user looks deep into himself or herself based on a theme, and expresses his or 
her thoughts through one or several photos combined with accompanying essays. The 
combined photos and essays express the user’s reason for the thought and the mean-
ing the user tries to communicate. Other people can use them as clues for finding 
intrinsic user values and materials for creating ideas from a user perspective. 

In the vision-centered design method, discoveries from photo essays may be used 
for reinforcing intrinsic values found through higher and lower rank analysis, ex-
plained earlier. The discoveries can also be added to as new intrinsic values. 

 

 

Fig. 6. Photo Essay Example (Theme: Travel) 

Shoe selection troubles me when I prepare for a trip.

Choosing clothing and other travel goods does not take that long because I have 
packaged them to a certain extent for my relatively frequent business trips. But 
selecting the right shoes is still sometimes difficult for me.

My personal wish is to travel with just one pair of shoes. But I must consider 
possibilities such as rain being forecast in areas I visit and long distances I am 
supposed to walk. I have also had problems in the past by having only one pair of 
leather shoes for business. Shoe selection always comes last when I prepare for a 
trip.

I currently handle the need to travel with an extra pair of shoes by using a suitcase 
that has shoe storage space. But the second pair in the suitcase has been keeping 
me from making my baggage more compact. Travelling lightly with two pairs of shoes 
has been a nagging issue for me.
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Abstract. The basis for user-centered design is the knowledge of users and 
tasks. Developing systems, e.g. mobile applications, which are used at varying 
locations, requires knowledge of the environmental context as well. This paper 
describes an approach for the analysis of varying environmental contexts in 
public transport. The results are presented as context templates to derive infor-
mation needs of users in public transport dependent on influencing context  
factors and can serve as a communication tool for interdisciplinary groups. 

Keywords: context analysis, public transport, passenger information. 

1 Introduction 

Technology and systems can adapt themselves to people if relevant factors of the 
environmental context are known and systems have the necessary means, e.g. sensors, 
to identify the actual context. 

Public transport can use new developments in communication interfaces, sensors 
and technology to develop new passenger information systems more in respect to the 
users. Passenger information can not only be static, stationary and collective but dy-
namic, mobile and individual [1]. These new developments and public transport itself 
present developers with several challenges [2] for the development of passenger in-
formation systems. Understanding the heterogeneous users [3], identifying the infor-
mation needs [4] and analyzing the influences of the environment for task completion 
and information needs are some of these challenges.  

The development of systems for varying contexts such as mobile passenger infor-
mation systems differs from developing systems for fixed contexts, e.g. offices [5]. 
Several factors, e.g. noises, light, and other people, as well as tasks are dynamic and 
can change from one location to another. 

This paper describes how a greatly varying environmental context can be analyzed 
and described, and how information needs can be derived in order to support the task 
completion.   
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2 Context in Public Transport 

The environmental context in public transport is shaped by the travel chain. The travel 
chain [6] is a common tool for the description of the passengers’ journey which func-
tions independently from a special country or public transport system. It describes 
eight stages from planning the journey, e.g. at home, to the desired destination as seen 
in figure 1. 
 

 

Fig. 1. Travel chain in public transport 

The travel chain covers the stages in general but not the exact description of loca-
tions, as the characteristics of these locations are varying greatly [2]. For instance a 
stop point can be a sign or a main train station. A vehicle can be crowded or empty 
depending on date and time. In addition, the transport system can be based on one or a 
combination of several different means of transportation, e.g. bus, train or subway, 
which themselves shape the environment and the need for information. 

Along the travel chain and for different kinds of locations passenger information 
systems are already implemented to support the use of public transport systems. On-
line platforms provide information for planning the journey and booking e.g. at home 
or at work, dynamic passenger information systems at train stations display real-time 
arrival and departure as well as disturbance information. In some cases these systems 
are already developed for a special environmental context along the travel chain, e.g. 
for a special type of station or mean of transport. In addition, these systems them-
selves are part of the environmental context. 

To fulfill the requirements of the heterogeneous users of public transport within the 
development process of new dynamic and mobile passenger information systems as 
well as the improvement of existing ones, a clear understanding of factors which 
shape the environmental context of use is needed. 
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3 Method 

The development of passenger information systems for different environmental con-
texts requires a clear understanding of influencing factors and typical context patterns. 
As development teams of passenger information systems often consist of experts from 
different areas, e.g. informatics, public transport, telematics, the description of these 
context templates have to be interdisciplinary understandable. Starting with the identi-
fication of relevant context factors, the following approach shows how these factors 
can be analyzed based on a context questionnaire and how the results can be used to 
identify typical context templates. 

3.1 Identification of Context Factors 

A first step to an analysis and description of the environmental context at the eight 
stages is the identification of factors which influence the user’s task completion in 
mobile contexts. The factors for the mobile context of use by Krannich are a set of 
factors which can be used for this step [7]. In respect to the physical and social envi-
ronment, these factors are: 

• Location  
• Light  
• Noises  
• Objects 
• People  
• Traffic density 
• Social situation 

The context of public transport is shaped by additional factors. A study with 30 partic-
ipants conducted as part of a usability evaluation shows that the planning and decision 
making process as well as the need for information at different stages of the travel 
chain is influenced by: 

• Weather conditions 
• Shopping and public facilities 
• Means of transportation available 
• Type of stop point 
• Type of vehicle 

In addition, Krannich [7] defines time as a factor which influences e.g. light, weather 
and traffic density. 

3.2 Context Analysis for Public Transport 

In a second step these factors need to be differentiated for the field of public transport. 
Within public transport the factor traffic density for example includes public and in-
dividual means of transportation as well as travelers and other people. Table 1 shows 
this differentiation. 
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Table 1. Context factors for public transport 

Context factor Differentiation for public transport 

Location 
Stage of the travel chain 
Classification by population 

Light 
Light situation 
Brightness and Intensity 

Noises 
Source of noise 
Noise level 

Objects 
Technical  information systems 
Non-technical information 
Vehicle or stop point equipment 

People  Number of travelers and other people  

Traffic density 

Transportation infrastructure 
Density of individual and public  
means of transport 
Distance to other people 

Social situation 
Interaction with other people 
Chance of disturbances by others 

Weather conditions 
Temperature 
Actual weather  

Facilities 
Shopping facilities 
Public facilities 

Means of transport available 
Individual means of transportation 
Public means of transportation 

Type of stop point Kind of shelter 

Type of vehicle Vehicle parameters 

Time 
Date 
Time of day 

 
Subsequently, the differentiated factors for mobile context of use in public trans-

port need to be analyzed at each stage of the travel chain and with varying characteris-
tics, e.g. in rural and urban areas. For this purpose, the factors were transferred into a 
context questionnaire. This context questionnaire provides an easy way for experts 
and laymen to analyze different locations. 

3.3 Development of Context Templates  

The last step is the description of typical context templates based on the results of the 
analysis at each stage of the travel chain. A context template should fulfill the follow-
ing functions within the development of passenger information systems: 
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• Supporting the identification of information needs at different locations and for 
different kind of users and tasks along the travel chain 

• Communication tool for interdisciplinary groups to understand, visualize and sup-
port a user oriented point of view 

• Display the diversity of contexts along the travel chain when used as a set of con-
text templates 

To fulfill these functions, a context template for public transport is divided into six 
sections. The first section, consisting of the context templates name and stage of the 
travel chain, gives brief information about the template. The name should reflect in a 
few words what the template is about, e.g. rural bus stop in the evening, including a 
short description of the location and an indicator about the specialty of the template. 
The second section shows the context factors which describe the environment. The 
context factors which describe the public transport profile are summarized in the next 
section. Combined with the challenges section, these three sections give a detailed 
insight into the environmental context. A graphic representation in form of a photo or 
illustration gives an impression of the context described in the template and visualizes 
the most important features of the context. As last section, a description of the context 
including challenges and critical situations for the use of public transport and the de-
velopment of passenger information systems, recorded during the analysis, concludes 
the context template. 

3.4 Identifying Information Needs 

The identification of information needs requires knowledge of the users’ workflow, 
the performed tasks, available information and the passengers [8]. Which tasks are 
performed and which information is available often depends on the location of the 
user and the accessibility of information systems. 

The developed context templates are an addition to the framework for identifying 
information needs [4]. For every task, which is performed by a user along the travel 
chain, the influences of the context can be analyzed. Based on the results of the origi-
nal framework additional or redundant information needs can be identified. 

Furthermore, the context templates in combination with persona descriptions [9] 
for public transport [3] can be used to communicate the information needs to the de-
velopment team and to evaluate whether the information needs of users at different 
contexts along the travel chain are already satisfied by present passenger information 
systems or not. 

4 Case Study 

In a case study within German public transport, the described approach was used in 
the field to identify context templates and information needs of users in German pub-
lic transport. In the following the analysis of stop points as important part of the travel 
chain is shown as an example. 



90 S. Hörold, C. Mayas, and H. Krömker 

4.1 Setup 

The case study was conducted within different areas of Germany, reaching from rural 
to urban areas and covering a variety of different kinds of stops and means of public 
transportation. The analyzed 168 stop points were located in 21 different public trans-
port companies and eight linked transport systems consisting of small, medium and 
large transportation networks. 

For the implementation of the analysis the context questionnaire was transferred 
into an online survey system which allowed the use of tablets for entering the data 
directly at the stage of the travel chain. In addition pictures of the analyzed stop points 
were taken for later analysis. 

4.2 Analysis of Results 

A cluster analysis of the collected data shows that the analyzed stop points can be 
divided into five basic templates. The clustering was done in a two-step-cluster analy-
sis with a good rating based on the work of Kaufman and Rousseeuw [10]. The Log-
Likelihood Distance was used to handle the categorical variables. Main influencing 
factors for the clustering are the kind of shelter, means of public transport available 
and the kind of passenger information whether it is providing dynamic or static data. 
The five identified basic templates are: 

Basic Template 1: Bus Stop with Shelter. This template describes a typical German 
bus stop with shelter and static passenger information. In most cases there are no 
technical passenger information systems installed at the stop point and no other public 
means of transportation close by.  

Basic Template 2: Bus Stop without Shelter. A bus stop found in different areas 
which provides only the basic set of static information and no shelter. In some cases 
these stops are combined with the basic template 1 “Bus stop with shelter” so that one 
shelter for both directions is available. 

Basic Template 3: Bus Stop with Dynamic Passenger Information. This stop point 
is shaped by technical dynamic information systems. The bus is the main mean of 
transport but additional means of transport are available in the area. In most cases a 
shelter is provided. 

Basic Template 4: Streetcar Station with Shelter and Dynamic Information. Sim-
ilar to template 3 this template is shaped by dynamic information systems. The street-
car is the main mean of transport and a shelter is provided in most cases. The template 
differs from template 3 mainly through other available means of transport as the  
distance to other means of transport is greater.  
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The described crowded rural bus stop only provides the information “planned arrival 
and departure times” to fulfill the information needs. In addition, the lack of other 
means of transport close by raises the need for information about alternatives in case 
of disturbances, e.g. telephone number to call a cab. 

For the development of mobile passenger information systems the gap between 
provided information and information needs shows which information is missing and 
should be provided. Available information can be provided but consistency should be 
given a high priority. The absence of dynamic real-time information systems at the 
crowded rural bus stop in return drops consistency challenges regarding dynamic 
data. 

5 Discussion 

The identification of influencing context factors and context templates shown in the 
described approach allow a better understanding of different contexts and information 
needs of passengers along the travel chain. In addition, the results show where the 
identified basic templates can be found within different kind of cities and areas. 

The context templates can serve as an addition to user and task descriptions and ex-
tend the framework for identifying the information needs in public transport. The 
combination of context templates and personas during the requirements analysis 
should be analyzed in further studies. 

For other areas of application the context factors can be differentiated so that spe-
cial characteristics can be addressed. This differentiation and the transfer into a ques-
tionnaire is a key success factor for this method and should be evaluated in a pre test 
before large scale studies are conducted. 
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Abstract. The conceptual model of XE (experience Engineering) was proposed 
to cover both of the products and services. It was also proposed to take “U” out 
from “UX” so that more adequate description of the people can be possible. 
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1 Introduction 

The term UX (User Experience) was first proposed by Norman as the concept that 
“deals with all aspects of the user’s interactions with the product: how it is perceived, 
learned, and used. It includes ease of use and, most important of all, the needs that 
the product fulfills. (Norman, 1998, p.47)”.  He first used the term in 1993 at the 
meeting in Apple and he changed his job title from “User Interface Architect" to "Us-
er Experience Architect" (Wirtanen, 2012). Later, he wrote that “I invented the term 
because I thought human interface and usability were too narrow. I wanted to cover 
all aspects of the person’s experience with the system including industrial design, 
graphics, the interface, the physical interaction, and the manual.” (Norman, 1998).  

But he also wrote that “Since then the term has spread widely, so much so that it is 
starting to lose its meaning” and complained as “User experience, human centered 
design, usability; all those things, even affordances. They just sort of entered the vo-
cabulary and no longer have any special meaning. People use them often without 
having any idea why, what the word means, its origin, history, or what it’s about. 
(Merholz and Norman, 2007, p.1)” 

Indeed, there are so many definitions to the term of the UX as are listed in 
http://www.allaboutux.org/. It was 2010 when the ISO standard adopted the term and 
gave the definition as “the person's perceptions and responses resulting from the use 
and/or anticipated use of a product, system or service” (ISO9241-210:2011, p.3). 
Unfortunately, this definition has not yet become popular, perhaps because this stan-
dard was too late to appear and neglected many of the past discussion on the concept 
(Law, et al. 2006, 2007, 2008, Kindsmuller and Mahite 2007, Loujus 2010) and the 
UX White Paper (Roto et al. 2011). 

Besides, ISO9241-210 added the “service” to the system and the product as the 
target of HCD (Human-Centered Design) without careful deliberation on differences 
in terms of the design process, sub-concepts, etc. 

This paper proposes a conceptual model for the HCD that can be applied to the ser-
vice as well as the product and the system from the viewpoint of the experience (X). 
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2 HCD Process Model in ISO9241-210 

ISO9241-210 proposed a process model for the HCD as shown in Fig. 1. The model is 
fundamentally the same with the one proposed in its previous version 
ISO13407:1999. 

The process starts from “Plan the Human-Centered Activities”, then proceed to 
“Understand and Specify the Context of Use”, “Specify the User Requirements”, 
“Produce Design Solutions” and “Evaluate”. From “Evaluate” there are three feed-
back loops to previous three activities to form the iterative loops. And if the result of 
the “Evaluate” is acceptable, the process goes to “Design Solution Satisfies Require-
ments” to finalize the design process. 

Although there are three iterative loops described in the figure and the whole de-
sign process seems to be iterative, it is seldom that the process goes back to “Under-
stand and Specify the Context of Use” and “Specify the User Requirements”. What 
frequently occurs and makes the process as a human-centered is the iteration between 
the “Evaluate” and “Produce Design Solutions”. Then the whole cyclic process model 
will become a kind of the waterfall that has a local iteration. 

Anyways, activities in the whole process especially “Understand and Specify the 
Context of Use” and “Evaluate” are human-centered because much user involvement 
is required for those stages. At this point, it is acceptable that the concept of HCD can 
be applied to the service as well as the product and the system.  

 

 

Fig. 1. The HCD Process Model in ISO9241-210 (1999) 
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3 UX Process Model in the UX White Paper 

While the process model of ISO9241-210 was drawn from the viewpoint of the manu-
facturer, the UX process model in the UX White Paper was drawn from that of the 
user as in Fig. 2 

The model starts “Before usage” where “Anticipated UX” is formed by “imagining 
the experience”. Next is “During usage” where “Momentary UX” is formed by “expe-
riencing”. Then “After usage”, “Episodic UX” is formed by “reflecting on an expe-
rience”. Finally “Over time”, “Cumulative UX” is formed by “recollecting multiple 
periods of use”. 

This model basically corresponds to the definition of UX in ISO9241-210 that re-
ferred to “the use and/or anticipated use” but is more thoughtful for referring to 
the experience afterwards. 
 

 

Fig. 2. The Process Model of UX in the UX White Paper (2011) 

4 UX and Service 

In ISO9241-210, the HCD claims to be relevant to the service in addition to the prod-
uct and the system. The service is also referred in the UX White Paper as “‘System’ is 
used to denote products, services, and artifacts – separately or combined in one form 
or another – that a person can interact with through a user interface (p.6)”. But the 
question arises whether the word “use” or “user” can be adequate for the service. 

Clark (1940) was the first to differentiate the industry into three categories as 
“Primary industries are defined as agriculture, forestry and fishing; secondary indus-
tries as manufacturing, mining and building; the tertiary industries include com-
merce, transport, services and other economic activities (p.7)” He further wrote as 
“Economics is defined as the study of the production, distribution and exchange of all 
those goods and services which are usually exchangeable, or are actually exchanged, 
for money (p.1)”. 

In his idea, that “goods” and “services” are two different output of the industry, i.e. 
the former is the output of the secondary industries that include manufacturing and the 
latter the output of the tertiary industries that include the service. And, of course, 
“goods” are to be used. But how about the “services”? Is it simply “to use”? Are we 
‘using’ doctors and nurses at hospitals to be cured? Are we ‘using’ teachers at schools 
to learn something? It’s possible, but is not completely adequate. “Customer” is more 
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appropriate in the situation of the service than the “user” and “to receive” or “to have” 
will be more appropriate than “to use” (though this issue is largely dependent on the 
language).  

In this sense, the term “UX” is not adequate for the service and the better solution 
is just to use X (experience) in its broader sense. Fig. 1 was initially used for describ-
ing the process of the UE (usability engineering) in ISO13407. But when the standard 
was revised to be ISO9241-210 and the target of the standard was reconsidered to 
include the service, it should be called as the process of UXE (UX engineering), 
though nobody has ever called it as such. Because UXE is not adequate for the ser-
vice, I would propose the name “XE” (experience engineering) for covering both of 
the goods and the services. 

5 Service Quality Model 

Regarding the service, Parasuraman et al. (1985) proposed a conceptual model of 
service quality as shown in Fig. 3. In this figure, both the consumer and the marketer 
are described where the flow of consumer is going down to meet the dashed line and 
the flow of marketer is coming up to it. The customer forms the expected service 
based on the word-of-mouth communications, personal needs and past experience. On 
the other hand, the marketer provide the service based on the management perceptions  
 

 

Fig. 3. Conceptual Model of Service Quality by Parasuraman et al. (1985) 
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of consumer expectations, then the translation of perceptions into service quality spe-
cifications will use the external communications to consumers. Finally, the marketer 
delivers the service including pre-/post-contacts. Finally, the matching will occur 
between the expected service and the perceived service, and the service quality will 
be perceived. 

Fig. 1 was described from the viewpoint of the manufacturer and Fig. 2 was de-
scribed from that of the user, but this figure includes both of the consumer and the 
marketer. 

6 Proposed Model of XE 

The author (2011, 2012) once proposed a model of UX and here will present a revised 
model for both of the goods and the services including the process on the side of the 
industry and the market as Fig. 4 and 5. 

 

 

Fig. 4. Model of XE for goods 
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the information relevant to the market (people) is positioned in between and the time 
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including the subjective expectation and the objective prospect. If they may have a 
chance, they will test the hypothesis by the trial use. If the hypothesis is positive, 
people will purchase or obtain that artifact and start using it. After the short-term use, 
they usually continue to use it and the impression of long-term use will be accumu-
lated in memory. But boredom, dissatisfaction, functional imperfection, performance 
degradation, and malfunction will let them cease to use it or waste it. Although the 
artifact is gone out of sight, the final impression will reside in memory. 

The industry side process will be triggered by the decision of the manager, then the 
user/market research will be conducted. Based on the information obtained from the 
research, the design process will be planned and the design process as is depicted in 
ISO9241-210 will start including the specification of requirements, design and the 
evaluation. When the design is completed, the manufacturing will start and the adver-
tisement will give the information to the market. The sales activity follows and the 
user support will be conducted for the user. In this process, there is one iteration be-
tween the user/market research and the management decision, and there is another 
iteration between the evaluation and the re-design. 

The information includes the external information and the (internal) impression in 
the memory of people. The external information consists of the information coming 
from the industry and the information provided by general sources. The industry in-
formation comes partly from the design section and partly from the advertisement 
section and will affect the search and discovery activity for the adequate artifact in the 
market. 
 

 

Fig. 5. Model of XE for services 
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Fig. 5 is fundamentally the same with Fig. 4 except irrelevant stages are greyed 
out. As shown in the figure, the user process are all greyed out because of the insepa-
rability of production and consumption and the perishability of the service as was 
described as two of the major characteristics of service by Zeithaml et al. (1985). 
Other two characteristics of service also proposed by them, the intangibility and the 
heterogeneity, are not described in this figure. 

7 Conclusion: XE as an Engineering 

In this paper, the conceptual model of XE was proposed to cover both of the products 
and services. It was also proposed to take “U” out from “UX” so that more adequate 
description of the people can be possible. 

For the XE to be legitimately in the engineering domain, it is still necessary to pro-
pose a new list of determinants of service quality similar to what Parasuraman et al. 
proposed in terms of the service and ISO9241-11 did in terms of the usability. Be-
sides, adequate methods should be categorized (or developed) regarding the whole 
lifecycle process of the products and the services. 

But, anyways, this is an initial proposal for the XE as a new domain of engineering. 
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Abstract. Mobile phones provide many functions to improve people’s daily 
lives. However, there are some difficulties to apply the specialty of the mobile 
device on existing simple schematics of drawings and the approaches. Moreo-
ver, regarding handicapped people as special users is causing the stigma effect. 
Therefore, this research suggests an inclusive design process that by consider-
ing the idea of situationally-induced impairments and disabilities (SIID) for de-
veloping the product, its design is not only considered for the handicapped 
people, but also normal people can experience the handicapped situations.  

Keywords: Inclusive Design, Accessibility, Smart Device, Mobile Application. 

1 Introduction 

Mobile phones provide many functions to improve people’s daily lives, including call, 
video call, e-mail and Instant Message (IM), global positioning system (GPS) route 
displays, and multimedia messaging services (MMS). These functions enable com-
munication, announcements, entertainment, or even mobile-electronic commerce (m-
commerce). The portability of mobile phones enables these functions to be employed 
conveniently. Hence, mobile phones have become an integral part of people’s daily 
lives [1]. However, disabilities experience difficulties using existing functions on 
mobile devices. 

In 1990’s, each government, civilian, academia, and industrial circle tries to reduce 
the level of information gap by increasing web accessibility through many kinds of 
devices. Actually, because of this effort, the reinforcement of equipment and informa-
tion education was successfully happened [2]. However, today’s incredibility of de-
velopment of smart devices and Web 2.0 paradigm for mobile computing causes 
another increase of the information gap and the existing accessibility policy could not 
be supplemented properly [3].  

Moreover, the common drawing and accessibility for handicapped people is ex-
isted, but since they decided handicapped people as static beings, the idea of SIID is 
not included.  
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Therefore, this research practically uses the idea of SIID to experience not only 
disabled user see as their problem, but also normal people can experience as the  
extensity of the handicapped situation to try to solve the problems together as the final 
goal. 

2 Related Work  

The discussion for the disable people is still on-going process and many different 
kinds of approaches are existed. In 2000, the unification of the approaches is accom-
plished and summary is shown in Table 1. For the distribution of the models, the point 
of disability’s view is overly exaggerated, but effectively described about many dif-
ferent kinds of handicapped situations and people’s differentiable reactions [4]. In the 
last social model, it describes the disability is not the defection of the body but look as 
the part of the society and gives the “Activity” and “Participation” as important parts 
that mobile device’s flexibility of usage environment is going to be increasing case by 
case.  

Table 1. Characteristics of disability model 

Model Perspective on Disabilities Needs Domain 

Medical Patients 
Treatment, 
Cure 

Medical 

Rehabilitation Clients Assistance, AT Engineering 

Special Education Children with disabilities Education Education 

Legal Citizens Act, Laws Politic  

Social Part of the Diversity of Life 
Activity, Participa-
tion 

Sociology 

 

The concept of Situationally-induced impairment and disabilities (SIID) is intro-
duced in the research from Sears [5]. In SIID, the idea of disability does not limit in 
bodily or mentally handicapped people, but also normal people also could experience 
the disability by external situation and environment. For example, in the shaking bus, 
we try to hold on the strap to stay in balance our body. In this case, a hand is used for 
balance the body that cannot execute the other task, and it is also applied for the nor-
mal people when they try to execute the task in the same disabled situation. In this 
disabled situation, it is called situationally-induced impairments and disabilities 
(SIID) and it extends the meaning of the disability that not only handicapped people’s 
meaning, but also the normal people are applied in the meaning.  

Through the idea of SIID, the application of SIID forms the many different kinds 
of images that are used in variety of researches especially to provide on countless 
mobile device research. Since the existent evaluation does not consider the side effect 
that are caused by various changes of situations, the device that provides the configu-
ration does not match to the real environment’s usability [11]. Moreover, the  
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difficulty on performance side is occurred especially “when a person is moving” be-
cause of decreasing of motor ability that is on the configuration which mobile device 
provides [12]. The development of mobile device is increasing for its portability  
that it is getting smaller, and putting many different kinds of functions and utilities 
providing for users. Increasing portability naturally guides users into variable usage 
configurations that users are using mobile devices in many different situations of  
environments. However, various functionality and miniaturization technologies pro-
vided by mobile devices require more cognitive load, therefore non-disabled expe-
rience difficulties of using. Whether the user has disability or not under the limited 
circumstances of cognitive ability that one user can be seen as disabled. It is very 
important to ensure that this situational disability to be solved for user safety and 
securing the convenience. 

Users with disabilities, using Assistive Technology to assist their disability feel 
that social ‘stigma’ is stamped to their disability. Because of this, they have negative 
attitude towards appropriate assistive technology as well as fears about soft look or 
the disabled [7]. Similarly, in the study of Hemmingsson [8], he founds that students 
are reluctant to use technologies making them look as ‘deviants’. Through these rea-
sons, the handicapped users want to cover or to be replaced something else “Assistive 
Technology” for not to be found [6], [9], [10]. The previous studies mention that 
people with disabilities might have their sense of alienation or social separation when 
we access disabled people as special users who require extra technologies. Through 
studies done in the past, designs concerning every disability circumstances are re-
quired in the product design rather than considering people with disabilities as special 
users who needs additional technologies. 

Therefore this study suggests that concept of SIID should be considered in the 
product development process so that inclusive design process including the failure 
condition by considering existing design for people with disabilities as well as the 
general user experience.  

3 Methods  

This research is flowing In-depth Interview & Requirement analysis, Ideation & Con-
cept generation, low-fidelity prototyping & Evaluation and Hi-fidelity prototyping & 
Evaluation. For satisfying the handicapped users’ special needs, we derived paradigm 
of participatory design that at least two more handicapped users were included.  

3.1 In-depth Interview and Requirement Analysis 

In the requirement analysis phase, we recruited people with disabilities and conducted 
in-depth interview. We could contact and recruited 8 people thanks to the researchers 
in Pennsylvenia State University. Specifically, we were interested in people who had 
problems in use of mobile devices. Participants had a various type of disabilities and 
wide variety of backgrounds and occupations. There ages were 20 to 70. Three partic-
ipants identified as female, five identified as male. The participants used a wide range 
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of accessibility features, including assistive technology and accessibility related  
applications in mobile phone.  

We met with each participant for a single 2 hour semi-structured interview focused 
on exploring their experiences with daily activity, mobile devices usage, and feelings 
about accessibility problems. During the interview, the participant and the interviewer 
talk about assistive devices that are used by each participant. Adding to that, each 
interview includes 10-minute idea creation session (Assume a phone with needed 
functions and advertise it to hypothetical customers) to explore the actual needs of 
people with disabilities. 

Issues that arise in using mobile devices to people with disabilities that are discov-
ered through the course of interview are re-interpretated as situationally-induced  
impairments and disabilities (SIID) which can happen to non-disabled in the circums-
tances of regular use.  

For reinterpretation, each problem found through impaired users were classified to 
environmental ‘context’ causing SIID and ‘activity’ required by the user.  

Concept of context means surrounding environment, user behavior, and device 
context which can cause SIID through the user’s state in addition to the physical disa-
bility. Concept of activity refer to proactive behavior of the user through user call, 
text input, pointing behavior using smart devices on which you want to perform.  

Through this process, as well as the requirements of users with disabilities and 
general user experience in the use of the device in the failure situations that require 
users to behave accordingly are analyzed. 
 

 

Fig. 1. Design process by considering for situational disabilities 
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4 Concept Development 

In the stages of concept development include ideation phase and conceptualization 
phase. In the ideation stage, we used brainstorming and bodystorming as ideation 
methods. Through the conceptualization stages, we finished applying and organizing 
all the ideas of handicapped people’s opinions and executed filtering to eliminate the 
useless ideas. Secondly, remaining ideas are classified within types and characters of 
handicapped people. Each group has certain criteria that are formed as unification, 
expansion, and abstraction. These three criteria are named within our segment. Final-
ly, we designed UI flow and scenario for each conception.  

4.1 Prototyping and Evaluation 

In these conceptions, we selected one possible conception and concrete target user to 
build the paper prototype of the conception of UI. Paper prototype is proceeded to 
carry out the usable task and interview the handicapped people who use the smart 
devices. After the interview, there are several problems of paper prototype to com-
pensate and we materialize completed UI. Through the previous interviews, we made 
experimental task. The task is used in comparative usability evaluations in between 
existing system and the completed UI that we materialized.  

4.2 Results 

Through the In-depth interview and Contextual mining, we can find out handicapped 
users’ characteristics of using smart device. In the stage of Ideation, we can draw total 
numbers of 132 ideas, and in the stage of Conceptualization, we filtered out to useful 
20 concepts. 

In these 20 concepts, 5 concepts are proceeded with prototyping and evaluation 
that we confirmed the usage of our research’s design process of effectiveness.  

5 Discussion and Conclusion 

Tools used by human can be divided into 'ready-to-hand' and 'present-at-hand'. 
'Ready-to-hand' tools are the ones we use not consciously recognizing their opera-
tions, and 'present-at-hand' need our conscious efforts to operate [13]. To make tech-
nology more familiar to humans, the 'present-at-hand' should be transferred into 
'ready-to-hand' by designs that suits human mental models. Design and outcomes that 
do not consider the cognitive limitations of users will not be actively utilized in vari-
ous use contexts. To people with disabilities, these limitations are perceived more 
seriously. In our study, we do not distinguish between people with disabilities and 
people who are not, but only focus on the universal cognitive limitations that they 
both have. By doing so, we can suggest that various context that can cause cognitive  
limitations are integrated in designing digital devices. Moreover, we emphasize the 
methodological side of systems to integrate both supportive technologies and every-
day technology to create more universal and applicable design solutions. 
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In this research, we make all types of handicapped people participated from the be-
ginning of collecting of user requirement to evaluation of Ideation, Concept Devel-
opment, and Prototyping. In the presently existent participatory design approach 
process, the handicapped users are special class to participate. Since the handicapped 
users are involved, the results that were produced can be possibly happened ‘the re-
jection of acceptance’ syndrome by handicapped people. Therefore, this research 
contains the steps of requirement analysis that not only the actual handicapped people 
involve, but also normal people’s usage of the devices is considered that any kind of 
accidental happening is considered and prevented. Moreover, not only the approach 
for the handicapped people is improved, but also normal users’ experiences of situa-
tional disabilities are prevented. By using the device, certain things such as deviant, 
stigma are also resolved. In this approach, the focus is not only for the handicapped 
people who need to have special needs but more likely to be pioneers to find out the 
new approaches of the usage of the devices and will provide designers new insights. 
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Abstract. This paper describes a process of identifying a consolidated set of re-
quirements for technology to support unclassified collaboration amongst emer-
gency managers from distinct organizations, each with a role in domestic  
response. It describes the application and adaption of the inquiry and consolida-
tion processes defined by the Contextual Design (CD) methodology [1] in order 
to generate a set of requirements that reflect the collaboration needs of the re-
sponse community as a whole. This application of CD is unique in the sense 
that the inquiry and requirements analysis focus on a general process (collabo-
ration) that requires flexibility in its usage, rather than a prescriptive,  
well-defined process or activity.         

Keywords: contextual design, emergency management, work-flow models,  
collaboration tools. 

1 Introduction 

Emergency managers work in fast-paced, high-stress environments where having the 
right information at the right time is critical. Large-scale incidents invoke action from 
numerous organizations, each with a different mandate and role in the response, yet 
all with an overall goal to keep their citizens safe. For this team of teams to be effec-
tive, they must be able to share information and coordinate efforts. Much of this is 
currently achieved through phone and e-mail, and more recently through formal Sit-
uational Awareness tools [2]. Some members of our local emergency management 
community were looking for additional technology that would enable unstructured, 
unclassified, conversation-like, information exchange during a domestic response. At 
their request, we undertook the process of assessing their collective requirements for 
such computer-supported collaboration. To this end, semi-structured interviews with 
seven local organizations (including municipal, provincial and federal government 
organizations and a non-government organization in Canada) with roles in domestic 
response were conducted. The interview team’s objectives for each interview included 
understanding the agency’s role with respect to domestic response, its requirements to 
engage with other organizations, the current interfaces supporting such interactions, 
and the challenges they face with respect to inter-agency collaboration. Consolidation 
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of the lessons learned from each interview led us to the production of a list of hard 
and soft requirements for a collaboration tool that would meet the needs of the broad 
community.  

Our methodology is rooted in “Contextual Design” (CD) [1], with modest adapta-
tions, additions and omissions as needed to suit our use case. The CD methodology 
was chosen since it easily supported the creation of user requirements at an appropri-
ate level of detail. We were aiming to understand which collaboration tool features or 
capabilities would best support unstructured (i.e., free form versus form-based) inter-
agency collaboration, and needed only to understand the general types and formats of 
information exchange that would need to be supported, rather than the specific details 
of the exchange that might be better discovered through alternative processes such as 
task or cognitive work analyses. Beyer & Holtzblatt [1] note that CD can be used 
successfully as the scaffolding of a design project, a description that fits well with our 
usage. The discussion in this paper focuses primarily on the contextual inquiry and 
consolidation phases of CD, and describes our data collection and analysis process 
and resulting requirements in detail. It also touches on the development of a prototype 
solution that requires further investigation and community feedback.  

2 Methodology 

This section will describe the process used to uncover the requirements for software 
to support unclassified inter-agency collaboration.  

2.1 Contextual Design 

Contextual Design is a client-centered design process that is based upon a design 
team’s in-depth understanding of how the client currently works and their ideas to 
improve that work in some way [1]. It begins with contextual inquiry which involves 
interviewing the client in their workplace while they work. Team interpretation ses-
sions are then used to review interview sessions with other team members in order to 
create a shared view of the needs of each client. Work modeling is used to organize 
the interview data in diagrammatic formats that are easily interpreted and compared 
across clients; there are five types of models – workflow, sequence, culture, artifact, 
and physical. Consolidation is the process of extracting the information from individ-
ual diagrams into an overall picture of the client population and requirements. This is 
achieved, in part, through the creation of an affinity diagram which organizes all of 
the individual points from the interviews into hierarchical groupings with common 
themes. The CD process also includes many other components and stages (not applied 
in the paper), which carry the user through to the development of a final product.   

2.2 Interviews 

Requirements analysis interviews were conducted with seven different organizations 
involved in incident response, with representatives from municipal, provincial and 
federal government departments as well as a non-government organization.  
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True contextual interviews are meant to take place while people work, but this was 
not practical for our study – even if an emergency occurred within our timeframe, it is 
unlikely that we could ask questions during the response period. Instead, to maintain 
some context and to gain an understanding of the client’s work environment, we 
opted for semi-structured interviews when the client was not actively dealing with an 
emergency. During the interview, we asked them to think back to significant incidents 
and walk us through their role, an idea borrowed from the Critical Incident Technique 
described by Klein [3] and which is consistent with retrospective inquiry described by 
Beyer & Holtzblatt [1]. 

Interview Administration: A group of four to five researchers participated in each 
interview, with one person acting as the lead interviewer in all interviews to maintain 
consistency and the others taking notes. While contextual inquiry is traditionally per-
formed in a 1-1 setting, we were not at risk of getting in the way of work activities 
given our focus on retrospective accounts and this process produced an efficient way 
for everyone to gain an understanding of all client groups. At the beginning of each 
interview we stressed that we were there to learn from the interviewee, and ultimately 
to help their community; we were not there to judge their way of business. 

Interview Protocol: We developed a flexible interview protocol designed to elicit 
information about: the organization’s role in domestic response (to help put things in 
context); who they interact during an emergency, how (e.g., phone, e-mail, software 
tools) and why (e.g., to give/get a particular piece of information); the challenges they 
face with respect to inter-agency collaboration, and when these challenges are most 
pronounced, as well as their thoughts on how those challenges could be improved 
upon. Interview durations ranged from one to two hours. 

Often in contextual inquiry, interviewers are not looking for something specific 
(e.g., [4]). They are simply observing a work process and may uncover a range of 
issues that are not necessarily related to each other. In our case, we were focused spe-
cifically on challenges in inter-agency collaboration so this allowed us to spend more 
time discussing the specific issue we were interested in.  

Retrospective Accounts: Throughout each line of questioning, subjects were asked  
for concrete examples from past events involving multiple agencies. During these 
retrospective accounts, the lead interviewer would listen to what was said about col-
laboration and also what was not explicitly stated (e.g., how did you contact that or-
ganization, how frequently do you check that system, etc.) – follow-up questions 
could then be asked to fill in the blanks (Klein [3] discusses using this method to learn 
about decision points during retrospective accounts). Klein also suggests asking peo-
ple to talk about the ‘big events’ because these are their best stories and people are 
enthusiastic about telling them. This is consistent with our experience during these 
interviews. In fact, discussion of the big events was especially useful since these 
events typically required involvement from many of the organizations we inter-
viewed, and as such, different organizations often provided their perspective on the 
same event, allowing us to better understand how the various organizations fit  
together.      
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Post-interview Debriefs 
Post-interview debriefs, held within the same day of the interview, were used to create 
a shared understanding of what we heard. To guide our debrief, we used four ques-
tions proposed by Sharon [5]: (1) What did participants say or do that surprised us? 
(2) What mattered most to the participants? (3) What themes emerged from the ses-
sion? (4) What were the similarities and differences in what we have learned from 
these participants in contrast to previous interviews or prior knowledge? Working 
through these questions while the interview was still fresh in our minds helped us 
identify the most important points from the session.  

Within one week of interview completion, researchers transcribed and amplified 
their handwritten notes and combined them into a single consolidated document that 
contained a single complete set of notes for each organization.  

2.3 Work-Flow Models 

In Contextual Design, work flow models are used to illustrate the collaboration and 
coordination necessary to do the work. The other models in CD offer detail that was 
not pertinent to our study. 

To develop our work flow models for each organization, we extracted the follow-
ing information from the consolidated interview data: 

• The organization’s mandate; 
• The location where the organization works; 
• The agencies and groups of agencies that collaborate with the organization (i.e., 

collaboration partners); 
• The artefacts (documents, email, or other information objects) passed back and 

forth between the organization and its collaboration partners, as well as the me-
chanism for transfer; 

• The conversations and conversation topics between an organization and its colla-
boration partners; and, 

• Communication or coordination problems between the organization and any of its 
collaboration partners; these are referred to as breakdowns in CD, however, we 
refer to them as collaboration challenges. 

 

With this information we developed two diagrams for each organization, one captur-
ing the information flow amongst collaboration partners, and the other capturing col-
laboration challenges.  

We then undertook a final review of the interview data to see if there was any-
thing pertinent that was not captured in the diagrams; we integrated it where possi-
ble, and noted it separately otherwise (e.g., software must be usable). Figure 1  
provides an example of both types of work flow models that were created for each  
organization.  
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Fig. 1. Work flow models 

“Collaboration details” could indicate artefacts being shared (e.g., incident reports) 
or conversations taking place through a particular means. Not shown here, the flow 
models also captured the location of the organization, definitions required to under-
stand the collaboration details, and color-coding of “collaboration details” lines to 
indicate a common theme (e.g., building maritime military picture) within the data or 
conversation.   

Group Review of Models 
After creating work flow models for each organization, we brought our participants 
together as a group to review them collectively to ensure correctness, completeness, 
and validity from the perspective of all organizations. We worked through each model 
as a group, which inspired inputs from other organizations that also interacted with 
the organization under review; this often provided more insight into the breakdowns 
that had been previously identified. These breakdowns were often not seen as  
bi-directional (e.g., if org A cannot get information from org B, org B does not neces-
sarily see this as a problem) and were not always realized by the offending organiza-
tion(s). In addition to refining our work flow models, this integrated meeting with all 
stakeholders provides a useful venue to discuss the breakdowns in communication 
that do occur and generate some ideas on how to deal with them.  While this collec-
tive review of models is not formally a part of contextual design, we found it to be 
very fruitful. 

2.4 Consolidation of Challenges into a Requirements Table 

With a solid understanding of the issues encountered by each organization, we had to 
consolidate this information into a picture of the whole population and develop an 
understanding of the implied system requirements. 
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In CD, affinity diagrams are used to organize issues into a hierarchy according to 
common issues and themes. We used a similar process to create what could be seen as 
an “affinity table”; for simplicity we will refer to it as our requirements table.  To 
create this table, challenges from all organizations were written on sticky notes, and 
then organized into piles. Our piles were organized such that the challenges in each 
pile were indicative of a specific requirement for the system. In some cases, an issue 
shared an affinity with more than one pile, in which case the issue was duplicated and 
put in both piles. These requirements could relate to a specific web 2.0 technology 
(e.g., web portal, chat, social networking profiles) or a more generic quality or capa-
bility of the overall system (e.g., easy to use, audit trails).  A requirements table was 
used to summarize the results of this process, and indicate how many organizations 
indicated a particular requirement and how many times overall the requirement was 
indicated. We do note that the leap from challenge to specific requirement is based on 
our experience and expertise with respect to collaboration tools; other researchers 
might have interpreted the potential solutions differently.  

Figure 2 illustrates this process in a generic sense: challenges from all organiza-
tions are organized by a common theme (requirement), each grouping is named  
(according to the indicated requirement), and the results are summarized in tabular 
format.    
 

 

Fig. 2. Illustration of the requirements analysis process  

In addition to the identification of these requirements, we developed a set of gener-
al themes from the consolidated interview data that must be given consideration when 
building or selecting a new tool for this community.  
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3 Results 

3.1 Collaboration Tool Requirements  

The requirements analysis performed (as discussed in the previous section) led to the 
recommendation of a number of technology-related capabilities that would best sup-
port the community. Some of these are listed here (with the total number of times the 
requirement was indicated by the seven organizations in brackets): 

• a web publishing/portal (13): by allowing each organization to publish up-to-date 
incident information on the web, the volume of e-mails sent and received can be 
reduced and the particular information needed can be identified and pulled more 
readily, on an as-needed basis; 

• a chat capability (12): the use of chat is becoming increasingly common within 
many organizations (including the military) and has the known benefit of quick 
(and recordable) back-and-forth conversations between two or more users. Extend-
ing such generic capability to all government departments, as well as some external 
partners, would produce obvious benefits to the community with no/minimal train-
ing required;   

• ability to broadcast status / requests (8): this would allow individuals to publish 
their individual status (e.g., “heading to the incident site” or “awaiting instructions 
on how to proceed with…”), quick notes (e.g., “click here for CNN update on the 
storm:…”), or broad requests (e.g., “Red Cross in need of 100 extra cots. Can any-
one help?”). This is a Twitter1-like concept, but with a more controlled audience; 

• map sharing (7): by supporting collaboration with common/consistent maps, all 
collaborators have the same visual perception of the events; such maps should  
support annotations (e.g., ‘push pins’, text, free-hand drawing), overlays (e.g., pro-
vincial district lines), GPS-based positions of responders, geo-tagged photos and 
videos of the incident, and printable views; 

• audit trails (5): any information entered into the system should be logged and 
time-stamped for potential post-review or reconstruction of events; and, 

• a social networking capability (3): including personnel profiles, contact informa-
tion and areas of expertise. 

The analysis also suggests that any tool should respect the various levels of informa-
tion that might be shared (e.g. caveated or politically-sensitive information), support 
sharing with subsets of users/organizations in addition to community-wide sharing 
(i.e., need-to-know sharing), be broadly accessible through the public internet to ap-
propriate government employees (i.e., not blocked by firewalls) and external partners, 
and be subjected to usability testing as a part of the procurement or development ef-
fort. Note that by the nature of the semi-structure interviews used, we may not have 
covered all issues in the same amount of depth in each interview. As such, the priori-
tization suggested by the number of times a requirement was indicated by all  

                                                           
1 Twitter is an online micro-blogging service that allows sharing of text-based messages  

(limited to 140 characters) with other Twitter users from the general public.    
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organizations must be used with some caution. If not all features are to be included in 
a collaboration suite for the community, further investigation into the appropriate 
feature trade-offs may be warranted.  

3.2 Collaborative Themes 

Seven collaborative themes arose from the consolidated interview data which did not 
fit nicely into the workflow models: 

• organizations collaborate selfishly - all parties must perceive a personal benefit 
from the tool if they are going to use it; 

• key collaborative challenges are not unique to this community - differences in con-
text, terminology, and information relevance must be managed any time different 
organizations collaborate, thus it is worth examining common tools that have been 
successful in other domains; 

• everyone is busy - new tools must integrate well into existing workflows and have 
an overall positive impact on each organization’s efficiency and effectiveness; 

• personnel are diverse; new tools must be easy to use and ideally have applicability 
to user’s other tasks outside of inter-agency collaboration so that familiarity and 
proficiency can be gained; 

• collaboration naturally occurs using the ‘lowest common denominator’ tools - 
most interviewees referred to e-mail, BlackBerry/mobile devices, and phone as the 
most common mechanisms for communication during an emergency. This most 
likely follows from the fact that almost everyone has them and is accustomed to us-
ing them in other facets of their jobs/lives. Ideally, the government should raise the 
bar of common, government-wide tools by providing  capabilities such as chat and 
web conferencing;  

• specialized tools are a double-edged sword - while specialized (typically commer-
cial) incident management tools can be quite effective when used within an organi-
zation, they are naturally complex and require training and practice to develop and 
maintain acceptable levels of proficiency. For broad inter-agency collaboration, 
where users range from full-time emergency management personnel to volunteers 
with minimal exposure to tools until response-day usage, the community may be 
better served by more generic, simplistic, collaboration capabilities; and ,  

• information is not free - it is important to recognize that even when tools are in 
place to enable collaboration, there is no assurance that collaboration will occur. 
Information sharing will remain limited by organizational rules and boundaries, 
desire for a holistic team effort, and perception of personal gain. 

4 Towards a Solution 

Based on our requirements analyses, we believe that usage of a restricted-
membership, private social networking tool would satisfy many of the requirements 
outlined through our investigation (web portal, chat, status updates). In addition to 
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enabling new methods of inter-agency collaboration, we hypothesize that a communi-
ty-based social networking tool will nurture and build inter-agency relationships, 
further enhancing overall team effectiveness [6]. 

Social networking and related collaboration tools are currently utilized by many 
organizations, both internally and externally, and in the daily lives of the general pub-
lic. Common, freely-available tools such as MSN Messenger, Facebook, Twitter, 
Google Maps, and Google Docs offer much of the desired functionality, yet without 
the privacy or accessibility required by Canadian government entities for inter-agency 
collaboration. Comparable commercially available tools may mitigate the privacy and 
accessibility issues, but raise additional concerns about licensing costs (particularly 
for smaller communities with restricted budgets) and long-term product availability or 
vendor stability. With these issues in mind, we have begun investigating open source, 
self-hosted collaboration tool suites which may prove suitable in this environment.  

For instance, Elgg [7] is a flexible, configurable and extendable, social networking 
suite. Initial efforts to take advantage of its configurability, however, have highlighted 
the requirement to obtain more input from the user community. For example, an ap-
propriate organization of the various features has not yet been specified (e.g., place-
ment of a chat window within a larger display), nor is it clear how one emergency 
should be separated from another within the system (e.g., should a new discussion 
group be created for each emergency?). The interviews conducted thus far were de-
signed to focus on the underlying need and therefore did not delve into technology 
specifics. Thus, further community feedback will be required with respect to an ap-
propriate presentation of capabilities. As well, user input will be required to develop a 
‘concept of use’ for the final tool -  users will need to know when it is appropriate to 
use the tool and which tool components are best-suited to which types of information 
sharing or requests (e.g., chat versus a discussion area).   

5 Conclusions 

Using the inquiry and analysis processes defined by the Contextual Design methodol-
ogy to guide our research led us to the definition of requirements at an appropriate 
level. The usage of retrospective inquiry worked well, especially since many of the 
interviewees spoke about the same historical events. Our focus on discovering the 
requirements for a general capability (collaboration) rather than a specific, step-by-
step process was handled well by the CD methodology. Following development of 
work flow models for each organization, all interviewees were brought together for a 
final integrated meeting (which is not standard CD procedure) to review the complete 
set of workflow models; this additional step proved very worthwhile in refining the 
individual models. Finally, through this process we created a consolidated view of 
requirements for a broad user community, supported by inputs from multiple distinct 
organizations; there is indeed a benefit to be gained by new technology, and this re-
search effort has defined what capabilities that technology should include. Further 
community inputs are now required to determine the appropriate organization of and 
concept of use for these capabilities.    
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Abstract. The “Experience Vision: Vision Centered Design Method” is a com-
prehensive method which makes it possible to propose new and innovative 
products, systems and services that are currently unavailable, as well as propos-
ing advances for those that currently exist.  It encompasses the entire HCD 
(Human Centered Design) process, and presents a new vision with experiential 
value for both user and business from an HCD viewpoint. 

In this paper I describe visualization and evaluation of structured scenario 
for we will implement Scenario based vision proposal design method. Only 
scenario will introduce visualization techniques to supplement the difficult part 
of the shared content. Then, the evaluation provides an example to advance to 
the next phase structured scenarios that are visualized. 

Keywords: Experience Vision, vision centered design method, Structured  
Scenario-Based Design Method (SSBDM), value scenario, activity scenario,  
interaction scenario, scenario visualization, scenario evaluation. 

1 Introduction 

In the process for developing Experience Vision, as visualization and evaluation 
process is responsible for connecting to the next phase structured scenario. 

• Visualization that corresponds to a structured scenario. There is a business aspects 
and the user aspects to this.  

• The user aspects describe prototyping.  
• The business model describes the business aspects.  
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• There is the timing and content of the evaluation is in the summary corresponding 
to the structured scenario.  

• There is a point of view of users and business evaluation.  

We will introduce them as a specific approach. 

 

 

Fig. 1. Framework for Vision Centered Design Method and visualization, evaluation 

2 Visualization for Experience Vision 

The Vision centered design method, three scenarios were created by Structured Sce-
nario-Based Design Method (SSBDM) is written in the text. If you do not know there 
is a just sentence description of the scenario. By the more visual information, such as 
sketches and prototypes scenarios written in the text, I will be able to evaluate the 
project's members share a concrete image of the target design. The Vision centered 
design method, taking into account both sides of the "business side visualization" and 
"visualization of user side." By accurately visualized two sides, the understanding of 
the scenario is promoted, leading to an appropriate evaluation. 

2.1 Visualization Aspects of User (Prototyping) 

Only text representation of Structured Scenario, it is difficult to imagine the user ex-
perience specifically for us. You can visualize the scenario appropriate to Interaction 
scenario and Activity scenario and Value scenario is desired. 

Be divided into two stages "available" and "visible" way to visualize the user side. 
Start from the use of such storyboard sketches and in order to "visible" in the phase of 
Activity scenario and Value scenario. I want to be seen by a simple prototype using 
the hardware and software to be designed. Then, the production of the video image 
and use acting out is desirable to make it easier to understand the content of the  
experience. 

Take advantage of, "available" prototype in order to verify the operation of the 
function and usability in the phase of Interaction scenario. Required as visualization 
may want to check the work for each task the Rapid Prototyping of GUI, or check on 
the reaction of feeling manipulated in Rapid Hotmock. In Vision centered design 
method is referred to as "prototyping" collectively, a method to visualize the scenario 
from the user side. 
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In traditional development, many design stage that has progressed to some extent, 
in order to evaluate the performance of creating a "prototype highly finished." This 
prototype will require time and money. Moreover, there is a case to be forced to com-
promise by modification by the major changes is difficult specification, development 
schedule is limited. 

The Vision centered design method, as a method to produce a prototype of the orig-
inal to create a "prototype simple." Its purpose is to verify from the viewpoint of vari-
ous styles and designs. And it is to get early feedback from users by making the form 
visible features and ideas. In addition, to reduce the risk and cost of the project by in-
corporating in the early stages of the development process, the "prototype simple." 

As a concrete method of "prototype simple", in Vision centered design method, 
take advantage of the following methods. 

Table 1. Visualization technique aspects of user 

Phase of the SSBDM Visualization of user side 
Value scenario 
Activity scenario 

Story Board 
Paper Prototyping 
Acting Out (Roll Playing) 

Interaction scenario Rapid Prototyping 
GUI Rapid Prototyping 
Hotmock Rapid Prototyping 

Technique Is Set to "Visible" and the Activity Scenario Value Scenario  

Storyboard  
Storyboard is what using sketches and photos, we visualize the experience of deploy-
ment scenarios. The scene of the scenario is visualized by the storyboard, easy to 
understand that everyone specific contexts. 

Paper Prototyping  
Paper prototyping is a method to create prototype ideas using paper products and 
interactions in systems and services, study design, presentation, and user evaluation. 

Run in interface prototype that was created in the real issues paper prototyping is 
assumed. 

Acting Out (Roll Playing) 
By playing the cast along with Structured Scenario, configure the / system / products 
and services, Acting out is a technique used to study design, proposal and evaluation. 

Technique Is Set to "Available" to Interaction Scenario 

Rapid Prototyping  
It is important from the viewpoint of the Human centered design, will be verified by 
presenting the user repeatedly prototype. Moreover, this process can be carried out 
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upstream in the process of iterative development is found to be more highly effective. 
Rapid prototyping is called that due to recent advances in technology, and ideas at the 
planning stage of the development of the upstream process, carried out at a high speed 
by utilizing a simple prototyping techniques and tools. 

Rapid Prototyping for Graphical User Interface (GUI)  
As a way anyone can be performed quickly and easily prototyping of Graphical User 
Interface, how to use the PDF link or hyper link of the Power Point (Microsoft) is so 
widely used. In which they are referred to as Rapid Prototyping of GUI. 

In this approach, the evaluation of the prototype can be fast by taking the log data 
of operation and the transition time and errors, using the graph hierarchy analysis 
method that can graphical analysis. 

 

Fig. 2. The graph hierarchy analysis method 

Rapid Prototyping by Hotmock  
In order to check the color and shape of the product design, we've created a mock-up 
from the past. However, the verification of embedded devices as a prototype is not to 
complete just its color and shape. So, Hot Mockup meaning mockup to work, "Hot-
mock" as the abbreviation is used. 

To produce Hotmock is simple prototyping of the development and testing of usa-
bility experience. Hotmock is produced as a working model that depends on the per-
sonal computer. In addition, you can quickly create a working model close to the 
product shape using Hotmock, was produced in the 3D printer I can evaluate more 
practical. 

 

Fig. 3. Rapid prototyping by Hotmock 
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As a way to visualize the scenario from the side of the business, drawing business 
model is very effective. Business of network services using intelligent & communica-
tion technology, rather than business solely by the product description visual business 
model is very useful. Consider the activity scenario is basically to create a business 
model. Be evaluated at the business model diagram that visualizes the value scenario 
to meet the policy of business value and intrinsic user value is easy. Furthermore, in 
order to be able to overview the whole of the business written in Structured Scenario, 
business model diagram is different from the other evaluation are made. 

2.2 Type of Business Model Diagram in Vision Centered Design Method 

To visualize the Structured Scenario from the side of the business can be drawn with 
comprehensive business model diagram. Depending on the contents of the business 
activity, select how to draw that match the theme and the policy of business is effi-
cient. There are the following four figures how to draw. 

• If you would draw a diagram of the value of the business.  
Performing modeling value based on the contents written in the Activity scenario, the 
user should receive whatever value written in Value scenario. To draw simple dia-
gram is available for anyone in any act, how the user will receive the value. 

• If you would draw a diagram of the business process.  
Modeling of the process performed in line with the flow of the Activity scenario. 
Draw a path that will provide value to configure the business side. Draw in time series 
using the task in the Interaction scenario steps to provide value to the user. 

• If you would draw a diagram of the relationship between the businesses.  
The relation modeling taking into account the resources required to achieve the Value 
scenario. While to clarify the role of companies and organizations and all parties in-
volved in the business, draw a correlation diagram positioned as the relationship with 
the user. 

• If you would draw a diagram of business profitability.  
The profit modeling of what was written in the Interaction scenario and Activity  
scenario. Draw describes a process for the collection of revenue in the contact  
value of the consideration to be provided to the user. It is also important to add the 
initial investment expenses, the expenses of running costs that need on an ongoing 
basis. 
 
It is necessary to composite all of the parts and the individual characteristics of the 
diagram, and finally to draw the overall business model diagram. Use the Information 
Graphics, it can draw from the business model diagram Structured Scenario, visuali-
zation of the business side of Experience Vision is possible. 
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Fig. 4. Example of a business model diagram with information graphics 

3 Overview of Structured Scenario Evaluation 

3.1 Timing and Content of the Evaluation 

In the Vision centered design method, is provided a process of "evaluation" and  
"visualization" to each phase of the Structured Scenario. We are configured to be able 
to find "The road to victory (Kachisuji)" of early phase process, proposed to efficient-
ly together. Therefore, the evaluation done in each phase of the Structured Scenario is 
focused on a scenario should be selected to proceed to the next phase of the scenario 
from which to create more than one proposal. It also sets the evaluation process even 
after the full extent of the Structured Scenario was determined. Evaluation process 
does the evaluation of prototypes and business mode diagram guided into the overall 
scenario. It is necessary that the value that is put on the business model and the proto-
type is sufficiently effective to the user, which is the high degree of satisfaction. It has 
become something beneficial for the business of the company. It is important to  
evaluate the value of the proposals in these respects. 
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3.2 Concept of Evaluation in Vision Centered Design Method 

The request to another specialist organization in general, we have evaluated in the 
past. However, today there is a need for efficiency and speed of development severely 
competitive business, it turned to speed up process of the evaluation and the design, 
development and systems products and services with high satisfaction for users in a 
short period of time is desirable . Recently agile development process has been ex-
panding in the field of development software. In the evaluation of the usability is also 
developing techniques such as guerilla usability research. It just in time, easily, eva-
luated without applying too much cost has been emphasized. In this Vision centered 
design method, are organizing a project to put a member of the evaluation experts 
from the beginning. I think to be able to easily and timely evaluation in each phase of 
the Structured Scenario. 

In addition, for the evaluation of the user viewpoint, and to clarify the purpose of 
the user for each phase of the Structured Scenario, we are focused on evaluation of 
the scenario. More specifically, the goal that the user wants to achieve in the target 
value scenario phase changes that the user wants to achieve in the interaction scenario 
phase. It is also important to assess whether the user is enabled to achieve the objec-
tives of each phase of the scenario. These ideas in turn speed up the evaluation and 
development of Experience vision, it is an important part in order to realize the value 
in the user efficiently. 

3.3 Evaluation of User Aspect and the Business Aspect 

Specific assessment sets the evaluation item of "business aspects" and "user aspects" 
as well as the processes described so far, according to the evaluation method used 
them. Structured Scenario evaluation is carried out in each phase. And evaluate any 
business model and prototyping, which is created by integrating the scenario. 

Evaluation of User Aspects. As a point of view from the aspect the user evaluation, 
this method sets the four "new", "attractive", "efficiency", "effective", so as to con-
form to the definition of the usability of the ISO9241-11 (5) are. "In particular usage, 
when the particular user, a product is used to achieve the specified objectives. Degree 
of user satisfaction, and effective and efficiency" In ISO as the usability is defined. 

In addition, the "satisfaction" is the central issue in the development vision that the 
proposed method is aiming for. Considering this, among the factors that form the 
"satisfaction", evaluated with an emphasis on "attractive" and "new" in particular. 

In the evaluation of the Structured Scenario is, we have set the point of view that 
emphasizes evaluation, depending on the phase of the scenario. it is important to "sa-
tisfaction" in terms of the evaluation value scenario. Therefore, perform an evaluation 
of "new" and about the "attractive" target for the user to focus on in its phase. Activity 
scenario get value provided in the action scenes "valid" is an important evaluation 
point of view. Evaluation point of view which is the focus of interaction scenario is 
"efficiency" of the interaction is at the center. In addition, prototyping and evaluation 
of the business model that's been developed through a comprehensive process, eva-
luated in terms of the user aspect of the previous four. 
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Evaluation of Business Aspect. Evaluation of aspects of the business is done on the 
set at the time of the start of the project "Management resources (channel, knowhow, 
information, money, etc.)","Policy of business value", "User setting", "Intrinsic user 
value", evaluated to be a relationship, such as the proposed prototype produce a profit. 
The following items are specific evaluation point of view. 

1. Evaluation of the "strategy" of business.  

• Does the policy along the corporate and business domains? 
• Do you fit the brand vision? 
• Do you have the right product strategy, service strategy? 

2. Evaluation of the "potential" of business.  

• Whether they meet the current business environment? 
• Does the company have adapted to the management resources? 

3. Evaluation of the "marketability" of business.  

• Is there sufficient market size to enter? 
• Is the expected growth and profitability of the market to enter? 
• Do you be accepted in a market? 

4. Evaluation of the "feasibility" of business.  

• Do you have the technology and know-how required to develop, or possible to 
acquisition? 

• Do you accept distribution channels and sales companies and dealers? 
• Can you achieve that goal in the development period? 

5. Evaluation of the "sociality" of business.  

• Do you have along the compliance? 
• Is the CSR along (including the environment)? 
• Are you environmentally conscious? 
•  Do you have to consider universal design? 
• Do you have to consider safety and security? 

4 Summary and Future Work 

Experience Vision development by Vision centered design method is advanced by the 
expansion of a structured scenario. In addition, it is important that I in order for the 
project members to share this approach, carried out efficiently, promote a combina-
tion of rapid visualization and evaluation a quick. Visualization is required to  
incorporate the latest methods. Then, it is necessary to quickly evaluate the various 
professional members. Promise to efficiently find Experience vision of the "road to 
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victory (Kachisuji)" value in the visualization and evaluation technique due to the 
Vision centered design method. 

That we will experience a number of cases, more quickly, accurate and up to now, I 
want to continue the study aims to develop techniques Experience Vision simple. 
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Abstract. As HCI becomes ever-increasingly more transdisciplinary it encoun-
ters increasingly complex problems practical, methodological, and pedagogical 
in natures. This paper is an introductory exploration of the influence HCI edu-
cation has in bridging academia and industry as students become practitioners. 
We examined how design pedagogy materializes and takes shape in both work 
and student process/attitudes as they become professionals, suggesting there is 
an area of importance to the community that is overlooked. Education shapes 
designers, designers shape the world, which prompts the need for a dialogue on 
how education pedagogy shapes practitioners that embody methods, values, 
skills, goals, and practices. As practitioners embody their knowledge into  
designs there arises a discussion that ought to be had. 

Keywords: Design, HCI, Education, Pedagogy, Practice. 

1 Introduction 

Recently HCI scholars have explored the inter/multi/transdisciplinary nature of the 
discourse. [e.g. 1, 2, 6] HCI is steadily incorporating elements from fields previously 
outside its scope. This is generally considered a move toward a more complete and 
holistic scholarly discourse. It brings up the question of how this impacts the students 
who study at HCI, Interaction Design, or User Experience Design programs and move 
on to professional practice. The inner workings of such educational programs are 
rarely discussed in venues outside of the institutions themselves. 

It is logical that the education of professionals in the academy has significant and 
lasting impact on the design process they practice when they move into the industry.  

These design practitioners carry with them the knowledge they acquired in school 
and it impacts how they practice design. In this paper we examine the educational 
process at two programs aimed at preparing people to practice design professionally. 
These programs are the Human Computer Interaction Design program at Indiana Uni-
versity in Bloomington, Indiana (Indiana) in the United States and the Industrial De-
sign program at Eindhoven University of Technology in Eindhoven, the Netherlands 
(TU/e).  

Nelson and Stolterman in “The Design Way” state: “In the struggle to understand 
and interact in an ever more complex and dynamic reality...the current traditions of 
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inquiry and action prevalent in our society do not give us the support we need... to 
meet the emergent challenges that now confront us and will continue to confront us in 
the future.” [14] Our contribution is to explore and discuss two programs aiming to 
prepare people to use design for tackling the increasingly complex world. Further-
more, we call for an expansion of this discussion from institutions educating  
designers.  

2 Background 

Although the programs at Indiana and TU/e come from different roots, both educate 
designers. Nelson and Stolterman state: “Different epistemologies lead to radically 
different environments that may be more or less suitable for supporting design 
learning. Unfortunately there are very few educational... environments today built on 
a design epistemology that reflects design in an adequate way.” [14] We aim to 
respond to this claim through a comparative analysis of two programs cultivating an 
education centered around design epistemologies. What follows is a brief description 
of both programs to frame the later comparative analysis.  

2.1 Indiana University 

The Human Computer Interaction Design program at Indiana University is a two-year 
professional Master’s of Science program within the Department of Informatics. The 
primary goal of the program is to teach students to think like designers. The program 
combines theory, practice, literature, and methods into a highly structured curriculum 
to prepare students for a professional career. [12] 

The program employs significant group-based project work much of which is 
created in collaboration with people from industry. High value is placed on diversity 
students come from a wide range of backgrounds and countries. During the process 
students develop and refine a design philosophy with particular focus on social re-
sponsibility and build life-long connections with their cohort. The culmination of the 
degree work is a semester-long capstone project to showcase the knowledge and skills 
they have acquired. [12] 

2.2 TU/e  

The Industrial Design program at the Eindhoven University of Technology 
distinguishes itself from other industrial design programs with both its focus and its 
approach. The aim of the program is to “educate designers of intelligent systems, 
related products and services, for social/societal information”. [7] The program builds 
on the phenomenology of perception and ecological psychology. [9, 13] 

The educational system follows a unique competency-centered learning model: 
students themselves are responsible for their own development and the formation of 
their own identity, skills and vision as designers. A large emphasis is placed on mak-
ing, students learn through experience by reflection-on-action loops. [10, 11] 
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3 Objective 

It is our aim to respond to Nelson and Stolterman, and contribute to the knowledge 
base of design culture. In this paper we will show how design culture and epistemolo-
gy are being cultivated in practice, and other ways through design pedagogy. We 
believe that a core value to design is the desire to transform the world for the better. 
The students educated in design programs more-often-than-not become designers that 
engage in transformative practices. The way designers learn how to design undoub-
tedly impacts how they practice, we assert that through examination and discussion of 
these practices it may be possible to encourage discussion amongst those that teach 
design. We believe that open discussion among educators will help enable the cultiva-
tion of richer and more meaningful design culture within design education.  

4 Methodology 

To examine the design driven and reflective educational pedagogies of the respective 
institutions we employed the following methodological approaches. We began with a 
literature review to situate this paper within the discourse. Examining scholarship 
integral to the pedagogical, epistemological, and philosophical mission of the schools, 
lastly sample writings of faculty for grounding. [professors] Appropriating the 
ethnographic gaze, we conducted interviews and diary studies with current students, 
as well as guided reflections with past and present students. Close reading of student 
projects were used for grounded comparison of respective design processes. Heavily 
qualitative approaches are often met with consternation from the HCI community for 
lacking rigor. Our intent here is not to prove, rather to explain the rich context of both 
schools and show the actualization of theory in the form of practice. 

5 Diary Studies 

As a method of discerning how the pedagogical and educational missions of the 
respective programs correlate with student experience we conducted diary studies 
with current students. The goal of the diary studies was to encourage students to 
reflect about their education while it was happening. Students of both years, of both 
programs participated. The only prompt the students were given was that they should 
write about their academic experience for one week. We believe that by leaving the 
prompt open ended would result with a better overall “snapshot” than a more focused 
study. As both institutions employ reflection as a tool for learning we were also 
interested as to how reflective the diary studies would be. Once collected we 
performed a close reading of the studies noting how they aligned with the official 
stated goals of the programs. As two authors of this paper are graduates of Indiana 
and TU/e respectively their experience was used as a lens for evaluation.  
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5.1 Indiana 

The diary studies from Indiana were conducted during early January 2013 with 
students from both the first and second year of the program. This is of note because 
the second year students were in the initial stages of developing their capstone 
projects. Also of note is that some participants traveled to attend the IxDA Interaction 
13 conference in Toronto Canada. While students are encouraged to attend academic 
and professional conferences at Indiana, this is voluntary and accounts for some 
deviation from normal in the diary writings.  

When evaluating the diary studies we compared them to the stated goals of the 
program, the educational methods employed, and looked for emotional responses 
within. The main question is best summarized as “is the impact of the program noti-
ceable in the students thoughts?”  

At Indiana the overarching goal, as stated above, is to teach students to think like 
designers. Simply stated; close reading of the students diary entries affirms that the 
educational process does in fact train students in the ways of design thinking and 
practice. There are a number of design methods explicitly mentioned, including but 
not limited to: affinity diagrams, contextual inquiry, ethnographic observations, case 
studies, workshops, critique, wireframing, sketching, design process, field notes, etc. 
Every student mentioned design literature, both required and elective. The PRIn-
CiPleS framework [20] was mentioned with high frequency and students discuss how 
they use it to articulate what they accomplish through their process. 

Outside of methods and literature there were some other interesting commonalities. 
Social consciousness was pervasive in the diary entries. One student recounts a dis-
cussion with peers about “design activism”. Others mention the social value aspect of 
their designs and how this is a vital part of the process. One student discusses an ethi-
cal dilemma that they encountered while working on a design.  

Of further note is the mention of involvement in research groups. A handful of 
students articulated working with professors of the program on academic research. 
While this is strictly on a volunteer basis, the students mention how they appreciate 
the experience and how it might help prepare them for their post-graduation endea-
vors. One student mentioned how this opportunity might increase their chances of 
being accepted to a Ph.D. program. Another common theme was the focus on apply-
ing for internships for first year students, or jobs for second year students. Core to 
both types of applications is the development of an online portfolio which is manda-
tory, reinforcing the status as a professional program intending to enable students to 
procure gainful employment after graduation. This is not to say that the program is 
exclusionary of academic pursuits, although they seem to be the exception rather 
than the rule.  

5.2 TU/e 

Due to the highly self-directed and varied nature of learning activities undertaken at 
TU/e at any one time, the diary studies of Master students are not representative of 
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their whole educational experience. However, the salient aspects of what we observed 
upon close reading of the diary studies, clearly reflect the core-values of the program. 

All of the students report on their graduation project, either by reflecting on their 
progress and experience of the project (as part of an internship or purely self-
directed), or by reflecting upon preparations they are making before starting the 
project (e.g. contacting potential industry partners). These reflections are of a highly 
personal nature, in which students approach their projects from their own interests and 
value structures, implementing their vision and identity as a designer. This reflects the 
highly individualized and self-aware nature of the curriculum. 

Each student also reflects to some extent on the act of making as an integral part of 
their design process. These reflections range from reflections on a process level (e.g. 
prototyping and modeling as a tool in materializing thoughts and gain insights into 
possible directions for an upcoming project), to more specific reflections on the 
process of building and testing a complex electronically based prototype of a new 
system. There is a clear focus on the physicalization and materialization of thinking, 
through a variety of media, as a generator of knowledge and method of gaining in-
sights, clearly reflecting the Reflective Transformative Design Process  [10] that is 
taught at the department. 

Students also reflected on their future as professionals. Two students reflected on 
presently working at the design department of a global electronics company, and their 
process of positioning themselves within the company for possible future employ-
ment. One other student reflects on her perception of skills and attitudes required for a 
career as an independent designer and entrepreneur. 

While this is a very high-level analysis of the diary study, the focus of our inter-
vention is to see if aspects of the educational and pedagogical goals of the programs 
are evident in the student reflections. The answer is resoundingly affirmative. 

6 Graduation Projects 

Both degree programs culminate in a final project where students are tasked with 
actualizing the skills they have learned during their education. At Indiana the project 
is one semester, at TU/e it spans the entire second year. The projects selected received 
the highest marks at their respective institutions and as such, serve as exemplars. They 
were examined closely to see if traces of the educational goals and design pedagogy 
are observable. 

6.1 Indiana 

From Indiana we selected the Capstone of Jeremy White from 2012 titled: “From 
Food Allergies to Foodies: A 30 Year User Experience Vision” completed under the 
supervision of advisors Jeffrey Bardzell and Eli Blevis. [19] The project deliverable is 
in the form of a 151 page .PDF document created using the standard template created 
by Eli Blevis. [21] 
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The project is exemplary of the Indiana program in many ways. The most noticea-
ble aspect is the utilization of the PRInCiPleS framework which is a staple of the 
program. [20] This is the framework students use to articulate design explanations. 
This framework consists of six parts to any design explanation which are: predisposi-
tions, research, insights, concepts, prototypes, and strategies. (For a more detailed 
explanation see [20]) Social value is also prominently featured as people with food 
allergies must pay close attention to what they consume for fear of allergic reaction 
causing physical consequences. Furthermore, considering the role food plays in so-
ciality they may also experience emotional distress. 

When comparing the mission, vision, and goal of the Indiana HCI/d program this 
project aligns itself quite well. He utilized many of the methods he learned such as: 
interviews, surveys, literature review, sketching, information visualization, concept-
ing, concept systems, ideation, and iteration among others. He also clearly outlines, 
discussed, and articulates how he completed the personal design process he developed 
during his studies.  

6.2 TU/e 

From TU/e, we selected the Master graduation project of Jelle Stienstra, entitled 
“Augmented Speed-Skate Experience – Applied Movement Sonification”. The project 
was completed in 2009 under the supervision of Kees Overbeeke, Stephan Wensveen 
and René Ahn. A 48 page thesis, one of the project deliverables, and one academic 
paper that resulted from the project, were examined. [16, 17, 18] 

In this research-through-design project, Jelle aimed to empower professional 
speed-skating athletes to improve their technique by sonification of their movements. 
The project builds on existing theories on sonification as a method to add a new sense 
modality and support muscle learning. It is a personal project, in which the interests 
and vision of the designer are embodied, aiming to empower athletes to improve their 
performance. The project concluded with experiments in which hypotheses concern-
ing the effects of sonification were tested using a working prototype. 

When comparing the project to the vision and educational system of TU/e, we 
clearly see how this design project embodies the program’s values. Making was an 
integral part of the design process, involving the design and building of a working 
prototype, embedded with a set of speed-skates, that wirelessly communicated with a 
server and provided the athlete with real-time sonification of her technique.  

7 Discussion 

The exploratory research above was centered around a single goal, to discover if and 
preliminarily how students actuate the knowledge and teaching they acquire at 
Indiana and TU/e in their personal design process. Through the studies we found that 
while the students develop their design process in a deeply personal way, the 
implications of their education are clearly visible both in their words and in their 
work.  
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Much of the educational process is resultant from academic scholarship, however 
that scholarship is often discussed in the context of the academy. Rarely is the real 
world impact of the educational process discussed as is pertains to how people transi-
tion from students to professionals, with regard to how and what they take with them 
into industry. We believe this to be an important, but overlooked aspect of design 
practice.  

Responding to the call of Nelson and Stolterman we attempted to articulate that de-
sign culture is alive and well within the context of design education. Further, that the 
examination of the gap between pedagogy and design practice seems to be widening. 
The design world examines design work, the academy examines scholarship, we have 
made an initial attempt to examine how pedagogy is acted with or upon by students 
when they become practitioners. We believe that design as a discipline seeks to mold 
and shape the world, and that pedagogy as education molds and shapes people who 
will practice design. Lastly, we believe that this is an interesting area for future  
education deserving of discussion.  

8 Conclusion 

We found through our initial exploration that education shapes designers and those 
designers shape the world. We believe that as design seeks to “better” the world that 
there is a need for a cohesive and inclusive discussion around how education is acted 
upon by designers in design. Furthermore, we believe that we have shown that there is 
a distinct connection between how designers learn to design and how they do design. 
While this may seem intuitive we assert that there is an increasing need for these 
types of discussions as design becomes ever-increasingly transdisciplinary. As noted 
in this paper, the two programs we compared both produce designers, however, they 
do so in drastically different ways, with different methods, values, and goals, skills, 
and practices. 

In summary, we believe this study, liminal as it may be, has exposed an interesting 
area of discussion currently lacking. The diversity of educational methods can streng-
then the community, but it might also just as easily fracture. We believe we have 
merely scratched the surface with this study and encourage others to share perspec-
tives with the hope of starting a constructive conversation within the field.  

Finally, what we have attempted here is not just to look at the design work and/or 
results that are being produced, or just at the design pedagogy and educational values 
that guide these students as they gain competence and transition into professional 
careers. Rather, we have examined the bridge between these; in what way do these 
two viewpoints correlate and in what ways do they influence each other? We believe 
this discussion to be of value because these processes heavily influence the burgeon-
ing field of interaction design, when these students become practicing designers they 
carry with them the aforementioned methods, values, goals, skills, and practices and 
embody them into their designs.  
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Abstract. Recently, it was known the problem-solving design approach has li-
mitation to create new business or design. And service design is focused to 
create new business. Based on these background, we propose vision centered 
design approach named "Experience Vision".  Purpose of this research is to 
propose design approach and method to create new service design or new prod-
uct design based on vision centered design approach. Experience Vision is a 
comprehensive design method to envision innovative services, systems and 
products which reflect upon potential stakeholders’ experiences and company 
mission and vision. Core of Experience Vision is vision centered design ap-
proach based on human centered design process with business perspective. For 
this purpose, we developed "Frame work for vision centered design method 
"and "Structured Scenario-Based Design Method (SSBDM)". “Frame work for 
vision centered design method " is based on SSBDM and user centered design 
approach which is focused user and business. This frame is including "Goal set-
ting of project", intrinsic user value, policy of business value, value scenario, 
activity scenario, interaction scenario, scenario visualization, scenario evalua-
tion, planning documentation, and specification. 

Keywords: experience vision, service design, scenario, scenario-based design. 

1 Introduction 

In this paper, we introduce vision centered design method named "Experience vision". 
It contains summary of vision centered design method, approach to vision centered 
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design method, comparison with problem-solving method and framework for vision-
centered method. Following is four background of Experience Vision. 

"Limitation of problem solving design method" is the first background. Recently, it 
is important to propose new service, new product and new services.  Design method 
is expected to propose new vision including service based on human centered design 
approach. 

"Importance of service design method" is another background. Recently, service 
business and service based system/ product are growing rapidly. 

"Expected designing method for experience" is third background. Recently, value 
can experience becomes more important than product value. However, the design 
meth for experience is not established. Design method that takes into account the 
overall user experience is expected. 

"Expected evolution based on latest IT technology" is fourth background. In recent 
years, the latest IT technology has evolved dramatically; to propose a new vision 
method that corresponds to this IT technology is desired.  

"Expected designing method to create new vision based on HCD" is fifth back-
ground.  

Based on these background, we propose vision centered design approach named 
"Experience Vision".  Purpose of this research is to propose design approach and 
method to create new service design or new product design based on vision centered 
design approach. 

Experience Vision is a comprehensive design method to envision innovative ser-
vices, systems and products which reflect upon potential stakeholders’ experiences 
and company mission and vision. Core of Experience Vision is vision centered design 
approach based on human centered design process with business perspective. For this 
purpose, we developed "Frame work for vision centered design method "and "Struc-
tured Scenario-Based Design Method (SSBDM)".    

2 Summary of Vision Centered Design  

Based on 5 background, Experience vision is a comprehensive design method to envi-
sion innovative services, systems and products which reflect upon potential stake-
holders’ experiences and company mission and vision.  

There are two case for vision centered design method to adapt. One is "When it 
needs to create a new value to existing products and services," and another is "When 
it needs to produce new product or service if ever."  

As expected effect of this method is an effective in the following five cases; 

1. To develop an easy-to-use products and services than ever before. 
2. To find out customer value as the source of the next generation of competition.  
3. To reduce costs and speed up development by starting from vision. 
4. To develop services and products that satisfy customers. 
5. To contribute to the management of the company to clarify the vector for the  

next generation of business. 
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3 Concept of Vision Centered Design Approach 

Following is 5 concept of vision centered design approach; 

1. Starting from intrinsic user value 

Most design method will start from problem-solving. Problem-solving method will 
focus visible user problem by user research or other research. By Problem-solving 
method, it is not easy to propose new system and product because focusing visible 
user interactions or activities. 

User research and user observation method is often used for finding problems. 
New approach is needed to propose new system and product by starting from intrinsic 
user value. 

2. Create idea from value level or service level 

Problem solving is often the idea from a lower level and vision centered design ap-
proach will be starting from higher level to create idea. And a higher level means the 
intrinsic value of the users, business and service level.  

3. Consistently through to system specifications from the user research 

Often even if it has been found intrinsic user value by user research, it is not easy to 
reflect the final product and systems. It is considered one factor there was no descrip-
tion of intrinsic user value. In vision centered design method, scenario is utilized as 
the common description of intrinsic user value. 

4. Consider to collaborate experts from different fields 

"Collaboration of experts in different fields," is one of the principles of human-
centered design. In case of vision centered design methods, "The experts from differ-
ent fields, including expert user (designer) and business professionals in particular is 
important collaboration. In order to facilitate this collaboration, easy-to-understand 
visualization is the key to everyone. 

5. Involve user from the beginning of design process 

One of the principles of human-centered design approach is "Listening to the user at 
all times". In case of vision centered design approach, one of concept is "ask the user 
always from a higher level".  

4 Vision Centered Design Approach vs. Problem-Solving 
Approach 

Fig.1 can be represented as in compares the problem-solving approach to vision cen-
tered design approach by diagram of the basic design process. In this figure, the 
process will be described by the vertical axis for the classification of activities and is 
the horizontal axis is time of design process. The horizontal axis has 4 layer such as 
value, activity, interaction and fact.  
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The process for user setting is describing the approximate target user in setting the 
goals of the project, complete setting "user list, "temporary cast", "cast" and "persona. 
In addition, we need to link each scenario and each set of the target user. 

5. Business setting 

Vision centered design method is an approach to be considered from the early stages 
of both the business and the target user. Take steps to clarify in stages, and specifica-
tion information about the business.  

The process for business setting is describing the approximate business information 
in setting the goals of the project, defining policy of business value, draft business 
setting and detailed business setting. In addition, linking each scenario and business-
related information, respectively. 

6. Structured scenario 

In the vision centered design approach, however, a scenario is used to describe a vi-
sion. That is, a scenario is created to explain the future goal resulting from the devel-
opment. In this case, the scenario will function as a development goal. Unlike the 
problem-solving design approach, the act of designing will not always begin based on 
a scenario which describes the problematic situation, and the action can begin accord-
ing to the designer’s free, original idea and technology seeds. As a result of the de-
sign, visualization is required to share and assess the effect on users. 

Scenario method structure, to create ideas for improving the "user satisfaction" and 
"efficiency of the system to develop" a, "the effectiveness of the services provided" 
by a scenario for each layer that are structured , finally is a method for describing the 
specifications of the product IT systems and truly usable. 

With the vision centered design method, the scenario will be classified according 
to the hierarchy and then structured. Classifying the function of a services, systems 
and products with the focus on its components will make it easier to understand. It 
can be classified into three hierarchies here: value, activity, and interaction. 

7. Visualization 

Only scenario structure by text, it is difficult to imagine a concrete image. Utilize a 
technique called prototype, the user perspective to visualize the use of a technique 
called business model is a business perspective. By visualization of user and business, 
project member can be a member of the project evaluation and ideas to imagine a 
concrete image. 

8. Evaluation 

In the vision centered design method, is provided a process of "evaluation" and "visu-
alization" to each phase of the Structured Scenario. After proposal and visualization, 
the evaluation done in each phase of the Structured Scenario is focused on a scenario 
should be selected to proceed to the next phase of the scenario from which to create 
more than one proposal. It also sets the evaluation process even after the full extent of 
the Structured Scenario was determined.  
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Abstract. The importance of user experience (UX) design has increased in en-
terprise field. In traditional product and service development, a division of labor 
between UX designers and engineers was necessary. It is, however, difficult to 
pursue the same development style in the enterprise field. Therefore, in this 
study, collaborative UX design Methods for Enterprise System between UX de-
signers and engineers were proposed. These Methods were designed to allow 
UX designers and engineers to supplement each other’s knowledge and expe-
rience. The first Method was UX Observation Tour, a behavioral observation 
method used to understand the psychological and/or physical characteristics as 
well as behavior patterns of target users. In this Method, UX designers and en-
gineers shared user research experience through field work. The second Method 
was UX Idea Mapping. This was a method for establishing associations be-
tween the needs of target users and unique ideas that UX designers and engi-
neers, who achieved a detailed understanding of the target users, developed  
together based on their expertise in systems. In this study, these two methods 
were applied to internal projects, and as a result, both Methods effectively pro-
moted collaborative development of UX designs by the UX designers and  
engineers.  

Keywords: User Experience, UX design, UX Method and UCD. 

1 Introduction 

UX design is effective in improving the value of the user experience, and its effec-
tiveness has been proven in development of mobiles phones, computers, computer 
applications, and consumer products and services such as SNS and EC sites where the 
attractiveness of products directly influences their sales or market valuation. 

In recent years, UX design has been used for developing consumer products and 
services. Its importance has also been increasing in the enterprise field.  

In order to introduce UX designs into consumer product and service development, 
UX designers and engineers usually divide tasks. The division of tasks in each  
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development process allows the designers and engineers to take advantage of their 
expertise and effectively develop the target product or service (here, UX designers 
refers to those who have expertise in UX such as information architects, interaction 
designers, human researchers, and UX consultants, and engineers refers to those who 
have knowledge of technical and business in the enterprise systems fields such as 
product planners and developers.  

As the importance of incorporating UX design into enterprise systems increases, it 
is important to establish an UX design methods for system development. However, in 
the enterprise field development, the nature of products and services as well as the 
knowledge required of engineers may differ from what would be required in consum-
er product and service development. In this case, UX development methods used in 
consumer product and service development cannot be applied to enterprise system 
development as they are. We have therefore proposed UX design methods that could 
be applied to enterprise system development. 

In this paper, Chapter 2 describes the issues involved in applying traditional devel-
opment styles to enterprise system development, Chapter 3 describes UX Observation 
Tour and UX Idea Mapping, which are the two proposed collaborative UX design 
Methods in enterprise system development, and Chapter 4 describes the results and 
effects of applying these Methods.  

2 Issues  

2.1 Traditional UX Design  

A UX design is generally implemented through the flow of: '1.user research', '2.idea 
generation' and then '3.product or service design and development' (Fig.1).  

The objective of user research is to obtain basic information for product or service 
ideas that would improve user experience. For this, it is necessary to collect user 
comments and behavioral data as objectively as possible in order to analyze and eva-
luate the psychology, environment, habits, and value concepts that exist in the back-
grounds of these comments and behavior.  

The objective of idea generation is to create ideas that would improve user expe-
rience and incorporate them in product and service development. The ideas must be 
created based on a good and detailed understanding of the psychological and/or phys-
ical characteristics, behavior, and environment of target users obtained through the 
analysis and evaluation phase of user research. 

In the field of consumer product and service development, UX designers conduct 
the user research, and either UX designers or engineers are in charge of idea genera-
tion. An appropriate division of the company is appointed to carry out each process to 
adopt UX design methods efficiently and successfully. 
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Fig. 1. UX design flow 

2.2 Issues of Traditional UX Design in Field of Enterprise System  

Although the traditional user research and idea generation methods described above 
have been proven successful in the field of consumer product development, they lead 
to the following 3 issues in the field of enterprise system development:  

1. Unlike in the case of consumer product development, UX designers alone cannot 
implement user research in the field of enterprise system development. In a user re-
search, it is necessary to create a research scenario. In the field of enterprise system 
development, which user types, tasks, or conditions are selected for the research 
depends on business tasks such as monitoring, and data input or making settings re-
lies on skills. Therefore, selection of types of behavior and tasks depends on the 
tasks and skills required in a certain specialized field. Therefore, it is impossible 
for UX designers to fully understand the tasks and skills required to establish a re-
search plan. In the implementation phase, it is necessary to collect user comments 
and information on their behavior by means of interviews, observation, and facili-
tation. However, UX experts, or UX designers, have limited understanding of user 
behavior expected by engineers. Therefore, they cannot observe users or obtain 
their comments completely. This means that UX experts alone cannot implement 
user research for enterprise system development. They cannot implement the anal-
ysis and evaluation phase of the research alone for the same reason. 

2. Unlike in the case of consumer product development, engineers alone cannot im-
plement idea generation in the field of enterprise system development. it is difficult 
for engineers alone to fully achieve a detailed understanding of users. The first step 
of the idea generation phase is to group users with similar behavioral patterns into 
user groups based on the behavioral patterns identified in the work model analysis 
described above. These behavior patterns are based on users’ business tasks and 
skills. In the field of consumer products and service, engineers can develop ideas 
by themselves, because user behavior is simple.  In the field of enterprise system 
development, user behavior is often triggered by individual reasons such as tasks, 
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work hours, and work environment. Therefore, it is necessary to examine in detail 
the causal relationships. Although engineers have knowledge of the business tasks 
and skills of users as the background of their behavior, it is difficult for them to 
master how to organize the obtained information from the user perspective. There 
is another reason why engineers alone cannot brainstorm and select ideas  in the 
field of enterprise system development. In this field, advanced technologies are of-
ten used. If engineers alone discuss and generate ideas, they are likely to lack the 
value-perspective of the users and will generate technical potential-oriented ideas.  

3. Unlike in the case of consumer product development, UX designers alone cannot 
implement idea generation in the field of enterprise system development. In this 
field, user behavior often relies on specialized tasks and skills. Therefore, UX de-
signers who have no special business or technical knowledge in the field cannot 
achieve a detailed understanding of users, brainstorm ideas, or select ideas.  

3 Proposal Methods 

Designing of UX in the field of enterprise system development requires UX designers 
and engineers to supplement each other’s knowledge in '1.user research' and '2.idea 
generation' phases. In this study, two collaborative UX design Methods were pro-
posed for UX designers and engineers. 

UX Observation Tour. UX Observation Tour is a behavioral observation method of 
user research. In this Method, UX designers and engineers engage in brainstorming 
ideas [1] and field work to share their common views and experience of implementing 
a user research. This enables the engineers who are unfamiliar with user research 
methods to work with the UX designers and to obtain data on users’ behavior and 
their psychological and/or physical characteristics. UX Observation Tour has been 
designed to focus on the planning and implementation phases of a user research. 
Analysis and discussion are carried out in UX Idea Mapping described below. It is 
important that engineers implement user research at the actual research site. 

UX Idea Mapping. In UX Idea Mapping, engineers and UX designers work together 
to analyze and discuss obtained user research data to achieve a detailed understanding 
of users, associate user needs with unique ideas developed based on their expertise in 
systems, and select suitable ideas for a system using a UX map.   

3.1 UX Observation Tour  

Planning. The first step in this Method is brainstorming ideas for a ‘tour’ plan that 
will allow the UX designers and the engineers to work together and supplement each 
other’s knowledge and experience. Note that brainstorming ideas also serves as a 
rehearsal for the collaborative work to be carried out by the UX designers and  
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engineers later in the process. The UX designers and engineers select a theme for the 
UX experience in advance, and discuss and share information about themes 1 and 2  
below:  

Theme 1: Project goal: Ideas are brainstormed for a top-down assigned project goal, 
project success, expected effects, desirable direction, background, and issues. Then, 
the ideas are shared among the members. 

Theme 2: Research subjects: The following items about the research subject are dis-
cussed: type of system, role of the system, preceding events, and competing systems 
and/or services. In general, in the field of enterprise system development, engineers 
are able to select prospective research participants based on their expertise in specific 
business tasks and skills. It is, however, difficult for those who have no UX know-
ledge to come up with preceding events or competing systems and/or services because 
these events or systems and/or services must have value that is equal to that to be 
provided to users. Here are some examples of events listed by UX designers that have 
equal value, 1) Events with a similar business task requiring selection of an appropri-
ate product in accordance with given conditions such as ‘customer service desk for 
insurance products’ and ‘cosmetic product counter’, 2) Events with a similar mission 
requiring a device to endure long hours of operation such as ‘monitoring system in a 
flight control room’ and ‘game arcade’, 3)Events with a similar desired attitude in 
customer interactions to achieve customer satisfaction such as ‘store support system’ 
and ‘hotel concierge’.  

For this reason, the UX designers are in charge of listing the subject events and 
providing ideas on research subjects based on engineer comments. The UX designers 
then request feedback from the engineers.  

The results of discussions of theme 1 and 2 above are then put together into a re-
search plan. The research plan must include information on the research subjects and 
schedule such as subjects and observation points at each observation site, Time table, 
information on observation sites and where to meet, important points of the research. 
Also, it should include the following information so that the engineers who are not 
familiar with user research  can check it during the research.  

Implementation. The UX designers and engineers participate in the user research as 
UX Observation Tour. As described above, this research requires engineers to fully 
understand the user needs and generate ideas for a system. For this reason, it is desir-
able to invite engineers with as many attributes as possible, such as different speciali-
zations or roles, to the research group. The duration of the tour should be shorter than 
half a day in consideration of the busy schedule of engineers. Note that the research 
should focus more on the number of observation points than duration. Here is a ex-
ample of the schedule for a half-a-day tour: 30 minutes: orientation / 2 to 4 hours: 
research / 60 minutes: review. 

The research members repeat the cycle of conducting the research for 15 to 20 mi-
nutes and sharing the research results within the team for the next 10 minutes.  
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Opinion exchanges will allow discovery of new perspectives, and information sharing 
will clarify the details to be recorded. Each team consists of up to six members. Note, 
however, a team can be reduced to the size of two or three members if needed because 
a smaller number of individuals might be better suited to discussions and less likely to 
pressure or discomfort the research subjects. Note that each team should include at 
least one UX designer to check how the engineers conduct the observations and to 
share the check result with the team members. Each member carries the research plan 
and checks it before entering an observation site. It should be understood that it may 
be difficult for engineers to conduct the research as planned because they are not used 
to conducting observations. For this reason, UX designers must check how engineers 
are conducting observations. They must give advice to the engineers if any of  
the following applies in order to encourage the engineers to conduct the research  
autonomously.  

Here are some examples of cases in which the UX designer should give advice to 
the engineer： 

─ The engineer does not have a general understanding of the subjects or the individu-
als who have business relationships with the subjects. Example advice: “Keep a 
record of people who talked with your research subjects and also the individuals 
who were near them.” 

─ The engineer focuses only on the product and service provider perspective or on 
the user perspective. Example advice: “Fill in the observation sheet for both of the 
perspectives.”  

─ The engineer focuses only on objects such as work environment, including  
interior, or a work tool, and it is therefore necessary to guide him or her to  
focus on how a person interacts with another person or an object. 
Example advice: “What is the user doing? Why is he or she doing it?” 

─ It is necessary to guide the engineer to establish a hypothesis on the psychological 
and/or environmental background for the user’s behavior during the observation. 

─ The engineer acts like a spectator or a critic, and it is therefore necessary to show 
him or her how to act like the users. Example advice: “Ask a question as if you 
were a user, ‘What would you do if you were a user like XXX?’” 

Preparation of Analysis and Evaluation. After the research is completed, a 60 
minute review session is held so that the members will not forget the research results. 
This session also serves as a preparation for the analysis and evaluation to be con-
ducted in UX Idea Mapping. The members then put all the facts observed, estimated 
backgrounds of the behavior, and findings during the research on an observation 
summary sheet (Fig. 2). An observation summary sheet is provided for each observa-
tion site or scene, and the members are expected to spend at least 15 minutes filling in 
each sheet. On each sheet, information must be provided in the following order: Each 
information item should be written on a sticky note for later use in UX Idea Mapping. 
The members then affix the photos and memos that they took to each observation 
summary sheet. It is important that these sheets contain as much information as possi-
ble for the later task: understanding users in detail. 
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Fig. 2. Observation summary sheet 

3.2 UX Idea Mapping 

In UX Idea Mapping, engineers and UX designers work together to analyze and eva-
luate the obtained research data to achieve a detailed understanding of users, associate 
user needs with unique ideas developed based on their expertise in systems, and select 
suitable ideas using a UX map. 

In collaborative work, visualization and sharing of research details are important. 
Therefore, teams of 5 to 6 members are created for effective and efficient discussions. 
The members implement UX Idea Mapping using a large map by sharing the analysis 
and evaluation results, detailed understanding of the users, and information on the 
selected ideas. 

Analysis and Evaluation of the Research Results. Referring to the observation 
summary sheets (Fig2), the background of the user behavior is modeled. Work model 
analysis [2] is then conducted to find potential user needs. Also, both the research 
subjects and individuals who have business relationships with the subjects are ana-
lyzed for each observation site. Engineers tend to focus on individuals who regularly 
use systems, but in this process, they must consider the value and business signific-
ance of a system for those who have business relationships with the subjects. To 
achieve this, UX designers must pay attention to the individuals around the users who 
have business relationships with the users so that no information about them is 
missed. 

Understanding the Users in Detail. Based on the behavioral patterns identified in 
the work model analysis described above, users are classified into user groups accord-
ing to the types of behavior patterns. For each user group, behavioral goals, higher 
needs, and the highest needs are examined. The members then create essential value 
identification sheets containing data on each user group’s ideal and required state. The 
sheets are shared among the members. During this process, the engineers must review 
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their research results to carefully examine what the users want from their business 
operations and why they feel so. Meanwhile, during this collaborative work, the UX 
designers must check whether or not the engineers have properly incorporated their 
research results into the examination and have gained an insight into the nature of the 
research.  

The next step is to create a persona sheet [3] for the target user groups based on the 
results of work model analysis and the data in the essential value identification sheets. 
On the persona sheet, an image of a hypothetical user is created based on the results 
of UX Observation Tour. Each sheet must contain not only the users’ names, ages, 
careers, and preferences but also their ‘user characteristics’, which include the users’ 
final goals and their roles when using a product and service. The sheet must also pro-
vide the task and skill characteristics of the users, which describe what greatly influ-
ences user behavior in terms of their business tasks and skills. Note that the task and 
skill characteristics are merged from artifacts created during the work, influencers and 
the extent and level of their influence, and physical environment and tools that were 
examined in work model analysis. 

In this Method, all processes and specific ideas are visualized and shared on the 
UX map. For this, a Then UX map framework must first be created (Fig.3). The ver-
tical axis is the user axis, and the horizontal axis is the time axis. The user axis is 
divided according to combinations of user characteristics and business characteristics 
and technical potential described in the persona sheet. In the field of consumer prod-
uct development, a user scenario could only be created by using the user axis. In the 
field of enterprise system development, however, it is difficult to understand user 
behavior based only on the user characteristics, because user behavior relies heavily 
on tasks and skills. For this reason, task and skill characteristics must also be consi-
dered. The time axis must be divided into three or four levels indicating steps to reach 
the goal. Here, the rightmost column is for the highest user needs, which indicates the 
ideal situation that the users aspire to, as identified from the essential value identifica-
tion sheet. 

Engineers usually find it difficult to divide the axes when creating a UX map 
framework. If the divisions are rough and inappropriate, user scenarios and ideas 
cannot be properly mapped. Therefore, this process requires the experience of UX 
designers. They must work closely with engineers because dividing the user axis 
needs an engineer’s knowledge on business tasks and skills.  

Once the framework is completed, a user scenario is created and shared among the 
UX designers and engineers. 'Needs' shown in the essential value identification sheet 
are mapped onto appropriate locations with respect to the user and time axes of the 
framework. Then, referring to the observation summary sheet (Fig.2), the following 
items are mapped as the ‘Fact’: a) target users and people around them, b) behavior of 
the people around the target users, c) tasks worked on, responses to questions, and 
situations in which the questions are asked, and d) estimated psychological and/or 
environmental background for behavior and remarks about it. The user scenario crea-
tion process up to this point can be systematically and quickly carried out by engi-
neers because they can use the information that they developed. This process does not 
require as much time for engineers compared to a process in which they are required 
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to write a user scenario in sentences. At this point, all team members review the beha-
vior of individual users to avoid missing information or mistakes. When doing so, 
they should have the persona sheet at hand so that they can read it while reviewing the 
characteristics or values of individual user groups. Finally, the needs and the current 
state are compared, discrepancies between them are examined, and 'Issues' to be  
resolved are mapped. (Fig.3)  

 

Fig. 3. UX map: Creation of Framework and user scenario / Mapping Ideas 

Brainstorming Ideas. Focusing on the needs, current state, and issues for the target 
users, the members brainstorm for value that a system can provide. Since engineers 
tend to provide ideas on specific functions or systems, UX designers must guide them 
to talk about value. Here are some examples of ideas about value. "A user who is 
XXX becomes able to do YYY.”, A user who wants to do YYY becomes able to pre-
vent or reject XXX.”. After value is discussed, the members brainstorm ideas for 
systems and functions that can realize the value. These ideas of value, systems and 
functions are mapped to user scenarios. An idea assessment sheet is created to assess 
and select ideas based on value for the users and for the company.  

4 Result and Effect  

The proposed collaborative Methods were applied to the following enterprise system 
development projects, agent system for carriers, conference system for executives,   
door-to-door insurance sales system, store visitor service system, projector for  
business use and broadcasting system. 
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Application of the collaborative Method to the projects listed above resulted in the 
following effects:  

1. Effect of applying UX Observation Tour to the user research phase 
In UX Observation Tour, the UX designers and engineers were able to jointly create a 
user research plan, and the research enabled sufficient information to be collected for 
the engineers to achieve a detailed understanding of the users. Application of this 
Method indicated that the UX designers and engineers worked together to examine 
the task- and skill-dependent behavior of the hypothetical user (subject of the re-
search) and observation points, create the research plan, and appropriately implement 
the user research.  
2. Effect of Applying UX Idea Mapping to the idea generation phase 
In the post-project interviews, the engineers stated that they learned to think from the 
perspective of a selected type of user in their daily work. Therefore, participating in 
even only one project allowed the engineers to understand the users in detail.  

Before participating in the project, the engineers were unable to determine the 
quality of their own ideas. By associating value that can be provided to the users with 
ideas about systems and functions, the engineers became able to examine the value of 
ideas for the users such as “this idea may suit this scene that a user may encounter”. 
Also the engineers improve the specificity and accuracy of ideas in early stages due to 
an enhanced ability to assess from many perspectives their ideas developed for a par-
ticular type of user. And they improve the value of their own ideas. 

5 Conclusion 

In this paper, two UX research methods, UX Observation Tour and UX Idea Map-
ping, for enterprise system development were applied to internal projects. As a result, 
the UX designers and engineers jointly designed UX, and both of the methods were 
effective in promoting understanding of users and development of ideas. Both me-
thods required all members to stay in a project from the beginning to end. This meant 
that we needed to call our engineers to all the meetings. As a result, for some of our 
projects, we could not apply the same methods. Many engineers could not help can-
celling meeting attendance due to work pressures. Therefore, exploring more efficient 
ways to share and deliver information should be addressed.  
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Abstract. This paper addresses an estimation framework of a user
learning curve on Web-based interface. Recent Web-based interface has
rich features such as “dynamic menu”, “animation” and so forth. A user
sometimes gets lost in menus and hyperlinks, but gradually improves the
performance of his/her task that is to find target information during the
session. This performance change is in a sense considered to be “learning
curve” as to the Web-based interface. To estimate the “learning curve”
is necessary to evaluate the Web-based interface from the viewpoint of
a user’s task achievement. Our proposed estimation framework consists
of two steps; One is to identify the relationships among the processing
time, eye tracking log, and Web structure. The other is to identify the
estimated formula as a “learning curve”. This paper reports the rela-
tionship from preliminary experiment using several Web pages and eye
tracking log.

1 Introduction

Recent Web-based applications have rich interface by using new technology such
as “Ajax”, multimedia plug-in and so forth. This movement will be enhanced
when “HTML5” is practically used on Web browsers. On the other hand, such
interface may become complicated appearance against problem-solving environ-
ment for a user’s tasks. Therefore rich Web interface using new technology has
trade-off on good-looking and ease-of-use from a user’s viewpoints.

Usability of Web pages has been argued mostly from results of subjective
questionnaires, error count measurement, processing time and so forth. Moreover
”eye tracking” technology makes it possible to evaluate such interface design
from ergonomics viewpoints. Even if such usability evaluation is well-executed
by interface designers, practical situation by a user is still under fog, that is, the
user learning curve is properly ascending one or not. Though the learning curve
is considered to be significant indicator in several domains [1][2][3], Web-based
interface is not enough to be evaluated by this viewpoint.

This paper addresses how to estimate the learning curve on user operations
when using Web-based interface. Collected data of the processing time and eye
tracking log against trial tasks are fused for identifying the estimation formula
by using sysntheszing mathematical expression elements.

M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2013, LNCS 8004, pp. 159–165, 2013.
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2 Estimation Framework

2.1 Problem Definition

As mentioned in the introduction, Web-based interface design process needs to
be evaluated the usability from “learning curve” The learning curve has been ar-
gued mostly about productivity under repetitive tasks such as assembling work,
practicing exercise and so forth. Of course tasks by Web-based interface include
repetitive operations to some extent, however, most tasks have slight variations
to achieve. This fact causes a user to feel complexity and stress when using such
interface.

Even if some experimental evaluation concerning the Web-based interface de-
sign shows good usability, the variation of tasks may lead to impair such usability
in practical usage phase. Therefore it seems to be indispensable to estimate the
learning curve for practicability. If such evaluation based on the learning curve
is allowable from usability viewpoints, the interface design is endurable in spite
of having some complexity. We believe this is significant for re-designing the
Web-based interface.

2.2 Proposed Framework

Fig.1 shows an overview of our proposed framework. Given a Web-based interface
and typical tasks, several trial operation logs by test users are collected. Collected
data are the processing time of each task and eye tracking log. In addition to
these data, structural information on Web pages is also significant. Since these
data interrelate each other, statistical calculation identifying such relationship is
firstly done. Then a certain interval data are used to estimate each user’s learning
curve and finally summarize the learning curve evaluation for the interface.

As indicated in Fig.1, there exist two S/W modules; statistical analysis mod-
ule and estimation module. The key issue is how to estimate each user’s learning
curve, which are inherently non-linear characteristics. Therefore it is slightly
hard to assume template formulas with parameters. Our idea is to prepare a
set of arithmetic operators and basic mathematical functions and derive a for-
mula by using a certain synthesizing method, for instance, genetic programming
technique.

3 Preliminary Experiment

We executed preliminary experiments as follows in order to investigate what
types of relationship could be induced by using the processing time, eye tracking
log and Web structural data.

3.1 Web Pages and Trial Tasks

Table1 shows Web pages for trial tasks and Fig.2 shows an example of the Web
page for tourists. These web pages are mostly provided by tourist offices.
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Fig. 1. Overview of estimation framework for the learning curve

Trial tasks are to search the appropriate information on “historical spots”,
“cultural spots”, “adventure spots”, “commercial area” and “trip information”.
As indicated in Table1, these pages are similar to each other. The layouts as
shown in Fig.2 are also similar.

3.2 Result on Trial Tasks

The left-hand graph in Fig.3 shows the processing time concerning each site. In
this experiment, the Web page of “California” is used to have a user understand
the tasks and operations. During the task, the traversal time from one task to
the other is recorded.

The right-hand graph in Fig.3 shows the detailed processing time concerning
each site. Fig.4 shows the overlapped result of California Web pages and its eye
tracking log as to the “historical spots” search task.

From this right-hand graph in Fig.3, a user learns the Web page structure from
the first task of searching the information on “historical spots of California”,
which needs more processing time than the rest of tasks. After that a user
smoothly executes the tasks on the rest of site Web pages.
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Table 1. Web pages for trail tasks

Site California Great Britain Australia Germany Jamaica

Total links 73 33 162 91 52
Category menu Yes Yes Yes Yes Yes

Web data Explicit Home menu Yes No No Yes Yes
Dynamic menu Yes Yes Yes Yes Yes
Search box Yes Yes Yes Yes Yes

Fig. 2. An example of Web page for trial tasks

Fig. 3. Result for trial tasks
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Fig. 4. An overlapped Web page and eye tracking log of “California”

Fig. 5. Comparison result for trial tasks
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Fig. 6. An overlapped Web page and eye tracking log of “Germany”

Fig.5 shows the detailed processing time concerning sites except “California”.
From this result, we induced which factors of Web structural data affect the
processing time.

Fig.6 shows the overlapped result of Germany Web page and its eye tracking
log as to the “commercial area” search task. The “eye tracking log” shows the
movement towards the menus including “Explicit Home menu item”. This eye
movement sometimes happens during a user’s back and forth traverse of the
Web pages. “Explicit Home menu item” is considered to provide quick jump to
the starting point, however, this result indicates it is considered to make worse
side-effect during a user’s back and forth operations.

4 Conclusion

This paper addresses how to estimate the learning curve of user operations when
using Web-based interface. Evaluation on Web-based interface is often discussed
from usability viewpoints through collected data, for instance, subjective ques-
tionnaires, error count measurement, eye tracking log and so forth. The proposed
framework aims to induce the estimated formula for the learning curve by us-
ing test users tasks which record each processing time, eye tracking log and Web
structural information. Through trial tasks, there exists relationship which affect
this approach.
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Abstract. The selection of participants for usability assessment, together with 
the minimum number of subjects required to obtain a set of reliable data, is a 
hot topic in Human Computer Interaction (HCI). Albeit, prominent contribu-
tions through the application of different p estimation models argued that five 
users provide a good benchmark when seeking to discover interaction problems 
a lot of studies have complained this five-user assumption. The sample size top-
ic is today a central issue for the assessment of critical-systems, such as medical 
devices, because lacks in usability and, moreover, in the safety in use of these 
kind of products may seriously damage the final users. We argue that rely on 
one-size-fits-all solutions, such as the five-user assumption (for websites) or the 
mandated size of 15 users for major group (for medical device) lead manufac-
tures to release unsafe product. Nevertheless, albeit there are no magic numbers 
for determining “a priori” the cohort size, by using a specific procedure it is 
possible to monitoring the sample discovery likelihood after the first five users 
in order to obtain reliable information about the gathered data and determine 
whether the problems discovered by the sample have a certain level of represen-
tativeness (i.e., reliability). We call this approach “Grounded Procedure” (GP). 
The goal of this study is to present the GP assumptions and steps, by exemplify-
ing its application in the assessment of a home medical device. 

Keywords: discovery likelihood, medical device, sample size, usability testing. 

1 Introduction 

The current trend of technology manufacturing is to propose new concepts, shapes 
and functioning of devices that aim  to go toward an even more integrated and sim-
plified use of the products. As Streitz [1] states, this trend produces a physical and 
mental disappearance of the technologies that result in what is known as ubiquitous 
computing. Ubiquitous computing can be considered as a new evolutionary line of the 
human artifact interaction in which technology is designed to be pervasive, context-
aware and adaptive [2]. 

This ubiquitous approach is going to re-conceptualize the everyday use of the tech-
nologies not only for common interactive devices (e.g., computers, mobile phones 
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etc.), but also for critical-life systems, such as medical devices. In addition, as Her-
man and Devey [3] have noted, there is a growing trend to transform specialized de-
vices in home care technologies. The diffusion in our everyday environments  
(i.e., work places, home, etc.) of these integrated technologies forces manufacturers  
to strongly focus their attention on the usability of the product, especially for those 
products, such as medical devices, that can seriously affect the user’s well-being. 

The usability and use-related safety of medical devices are strongly regulated [4-9] 
and manufacturers are required by authorities to take a user-centred design approach, 
where usability is integrated into the entire development cycle. The processes recom-
mended by IEC 62366 [4] and ANSI/AAMI HE75 [9] require manufacturers to con-
duct multiple cycles of design and evaluation during development in order to identify 
and address any serious use-related risks associated with the device use. Nevertheless, 
as recent research suggest [10, 11], many manufacturers do not have the necessary 
expertise or knowledge about usability and human factors, and therefore can delay 
evaluation of a product until just before the release of the device in order to confirm 
the effectiveness of their design.  

A further issue related to usability testing of medical devices is the difficulty of us-
ing the results to make appropriate design or business decisions  [12]. A possible 
consequence of this may be that devices reach the market that pose a risk to users or 
patients.  The safety of medical devices is an important factor , as Heneghan [13] 
shows, every year a large number of device release on the market have to be recalled 
because of safety concerns. 

One of the most important concerns of manufactures when planning a usability test 
is deciding on which kind, and how many participants should be included. On one 
hand if an insufficient number of participants are included, manufacturers  run the 
risk of not identifying all usability issues, on the other hand, however, if manufactur-
ers conduct more testing than is necessary they waste valuable resources. 

Recently the Food and Drug Administration (FDA), in response to demands from 
manufacturers for more clarity about the involvement of final users in usability test-
ing, published guidance that stated that: “The most important aspect of sampling may 
be the extent to which the test participants correspond to the actual end users of the 
device” [14]. The FDA guidance suggests that while in HCI field a set of estimation 
models have been created, for determining the number of users needed for usability 
testing, these models do not reflect the real world. On the basis of this, the guidance 
recommends that validation testing of medical devices should include 15 users from 
each major user group, basing this figure on an empirical study by Faulkner [15].  

Despite the guidance highlighting the limitations of the estimation models, at the 
end the FDA suggest that manufacturers rely on a one-sample-size-fits-all solution 
(i.e., to test the device with 15 users), similar to what happened in the HCI field when 
in the nineties it was proposed that a sample of five users could be considered suffi-
cient for a reliable analysis of a web site (i.e., the five-user assumption) [16-20].  

The aim of this paper is to critically discuss, in light of recent HCI studies, the pre-
vious one-sample-size fits all solutions and propose a new procedure for calculating 
usability testing sample sizes based on the data emerging from the usability  
assessment. 
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2 From One-Size Fits All Solutions to a Procedure for 
Managing and Checking the Sample Behavior 

The reliability of the five-user assumption for the assessment of websites was shown 
by Nielsen [16, 18], in tune with Virzi studies [19, 20], in the nineties through the use 
of an estimation model, called Return on Investment (ROI). However, this model, 
together with the five-users assumption, was strongly criticized as too optimistic by a 
large set of studies [21-25]. Today in HCI, a sample of five users is only considered 
as a good starting point for an usability assessment, and at least others three well-
tested models that addressed the optimistic results of the ROI model have been devel-
oped by researchers for estimating the number of users needed for a usability test: the 
Good-Turing model (GT) [23, 26], the Bootstrap Discovery Behavior model (BDB) 
[21] and the Monte Carlo re-sampling method [27]. All these models aim to esteem a 
specific index called the p, which represents the average percentage of errors discov-
ered by a user. The final number of users for an evaluation sample can be calculated 
by inserting the p into the following Error Distribution Formula : 

ܦ  ൌ 1 െ ሺ1 െ  ሻே (1)݌

When manufacturers start the evaluation neither p nor D (the total number of usability 
problems) is known, although clearly given one, the other can be readily calculated. 
This leaves those wishing to evaluate the usability of a product or service the inverse 
problem of whether the number of users involved in the test (N) have identified a suffi-
cient number of problems to ensure that a given threshold percentage (i.e, Dth) has been 
met. This threshold will vary according to the type of product: for medical devices 
where the risks of usability errors are much greater than the website, an appropriate 
threshold is likely to be 97% or even higher for particularly high-risk devices [14].  

The only way to check whether the evaluation of a medical device has reached the 
desired threshold (i.e., Dth) is by estimating the p of the total sample and then calculat-
ing how each p changes when a new user is added to the sample. Every time that a 
user is added to a sample, the overall p of the cohort may increase or decrease, de-
pending on the added user’s performances in terms of identifying problems. At the 
same time, in tune with the new user’s performances the possibilities of the manufac-
turers to achieve a high percentage of identified problems may decrease or decrease.  

By applying the estimated p to the Error Distribution Formula (1) it is possible to 
construct a curve of discoverability, by examining when the threshold is reached by 
the sample. This allows the estimation of the minimum number of participants that 
can represent the ability of a larger population of final users to identify all the interac-
tion issues during an assessment.  

The most recent research [21, 24-26] agrees on the fact that there are no fixed sam-
ple sizes that may guarantee beforehand the reliability of the evaluation. In fact, the 
variability of the users’ answers and reactions during the interaction analysis is un-
predictable. Moreover, all devices are different and may have different levels of com-
plexity. In sum, the number and the kind of the problems identified by participants 
may vary substantially. This means that the best size of a sample is the one that can 
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allow practitioners to gather the larger percentage of problems (D), with the minimal 
economic investment. Finally, for medical device manufacturers to blindly rely on a 
mandated size is a risk as it is not possible for them to know when it is possible to 
stop the assessment because the desired Dth is reached, or when a supplementary in-
vestment in evaluation is needed because the threshold is not achieved. The only 
pragmatic solution to help manufacturers take appropriate decisions during usability 
testing is to check in an iterative way the sample behavior, as suggested in the 
Grounded Procedure (GP) [28] proposed by the researchers of the Match programme 
(founded by the EPSRC Grants: EP/F063822/1 EP/G012393/1). 

In the GP manufacturers start by assuming a specific range of p standard (e.g., for 
medical 0.40-0.50 to reach the 90-97% of the problems), and use this value as a com-
parator against which the behavior of the real population of subjects can be assessed. 
In light of this, practitioners have to compare the p of their actual tested sample (e.g., 
four or five users) to the standard to make the following two main judgments, leading 
to the associated decisions and actions:  

• If the sample fits the standard: report the results to the client and determine wheth-
er the product should be re-designed or released.  

• If the sample does not fit the standard: add more users to the sample and re-test the 
p in a cyclical way until the pre-determined percentage of problems (Dth) is 
reached.  

The manufactures, by applying the GP, aim to obtain reliable evidence for deciding 
whether to extend their evaluation by adding users or whether they can stop the eval-
uation because they have sufficient information. The GP consists of three main steps:  

• Monitoring the interaction problems (step 1): a table of problems is constructed to 
analyze the number of discovered problems, the number of users that have identi-
fied each problem (i.e., the weight) and the average p of the sample; 

• Refining the p of the cohort (step 2): a range of models are applied and then the 
number of users required reviewed in the light of the emerging p; 

• Taking a decision based on the sample behavior (step 3): the p is used to apply the 
Error Distribution Formula and take a decision on the basis of the available budget 
and evaluation aim.  

Each of these steps is now discussed using an exemplar evaluation case. 

3 Description of the Evaluation Case 

We conducted an evaluation of a blood pressure monitor (BPM) gathered in Septem-
ber 2011. We tested 12 users (6 male; Age M: 29.16; SD: 1.85) each with more than 
one year of experience of using different kinds of BPM. We applied a think-aloud 
protocol where each user was asked to verbalize the problems they experienced dur-
ing the use of the device. During the test session the participants completed three 
simple tasks: i) Preparing the monitor for use; ii) measuring blood pressure and  
writing down the result; iii) Switching off the monitor.  
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We are not interested here in describing the quality of the device, but in demon-
strating the value of the GP for conducting the evaluation and making decisions about 
the results. Since, the researchers did not use the GP during this study, we will discuss 
what their results in terms of the problem identified by their sample, as well as the 
additional analysis and conclusions that would have been enabled by applying the GP.  

3.1 The Behavior of the Evaluation Casa Cohort   

The participants identified an amount of 12 different problems. For each one of these 
problems we coded the users’ behavior (see Table 1) as 0 when a user did not identify 
a problem and with 1 when a user did identify it. 

Table 1. Problems identified by each participant. The individual p represents the number of 
problems discovered by each participant divided for the total problems discovered by the 
sample. The weight of problems represents the percentage of the sample that have identified the 
same problem. 

Task 1 Task 2 Task 3 Individual 

p Problems 1 2 3 4 5 6 7 8 9 10 11 12 

P1 0 0 0 0 0 1 0 1 1 0 0 0 0.25 

P2 0 0 0 1 1 1 1 1 1 1 1 1 0.75 

P3 0 0 0 0 0 1 0 0 1 0 1 1 0.33 

P4 1 1 0 0 1 1 1 1 0 1 1 1 0.75 

P5 1 1 0 1 0 1 0 1 1 1 0 0 0.58 

P6 1 1 1 0 1 1 1 1 0 1 0 1 0.75 

P7 0 0 0 1 1 1 1 0 1 1 1 1 0.66 

P8 1 1 1 1 1 0 0 1 1 1 0 0 0.66 

P9 1 0 0 1 0 0 0 1 0 0 1 0 0.33 

P10 0 1 0 0 0 0 0 0 0 0 1 1 0.25 

P11 0 0 0 1 0 1 1 0 0 1 0 0 0.33 

P12 0 1 1 1 1 1 1 1 1 1 0 0 0.75 

Weight  42% 50% 25% 58% 50% 75% 50% 67% 58% 67% 50% 50% 

The weight of the problems can be used by manufacturers as an indicator of the 
sample behavior homogeneity or heterogeneity in discovering the problems. Usually 
in HCI, a sample can be considered heterogeneous when more than 50% of the prob-
lems are identified by only one participant. For instance, a sample of 10 users which 
identified a set of 10 problems, can be consider heterogeneous, whether 5 out of 10 of 
the identified issues are been experienced only once during the test. Nevertheless in 
medical device field, by looking for a most restrictive limit to increase the safety of 
the device, a sample can be considered heterogeneous when more than 50% of the 
problems are discovered by less than a half of the participants. For instance, whether 
5 problems out of 10 are been identified by less than 5 users in a sample of 10.  
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In our evaluation case the sample is homogeneous as only two problems out of 12 
are identified by less than 6 users (see Table 1). We estimate the p of the sample by 
applying three estimation models (Table 2): the ROI, the GT and the BDB. We do not 
report here the MC, because the results of this model are the same of the BDB one.   

Table 2. Discovery likelihood of the sample (p) estimated by the Return of Investment (ROI) 
model, Good-Touring (GT) model and Bootstrap Discovery Behavior (BDB) model 

 Estimation models 
 ROI GT BDB 

P of the cohort 0.53 0.43 0.51 

The sample shows a range of p from 0.43 to 0.53 (M: 0.49), by applying these val-
ues to the Error Distribution Formula (1), we may report that this cohort of 12 partici-
pants discovered between 98% to 99.9% problems of the device with a homogenous 
discovery behavior (fig. 1).  

 
Fig. 1. Percentage of problems discovered by the sample on the base of the sample p changes 
after each participant analysis, estimated by the Return of Investment (ROI) model, Good-
Touring (GT) model and Bootstrap Discovery Behavior (BDB) model 
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In light of our analysis, it is clear that more users do not need to be added to the 
evaluation as this would be a waste of resources; the probability of any new user iden-
tifying new problems whilst completing the same the three tasks is between 0.1% to 
2% problems. 

3.2 Save Your Investments and Guarantee the Reliability of the Assessment 
by the Grounded Procedure 

As in the classic estimation studies [18], we can assign an arbitrary cost of £100 to 
each analysis and therefore conclude that to discover 12 problems the investment of 
the manufacturers was £ 1200.  

Nevertheless, by using the average values of p of the three estimation models, we 
can estimate that evaluators reached 90% of the problems after the analysis of the first 
four users (i.e., D(pROI,pGT,pBDB)=93.14%) and 97% after the first six (i.e., D (pROI,pGT,pBDB) 

=98.13%). In light of this, if the GP had been applied during the assessment of this 
BPM, after 6 users the manufacturers would have stopped the assessment, thereby 
obtaining a reliable results and saving 50% of the budget (£600). 

We simulate the application of the GP steps during the evaluation case, by using a 
threshold percentage (D) of 97% of the total problems, as follow:  

• Step 1: Manufacturers start the assessment with a sample of five users, and they 
compare the p of this initial sample to the standard (p=0.5) to decide whether to 
stop the assessment or add new users to the sample.  

• Step 2: By looking at Table 3 manufacturers observe that the first five users identi-
fied 11 problems with a p ranging from 0.42 to 0.58 (M: 0.49). This discovery like-
lihood is close to the standard, and by applying the average p in to the Error  
Distribution Formula (1), the manufacturers may estimate that this sample of 5 us-
ers identified 96% of the problems, with an estimated range of D from 93% to 
98%. Nevertheless, the sample is quite homogeneous, in fact, 6 problems out of 11 
(55%) are discovered by more than 50% of the users, while the remained problems 
(45%) are discovered by less than a half of the sample. 

Table 3. Problems identified by each participant during the analysis of the three tasks, with a 
sample of 5 users. This sample is quite homogeneous (55%), albeit there is a high percentage of 
heterogeneity (45%).   

 Task 1 Task 2 Task 3 Individual 
p Problems 1 2 3 4 5 6 7 8 9 10 11

P1 0 0 0 0 1 0 1 1 0 0 0 0.27 

P2 0 0 1 1 1 1 1 1 1 1 1 0.81 

P3 0 0 0 0 1 0 0 1 0 1 1 0.36 
P4 1 1 0 1 1 1 1 0 1 1 1 0.81 

P5 1 1 1 0 1 0 1 1 1 0 0 0.64 

Weight  40% 40% 40%40%100%40%80%80%60%60%60% 
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• Step 3: Since the sample is quite homogeneous, manufactures could decide to stop 
the assessment. Nevertheless, by considering that the percentage of heterogeneity 
is high (45 %); practitioners may decide to add at least another user to increase the 
reliability of the evaluation data. 

The manufacturers include a new user (i.e., number 6) in the sample. Finally, after 
another cycle of GP analysis (i.e., steps 1, 2 and 3), this new user increases the cohort 
p (0.46<p<0.56, M: 0.51), and as table 4 shows, a new usability problem is identified, 
and the sample becomes more homogeneous (2 problems out of 12 are discovered by 
less than 50% of the sample). On the basis of this data manufacturers have enough 
information to stop the assessment and report that the participants have identified a 
total amount of 12 problems, which represents 98.7% (97.7%<D<99.3%) of the poss-
ible issues that can be identified by a larger sample of end users interacting with the 
product during the three evaluation tasks.  

Table 4. Problems identified by each participant during the analysis of the three tasks, when the 
user number 6 is added to the sample. This sample shows a behavior in tune with the cohort 
analyzed in table 1. The participants discover 12 problems and, the new user increases the 
homogeneity of the cohort; in fact, only 2 problems out 12 are identified by less than 50% of 
the sample.   

Task 1 Task 2 Task 3 Individual 
p Problems 1 2 3 4 5 6 7 8 9 10 11 12

P1 0 0 0 0 0 1 0 1 1 0 0 0 0.25 
P2 0 0 0 1 1 1 1 1 1 1 1 1 0.75 

P3 0 0 0 0 0 1 0 0 1 0 1 1 0.33 

P4 1 1 0 0 1 1 1 1 0 1 1 1 0.75 

P5 1 1 0 1 0 1 0 1 1 1 0 0 0.58 
P6 1 1 1 0 1 1 1 1 0 1 0 1 0.75 

Weight 50% 50% 17% 33%50%100%50%83%66%66%50%66%

In this case, both the overall p and the homogeneity of the sample are greatly in-
creased when user 6 is added to the cohort. However, sometimes adding a new user 
may decrease both the homogeneity and the p of the cohort. This could happen for 
different reasons, such as selecting inappropriate users. In these cases, the manufac-
tures have to reconsider the selection criteria, and restart the GP analysis after a new 
user analysis. 

4 Conclusion 

The GP helps manufacturers to decide when to stop the evaluation of a device when 
the optimal sample size is reached, thereby preventing wasting resources. Of course, 
the results of our evaluation case are not generalizable to the assessment of any other 
BPM or medical device. This is because the GP only indicates the reliability of the 
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data gathered during a specific evaluation process, meaning that with other partici-
pants or with other evaluation conditions, the GP outcomes will vary. As a result, 
there is no one single magic number of users for reliably testing a certain kind of de-
vice, and, as a consequence, the manufacturers should apply the GP for each evalua-
tion, whether it be formative or summative. Finally, the diffusion of the GP in medical 
device field could significantly improve the possibility of manufacturers to release 
usable and safe product on the market by taking decisions during the life-cycle on the 
basis of the real data at hand. 
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Abstract. In this article we describe a usability evaluation of eight desktop 
search engines (DSEs). We used the heuristic walkthrough method to gather 
usability problems as well as individual strengths and weaknesses of the tested 
search engines. The results of the evaluation are integrated into a set of 30 de-
sign guidelines for user-friendly DSEs. 
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1 Introduction: Desktop Search Engines and the Case for 
Usability 

While web search engines (WSEs) have long since become a useful tool to fulfill 
everyday information needs on the web, so called desktop search engines (DSEs) are 
often inadequate to meet information needs on a user’s private computer (Cole 2005). 
Strangely enough, many available systems do remarkably well in terms of perfor-
mance and quality of search (Chang-Tien et al. 2007): That is why we believe that 
usability plays an important and oftentimes neglected role in the design of DSEs. 
Although there are many studies on the usability of WSE (Thurow & Musica 2009) 
and guidelines for the general design for search user interfaces (Hearst 2009, Wilson 
2012, Russell-Rose & Tate 2013), the area of DSE has not been the subject of exten-
sive usability research so far. While there are many similarities between web and 
desktop search, there are also some substantial differences: On the web, we usually 
search for new, mostly unseen information, but on our private desktops we search for 
“stuff we’ve seen before” (Dumais et al. 2003). The different information behavior 
for WSEs and DSEs (Bergman 2008) has implications for the design of a desktop 
search system, i.e. existing guidelines for the design of user-friendly web search sys-
tems (cf. Leavitt et al. 2006) cannot be adopted to the area of DSEs without further 
ado. In this paper we propose a set of guidelines for the design of user-friendly DSEs 
which has been derived from an expert-based usability inspection of existing desktop 
search systems. 

2 Evaluation Design 

The guidelines presented in this article are the result of a heuristic walkthrough (Sears 
1997) for a total of eight available DSEs, including platform-specific systems such as 
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Windows Search 4.0 and Apple’s Spotlight, but also individual search engines such as 
Copernic or xFriend (cf. Table 1 for an overview of all the DSEs that were subject of 
this evaluation study, cf. Figure 1 for an overview of the methodological approach). 
The heuristic walkthrough is an analytic evaluation method that relies on usability 
experts who perform an inspection of the subject of evaluation and document positive 
as well as negative usability and interaction issues. It is a combination of the rather 
unstructured, free-form heuristic evaluation (Nielsen 1994), and the more structured, 
task-based cognitive walkthrough (Wharton et al. 1994). 

Table 1. Overview of all tested desktop search engines 

Name  Source 
Apple Spotlight part of the Apple operation system since Mac OS X 10.4  
Archivarius 3000 http://www.likasoft.com/de/document-search/index.shtml 

Copernic Desktop 
Search 

http://www.copernic.com/en/products/desktop-search/index.html 

Everything Search 
Engine 

http://www.voidtools.com/ 

Filehand Search http://www.filehand.com/ 
Windows Search 4.0 http://www.microsoft.com/de-de/download/details.aspx?id=23 

(part of the MS Windows operation system since Windows 7) 
X1  http://www.x1.com/ 
xFriend http://www.xfriend.de/ 

 
Each DSE was tested by an independent pair of evaluators1, each trying to accom-

plish a common information retrieval task with the respective search system. The 
evaluations revealed individual strengths, but also weaknesses of the respective DSE, 
which were documented as usability problems and categorized according to Nielsen’s 
(1994) renowned framework, which consists of ten generic usability heuristics2 (cf. 
Table 2). In some cases, one identified usability problem was classified as violating 
several heuristics, which makes for a total of 70 usability problems3, and 92 violations 
of the usability heuristics in all. 

 

                                                           
1  The evaluators were undergraduate students from the information science (http:// 
iw.ur.de) and media informatics (http://mi.ur.de) B. A. degree programs at the 
University of Regensburg. They were trained in the heuristic walkthrough method in advance, 
and they also had knowledge about existing guidelines for the design of user-friendly WSEs 
(e.g. Leavitt et al. 2006 and Quirmbach 2012) 

2  Online version available at 
<http://www.useit.com/papers/heuristic/heuristic_list.html>,  
last accessed on 1.10.2013. 

3  We do not report the exact number of usability problems for each DSE, as the evaluation was 
not about comparing several systems to find out which one is best, but rather to analyze why 
a system is bad with regards to its usability. 



178 M. Burghardt, T. Schneidermeier, and C. Wolff 

 

 

Fig. 1. Overview of the methodological approach used to gather usability guidelines for DSEs 

After the heuristic walkthrough, we clustered some of the redundant usability prob-
lems and also considered specific strengths which had been evaluated positively by 
the testers. We integrated the reported problems as well as the positive aspects of the 
evaluated DSEs into an initial set of 36 usability guidelines. 

In a next step, these guidelines were discussed with the participants of the pre-
vious heuristic walkthrough in order to get feedback on the appropriateness of the 
suggested guidelines for the respective DSE they had tested before. The group discus-
sion revealed some interesting wording problems and also showed that some guide-
lines were formulated redundantly or put in the wrong heuristic category. After this 
first, theoretical validation round we reduced our set of guidelines to a total of 30, and 
also did some rephrasing to make them more comprehensible. The final set of  
guidelines is presented in the next section. 
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Table 2. Overview of the heuristics used during the evaluation, and the number of violations 
for each heuristic 

Usability heuristic (Nielsen 1994) Violations 
(1) Visibility of system status 12 
(2) Match between system and the real world 9 
(3) User control and freedom 8 
(4) Consistency and standards 12 

(5) Error prevention 11 
(6) Recognition rather than recall 6 
(7) Flexibility and efficiency of use 7 
(8) Aesthetic and minimalist design 8 
(9) Help users recognize, diagnose, and recover from errors 9 
(10) Help and documentation 10 

 Total: 92 

3 Guidelines for the Design of User-Friendly Desktop Search 
Engines 

This section presents the results of a heuristic walkthrough for eight DSEs: a set of 30 
guidelines for the design of user-friendly search engines for the desktop context, cate-
gorized according to Nielsen’s (1994) ten usability heuristics. 

Visibility of System Status   
The guidelines in this category ensure that the user of a DSE knows what the software 
is doing at a given point in time. These guidelines are all about comprehensibility and 
transparency of the system status, which includes appropriate feedback on specific 
operations and the coming about of certain results.  

─ G1.1 It should be obvious to the user which areas of the system are indexed and 
thus included in the search scope at a given point in time. 

─ G1.2 It should be obvious to the user when the DSE is busy, building or updating 
the index, which may have effects on search performance. 

─ G1.3 It should be obvious to the user how many files are actually searched, and 
how many relevant documents were finally retrieved.  

Match between System and the Real World  
The DSE should speak the language of the user, i.e. it should use words and meta-
phors the user is already familiar with. Information, especially on the results list, 
should be presented in an intuitive and comprehensible order. 

─ G2.1 If there is an explicit button to submit a query, it should be labeled unambi-
guously with “search”. 
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─ G2.2 If there are identical documents in the results list, i.e. documents that are 
stored redundantly on different locations of the system, these should be marked as 
duplicates. 

─ G2.3 On the results list, it should be obvious for the user where the respective doc-
uments are stored (make the document path available). 

User Control and Freedom 
The user should be free to control certain functionalities of the DSE. For the designer, 
this is often a tightrope walk between hiding certain functions to reduce complexity, 
but at the same time provide access to these functions at any point in time, to ensure 
full user control and freedom. 

─ G3.1 If necessary, the user should be able to access advanced search options, 
which are hidden per default to reduce unnecessary complexity in a simple and in-
tuitive way. 

─ G3.2 The user should be able to define the scope of the search in a simple and 
intuitive way. 

─ G3.3 If a search takes exceptionally long, the user should be able to cancel it ma-
nually. 

─ G3.4 If necessary, the user should be able to filter the list of results by different 
criteria such as file format, date or name. 

Consistency and Standards 
The DSE should be consistent in itself with regard to design and wording as well as 
functionality and operations. It should also adhere to standards that are known from 
typical desktop applications and to conventions that have been established in the area 
of WSE. 

─ G4.1 Standards and conventions that are known from the area of desktop applica-
tions (e.g. design of icons or menus) should be observed. 

─ G4.2 Colors, layout and font should be used in a consistent way. 
─ G4.3 Basic user interface elements, like for instance the search field or the search 

button, should be used consistently in different situations. 
─ G4.4 The DSE should support truncation and search operators (e.g. AND / OR / 

NOT), or their conventionalized shortcuts, that may be known from WSEs. 

Error Prevention 
This category contains guidelines for a pre-emptive system design that reduces poten-
tial interaction errors. 

─ G5.1 The user should not be required to set any advanced search parameters to 
enter a simple query. 

─ G5.2 If the user has not configured it otherwise, the DSE should search all areas of 
the system on default. 
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─ G5.3 The DSE should prevent the user from misspelling the query and actively 
support query formulation by providing search as you type functionality as known 
from many WSEs. 

─ G5.4 The DSE should translate special characters on the query side as well as on 
the indexing side into the platform specific encoding. 

Recognition Rather Than Recall 
The DSE should support recognition rather than recall, which first and foremost is 
relevant for the query a user formulates at the beginning of his search. After submit-
ting the query to the DSE, the user usually sees a results page: To evaluate the results, 
it is vital to compare it with the original query, thus the query should be visible at this 
stage of search. 

─ G6.1 The DSE should display the original query on the results page. 
─ G6.2 The search field should be big enough to display complex queries. 

Flexibility and Efficiency of Use 
The search engine should provide shortcuts that accelerate the interaction for experts, 
but do not obfuscate novice users. Frequently used functions should be easily accessi-
ble for any user group. 

─ G7.1 The user should be able to open the search dialogue at any time with a single 
action (e.g. a mouse click or a keyboard shortcut). 

─ G7.2 The user should be able to save complex queries for later reuse (personalized 
search history). 

─ G7.3 The user should be able to jump to the target documents directly by clicking 
on the items in the results list. 

─ G7.4 A query should be processed in less than two seconds, as the user is accus-
tomed to high speed information retrieval from the web context. 

Aesthetic and Minimalist Design 
Interaction should be kept simple, i.e. the interface should not contain irrelevant or 
information used rarely. 

─ G8.1 The items in the results list should hide inadequate metadata from the user. 
─ G8.2 The user interface is functional and only consists of the necessary interaction 

components, such as search field, search button, and advanced search options. 

Help Users Recognize, Diagnose, and Recover from Errors 
If an error occurs, the DSE should provide feedback on the problem cause, and also 
suggest a potential solution. In the case of DSE, the most frequent problems that  
occur are queries which do not return any results. 

─ G9.1 If a query returns zero results, the DSE should provide hints on how to  
reformulate or improve the unsuccessful query. 
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Help and Documentation 
Ideally, a user should be able to use the basic functions of a DSE without having to 
read a manual or a documentation. The DSE should be self-explanatory or provide 
useful information to understand complex interaction behavior (e.g. in the form of 
tooltips or meaningful icons). Nevertheless, advanced and complex functions should 
be described in some kind of documentation. The documentation should be easy to 
use, and focus on potential user problems and questions. 

─ G10.1 The DSE should describe and explain the advanced search options. 
─ G10.2 There should be a document that describes and explains the indexing func-

tion in detail. 
─ G10.3 The DSE should provide search templates (i.e. exemplary queries) that  

illustrate how to use the search syntax to formulate successful queries. 

4 Outlook 

We believe that our set of guidelines can help future developers of DSEs to build 
more usable systems, and that it may serve as an evaluation tool for users who have to 
decide which system to choose from the abundance of available search engines. It 
must be stressed, however, that the guidelines presented here are not meant to be ex-
haustive for any usability aspect of DSEs, but rather serve as a basic collection of 
hints and guidelines, that may be adjusted and extended for specific scenarios if ne-
cessary. In addition, the concept of desktop search engines needs some serious recon-
sideration, as the traditional desktop metaphor is slowly fading away in the face  
of ubiquitous and mobile computing, and the increasing availability of cloud  
storage services. We are planning to further validate, extend and refine the usability 
guidelines for DSEs, and to eventually adapt them for the domain of mobile search 
(Tan et al. 2008) in consecutive studies. 
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Abstract. Observe users perform their tasks in a software is an important way 
to performing usability evaluation due to the reason that provides real data 
about the interaction between user and system. Filming and verbalization are 
very used techniques and they must be a concern for all designers. However, the 
needs of reviewing all registered data manually became these techniques slow 
and difficult. This paper presents an approach that uses face recognition and 
speech processing to generate relevant information about a system under test 
such as what moments the user had specific reaction and which ones. The  
ErgoSV software supported the experiments that were performed using an  
e-commerce website. The results showed that this approach allows the evaluator 
identify interfaces with usability problems easily and quickly as well as present 
information using percentages that supported the evaluator making decision. 

Keywords: Usability Evaluation, Human-Computer Interaction, Speech  
Recognition, Face Recognition. 

1 Introduction 

Evaluating software usability is one of the most important activities of the design 
development process and performing it with real users should be a concern to all de-
velopers. In some sense, this task should be irreplaceable since it provides real infor-
mation about the interaction between user and software and how one interferes in 
other to the evaluator [2]. 

This strategy to evaluate Human-Computer Interaction (HCI) usability is also 
known as usability test, and usually is performed by observing the user performing 
their tasks in a prototype or in a full software release. Two techniques are widely used 
to supporting the test: filming and verbalization. Filming consists in the positioning of 
one or several cameras near the user in order to collect images of face, keyboard, 
mouse, environment and other locations that can be considered important by the eva-
luator. In verbalization tests, the participant is encouraged to verbalize (pronounce) 
what he is thinking about the system and the evaluator can collect this data writing or 
registering them in audio files. The participant can verbalize during the evaluation 
(simultaneously verbalization) or verbalize after the test (consecutive verbalization). 
These techniques are widely used by researchers and developers and both of them 
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may present either qualitative or quantitative results for analyzing the recorded inte-
raction. However, they are considered slow and expensive techniques due to the rea-
son that evaluators and designers should review all the images and voice data as a 
film or a music to identifying whether happens some usability problem. According to 
Nielsen [2,3] this task can  take two to three times the time of evaluation. 

This paper presents the development, implementation of a usability evaluation ap-
proach based on observation method, filming and verbalization techniques and sup-
ported by face recognition and speech recognition. In this approach software collects 
face images and words pronounced by participants. Then, it processes these data and 
indicates what time specific user’s face reaction occurs or when they pronounced a 
word. Thus, these data can be used to produce other relevant information about the 
interaction such as level of confidence and satisfaction on the results presented and 
efficiency/efficacy of the interactions performed. 

2 Bibliographic Review     

This section presents the bibliographic review performed in order to collect data about 
the subjects dealt with this research. Three issues are discussed: Usability evaluation 
supported by face and speech recognition; Image Processing/Face Recognition; and 
Speech Processing.  

2.1 Usability Evaluation Supported by Face Recognition and Speech 
Recognition 

The usability evaluation is a systematic process aimed to collect data in order to pro-
duce qualitative and/or quantitative information about the interface, users and interac-
tion process, allowing the evaluator to provide corrections or establish a interface 
pattern [2,4]. Two methods are used by the designer to perform usability evaluations: 
(1) Usability inspection, where an interface is compared with guidelines, such as Er-
gonomic Criteria [1] or Heuristics [2,3]; (2) Usability Test, where real users are en-
couraged to use a software prototype or a full release and submit it to real situations in 
order to analyze whether the interaction between user and software has problems [1].  
Filming the interaction process using one or several cameras or request to user for 
verbalizing what they are thinking about the software are two widely used techniques. 
The first technique aims to register images about the interaction between user and 
software. The evaluator places one or several cameras in strategies position in order to 
collect images from user, software, computer and environment. The images are used 
as data and analyzed by evaluator in order to identify interfaces with usability prob-
lems. The analysis is performed manually and consists in watch all the video since the 
first recorded second until finishing the test. The second technique is known as verba-
lization and consist in encourage the user (participant) verbalize what they are think-
ing about the software and consequently, the evaluator registers it in note or audio 
files [1,2,4]. The analysis of audio files or notes is performed in the same way of  
 



186 T.A. Coleti, M. Morandini, and F. de Lourdes dos Santos Nunes 

 

filming technique [1]. Due to this reason these techniques are considered slow and 
this difficulty leads some evaluators ignore this stage of usability test causing interac-
tion problems. 

2.2 Face Recognition/Image Processing 

An digital image is the representation of a physic object that can be recorded, 
processing and interpreted according to user’s needs. Image processing is composed 
by a set of techniques aiming at manipulating images using computational algorithms 
in order to extract information from them [6].  

The image processing is an activity usually used in several areas such as medicine, 
geography, physical and human-computer interaction. In medicine area the image 
process has being highlighted in several activities such as X-Ray and ultrasound as a 
resource to supporting the medical decision-making. Beyond medicine, the image 
processing is used in other studies and task, such as entertainment, design, security 
and aviation and involves a broad class of software, hardware and theory [5]. 

The face detection/face recognition is one of the most important and known image 
processing activities. This technique use algorithms to identify were a face is located 
in a image where a human being is represented. [7]. 

The image processing and more specifically the face recognition could be an im-
portant resource in order to support usability evaluation to collect and processing 
user´s face images during the evaluation and processing it to generating information 
about test. 

2.3 Speech Processing 

The human being has several mechanisms to express their emotions and one of the 
more important ways is the voice. Due to the importance in human life, the voice 
became an important area of research in computing [12]. Speech processing is the 
process of voice interpretation by computer, receiving an external signal and through 
computational algorithms performing the transformation in an output like a text 
[9,10]. The approach of converting voice signal in a text is also defined by authors as 
Automatic Speech Recognition (ASR). 

There are several methods and techniques to perform the speech recognition such 
as Linear Predictive Coding (LPC), Perceptual Linear Prediction (PLP) and Mel-
Frequency Cepstral Coefficient (MFCC) and Hiden Markov Models (HMMs). The 
main difference among them is the number of processes performed to transforming 
the voice signal in text, but the basic activities are the same: (1) collect sounds using a 
resource such as microphone; (2) processing the signal and generating the text; (3) 
display the final result [9, 10]. 

The use of speech processing in different areas such as software development and 
biometrics raised the needs of tools to supporting the recognition activities easily and 
quickly in such waythat developers do not need to know models. Aiming solving this 
gap, the Laboratório de Processamento de Sinais (LAPS) in Federal University of 
Para – Brazil has developed the Coruja Application [11]. This application allows the 
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use of speech processing functions easily and quickly in development environments 
such as Visual C# and can recognize both English and Brazilian Portuguese language.  
Researches using this tool [1,12] concluded that the Coruja Application recognizes 
between sixty and ninety percent of tested words. Tests were also performed before 
starting the ErgoSV development that also had the recognition rate greater then seven-
ty percent. Due to this reason the Coruja Application was chosen to supportthe  
ErgoSV development. 

3 Usability Evaluation Supported by Face and Voice 
Recognition 

The usability evaluation framework supported by face and voice recognition was 
developed in order to support observation method. The main novelty of this approach 
is the use of face recognition, image processing and speech recognition as a resource 
to collect and process data, generating relevant information such as confidence and 
satisfaction on the results presented, efficiency/efficacy of the interactions performed, 
the interfaces and moments when the user had specific reactions. In this way, evalua-
tor does not need review all data storage in order to obtain these data. 

Aiming analyzing the effectiveness of the approach, experiments were performed 
using two specifics software developed for this research, called ErgoSV Software and 
ErgoSV Analyzer [8].  These applications aimed to collect data about user such as 
face image and words pronounced beyond collecting screenshot images, processing 
the data and generating relevant information. Figure 1 presents the ErgoSV Software 
Approach. 

 

 

Fig. 1. ErgoSV ErgoSV Approach 

3.1 ErgoSV Software 

The first application was called ErgoSV and aimed to collect evaluation data. This 
software was installed in a computer and used to performing observation in a website 
usability test. In order to develop this software two resources were used to support 
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face and speech recognition: (1) OpenCV Library: a free computational library that 
has several image processing functions and is easily integrated with development 
environment such as Visual C#.  This library allows the easy access to face recogni-
tion function, avoiding the development of recognition algorithms [7]; (2) Coruja 
Library:a free library that allows developers to use speech recognition functions easily 
and also allows the integration with development environments. This tool is able to 
recognize any pronounced word and/or specific words configured in a word files 
(specific dictionary) [11]. 

Therefore, to perform the approach experiments, we choose the user face as a data 
to be collected and configured the ErgoSV and the OpenCV Library in order to col-
lect only the face image and register it.  Regarding to speech data collection, we 
choose four words that represent quality concepts:  Excellent, Good, Reasonable and 
Bad. 

Besides these settings, before start any test, the evaluators configured other para-
meters such as application name, approach (Only Filming, Verbalization, Both), Im-
ages Interval (for screen and face collecting) and Words. A face image was requested 
for all participants in order to collect a default picture to be compared to others face 
images collected during the test. 

We used an e-commerce website and we established a series of activities to be per-
formed by participants.  The activities were related with the buying process such as 
Searching for a product, Visualizing Products, Buying Process and Informing pay-
ment details. Figure 2 presents the ErgoSV interface used to performing the tests and 
collecting data. 

 

 

Fig. 2. ErgoSV Interface 

A series of experiments was performed by four participants using ErgoSV who ex-
ecuted several tasks provided by evaluators. Each test took about fifteen minutes and 
in all tests the ErgoSV collected one face image and one screen image per second and 
all the pronounced word. The test data, processing and results are present in next  
subsection. 
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3.2 ErgoSV Analyzer 

The ErgoSV Analyzer is a software developed in order to make the processing of 
collected data and displaying relevant information about software tested such as the 
words pronounced, the face and screenshot images collected, the words confidence 
and the software usability rate. 

This application is also used to analyze whether the face image, words pronounced 
and screenshot images are adequate to generating usability information, mainly consi-
dering which moments the user had specific reactions.  

The information exhibition was divided in three parts: the first interface is related 
with Words Pronounced and displays which words were pronounced, the confidence 
rate and the time (minutes after starting test) the specific reaction has happened. Also, 
this interface presents a chart containing the percentage of each word pronounced 
during the test. When the evaluator selects a pronounced word, he/she can access 
some images of screenshot that were used by participant when they had that reaction. 
The quantity of images displayed is configured according to user needs who must 
inform how many seconds before and after the word is pronounced he/she hope see 
the screens. Figure 3 presents the Words Pronounced Interface and Figure 4 presents 
the Results Interface. 

 

Fig. 3. Words Pronounced Interface 

 

Fig. 4. Results Interface 
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The interface showed in Figure 4 displays information about the face images col-
lected in the test such as Time Moment, Situation of the image (whether the interface 
is different from default image), Status (Discarded or Face Recognized). The Status 
Information refers to the capacity of recognizing or not a face and it was necessary 
because due to several reasons such as distractions, phone calls and others, the partic-
ipant can be not looking for the camera and thus, the system is not able to recognize 
the face. Initially these images are discarded; however it must be important to analyze 
what moment the participant was not looking to computer.  Two charts present the 
percentage of discarded images and faces that were recognized. 

As well as the words pronounced, the face images displayed also allow the evalua-
tor access the screen images that presents what the participant has did when the  
system collected that image. Figure 5 presents the Face Recognition Screens. 

 

 

Fig. 5. Face Recognition Screens 

The approach supported by ErgoSV Analyzer allows the evaluator (re-searcher) 
identify interfaces with usability problems in two ways: using words information or 
using faces information: 

(1) Using words pronounced information: words such as Reasonable and Bad are 
highlighted calling attention of evaluator to possible usability problems and providing 
a series of interfaces in order to be analyzed. This resource avoids the need of review-
ing all registered data to finding problems. For example, whether the participant pro-
nounced the word “Bad” after ten minutes from starting the test, this word will be 
presented in the ErgoSV information allowing verify some interfaces before and after 
the pronunciation. In this way it is not necessary to review ten minutes of registered 
data to finding this information. In this case, in less than one minute the evaluator can 
know what interface have usability problems. Charts presenting quantitative informa-
tion using the percentage of each word pronounced can provide real inputs about the 
general user opinion about the application; 

(2) Using Face Recognition Information: after performing the evaluation, an image 
processing is performed to compare the captured face image to the default image, 
captured on the beginning of the test. A specific algorithm of image processing is 
used to performing the images comparison. Thus, two different images can be an 
important parameter that the participant had some reaction in this moment and so, 
something happened with this user. A series of screen images and words pronounced 
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can be accessed from the image register, supporting the evaluator to identifying the 
problems. Similarly, the information that the user was not looking for the camera 
highlights that some action had turned the user’s attention and this situation may have 
been caused by the interface. Percentages of images collected, face recognized and 
images discarded can support evaluator making decisions quantifying the user’s be-
havior through face image. The experiments also presents that face reaction is more 
involuntary then the pronouncement of a word leading the system processing a large 
number of different faces. 

4 Discussion  

The use of Speech and Face Recognition was considered satisfactory due the reason 
that it facilitates the data collecting processing allowing the participants perform their 
tasks without have to to note or mark something in a book or other software. The 
processing of pronounced words generated relevant information about software usa-
bility and allows user to identify problems interface in an easy and fast way. 

The same results were noted in speech recognition similarly to face recognition. 
The ability to recognize different faces and whether the user was not looking for cam-
era allowed the evaluator to identify possible problems interfaces beyond identify 
situation that distracted the participant. However the algorithm used to compare im-
ages still needs some calibration because it indicates some similar images as different. 
An improvement in this resource is being performing in order to provide a better  
image comparison. 

Therefore, the results of proposed approach and the application used to support the 
experiments were considered satisfactory due to the reason that usability problems 
were identified based on specific user reactions, providing what moment and/or inter-
face that needs improvement, beyond relevant information generated automatically by 
software avoiding the full registers review. 

5 Conclusion 

The observation method is an important and effective way to perform usability evalu-
ation, mainly because it allows that real users test the application submitting it to situ-
ations similarly to real environment. Filming and Verbalization are two techniques 
widely used due to reason that collect the opinion and behavior of participants during 
the software using.  

This paper presented the first results of a research to automate the generating in-
formation process using face and speech recognition. The use of these resources al-
lowed identify easily and quickly which interfaces had usability problems due by 
processing specific user’s reactions collected during the test, reducing time and cost in 
the review process. The data processing also allowed quantifying the usability test 
through the percentage of words and images, providing to evaluator a general idea 
about the users’ opinion and their reactions. Currently we work in order to improve 
the cross reference information based on parameters such as age, gender, education 
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and other that can be created in the future. Also we intend to use the ErgoSV and 
ErgoSV Analyzer to performing evaluation in other software such as prototypes and 
Ecological software.  
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Abstract. The rate of introduction of new technology into safety critical do-
mains continues to increase. Improvements in evaluation methods are needed to 
keep pace with the rapid development of these technologies. A significant chal-
lenge in improving evaluation is developing efficient methods for collecting 
and characterizing knowledge of the domain and context of the work being per-
formed. Traditional methods of incorporating domain and context knowledge 
into an evaluation rely upon expert user testing, but these methods are expen-
sive and resource intensive. This paper will describe three new methods for eva-
luating the applicability of a user interface within a safety-critical domain  
(specifically aerospace work domains), and consider how these methods may be 
incorporated into current evaluation processes. 

Keywords: Work Analysis, Evaluation, Human Performance Modeling,  
Human – Automation Interaction. 

1 Introduction: A Pressing Challenge for New Methods for 
Technology Evaluation 

In many work domains, technology is designed to support users in carrying out func-
tions and goals needed to do the work.  Developing good user interfaces requires 
knowledge of what the work requires, knowledge of the environment in which the 
technology may be used and knowledge of human performance constraints.  In this 
paper, we refer to this knowledge collectively as context.  

The need to incorporate contextual information in evaluation of new technology in 
safety-critical domains is evident in incident and accident reports. There is recognition 
of this need in aviation and space domains as shown by changes to regulations and 
guidance material in aviation.  Traditionally, these regulations have been written with 
the intent of removing as much context information as possible to allow for  
wide applicability; however the aviation regulatory community has recognized the 
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increasing need for context information to be included in the evaluation. A good ex-
ample of the introduction of a requirement for context information is illustrated by 
European Aviation Safety Agency (EASA) Certification Specification 25.1302, below: 

“This installed equipment must be shown, individually and in combination with 
other such equipment, to be designed so that qualified flight-crew members trained in 
its use can safely perform their tasks associated with its intended function by meeting 
the following requirements:   

(a) Flight deck controls must be installed to allow accomplishment of these tasks and 
information necessary to accomplish these tasks must be provided. 
(b) Flight deck controls and information intended for flight crew use must:   

1. Be presented in a clear and unambiguous form, at resolution and precision appro-
priate to the task.  

2. Be accessible and usable by the flight crew in a manner consistent with the urgen-
cy, frequency, and duration of their tasks, and  

3. Enable flight crew awareness, if awareness is required for safe operation, of the ef-
fects on the aeroplane or systems resulting from flight crew actions.  

(c) Operationally-relevant behaviour of the installed equipment must be:  

1. Predictable and unambiguous, and  
2. Designed to enable the flight crew to intervene in a manner appropriate to the task.  

(d) To the extent practicable, installed equipment must enable the flight crew to man-
age errors resulting from the kinds of flight crew interactions with the equipment that 
can be reasonably expected in service, assuming the flight crew is acting in good 
faith.” (EASA CS25.1302) 

This new regulation presents challenges to the state of the art evaluation methods, 
by explicitly requiring context information (stated as task characteristics) to be  in-
cluded in the certification and approval process. In addition, this regulation calls for 
methods that can be used to demonstrate alignment between the task and the intended 
function of the technology under evaluation.  

Given these requirements, this paper will provide a brief background of usability 
evaluation in safety-critical interface evaluation. We will then describe three candidate 
methods for evaluating the applicability of a user interface within a work context, and 
consider how these methods may be incorporated into current evaluation processes. 
We will also show how the three methods can be used independently or linked to pro-
vide different levels of resolution for the different evaluation requirements.  

2 Human-Automation Interaction Evaluation and Safety 
Critical Domains  

We begin by examining the characteristics of the aviation and space domains we have 
been involved in. We have noticed five characteristics that we believe place  
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significant constraints on effective methods for evaluating Human-Automation Inte-
raction methods. 

The work is performed by experts, and access to experts may be limited. Analysts 
and designers may share a part of the domain expert's knowledge, but operational 
expertise is required for evaluation. Limited access can be a key constraint, particular-
ly when simple observation is insufficient. In addition, the population of experts eva-
luators may be reduced to the point that that the overall evaluation has limited utility 
(Faulkner, 2003; Macefield, 2009).  Access to static expertise in documentation or 
training materials may be of limited value for many reasons, including reliance on 
specific procedures that may change, be obsolete, or be operationally invalid. Further, 
even when usability assessments are conducted by usability experts, assessment done 
by different experts may vary considerably in both the nature and severity of prob-
lems identified (Molich et al 2010). 

The systems are increasingly complex and interactive.  The dynamics and com-
plexity of interactive systems may make it difficult to identify and explicitly define 
and present situations for evaluation. (Feary, 2005) 

The cognitive activity may be difficult to understand from observation.   There 
may be few external cues about internal processes, although these hard-to-observe 
activities may be very critical parts of work.  (Caulton, 2001) 

It is often difficult to clearly separate the work to be done and the functionality 
used to accomplish it with new technology.   Use of automation can change the na-
ture of the work being accomplished to the extent that it is difficult to separate this 
work from the functionality provided by the new technology. For example, navigation 
is a critical work activity in aviation and space domains, and there are many different 
means available for accurate navigation. If the work, in this case finding one’s way 
from point A to point B, can be separated from the functionality used to accomplish it 
(e.g. using a GPS navigation system), it is possible to generate evaluation methods 
which are more broadly applicable to new technologies. This characteristic is true in 
many information work domains. 

There is a need for methods usable early in the development process. This is prob-
lem that is not unique to safety critical domains. In the aviation community, the FAA 
has recognized this need in its’ 2012 workplan, by stating that “Consideration of the 
safety aspects must be embedded within the initial concept development – otherwise, 
whole aspects of the technology or operational concept may need revision in order to 
ensure safety.” It can be difficult to provide functionality that behave enough like the 
final product early in the design process to be valid for user testing, and it may be too 
expensive to resolve issues discovered late. Therefore, user interface evaluation in 
safety-critical domains requires an increased emphasis on methods beyond user  
testing. 

The need for improved evaluation methods is becoming more apparent when these 
characteristics are combined with the increasing pace of development of technologies. 
Specifically the rate of development of information automation being proposed in 
safety-critical domains has increased dramatically in the last decade. The volume of 
candidate automation concepts being presented also highlights the need for more effi-
cient methods to meet the schedule requirements of the often large, expensive and 
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complex safety critical design projects that typically allow limited time for evaluation. 
The need for methods that can respond to the increase in the number of technologies 
requiring evaluation—and their combinations in particular contexts—has been recog-
nized by the safety-critical organizations, (US FAA, 2012; EASA, 2007). 

3 Three Methods for Integrating Context into the Evaluation  
of Safety-Critical Interfaces 

In the previous section, we discussed the need for new Human – Automation Interac-
tion evaluation methods. In this section we will discuss three candidate methods, 
Work Technology Alignment Analysis, Task Specification Language and Optimal 
Control Modeling.  

3.1 Work - Technology Alignment (WTA) Analysis  

The first method, Work-Technology-Alignment, evaluates how well technology aligns 
with the structure of the work it is intended to support (Billman, et al., 2010, 2011, in 
preparation).  Technology that is better aligned with a domain of work activity 
should support more effective performance, in that domain. Assessment of alignment 
depends on discovering the elements and organization of the work domain, and on 
assessing how well the entities and organization of the technology corresponds with 
that needed for the work domain.   The method uses Needs Analysis to identify the 
elements and structure of the work and integrates proposals from several research 
traditions in HAI, Human Computer Interaction (HCI), Work Domain Analysis 
(WDA), and related disciplines to form the analysis.  The goal of the analysis is to 
help identify where work and the functionality used to accomplish the work are not 
aligned, and to help provide insight into how to provide better alignment, and there-
fore improve Human-Technology performance.  

High technology - work structural alignment means that there is a strong match at 
the level of particular elements (entities, relations, and operations), and that the organ-
ization of elements in the technological system (the “system”) aligns with the organi-
zation of elements in the work domain.  Conversely, a design might have weak 
WTA alignment for several reasons:   

• Elements of the work are not represented in the system (missing functions); 
• Elements of the system are unrelated to the work (system overhead or irrelevant 

"features"); or  
• Elements in the work domain and elements of the system are organized differently. 

We predict that systems with high alignment will provide multiple benefits: faster and 
more accurate performance; less training; better skill retention; and successful opera-
tion over a wider range of goals or situations, including novel, infrequent, or  
emergency conditions.   

An initial study assessed alignment to evaluate the technology used in a space 
flight control work, specifically, software for planning flight activities of the Interna-
tional Space Station.  This included a needs analysis of the work structure, an  
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analysis of legacy technology, and redesign of software guided by the alignment to 
the work structure.  Figure 1 illustrates the improved alignment of the redesigned 
system.  Based on these analyses, performance differences were predicted using leg-
acy versus redesigned systems. Predictions were tested in a comparative experiment 
using tasks and material closely matching a subset of real operator work. Performance 
using the revised prototype had half the errors and took half the time, for critical tasks 
revising the scheduled time of events. 

This case study suggests the Work-Technology Alignment evaluation method 
should be further developed as a means for incorporating context information in eval-
uations of complex, safety-critical technology.  Research in progress is developing 
more structured methods of representing work, representing the technology, and  
comparing these representations. 

 

 

Fig. 1. Shaded representations and operations indicate aspects of the domain structure that are 
not expressed in the software. Differences in relations are noted in the key.  The redesigned 
prototype aligns much better with the domain structure.  Performance was better with the rede-
sign, and particularly in tasks that tapped into points of greatest difference in alignment. 

3.2 Task Specification Language (TSL)  

The second method, analysis based on Task Specification Language (TSL) (Sherry et 
al., 2009) provides a task structure that can be applied to a wide variety of domains 
for detailed evaluation. This method maps traditional task analysis information into a 
more usable format, integrates contextual information, and responds to the need for 
methods and tools that do not require extensive expertise to implement and interpret. 

Panel A: Legacy software Panel B: Redesigned software 
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The goal is to provide a framework for developers and evaluators to think about the 
work activity (task), how the task is triggered, and the cues provided to the user to 
enable task completion and monitoring of task completion. The method may be used 
independently to identify issues in development, or used to provide input to computa-
tional models. 

TSL is an approach to documenting the cognitive operations required by the users 
to perform mission tasks providing a framework for a more structured Cognitive 
Walkthrough (Wharton et al., 1992) and can be enhanced to use recently available 
“affordable models of human performance,” to emulate Simulated User Testing. 

The TSL specifically categorizes operator actions into the following categories: 

1. Identify mission task and objectives 
2. Select appropriate automation function to perform the mission task 
3. Access the appropriate display, panel, page for the automation function 
4. Enter the appropriate information 
5. Confirm and Verify entries 
6. Monitor progress and Initiate Intervention or New Tasks of the automation relative 

to the objectives of the mission task and initiate intervention if required. 

A key contribution of TSL is the focus on failures to identify the correct mission task, 
or failures to select the appropriate automation function, and failures to monitor 
progress. These operator actions are exclusively decision-making actions that rely 
heavily on cues in the cockpit and recall of memorization items. When cues are ambi-
guous or are not sufficiently salient, human operators have been documented to exhi-
bit poor reliability. Every operator action category has its own set of unique cues to 
guide operator actions and their own set of pitfalls. For example, the reliability of the 
Enter actions are affected by the ergonomics of the input devices. The reliability of 
the Access actions are determined by the location and user-interface navigation  
design. 

The inclusion of all 6 steps of TSL allow for the method to be used independently, 
but the intention of future work is to enable steps 3, 4 and 5 to be automated, and the 
information collected in steps in 1 and 2 to be used in computational methods to  
enable steps 3, 4 and 5 to be automated.  

3.3 Optimal Control Modeling (OCM) 

The third method makes use of optimal control modeling to predict the strategies that 
people will adopt given specifications of (1) human information processing architec-
ture, (2) the subjective utility functions that people adopt, and (3) the person’s expe-
rience of the task environment.  This approach uses cognitive architecture in context, 
and generates strategies for interaction with automation (Howes, et al., 2009; Lewis et 
al., (2012); Payne et al., in press; Eng et al (2006)). This work utilizes the contextual 
information in the form of cognitive architecture constraints, and fits well with the  
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specific characteristics that safety-critical domains tend to provide, such as a popula-
tion of expert users as the basis for evaluation. 

The approach is based on a theoretical framework for the behavioral sciences that 
is designed to tackle the adaptive, ecological and bounded nature of human behavior 
(Lewis et al., 2004; Howes et al., 2009). It is designed to help scientists and practi-
tioners reason about why people choose to behave as they do and to explain which 
strategies people choose in response to utility, ecological context, and cognitive in-
formation processing mechanisms. A key idea is that people choose strategies so as to 
maximize utility given constraints.  In this way, the method provides an analytic 
means to predict and understand behavior as a function of the elements of context 
identified at the outset of this paper: the goals of the work are represented in explicit 
utility functions; the environments of training and performance are represented in the 
ecological context, and the human performance constraints are represented in the 
explicit assumptions about cognitive mechanisms.  Payne and Howes (in press)  
and Lewis et al. (2004) illustrate the framework with a number of examples  
including pointing, multitasking, visual attention, and diagnosis. Importantly, these 
examples span from perceptual/motor coordination, through cognition to collaborative  
interaction. 

Lewis et al’s (2012) model of simple word reading brings together three threads 
that are critical to understanding cognition in the cockpit: (1) mathematical models of 
eye movement control (Engbert et al., 2005; Reichle, Rayner, & Pollatsek, 2003); (2) 
work on how higher-level task goals shape eye movement strategies (Rothkopf, Bal-
lard, Hayhoe, & Regan, 2007; Ballard & Hayhoe, 2009; Salverda, Brown, & Tanen-
haus, 2011); and (3) Bayesian sequential sampling models of lexical processing and 
perception (Norris, 2009; Wagenmakers, Ratcliff, Gomez, & McKoon, 2008).  The 
model is an instantiation of a more general architecture for the control of active per-
ception and motor output in service of dynamic task goals. The model decomposes 
the problem into optimal state estimation and optimal control, mediated by an infor-
mation processing architecture with independently justified bounds.  

Eng et al. (2006) report a model of the time taken and working memory loads re-
quired to perform simple tasks with Boeing Flight Deck of the Future (FDF) and  
existing 777 interfaces. Critically, optimal control modeling was used to select the 
strategies for both interfaces. The FDF performed better than the 777 for both time 
and working memory conditions. Across both tasks, the FDF consistently supported a 
strategy that allowed for a lower working memory load compared to the best case 
working memory load in the 777 (in one task by 175 milliseconds and in another by 
1375 milliseconds). The FDF also performed better on time on task than the 777 (in 
one task by 100 milliseconds and in another by 500 milliseconds). These results vali-
dated the explicit design objectives behind the FDF interface. The interface comes at 
no cost to the time required to complete tasks while enabling a better distribution of 
working memory load.  The success of the modeling was critically dependent on 
optimal control modeling to determine the predicted strategies because without this 
crucial constraint it is possible for the models to use almost any strategy on each of  
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the two interfaces. Model fitting without such constraints, which is a more common 
means of modeling human behavior, could not make any predictive discriminations 
between the two interfaces.  

In new work we are developing models and empirically investigating how pilots 
switch attention between aviation and navigation tasks. In the model Bayesian state 
estimation is used to maintain a representation of two variables: (1) the aircraft atti-
tude and (2) the body-centric location of FMS buttons. The scheduling of eye-
movements between attitude indicators and the FMS are determined by the utility 
associated with the accuracy of these state estimates. Inaccurate estimates of button 
locations leads to data entry errors. Inaccurate estimates of attitude lead to poor situa-
tion awareness. Depending on whether the pilot wishes to prioritize data entry, using 
the FMS, or awareness of attitude then an optimal schedule of eye-movements is se-
lected by the control model.  Future work will be focused on providing tools to  
support the use of the modeling approach in evaluation processes. 

4 Summary 

In this paper we presented the case for why context information is important in evalu-
ation of Human-Automation interaction, why new evaluation methods are needed for 
safety-critical systems and the characteristics of the problem that make it challenging. 
We then briefly described three candidate evaluation methods that have some promise 
of meeting this challenge in different ways.  Work Technology Alignment (WTA) 
analysis provides a mechanism and metric for overall assessment of technology 
against the work context.  The intention of the WTA assessment process is to pro-
duce a body of structured information that enables comparing the technology, training 
and procedures to a representation of the work to assess fitness-for-purpose.  

Task Specification Language (TSL) emphasizes the need to explicitly define the 
mission tasks, and the accompanying functionality to complete the tasks, with the 
means by which the human operator can monitor the task completion. TSL is de-
signed to be used as an independent assessment tool, or in cooperation with a compu-
tational method, such as an OCM model. 

Optimal Control Modeling (OCM) provides machinery to enable a more thorough 
evaluation of safety-critical Human-Automation Interaction in the time limited evalu-
ation process. The approach is to provide the model with functionality and context 
information—including assumptions about human information processing con-
straints—and then computationally generate rational strategies that could be used to 
achieve the work goals given those constraints. The strategy information generated by 
the analyses could then be used within existing evaluation processes to help identify 
Human- Automation Interaction vulnerabilities. These methods collectively provide a 
path forward for including context information into safety-critical work domain  
evaluations. 
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Abstract. Recently Federici and Scherer [1] proposed an ideal model of an As-
sistive Technology Assessment (ATA) process that provides reference guide-
lines for professionals of a multidisciplinary team of assistive technology (AT) 
service delivery centers to compare, evaluate, and improve their own matching 
models. The ATA process borrows a user-driven working methodology  
from the Matching Person and Technology Model [2] and it embraces the biop-
sychosocial model [3] aiming at the best combination of AT to promote  
customers’ personal well-being. As Federici and Scherer [1] suggest, the multi-
disciplinary team, by applying the ATA process, may provide for users not only 
a device, but much more an assistive solution, which is the real outcome of a 
match process. An assistive solution is provided for the user only when the inte-
raction dialogue between user, device, and environments of use improves the 
users’ performances in participating in their everyday contexts. In this theoreti-
cal framework, the evaluation of the users’ interaction with the AT in different 
kinds of environments is a key factor for the success of the ATA process, be-
cause, as Mirza, Gossett Zakrajsek, and Borsci [4] claim, the environment is an-
tecedent to the AT and crucial for identifying how the AT works in relation to 
the users’ needs. In the ATA process a specific Environmental Assessment 
(EA) model for testing the interaction of the user with the environments of use, 
through the AT, has been defined. The aim of this paper is to describe the EA 
model steps and discuss the dimensions that a practitioner has to consider for 
this assessment. Accessibility, universal design, and sustainability are used in 
the EA model as the dimensions for measuring the relationship between the AT 
and the environment [4]. The EA model steps and the trade-off among these 
dimensions are presented through a case example in which practitioners analyze 
the relationship between a communication aid used by a child and her class-
room and home environments. 

Keywords: accessibility, assistive technologies, sustainability, universal  
design, user-centered delivery process. 
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1 Theoretical Background 

The term “assistive technology” (AT) is “an umbrella term for any device or system 
that allows individuals to perform tasks they would otherwise be unable to do or in-
creases the ease and safety with which tasks can be performed” [5]. Moreover, an AT 
can be considered as “any item, piece of equipment, or product system, whether ac-
quired commercially, modified, or customized, that is used to increase, maintain, or 
improve functional capabilities of individuals with disabilities” [6, 7]. In the light of 
these definitions, it is quite evident why in the last few years many researchers have 
studied the processes of AT assignment, by aiming to rate the success (in terms of 
increasing the people’s well-being) and failure (in terms of AT non-use) of the AT 
delivered to the people. 

In the AT industry, the term “service delivery” is used to identify the set of proce-
dures and processes that act as intermediaries between the AT manufacturers and AT 
end‐users [8]. The AT delivery process, carried out by a team of professionals with 
different areas of expertise [1, 2, 9, 10], is articulated in activities which include the 
physical delivery of the technical aid to the disabled person, the user’s training, and 
the setting up of the technology. The overall process of an AT delivery system is 
oriented to obtain, through a well-designed and researched sequential set of assess-
ments, the best match between the AT and the user (i.e., matching process). 

A well-designed system of AT delivery in which the matching process is iteratively 
supported by the effort of a team of professionals in order to identify and adapt an AT 
to the user’s needs is a central topic. In fact, many studies have clearly shown that a 
wrong or a not-user-centered process of matching, assignment, and delivery results  
in a high percentage of AT non-use (estimated from 30% to 33%) after the delivery 
[11-13]. 

As the United States Assistive Technology Act [6] indicates, the matching process 
differs from any other process of system delivery, because the professionals of an AT 
service have to provide not only the technology, but a set of services that directly 
assists an individual with a disability in the selection, acquisition, or use of an AT 
device. In tune with this complexity, as Federici and Scherer suggest, the team of 
professionals of an AT service delivery have to aim to deliver not the technology per 
se, but much more an assistive solution that acts “as a mediator of quality of life and 
well-being in a specific context of use. […] An assistive solution does not coincide 
with assistive technology, since the first one is a complex system in which psycho-
socio-environmental factors and assistive technology interact in a non-linear way by 
reducing activity limitations and participation restrictions by means of one or more 
technologies” [1].  

Finally, the assistive solution is the outcome of a user-driven process, called by 
Federici and Scherer [1] the Assistive Technology Assessment (ATA) process, aimed 
at the improvement of individual functioning.  
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2 The Model of the Assistive Technology Assessment Process 

The ATA process model is “a user-driven process through which the selection of one 
or more technological aids for an assistive solution is facilitated by the comprehensive 
utilization of clinical measures, functional analysis, and psycho-socio-environmental 
evaluations that address, in a specific context of use, the personal well-being of the 
user through the best matching of user/client and assistive solution” [1]. This process 
is usually represented as a flow chart that can be read either from the perspective of 
the user or from the perspective of an AT service delivery. For our aims we report 
here only a descriptive sketch of the user’s and AT service delivery center’s actions.  

The user’s actions in the ATA process can be grouped into three phases: (i) The 
user seeks a solution; (ii) The user checks the solution provided by the professionals; 
(iii) The user adopts the solution, and receives training and follow-up. 

The actions of the AT service delivery center can be grouped into four phases: (i) 
Initial meeting with user and interviewer focused on gathering the user’s background 
information and psycho-socio-environmental data; (ii) The multidisciplinary team 
evaluates the data and user’s request and arranges a suitable setting for the matching 
assessment; (iii) The multidisciplinary team, along with the user, assesses the assistive 
solution proposed, tries the solution and gathers outcome data. When the assistive 
solution proposed requires an environmental evaluation, the team initiates a parallel 
assessment called the Environmental Assessment (EA) process. The multidisciplinary 
team evaluates the outcome of the matching assessment, then proposes the assistive 
solution to the user; (iv) When the technological aid is delivered to the user, a follow-
up and ongoing user support are activated and the assistive solution is verified in the 
daily-life context of the user. 

The ATA process model has placed the user at the center of the evaluation process, 
and it acknowledges that the environment is antecedent to the AT and crucial for de-
termining an assistive solution [4]. In light of this, the evaluation of the environment 
is a key factor for identifying the best assistive solution “intended as individualized 
interventions providing users with appropriate environmental facilitators (AT prod-
ucts, personalized environmental modifications, personal assistance) to overcome 
disability and enable participation in all aspects of life” [14]. 

2.1 Assessing Environmental Factors  

The World Report on Disability has recently confirmed an assumption in the field of 
disability studies: “Data on all aspects of disability and contextual factors are impor-
tant for constructing a complete picture of disability and functioning. Without infor-
mation on how particular health conditions in interaction with environmental barriers 
and facilitators affect people in their everyday lives, it is hard to determine the scope 
of disability” [7]. According to the ICF biopsychosocial model of disability [3], Envi-
ronmental Factors (products and technology, the natural and constructed environment, 
support and relationships, attitudes and services, systems and policies) and Personal 
Factors (e.g., age, sex, race, motivation, and self-esteem) belong to the Contextual 
Factors. Therefore, we define the environment in the ATA process as any context in 
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which the AT is used by a person, according to the World Health Organization’s de-
scription of the environment as “the world in which people with different levels of 
functioning must live and act” [7]. 

The EA process aims to analyze the cost-benefit balance with regard to the impact 
of the AT on the environment to lead the multidisciplinary team and the user to either 
modify the environment, or change the AT, or both. This decision in the EA process 
is supported by measuring three dimensions of environment and AT impact on the 
user’s performances [4]: 

1. Accessibility (Access): This measures the level of environmental characteristics to 
permit entrance, exit, and internal movements. This measure also predicts how 
many changes are needed for rendering accessible the environment in use; 

2. Universal design and usability (Use): This measures how much an environment 
and a human product are designed for all; 

3. Sustainability (Sustainable): This measures to what extent an environment and AT 
are adaptable over time to a person’s changing needs, with minimal impact on the 
natural environment and economic maintenance. 

The dimensions of accessibility, sustainability, and universal design all exist along 
their own continuum and each decision about the environment or about the AT (or 
both) can be evaluated in terms of universal design, accessibility, and sustainability, 
falling into various places on the three continua. The evaluation of the three continua 
can help to focus a decision on a critical deciding factor for improving the person’s 
performance.  

As displayed in Fig. 1, we can identify three main phases in the EA process:  

1. Checking the match (Fig. 1, point 1). The practitioners (such as engineers, archi-
tects and experts of human factors) assess the environmental impact on supporting 
or obstructing the full participation of the user. If there is a match between the  
environment, the user, and the AT, the assistive solution is achieved and the envi-
ronment assessment process ends. However, if a match does not occur, it is neces-
sary to estimate the impact of any possible modification to the environment or to 
the AT.  

2. Checking the impact (Fig. 1, point 2). Practitioners have to check the economical 
and socio-cultural impact of the modifications to the climate. 

3. Making a decision (Fig. 1, point 3). On the basis of the impact analysis, practitio-
ners can make one of the following decisions: (i) Modify the environment: In this 
case, the ATA process restarts from the multidisciplinary team’s evaluation for a 
new or the modified assistive technology. The match between the AT and the user 
only requires a minimal environmental adaptation. (ii) Modify the AT: In this case, 
the ATA process restarts with a new multidisciplinary team meeting in order to 
discuss: (a) The cost benefit of AT modifications; (b) The cost benefit of identify-
ing another AT. In this case the process restarts from the beginning of the ATA 
process. (iii) Modify both the AT and the environment. In this case, the ATA proc-
ess needs to restart with a new multidisciplinary team meeting in order to discuss 
the cost benefits of the proposed modifications. 
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Fig. 1. Flow chart of the Environmental Assessment Process in the ATA process model. The 
phases of the environmental assessment (1, 2, and 3 on the right) are linked to the procedures of 
the AT Service Delivery process.  

The environmental assessment, when needed, supports and integrates the ATA 
process driven by two main actors: the user and the multidisciplinary team.  

3 Evaluation of the AT Interaction in the Environment:  
An Evaluation Case 

For the aim of our paper we will report only a sketch of the subject profile as follows: 
Roberto (Rob) is 7 years old with a diagnosis of severe spastic quadriplegia with a 
dystonic component. His individual functioning can be summarized as follows: 

• He attempts to grasp, but he has significant dystonia; 
• He has standard visual performance (field of vision, visual acuity, sensitivity to 

contrast etc.). Moreover, he perceives and locates objects in both the proximal and 
distal distance, with good ability to fix and track; 

• He has excellent cognitive resources and he is very communicative and participato-
ry with the environment. He appears to understand any request about tasks ; 

• He moves voluntarily within the room using a motorized wheelchair; 
• He uses augmentative communications adequately. 
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The multidisciplinary team, after the evaluation of match with different kinds of ATs, 
suggests that Rob’s performances could be significantly improved by using, together 
with his current AT, a writing and multimedia Clicker tool and a Junior postural sys-
tem. Nevertheless, some concerns about the use of these new ATs in the classroom 
environment are outlined by professionals in their report. In fact, while these ATs 
could be a main factor for the integration of Rob within the class, at the same time the 
main concern of the team is that a too fast changeover to the most advanced technolo-
gical tools could require an excessive effort from Rob for the training in the ATs use, 
and at the same, as a novice in the use of these ATs, he may experience initially a 
decrease in his communication performances. These difficulties in the use of the ATs 
could be perceived negatively by Rob and impact negatively his daily life in the  
classroom. 

Taking into consideration these concerns, the multidisciplinary team requests an 
environmental evaluation to test the interaction between Rob and the new ATs in his 
classroom environment. The professionals run the EA process by using the environ-
mental codes of the International Classification of Functioning, Disability and Health 
– Children and Youth Version (ICF-CY: [15]) to codify the assessment. The analysis 
of the use of the ATs in the environment (universal design) is designed as a test of 
Rob’s performance in interaction with (i) the Clicker tool (ICF-CY code=e1251) by 
using it as a postural system in the classroom (ii) his electric wheelchair (ICF-CY 
code=e1201). Moreover, by considering the physical requirements for the use of the 
Clicker tool in terms of accessibility and sustainability, professionals arrange the test 
with Rob sitting (i) at his usual desk in a central position, and (ii) in a new desk posi-
tion. The new position of the desk was selected by professionals for the following 
reasons: (i) it was more peripheral from the center of the classroom and closer to the 
wall (but still not isolated) than Rob’s usual desk , reducing the possibility that his 
schoolmates accidentally damage the AT device; (ii) it had a higher level of illumina-
tion than the usual position (ICF-CY code=e2400); and (iii) it was close to an elec-
trical outlet (ICF-CY code=e1501). Rob’s performance time was assessed by using 
three different tasks for each trial; the performance time measured in the laboratory of 
the AT service delivery center (M=13.26 s; DS=4.02 s) was used by professionals as a 
comparative index of performances. The findings obtained were as follows: 

─ When the Clicker tool was tested in a central position, Rob’s interaction was very 
slow (M=25.01 s, DS=5.73 s). The AT in this position decreased Rob’s perfor-
mance compared to the laboratory testing. In this context of use, the Clicker was 
not as good a facilitator (ICF-CY code=e1251.+0) as the electric wheelchair (ICF-
CY code=e1201.+0). Moreover, the low illumination and the distance from the 
socket unit acted as severe environmental barriers (ICF-CY codes=e2400.3 and 
e1501.3). Finally, the test showed that the use of these ATs in the classroom envi-
ronment caused problems in the dimensions of accessibility and universal design, 
while, from the sustainability point of view, the electric wheelchair did not support 
Rob’s movements during the interaction. 

─ When the Clicker tool was tested in a peripheral position, Rob seemed more com-
fortable, due to the optimal level of illumination. Nevertheless, he was not driven 
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to control his hand movements by the electric wheelchair (M=19.55 s; DS=3.22 s). 
In that case, the illumination and the access to the sockets acted as facilitators 
(ICF-CY codes=e2400.8 and e1501.8), whereas the electric wheelchair and the 
Clicker tool had still not properly supported Rob in his movements (ICF-CY 
codes=e1251.+0 and e1201.+0). Therefore, although the accessibility problems 
were solved, and Rob’s performances were slightly improved, his movements were 
still affected by the electric wheelchair. 

Finally, Rob was invited to test the Clicker tool sitting in the Junior postural system 
previously tested in the laboratory of the AT service delivery center. This test was 
only run with the desk in the new peripheral position. With the use of this kind of 
postural system, the times of Rob’s performances were very close to his performances 
at the center (M=14.05 s; DS=1.57 s). 

At the end of their report, the professionals proposed that the Clicker tool could be 
used as a complete facilitator (ICF-CY code=e1251.+4) only when associated with 
the Junior postural system tested at the AT service delivery center (ICF-CY 
code=e1151.+3), also recommending that the position of the desk in the classroom 
should be modified in order to optimize Rob’s performance in its use. 

On the basis of this analysis, the multidisciplinary team decided to introduce grad-
ually the new ATs in Rob’s contexts of use and concurrently to modify the environ-
ment (his position in the classroom) as proposed by the environmental report. 

4 Conclusion 

An AT can be considered an assistive solution only when all the possible nuances of 
the user’s interaction experience have been carefully analyzed under the lens of ac-
cessibility, universal design, and sustainability. When a trade-off among these three 
dimensions is identified by professionals, it is possible to match the needs of the us-
ers, the functioning of the AT, and the context of use by allowing users an efficient, 
effective, and satisfactory interaction with the technology in their environment. Nev-
ertheless, the trade-off of the accessibility, universal design, and sustainability dimen-
sions often requires one of the components to be modified in interaction with the user 
(the AT or the environment). In light of this, the EA process consists in the decision-
making flow that could lead professionals to modify the environment, the AT or both 
for a successful matching between user and technology.  

This decision process is carried out relying on measurements and methods that per-
tain to the interaction assessment, as shown in the evaluation case. Finally, in line 
with the AAATE/EASTIN indication [14], the EA process represents a new way to 
improve the efficiency and the effectiveness of the AT system delivery process that 
brings from the interaction framework a set of evidence-based practices and concepts 
to support professionals in taking critical decisions for the relationship between the 
users and the AT.  
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Abstract. One way to design new interactive system is to automatically 
compose from existing systems. An interactive system encompasses a 
functional core (FC) and a user interface (UI). Many studies of the software 
engineering community focus on design or runtime composition of FC through 
components or services. However, provide good quality UI is important to 
make the composed system acceptable to the users. To address this need, the 
HCI community has studied how to compose UI at different levels of 
granularity. The main challenge is how to choose the best composition option in 
order to provide UI of good quality from the user point of view. This paper 
presents a step towards this challenge by proposing the chosen of the best 
composed graphical UI considering quality ergonomic criteria that can be 
automatically measured. In particular, it focuses on the information density 
criterion. Information density concerns the users’ workload from a perceptual 
and cognitive point of view with regard to the whole set of information 
presented to the users rather than each individual element or item. 

Keywords: UI Composition, ergonomic, usability, criteria, metrics, measures, 
evaluation functions. 

1 Introduction 

One way to design new interactive system is to automatically compose from existing 
systems. An interactive system encompasses a functional core (FC) and a user 
interface (UI). In consequence, to compose an interactive system, it’s necessary to 
compose FC and UI. Many studies of the software engineering community focus on 
design or runtime composition of FC through components [16] or services [11]. 
However, providing UI of good quality is essential to make the composed 
system acceptable to the users. To address this need, the HCI community has studied 
how to compose UI at different levels of granularity (see for example, UI generation 
[9], adaptive UI [17], Mashups [8], UI composition [3, 7, 13]). Several options of UI 
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composition are available in these works. The main challenge is how to choose the 
best composition option in order to provide UI of “good” quality.  

Several ergonomic criteria (Nielsen [10], Scapin and Bastien [14], ISO/IEC 9241 
[5] SQuaRE [6], etc.) can be found in the literature. In this paper we present our study 
about the information density criterion defined by Scapin and Bastien [14]. 
Information density concerns the users’ workload from a perceptual and cognitive 
point of view with regard to the whole set of information presented to the users rather 
than each individual element or item. Therefore, it is an important criterion since it is 
directly worried about the user point of view. In addition, this criteria can be based on 
objective and digital information, such as screen size or the number of labels, which 
facilitates the automatic evaluation Finally, information density has a great influence 
on other criteria (for example legibility or prompting).  

This paper presents a step towards this challenge by proposing the chosen of the 
best composed graphical UI considering quality ergonomic criteria that can be 
automatically measured. The paper is structured as follows. Based on the literature 
overview (serction 2) on UI composition and measures of usability, we propose new 
measures to evaluate information density automatically (section 3). These measures 
are illustrated in a case study (section 4). Section 5 presents our conclusions and 
future works. 

2 Literature Overview 

2.1 UI Composition 

The CAMELEON European project [1] identified key levels of abstraction in UI 
design. These levels are based on the general architecture of Model-Based Interface 
Design Environment. They distinguish the domain level (user tasks and concepts), 
abstract user interface (AUI), concrete user interface (CUI) and final user interface 
(FUI). This architecture is useful for UI composition at different levels in order to 
generate the final interface.  

Currently, different approaches developed in parallel focus in UI composition more 
or less directly. These approaches can be organized into two categories depending on 
when the composition takes place: design time or runtime.Works about UI 
composition at design time are structured according to the level of abstraction of the 
composition. Amusing [13] composes UI described at AUI. The composition is made 
by operators of composition (functions that produce UI from different UI). 
ComposiXML [7] allows the composition of UI by the designer. It composes trees 
representing the UI. The composition is performed at CUI then extended at AUI. 
ComposiXML proposes unary or binary operators of composition. Works about UI 
composition at runtime are structured according to different approaches: 
composition of the task model of the composed UI by automated planning, UI 
generation [4, 9], Mashups [8], adaptive/adaptable UI [17]. COMPOSE [3] focuses on  
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the composition of the task model to fulfill the user’s goal. The composition of the 
task model is made by automated planning. Works about UI generation are a form of 
composition although this term and composition operators are not explicit. For 
example, SUPPLE [4] generates automatically different UI for different platforms. In 
contrast, Mashups allows final user to manually compose applications based on data. 
UI are generated at FUI level. Works about UI composition at design time or runtime 
do not take into account UI quality. The UI quality is manually supported ether by the 
designer at design time, or by the user at run time. These works use functions e to 
compose the UI: operators of UI composition. 

Operators of UI composition are central concepts for understanding how to 
compose UI. These operators consider temporal and spatial aspects for an UI [2]. 
Temporal relationships are studied through works about task models. [12] define 5 
task operators: enabling, choice, concurrency, interleaving, and interruption. We will 
use these operators to identify different types of compositions. The spatial aspect 
considers spatial relationships between UI. In mathematics, spatial relationships 
between regions are studied by [2]. They define six possible spatial relationships 
between regions (and 3 inverse relationships): disjoint, meet, overlap, equal, covers 
and contains. 

2.2 Evaluation of UI Quality 

Different domains (Software Engineering, HCI and Usability/Ergonomic) propose 
quality standards, criteria and/or measures for evaluating the quality of a UI. In 
general, the UI evaluation is based on two main features [10]: utility and usability. In 
this context, usability is widely used by standards and models, and in general, the 
ergonomic criteria are associated with this feature.  

ISO 9241-11 offers 27 examples of measures to meet this definiiton [5]. SQuaRE 
[6], in turn, proposed measures divided into four usability characteristics (ease of 
understanding, ease of learning, ease of use and power of attraction). Although the 
criterion of information density is not explicitly defined in these standards, it is clear, 
as explain below, that it has a real impact on the results for the questions proposed by 
the two standards. 

Scapin and Bastien [14] proposed eight criteria for evaluating UI usability: 
guidance, workload, explicit control, adaptability, error management, consistency, 
significance of codes and compatibility. These criteria are structured in 13 sub-criteria 
and are accompanied by recommendations. The information density criterion 
“concerns the users’workload from a perceptual and cognitive point of view, with 
regard to the whole set of information presented to the users rather then each 
individual element or item” [14]. The authors argue that the users’ performance is 
negatively affected when the informational load is too high or too low. We must 
remove elements unrelated to the content of the task and prevent the user memorizing 
long and numerous information or procedures. Five recommendations are proposed: 
(1) limit the information density of the screen, showing only necessary information;  
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(2) the information must not require translation units; (3) use the minimum quantifier, 
especially in query languages; (4) avoid the user having to remember data from one 
page to another screen; and, (5) data that can be computed from those must be 
automatically computed. 

2.3 Measures of Quality about Information Density 

QUIM (Quality in Use Integrated Measurement) [15] is a model and automatic 
measures of usability computed before interaction of the user. This model 
encompasses 10 factors decomposed into 26 criteria. These criteria are also 
decomposed into 127 measures. In this work, we find issues about information 
density on two following criteria: workload (one of the criteria proposed by Scapin 
and Bastien) and understandability (a characteristic of usability proposed by 
ISO9126). In QUIM, these criteria meet the efficiency factor (usability characteristics 
proposed by ISO9241-11 [5]). Table 1 presents the QUIM model and measures that 
seem relevant to the evaluation of information density.  

Table 1. Measures relevant to information density criteria defined QUIM [15] 

Criterion  Measure Description 

Workload 

Depth of the 
interface 

It measures the degree of heavy of cognitive load on 
users by considering the mean of display information 

Number of 
icons 

The more number of icons, the more the memory load 
of the user increases to recognize and distinguish 
them. 

Uniformity 
of layout 

It indicates how the visual elements of the interface 
are well arranged. 

Ease of 
understan
ding 

Local  
density 

It measures the percentage of space used in each 
individual group of information. 

Global 
density 

It measures the percentage of display used to present 
all information. 

3 Proposed Measures of Informational Density 

Based on the current related works and measures proposed by QUIM, we propose 
measures to evaluate automatically the quality of composed UI. Note that we mean by 
UI, a WIMP graphical UI composed from existing known components. Our approach 
is to define objective measures, i.e. measures that can be calculated automatically 
before UI composition and thus independent of subjective evaluation of a designer. 
Proposed measures are shown in Table 2. Measures 1 and 2 are based on criteria of 
Scapin and Bastien. Measures 3 to 9 are basic measures for the calculation of other 
measures (derived measures). Measures 6, 10, 11, and 12 are defined from QUIM 
(Table 1). 
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Table 2. Proposed measures of information density 

Mesure Definition/formula 
M1. Memorizing rate (Number of data that must be stored from one screen 

to the other) / Total number of data 
M2. Mental calculus rate (Number of data that require calculation of the user 

when it could be done automatically) / Total number 
of data 

M3. Number of inputs Number of fields where the user must enter a value 
(e.g. text field, list) 

M4. Number of outputs Number of fields where the software displays a value 
(e.g. resulting information as a result of user input). 

Number of labels Number of entire labels, i.e., the complete sentence 
and not every word. 

M5. Number of buttons/ 
icons 

Number of buttons and/or icons with its label 

M6. Number of pictures Number of pictures used 
M7. Number of screens Number of screens used to perform user task 
M8. Size of the screen Size of each screen used to perform user task 
M9. Density rate (Nb inputs + Nb outputs + Nb labels + Nb 

buttons/icons + Nb pictures) / Nb screens 
M10. Global density Used space / total space 
M11. Uniformity It indicates how the visual elements of the interface 

are placed evenly between screens. It corresponds to 
standard deviation of densities of each screen. 

4 Validation of Measures 

4.1 Case Study 

We present in this section a case study as an illustrative example for the application of 
measures of information density defined in Table 2. Consider the following scenario: 
Yoann lives in Valenciennes. Its main objective is to find a travel that could be viewed 
on a map. Options are needed to drive research and others are selectable by Yoann 
for booking the travel he wishes (locomotion, number of people, etc.). The system 
should be able to advise if it wants to access a service (doctor, hotel, etc.).  

These UI allow Yoann to get direction of his travel (UI1, Figure 1a), to choose 
preferences as the number of passengers, etc. (UI2, Figure 1b) and to select related 
services as doctor, bakery, etc (UI3, Figure 1c). We suppose that the UI of travel 
planning system useful to Yoann can be composed from these 3 existing UI with three 
different operators. The first operator composes UIs in the same frame (Figure 2). The 
second and the third operator compose UIs respectively in tabs (Figure 3), and in 
sequence (Figure 4). For the designer at design time or for an adaptive system at  
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runtime, it is an important issue to choose the best composition to produce the UI for 
the travel planning system. To address user needs (find a travel), using these 
composition operators and the evaluation of measures, we evaluate the three potential 
composed UIs and choose the best one considering the information density criterion. 

 

 
a) UI1. b) UI2 

 
c) UI3 

Fig. 1. UI 1 to get direction, UI 2 to choose preferences and UI3 to select related services 

4.2 Application of Measures on Our Case Study 

From the three UI to be composed, three operators of composition have been applied 
considering the spatial and temporal relationships. The first composition is computed 
by the operators {orderIndependance, meet} with an option for the vertical placement 
of components (corresponding to the operator union [7] and [13]). With these 
operators, all information are made in a single screen, duplicate information (in this 
example: today’s date) were placed only once (Figure 2). The second composition is 
computed by the operators {interleaving, equals}. It provides tabs composed of three 
screens corresponding to the initial UI (Figure 3). The third composed UI {enabling, 
covers} provides a sequence of three UI components (Figure 4). Note that the final 
composite UI are generated according to selected operators with the tool composition 
called COMPOSE [3] that composes UI dynamically. 
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Fig. 2. Composition 1 {orderIndependance, meet}: in the same frame 

   

Fig. 3. Composition 2 {interleaving, equals}: a) UI’1, b) UI’2 and c) UI’3 in tabs 

   

Fig. 4. Composition 3{enabling, covers}: a) UI’1, b) UI’2 and c) UI’3 in sequence 

We apply the proposed measures to these three compositions to compare its quality 
according to the information density criterion. Table 3 presents the results of 
measurements for the three possible compositions. In the first interface composed 
(Figure 2), we observe that since it has a lot of information, we must consider the 
need for navigation on the screen (vertical scrolling). So, there are two main ways to 
measure this composed UI: considering (1) the number of information visible for each 
navigation, or (2) all information on a screen. Since it is difficult to anticipate the 
number of required navigation and their results, we chose the second way, i.e., 
measures are performed for all information available on a screen. In consequence, in 
Table 3, we consider a single screen: local density corresponds to the global density  
 



218 Y. Gabillon, S. Lepreux, and K.M. de Oliveira 

 

Table 3. Proposed measures applied to the three composed UI of the case study 

M. Comp.1 

Composition 2 Composition 3 

UI1’ UI2’ UI3’ 
Global 

task 
UI1’ UI2’ UI3’ 

Global 

task 

M1 0 0 0 0 0 0 0 0 0 

M2 0 0 0 0 0 0 0 0 0 

M3 26 10 6 10 26 10 6 10 26 

M4 2 2 0 0 2 2 0 0 2 

M5 29 13+3=16 7+3=10 11+3=14 28 13 7 11 31 

M6 2 2 2 2 6 2 2+1= 3 2+1= 3 8 

M7 0 0 0 0 0 0 0 0 0 

M8 1 1 1 1 3 1 1 1 3 

M9 521954 265468 265468 265468 796404 159960 102400 265468 527828 

M10 59 28 16 24 58/3=19,3 27 15 21 67/3=22,3 

M11 18,28 13,47 8,27 17,78 13,17 22,26 23,25 18,48 20,58 

M12     4,76    2,52 

 
 

(there are no measures of intermediate screens like the other compositions). For the 
other two compositions, measures of each screen are computed (thus three UI to 
measure for each composition) and then for the composed one (the sum for the base 
measures and the average for the derived ones). Thus, global measures correspond to 
meaningful measures for the user task (find a travel). 

4.3 Results and Discussion 

As the result of our case study we identified that the composition 2 is the best one 
because it has the lowest global density percentage (composition 2=13.17%, 
composition 1 = 18.28% and composition 3= 20.58). However, this finding is not 
completely generalizable, because it depends on the number of UI to be composed. 
Indeed, we note that in the case where the number of UI is important, the number of 
labels will be more important and will involve an increase of the corresponding 
measure then there will be no impact the other compositions (that means, the stability 
of the other measures). Composition 1 does not add information (label or button), it 
just increases the size of the screen. Composition 3 does not increase the need of 
information except for the navigation buttons (next and previous). 
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Note that the measurement of information density of the composition 1 gives a 
good result in placing all information on the same screen that is enlarged according to 
the number of information. Adapting the screen size is proportional to the amount of 
information preserves the measure of this criterion. However, it generates increased 
perceptive users’workload (criterion not studied here). We remember that  
information density criterion is one of 8 criteria proposed by Scapin and Bastien [14]. 
These criteria are interrelated, an individual one cannot allow the choice of the best 
composition in absolute. In consequence, as a perceptive, we will extend this work for 
studying other usability criteria. 

Concerning the composition 1, as we said earlier, we have chosen to consider all 
the information on the total size of the screen. The user should navigate to access all 
the information and it could be interesting to consider subsets of information and a 
number of different screens. We justified this choice by the fact that it is difficult to 
know automatically which is the number of navigations (screen) and related 
information. However, a study on this issue would be interesting to measure the 
global density of the composition. 

Measurement of uniformity allows knowing the standard deviation between the 
densities of individual screens. This can be noted in the composition 2, where the 
density is lowest because the three screens provided and presented in tab have  
the same size. This final size is the size of the largest initial UI to be composed. Thus, 
the global density measurement of UI’1 and UI’2, and composed UI are decreased. 
While in the composition 3, screen sizes are independent and thus the densities 
remain close to initial densities. 

Moreover, we do not want to remove measures 1, 2 and 7 because they seem 
important for this criterion, even they were not completely illustrated by the case 
study. Other examples could be analyzed involving this information to conclude on 
their impact on information density. 

5 Conclusion 

At design time to ease the works of designer, as at runtime to provide a quality UI, the 
need to compose ergonomic UI is central. This article is a first step towards 
ergonomic UI composition. Note that this study focuses on WIMP Graphical UIs 
composed by a central orchestrator (corresponding to service orchestration) from 
existing component. This work proposed and applied objective measures to evaluate 
information density criterion. These measures automatically predict what the best 
composed UI according to this criterion. We are aware that criteria are interrelated 
and should not be evaluated only individually. Therefore, we are now working on the 
definition of measures for other ergonomic criteria. 
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Abstract. The aim of the study reported in this paper was to use and evaluate a 
new methodological framework for Human-Machine Interaction (HMI) evalua-
tion in system development for complex, high-risk and task-critical environ-
ments to assess overall HMI readiness. This has been conducted in the context 
of simulations in a state-of-the-art development simulator for fighter aircraft 
cockpit design in an industrial setting. The simulations included active and ex-
perienced military fighter pilots flying two civil navigational scenarios. The 
framework consists of already established evaluation methods and techniques 
combined with new influences inspired from risk management practices. A new 
HMI assessment survey has been developed and integrated into the framework. 
The results of the study are promising for the studied framework and also indi-
cate some overlap when compared to existing practices regarding collected  
data. Applied within industry the framework can help leverage future HMI  
evaluations within system development. 

Keywords: Usability, HCI, HMI, System evaluation, System Development. 

1 Introduction 

Within the domain of high risk and task critical environments there is a great need to 
incorporate end users iteratively in system development and design processes to be 
able to evaluate a suggested HMI-design in a relevant context (Hackos & Redish, 
1998; Suchman, 2007; ISO 9241-210, 2010; Jander, Borgvall & Castor, 2011; Jander, 
Borgvall & Ramberg, 2012). This paper focuses on the evaluation step in the system 
development and design process. HMI-evaluations are not always prioritized and 
when evaluations are conducted the result from evaluations often comes in too late 
and suggested issues/improvements/changes in design are not always implemented 
due to time and budget constraints within projects. There are several reasons for this. 
One potential reason, that evaluations not always are integrated per default in the 
design process, is that there are no standardized evaluation procedures.  

There is a need to develop evaluation methods that can be used, applied and 
adapted in system development and design to enhance overall system efficiency and 
meet the end user needs. Every millisecond that can be saved, every mental workload 
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decrease will improve the operator capability to perform their task in a faster, safer, 
and more accurate way. 

Cost benefits aspects of using different evaluation methods needs to be considered 
before implementation within the industry.  

This paper describes a study performed at Saab Aeronautics in PMSIM in 
Linköping, Sweden. PMSIM is a state-of-the-art development simulator for fighter 
aircraft cockpit design. The aim of this study was to evaluate a new methodological 
evaluation framework that has been developed within a research project in coopera-
tion between Swedish Defence Research Agency (FOI), Saab Aeronautics, and 
Stockholm University. The project overall sponsor is the Swedish Governmental 
Agency for Innovation Systems (VINNOVA), within the National Aviation Engineer-
ing Program 5 (NFFP5). The focus of this study is not to evaluate the system that was 
tested, but rather to evaluate the developed the methodology. 

The methodological evaluation framework developed in the project is further de-
scribed in Jander, Borgvall, & Castor (2011), and Jander, Borgvall, & Ramberg 
(2012). The framework uses a variety of already established Human Factors (HF) and 
Human-Machine Interaction (HMI) evaluation methods and techniques such as think 
aloud protocol, mental workload measures, surveys and interviews combined with 
new influences inspired from risk management practices. A new HMI assessment 
survey has been developed and is integrated into the framework.  

One of the new things within this methodological framework is the concept of use 
subjective weighting of parameters evaluated in the so called HMI assessment survey.  

2 Objective 

The overall objective of the reported study was to evaluate a new methodological 
framework for evaluating and assessing HMI in a fighter aircraft cockpit. Parameters 
investigated where: 

• Time to perform evaluations 
• Time for evaluation setup  
• Time for analysis 
• Type of data captured/collected 
• “Know-how” needed to perform evaluation from the test leader perspective 
• Test leader acceptance 
• Test person (participant acceptance) 
• Overall applicability of the methodological framework  

3 Method 

Two different evaluation methods approaches were used to evaluate characteristics of 
the systems HMI and was later compared. Method 1) New methodological evaluation 
framework; Method 2) A predefined survey addressing specific questions concerning 
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HMI functionality (benchmark). More specifically Method 1 was first used and was in 
the end complemented with Method 2. 

Two test leaders conducted the evaluations. The evaluation was simulation based 
with three participants performing two missions in the flight simulator including the 
use of new functionality relating to HMI while performing predefined tasks using the 
system. On a meta-level an overall analysis were made to evaluate the two methods 
used to describe characteristics, e.g. pros and cons and give recommendations for 
future work. 

3.1 Participants 

All together five subjects, all male, participated in the study. Three were active or 
former fighter pilots from the Swedish Air Force and two persons with experience of 
system evaluation, one from Saab Aeronautics and one from the Swedish Defence 
Research Agency. The pilots were all classified as experienced fighter pilots with 
rudimentary experience in civil navigations procedures. The fighter pilots represented 
different experience levels. The first with approximately 8 years of working expe-
rience, the second with approximately 15 years of working experience, and the third 
with approximately 30 years of working experience. The two test leaders conducting 
the evaluation were both classified as experienced HMI-specialists, each with more 
than ten years of relevant working experience in the field. One was considerably more 
of an HMI generalist with expertise in HMI evaluation methods and the other was 
also considered as a specialist in the fighter aircraft domain. The two test leaders lead 
the evaluation procedure, but also in the end analyzed the result on a meta-level, e.g. 
describe method characteristics. Also, the role of an Air Traffic Controller (ATC) was 
used during the simulations to increase validity in the study. 

3.2 Apparatus 

The study was conducted in PMSIM (Display and Control Simulator) at Saab Aero-
nautics in Linköping. PMSIM is a state-of-the-art development simulator for fighter 
aircraft cockpit design. The simulator is a fixed base, dome simulator, where the visu-
al surroundings are displayed on a dome with a radius of three meters, with a field of 
view of +/- 135 degrees azimuth and +90/-45 degrees evaluation. The simulated air-
craft was a top-modern fighter aircraft. 

3.3 Scenarios 

Two pre-defined civil navigational scenarios was set up with the purpose of testing 
new system functionality to support pilots in civil navigation procedures including 
take off, holding, and landing. Especially new visual presentation of information re-
garding Area Navigation (RNAV) was displayed. Functionality and visual presenta-
tion regarding SID (Standard Instrument Departure) and STAR (Standard Terminal 
Arrival Route) were displayed, and the pilots interacted based on this information in 
the two scenarios. 
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3.4 Analysis 

The interpretation of the results is made on a meta-level and is focused on the charac-
teristics of the two different methods rather than the results of the specific system 
evaluation. More detailed descriptions of the analysis approach are described in the 
result section below. 

3.5 Procedure 

Each participant was given a short written description about the experiment, e.g. pur-
pose, aim, and procedure. Then, each participant was presented and briefed about the 
new system for civil navigation procedures by a simulator instructor. Before entering 
the flight simulator cockpit the participants was informed how to use the Bedford 
rating scale for mental workload and how to think aloud when performing tasks in 
simulator. 

Each participant performed two scenarios in the simulator using new system func-
tionality and was asked to think aloud and highlight event-triggered events, and rate 
mental workload (MWL) according to the test leader instructions during the whole 
scenario. In average each participant were asked make MWL-ratings every fourth 
minute. Event-triggered comments and MWL-ratings were noted by the test leaders.  

After completion of the simulation, participants were asked to report some sponta-
neous reactions and comments of the simulations and the new system used. 

The participants were then asked to complete the HMI survey, facilitated by the 
test leader. They answered the survey by rating the importance of each of the 24 HMI 
criteria and rated the perceived criteria fulfillment of each criterion. The participants 
were also asked to make comments, give examples, make diagnoses on potential is-
sues clarifying and motivating their choice of ratings. The ratings where based on the 
task performed and the system used in the simulator. This was explicit to the partici-
pants with the purpose of catching contextual aspects of use. An example of a crite-
rion from the HMI survey is: Menus, symbols and texts are grouped in a logical way.  

The participants were then asked to answer 8 questions survey regarding specific 
functions and displays of the system evaluated, also referred to as method 2. These 
questions were used as benchmark and comparison measure. An example of a ques-
tion is: What are your comments on how data is presented on the center display? 

There was no difference in the test procedure between the two evaluated methodo-
logical approaches except the tools used for data collection in the sense that both  
methods use fighter pilots as participants performing the same task scenario in the 
simulator. 

In the end the participants were asked some questions regarding experiences of the 
overall applicability of the evaluation method and procedure just conducted. 

All steps in the evaluation procedure was timed, think aloud and event triggered 
comments and MWL was noted by the test leaders. The test leaders were using  
predefined test protocols. 

After the system evaluation sessions with the three fighter pilots, data was  
analyzed. 
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4 Results and Analysis 

4.1 Time to Perform Evaluation 

The average time to conduct on evaluation was 3 hours and 25 minutes. Some more 
time was needed (in average 40 min) to perform the HMI-survey (method 1) com-
pared with the benchmark evaluation survey (method 2). 

4.2 Time for Preparation 

The preparation time for the evaluation is very dependent on the apparatus and test 
scenarios needed and personnel involved. Test scenarios already existed and the simu-
lator was up and running. The total preparation time for the evaluation time is esti-
mated to 3 working days for the evaluation team. If new test scenarios needs to be 
designed more time is needed. 

4.3 Time for Analysis 

The results collected from the benchmark evaluation survey are relatively straight 
forward and easy to interpret due to the design of the specific questions. Most of the 
answers referred mostly to describing and guiding specific system characteristics. The 
results from the HMI evaluation framework require more time for analysis. There are 
many more dimensions of the HMI that are investigated and the results from MWL-
ratings, event-triggered events, and HMI-survey all needs in depth analysis that are 
further described below. The results from the HMI evaluation framework is not only 
describing and guiding specific system characteristics, but also describes more gener-
al system characteristics complemented with potential prioritizing of identified issues 
(as described under the section 4.10 “Comparison of data from HMI assessment  
survey and baseline survey”). 

The time for analysis of the results from the HMI evaluation framework is approx-
imately 1 day per participant and 1-2 hours per participant for the benchmark  
evaluation.  

4.4 Mental Workload Measures 

Bedford rating-scale were used to rate Mental Workload (Castor, 2009). The scale 
consists of ten steps (1=very low MWL and 10 very high MWL). See Table 1 for the 
three pilot participants’ MWL-ratings.  

Due to the lack of a control group performing the test scenarios without using the 
new system to support civilian procedures at take-off, holding, and landing it is hard 
to make any conclusions how the evaluated system specifically affected MWL. In a 
few cases MWL-rating were high but considering participants additional comments 
(think aloud) these MWL-ratings cannot directly be deduced to this specifically sys-
tem functionality, rather to overall system functionality (which is an interesting  
finding) and different participants experience levels.  
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Table 1. Mental Workload ratings  

Participant (P)/Scenario (S) Number of ratings Mean Standard Deviation 

P1/S1 10 4.2 1.5 
P1/S2 8 4.9 2.2 
P2/S1 14 4.2 1.2 

P2/S2 9 5.2 0.8 
P3/S2 10 4.6 1.4 
P3/S2 9 4.3 0.9 

4.5 Think Aloud Event Triggered Events 

Only a few relevant event triggered comments referring to system characteristics were 
articulated during the test scenarios. Due to the relatively non-complex tasks and low 
dynamics in the scenario, very few frustrations or other events were highlighted. A 
few times the participants raised questions how to navigate in system menus. Also 
some comments were made that referred to specific design solutions and suggestions 
regarding the interface.  

4.6 HMI-Survey 

The participants experienced some redundancy between some criteria in the HMI-
survey. For example, the criterion statement “The system empowers me to complete 
the assigned task in the best possible way” is similar to the criteria statement “I feel 
that the system fulfills my needs”. Overall, all criteria were rated as important on the 
six-grade rating scale. This indicates that almost all criteria in the survey were consi-
dered relevant for the system tested in this specific context with very few exceptions. 

4.7 Participant´s Comments and Justifications on HMI-Ratings 

The rated criteria value and the rated criteria fulfillment value was complemented 
with comments with the purpose of motivating, clarifying, and justifying ratings. An 
example was when one participant rated the criterion “I have a feeling of achieving 
high task effectiveness when using the system” as 4 (rather important) on the impor-
tance scale and as 2 (almost totally fulfilled) on the fulfillment scale. An additional 
comment made by the participant on the rating was; “I prefer accuracy prior to effi-
ciency in the context of civil navigation”. This example illustrate that the importance 
of the different criteria might differ in another context and this aspect is captured in 
the evaluation framework. 

The comments made by the participant added great value and meaning to the crite-
ria ratings in the survey. In some cases spontaneous design issues were addressed and 
some specific design suggestions were articulated. 
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4.8 HMI Assessment Matrix (Analysis Tool) 

The product of the rated criteria value and the rated criteria fulfillment value from the 
HMI-survey resulted in a number from 1-36. Low numbers was assumed to indicate 
that there are no design issues, e.g. HMI is ok. High numbers indicate that there are 
some design issues that needs to be considered, e.g. HMI is not ok. Though, the result 
of the study indicates that it is very hard to draw any conclusions from just a number 
from 1-36. There are several reasons for that. For example, if two criteria have the 
same product value it is hard to choose which of them is the most important to con-
sider. Also, in some cases in the study the product value was relatively high but con-
sidered additional comment made by the test person indicated that there actually was 
no issue. Therefore, it is very important to consider the column of comments made by 
the test person for each of the criteria. The result of using the HMI-matrix as an anal-
ysis tool shows that it is just a complement to other collected quantitative data. The 
quantitative data gives power to the qualitative data and the qualitative data dress the 
quantitative data with meaning. To give a meaning and make conclusions of just a 
number between 1-36 alone is in this case inappropriate and even hazardous. 

4.9 Benchmark Survey 

The benchmark survey (method 2) consisted of eight specific questions regarding the 
functionality of the tested system. Some of the questions were not answered by the 
participant due to that they did not use all the functions that the questions addressed. 
In general, given answers addressed specifically system characteristics. 

4.10 Comparison of Data from HMI Assessment Survey (Method 1) and 
Baseline Survey (Method 2) 

In order to compare the results of the data collected from comments made in the HMI-
survey with the answers from the benchmark survey, a taxonomy was created to clas-
sify comments from the HMI-survey and answers from the benchmark survey. Four 
classes were created (see table 2). Class 1, 2, A, and B: were class 1 refer to com-
ments and answers on general system characteristics; and class 2 refer to comments 
and answers on specific system characteristics; and class A refer to describing com-
ments and answers; and B refer to guiding comments and answers. 

Table 2. Taxonomy used for analyzing results of the HMI-survey (method 1) and benchmark 
survey (method 2)   

Class 1 2 

A Describing general system characteris-
tics 

Describing specific system characteristics 

B Guiding general system characteristics Guiding specific system characteristics 
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When comparing the results from the HMI-survey and the benchmark survey it is 
obvious that most of the answers referring to guiding and describing specific system 
characteristics was collected from the benchmark survey but the comments from the 
HMI-survey also give some guidance regarding specific system characteristics. On 
the other hand, the HMI-survey also describes and gives guidance on specific system 
characteristics and also describing general system characteristics. When conducting 
system evaluation specific functionality is hard to isolate from the overall system and 
this is probably not always even desirable. There were also some overlap and redun-
dancy in answers between the HMI-survey comments and the benchmark-survey 
answers. 

4.11 Know-How Needed to Perform Evaluation from the Test Leader 
Perspective 

To be able to interpret result accurately it was vital to have at least on test leader with 
domain experience. It also leverages the credibility in the relation with the partici-
pants. For practical reasons it also helps with experimental setup and administration to 
have some “inside” the organization were the evaluation will take place. The know-
how needed could also consider the three different stages when conducting system 
evaluation: 1) Preparation; 2) Performing; 3) Analyzing. For preparation someone 
from the organization were the evaluation will take place is vital to make necessary 
arrangements (scenario design, simulator set up including simulator operator/s). Some 
domain expertise is needed to design questions referring to this study benchmark test. 
For preparation of test protocol of the HMI assessment framework, domain expertise 
is not necessarily needed. When performing the evaluation two test leaders are 
needed. At least one should have domain expertise and at least one should have expe-
rience of HMI-evaluations. During the analysis it is desirable to include the test lead-
ers who have conducted the evaluation with the motivation of capture details during 
the evaluation in order to transform the result to valid conclusions and communicate 
to the design team. 

4.12 Participants’ (Pilots and Test Leaders) Acceptance 

Both the test leaders and the pilots experienced positive acceptance of the new me-
thodological evaluation framework and judged the framework as relevant, valid and 
easy to conduct. 

5 Conclusions 

The study shows promising for the studied HMI evaluation framework and also indi-
cated a few overlaps with existing practices within the industry regarding results in 
identification of specific describing and guiding system characteristics data. The HMI 
evaluation framework also identified more general system characteristics data, refer-
ring to the whole system used, not only the evaluated system tested in isolation.  
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The use of a combination of qualitative (survey comments, think aloud, and inter-
view) and quantitative (survey and MWL ratings) measures suggested in the new 
framework will leverage HMI-evaluations and help system designers to find, describe 
and prioritize potential design issues into further design iterations. Additional com-
ments on each criterion are vital to consider before making conclusions of numerical 
values in isolation. More studies needs to be conducted to validate the applicability of 
the suggested evaluation framework evaluating other systems in different contexts 
within the studied domain. The studied framework can both be used for benchmark 
and acceptance tests, but also for formative and diagnostic testing. The frameworks 
ability of considering contextual aspects and the combination of using both quantita-
tive and qualitative data gives considering advantages.    

6 Discussion and Future Research 

The new methodological evaluation framework approach (method 1) investigated in 
this study shows promising results in system evaluation. Some of its advantages are 
the explicit use of the concept of weighting which is rather new in systems evaluation, 
even though the use of weighting sometimes is used more implicitly in evaluations. 
One way of catching the right context of use of a system in evaluations is the assump-
tion that the importance of identified HMI criteria might differ between different sys-
tems, tasks, and users (Frokjaer, Hertzum, & Hornbaek, 2000). The use of weighting 
considers these aspects and gives valid results in evaluations. The evaluated methodo-
logical evaluation framework is generic and can be used for evaluating a variety of 
systems within the domain. 

One potential problem using specific questions (method 2) about system functio-
nality is that the answers tend to be quite isolated and just relate to the specific system 
tested. In a complex system HMI like a fighter aircraft cockpit there is always other 
interactions needed that relate to other overall system functionality as well. Therefore, 
there is a need to conduct systems evaluation using the new functionality integrated 
with the overall system in a relevant scenario to capture the right context of use. 
However, the use of specifically addressed questions can on the other hand give valu-
able insights about specific system characteristics and these questions can serve as a 
complement to the methodological evaluation framework. 

Most of the HMI criteria were rated as important and that might lead to problems 
when identifying design issues when using the HMI assessment matrix alone referring 
how to in the best way prioritize identified issues in further iterations. Therefore addi-
tional comments need to be carefully considered during the analysis.  

The study setup and experiment design could use a control group performing the 
same task without using the system new system in order to make comparisons regard-
ing how the new system affected ratings and comments. However, this was not possi-
ble due to lack of participants and time constraints. 

In this case the evaluated system was not very complex and the task performed in 
the simulator was relatively simple. A new study is needed to evaluate another sys-
tem, preferably in a highly dynamic scenario with increased task complexity to further 
evaluate the new methodological approach. 
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During the analysis phase in this study no end users (i.e., the pilots) received  
feedback and were consulted to validate the test results. Due to lack of access of the 
participated pilots in the analysis phase this was not done. It would have been recom-
mended to consult the end users for a double check to make sure the results and  
analysis is valid, also from the end users perspective before writing final test report.  

The benchmark survey (method 2) used in this study requires some extra time to 
prepare compared with the survey used in the evaluation framework. The benchmark 
survey also addresses very specific system characteristics and sometimes missed to 
catch more general system characteristics that were identified using the evaluation 
framework.  

The evaluated framework puts focus on both finding pros and cons regarding sys-
tem characteristics. The classification/taxonomy described just describes system cha-
racteristics in four dimensions.  However, each of the system characteristics could 
also describe the identification of both positive and negative aspects of the system. 
Traditionally HMI-evaluations are primarily concerned with identifying problems, 
while both negative and positive system characteristics were identified in this study. 
This is of great importance to designers who also needs to know what the systems 
strengths are.  
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Abstract. This paper reflects the state of art in the field of human factors for 
unmanned aerial vehicles. It describes the GEDIS-UAV guide, which is a mod-
ification of the GEDIS guide. It also shows the evaluation of the Sky-eye 
project graphical user interface as an example of the methodology.  The analy-
sis and evaluation method reflected in this paper may be used to improve the 
graphical user interface of any unmanned aerial vehicle. 

Keywords: Supervisory Control, Unmanned Vehicles, Ergonomics, GEDIS. 

1 Introduction 

This paper aims to advance the research on guidelines to design and implement inter-
faces for monitoring unmanned aerial vehicles (UAVs). Today the UAVs have be-
come a fashionable topic in the world, but we must be aware of the risks associated 
with a failure of these flying machines, the consequences can be disastrous, even 
more when these machines are for civilian use. Some failures occur during teleopera-
tion [1], [3], [5], [7], [13], [25]. Twenty percent of the failures are attributed to human 
error [24]; therefore improving the control interface can decrease the failures consi-
derably [4], [26]. There are not specific regulations or guidelines oriented to the  
design of interfaces for UAVs, however there is one guideline we consider can be 
helpful after some adaptations, It is the human factors guide for human supervisory 
control display design GEDIS [18]. Taking into account aspects of human computer 
interaction of UAVs, this guide has been adapted in order to make it fully functional 
for UAV’s graphical user interfaces (GUIs), here lays the main contribution of the 
present work. 
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2 Previous Research on Human Interface Design Guidelines 

This section refers to the state of the art of standards and guidelines related with the 
design of GUIs for UAVs: ARINC 661 [2], STANAG 4586 [4], [11], DO-178B [20], 
JAUS [23], ISO 9241-11 [8] and GEDIS [18]. Table 1 shows a comparison of the 
standards and guidelines. 

Table 1. Standards and guidelines comparison 

 User Centered Focused on the system Focused on interaction 

JAUS NO YES NO 

STANAG NO YES NO 

ARINC 661 NO NO NO 

DO-178B NO NO NO 

ISO 9241 YES NO YES 

GEDIS YES NO YES 

 
To date the unmanned systems architectures vary considerably from one system to 

another, this situation complicates the creation of a guideline or a standard. There are 
guidelines and standards that can be used but they present limitations because they do 
not meet all the needs of each unmanned system architecture, for example GEDIS 
should be modified in order to be useful for other types of unmanned vehicles or for 
other types of missions. 

3 GEDIS-UAV Guideline 

From the initial point of view of strategies for effective human-computer interaction 
applied to supervision tasks in industrial control rooms [12], [21], GEDIS-UAV has 
adopted GEDIS guideline method to cover all the aspects of the GUI design [18 - 19]. 
GEDIS-UAV offers design recommendations in the moment of creating the interface 
and it also offers recommendations of improvement for interfaces already created. 
The guide is composed by indicators and subindicators. The method consists in ana-
lyzing and measuring each indicator in order to obtain a global evaluation index. 

3.1 Indicators List 

The GEDIS-UAV indicators have been defined from concepts extracted of other ge-
neric human factors guidelines [18] and the subindicators have been defined from the 
same sources but taking into account specific ergonomic criteria, like the level of 
situational awareness in UAVs, here lays the main contribution of the present work. 
The indicators are: architecture, distribution, navigation, color, text font, status of the 
devices, process values, graphs and tables, data-entry commands, and alarms.  
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3.2 Evaluation 

The evaluation is expressed with a quantitative numeric form and with a qualitative 
format that reflects the operator experience using the interface or the analysis criteria 
of the evaluator. The evaluation method is the same as in GEDIS guide. Each subin-
dicator is punctuated numerically in a scale from 1 to 5. The indicator value is  
calculated by solving the following formula: Indicatorൌ ∑ ௪ೕௌ௨௕௜௡ௗೕjjൌ1∑ ௪ೕjjൌ1                                                   (1) 

Where, J = number of Subindicators of the indicator, Subind = subindicator assess-
ment value and w = weight. For this study each subindicator has the same weight (w1 
= w2… = wJ = 1). 

The indicators values are used to calculate the global evaluation by solving the  
following formula: Global Indexൌ ∑ ௣೔௜௡ௗ೔10iൌ1∑ ௣೔10iൌ1                                                (2) 

Where, ind = indicator and p = weight. As explained before in this first approach all 
indicators have the same weight (p1 = p2…= p10 = 1). The guide recommends that 
the global evaluation index should not be lower than 3 points. A positive evaluation 
should reach at least 4 points.   

4 Applying the GEDIS-UAV Guide: The Sky-Eye Project Case 

Sky-eye project is part of the work being conducted by the research group ICARUS 
(Intelligent communications and avionics for robust unmanned aerial systems) of the 
UPC BarcelonaTech University. Among the group´s work, the project Sky-eye [14] 
aims to research improvements in unmanned aerial systems (UAS) for fire eradication 
missions, building flexible and generic missions designed for an efficient execution, 
one of the objectives in order to facilitate the operation is to achieve the appropriate 
level of automation [22] over all the UAV’s work processes; this goal includes the 
development of a good supervisory control interface. The embedded hard-
ware/software architecture developed by the ICARUS group includes the GCS  
[15 – 16]. The GCS has been designed to fulfill the following functions: mission 
planning, mission control, manual and/or supervised control of the UAV and data 
manipulation. The design of the console that incorporates the graphical interface of 
the GCS is based on the standard ARINC 661, comprises a display mounted on a 
control panel similar to a conventional aircraft cockpit. The GUI consists of a TFT 
(thin film transistor) screen that displays the flight instruments, the flight controls, the 
local map, the global map for the control of the mission, the artificial horizon and the 
navigation camera aboard the vehicle. The local map is in the bottom left of the 
screen and the global map on the right side just above the engine rpm, fuel and oil 
pressure gauges. Both the local map and global map can zoom in and out the pictures.  
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Figure 1 depicts the GUI developed by the research group ICARUS. Although the 
design is based on the ARINC 661 standard, the GUI has a high complexity in the 
sense that almost all the features have been included in one screen. GEDIS-UAV 
structures all the functionalities in a multi-layer application and it allows the tasks to 
be distributed between different operators. Starting from this information, it is possi-
ble to make an assessment that will lead to identify and propose crucial improvements 
to the supervisory control interface layout. 

 

Fig. 1. GUI developed by the research group ICARUS 

5 Current Interface Evaluation through GEDIS-UAV 

The guide detects a group of anomalies and numerically quantifies each of the com-
ponents and indicators for a global assessment index. As follows the Sky-eye inter-
face end user evaluation (where A=appropriate, M=medium, N.A. = Not appropriate): 

Table 2. Architecture 

A: Architecture A M N.A. Specific criteria 

A1: Division in areas 5 3 0 --- 

A2: Screens number ¨sn¨ --- --- --- 3<sn<9=5, n<4=0, 

 
The division (A1) got a “3” because the mission control module is not appreciable, 

but it keeps relation with the rest of the modules: UAV, global map, local map, avio-
nics sensors, vehicle control, mission planning and data manipulation. Because there 
is only one screen that displays all the information together, the number of screens 
(A2) got a “0”, having “1.5” points in total for the architecture indicator (A). Figure 
2A depicts the original GUI schematic division by areas. 
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Table 3. Distribution 

B: Distribution A M N.A. Specific  criteria 

B1: Model comparison 5 3 0 --- 

B2: Flow process 5 3 0 --- 

B3: Density 5 3 0 --- 

 
The model comparison subindicator (B1) got a “3” because the interface is similar 

to the model, except for some items to display. For certain tasks, the process flow is 
not entirely clear then flow process subindicator (B2) got a “3”. All the elements are 
in close proximity therefore the subindicator density (B3) got a “0”, having “2” points 
in total for the distribution indicator (B). 

Table 4. Navigation 

C: Navigation A M N.A. Specific  criteria 

C1: Navigation between screens 5 3 0 --- 

 
The interface has only one screen where all the information is displayed to the ope-

rator, this design allows the operator to navigate between different parts of the system 
but this characteristic limits radically the operator’s capability of navigation, one of 
the main reasons is because every time the operator explores a specific part of the 
system, another part gets hidden. Another limitation is that the interface does not dis-
play the navigation buttons correctly.  Therefore the subindicator navigation between 
screens (C1) got a “0”, having “0” points in total for the navigation indicator (C). 

Table 5. Color 

D: Color A M N.A. Specific  criteria 

D1: Absence of non-appropriate --- --- --- Yes=5, No=0 

D2: Colors number ¨cn¨ --- --- --- cn<4=5, cn>4=0 

D3: Blink absence  --- --- --- Yes=5, No=0 

D4: SC contrast vs GC 5 3 0 --- 

D5: Relationship with text 5 3 0 --- 

 
The absence of non-appropriate combinations subindicator (D1) got a “5”. There 

are more than 9 colors then the subindicator colors number (D2) got a “0”. The subin-
dicator (D3) blink absence got a “5” because the interface does not have visual 
alarms. In general there is a good contrast between the graphical contrast and the 
screen contrast therefore the subindicator (D4) got a “5” and the subindicator relation-
ship with text (D5) got a “5” because the relationship with the text color in general  
is appropriate. All this subindicators lead to “4” points in total for the color  
indicator (D). 
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Table 6. Text font 

E: Text font A M N.A. Specific   criteria 

E1: Font number ¨fn¨ --- --- --- fn<4=5, fn>4=0 

E2: Absence of small fonts  --- --- --- Yes=5, No=0 

E3: Absence of N.A. combinations --- --- --- Yes=5, No=0 

E4: Abbreviation use 5 3 0 --- 

 
The number of fonts used in the interface is 3 then the subindicator font number 

(E1) got a “5”. There are some fonts with size 6; therefore the subindicator (E2) got a 
“0”. There are not non-appropriate combinations therefore the subindicator (E3)  
got a “5”, and since the interface uses too many abbreviations the subindicator (E4) 
got a “0”, having “2.5” points in total for the text font indicator (E). 

Table 7. Status and devices 

F: Status of the devices A M N.A. Specific criteria 

F1: Uniform icons and symbols --- --- --- Yes=5, No=0 

F2: Status team representativeness --- --- --- le<4=5, le>4=0 

 
There is no use of symbols therefore the uniform icons and symbols sub-indicator 

(F1) got a “0” and the status team representativeness (F2) got a “5”, having “2.5” 
points in total for the status and devices indicator (F). 

Table 8. Process values 

G: Process values A M N.A. Specific criteria 

G1: Visibility 5 3 0 --- 

G2: Location 5 3 0 --- 

 
The visibility subindicator (G1) got a “3” because not all the required values are 

visible (for example is not easy to find the altitude value) and in general the process 
values could be better visualized. The location subindicator (G2) got a “3” because 
the process values are relatively well located, but it could be easier for the operator. 
These values lead to “3” points in total for the process values indicator (G). 

Table 9. Graphs and tables 

H: Graphs and tables A M N.A. Specific criteria 

H1: Format 5 3 0 --- 

H2: Visibility 5 3 0 --- 

H3: Location 5 3 0 --- 

H4: Grouping 5 3 0 --- 
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The format of the graphs and tables is appropriate therefore the subindicator (H1) 
got a “5”, the visibility (H2) and location (H3) subindicators got a “3” because some 
graphics could be a supplement, like displaying the advanced distance that depends of 
the speed and the time and the graphs and tables are relatively well located. Since 
there is not any suitable grouping the subindicator (H4) got a “0”, having “2.75” 
points in total for the graphs and tables indicator (H). 

Table 10. Data entry commands 

I: Data entry commands A M N.A. Specific criteria 

I1: Visibility 5 3 0 --- 

I2: Usability 5 3 0 --- 

I3: Feedback 5 3 0 --- 

 
The visibility (I1) got a “3” because the input commands could be better visua-

lized, the usability (I2) got a “5” and the feedback (I3) got a “3” because the feedback 
is indirect, the operator must enter a command to know about a new situation, when it 
should be automatic. These values lead to “3.67” points in total for the data entry 
commands indicator (I). 

Table 11. Alarms 

J: Alarms A M N.A. Specific  criteria 

J1: Visibility of alarms 5 3 0 --- 

J2: Location 5 3 0 --- 

J3: Situation awareness --- --- --- Yes=5, No=0 

J4: Alarms grouping 5 3 0 --- 

J5: Information to the operator 5 3 0 --- 

 
The visibility of alarms (J1) got a “3” because the alarms could be better visua-

lized; the location (J2) got a “3” because the alarms are relatively well located. The 
alarms could give better parameters or instructions to let the operator have a better 
understanding of the situation, therefore the situation awareness (J3) got a “3”. In 
general the alarms grouping and how the alarms are showed to the operator are cor-
rect therefore the subindicators (J4) and (J5) got a “5”. All these values lead to “3.8” 
points in total for the alarms indicator (J). The final result of the Sky-eye graphic user 
interface evaluation, taking into account that each indicator has the same weight, 
stands in 2.572 (rounded = 2.6). After applying some corrections to the detected ano-
malies, the global evaluation index can be stood between 4 and 5 which are the  
maximum values of the numeric scale. 



238 S. Lorite et al. 

 

6 Proposals for Interface Improvements 

The GEDIS-UAV analysis and evaluation made possible to identify an interface li-
mited in structure, distribution and navigation. These three first indicators show the 
errors that occur more often in the design of GUIs for UAVs.  

Among other things it was detected that the text size is not right, the interface does 
not show the status of the devices in a suitable manner, the process values could be 
better visualized as well as the data-entry commands; all this increases the operator 
response time and the delays inside the control loop. Another important anomaly  
detected is that the interface's alarms could give more information in case of failures 
in order to improve the operator situational awareness [6]. Figure 2 depicts the distri-
bution analysis of the Sky-eye project GUI. Figure 2A depicts the original GUI  
distribution and figure 2B shows the proposed distribution.  

 

        
         (A) Original GUI distribution                            (B) Proposed distribution                                          

Fig. 2. Distribution analysis of the Sky-eye project GUI 

As part of the recommendations the following screens were proposed: Data entry 
commands, alarms, UAV systems status and process values, local map, global map, 
frontal video with HUD (head-up display) overlay, thermal cameras and mission con-
trol/ data manipulation (shown in figure 3). Each screen represents one of the zones 
that the interface is supposed to have, and should meet specific ergonomic criteria.  

 

 

Fig. 3. Proposed GUI for Sky-eye two-wing UAV 
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At a glance is possible to note the difference and the level of improvement. The 
evaluation of the proposed interface through GEDIS-UAV guide is 5, which is the 
maximum value of the numerical scale; this means that the implementation of  
the GUI will minimize at maximum the possibility of human error.  

7 Conclusions and Future Work 

As a result and based on GEDIS-UAV recommendations, the students of the Barcelo-
naTech improved the interface design for the “Shadow MK1” UAV [10], [17]. For 
more details about the work conducted in order to design the graphical user interface 
refer to “Diseño de Interfaces de Supervisión de Vehículos Aéreos No Tripulados - 
Supervisory Control Interfaces Design for UAVs” [9]. 

Although there are some standards regarding security for human machine interface 
systems that keep relation with physical ergonomics and interface design aspects 
through style rules, it is remarkable the absence of human centered designs in interac-
tive systems. At this point, our contribution is to apply usability engineering, using 
techniques like the measurement of the operator mental workload, improvement of 
the GUI design and others related with usability techniques like the cognitive walk-
through. The application of GEDIS-UAV guide on a real project, demonstrates the 
functionality and applicability of the guideline. Future work will try to establish more 
specific ergonomic criteria to design supervisory interfaces by adding, deleting or 
modifying some indicators. Another line of research will try to improve the guide 
assessment techniques, in the present work, the evaluation methodology assigns the 
same weight to all the indicators, but maybe this could be improved if it is taken into 
account the importance of some indicators over others. Important efforts of future 
research will take into account the use of new input devices like multi-touch screens, 
speech recognition engines and brain wave sensors in order to improve the design and 
implementation process of interfaces for unmanned vehicles.  
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Abstract. Recent proliferation of mobile devices has made it important to 
provide automatic support for usability evaluation when people interact with 
mobile applications. In this paper, we discuss some specific aspects that need to 
be considered in remote usability of mobile Web applications, and introduce a 
novel environment that aims to address such issues. 

Keywords: Remote Evaluation, Logging Tools, Mobile Usability. 

1 Introduction 

In usability evaluation, automatic tools can provide various types of support in order 
to facilitate this activity and help developers and evaluators to gather various useful 
pieces of information.  

Several approaches have been put forward for this purpose. Some tools allow users 
to provide feedback on the considered applications through questionnaires or 
reporting critical incidents or other relevant information. Other proposals have been 
oriented to providing some automatic analysis of the user interface implementation in 
order to check its actual conformance to a set of guidelines. A different approach 
consists in gathering information on actual user behaviour and helping evaluators in 
analysing it in order to identify possible usability problems. 

In remote usability evaluation evaluators and users are separated in time and/or 
space. This is important in order to analyse users in their daily environments and 
decrease the costs of the evaluation by avoiding  the need to use  specific laboratories 
and to ask users to move. 

The purpose of this paper is to discuss the possibilities offered by remote usability 
evaluation of mobile applications based on logging user interactions and supporting 
the analysis of such data. We describe the novel issues raised by this type of approach 
and provide concrete indications about how they can be addressed, in particular when 
Web applications are accessed through mobile devices. 

In the paper we first discuss related work; next we provide a discussion of the 
important aspects that have to be considered when designing support for remote 
evaluation of mobile application; and then introduce examples of possible solutions to 
such issues provided by a novel version of a remote evaluation environment. Lastly, 
we draw some conclusions and provide indications for future work. 
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2 Related Work 

Ivory and Hearst [1] provided a good discussion of tools for usability evaluation 
according to a taxonomy based on four dimensions: method class (the type of 
evaluation); method type (how the evaluation is conducted); automation type (the 
evaluation phase that is automated: capture, analysis, re-design, …); and effort level 
(the type of effort required to apply the method for the evaluators and the users). In this 
work we plan to consider usability testing solutions based on user interactions logs, 
and discuss how to provide automatic support for analysis of such information and a 
number of visualizations to ease the identification of any usability issues. Extracting 
usability information from user interface events has long been considered [2], and 
stimulated the development of various tools for this purpose, but previous work has not 
been able to adequately support usability evaluation of mobile applications. 

Google Analytics [3] is a widely used tool, which has not been proposed in 
particular for usability evaluation but can be configured to capture general and custom 
events at client-side, and offers a number of statistics information and reports. 
However,  it is rather limited in terms of the number of events that it is able to capture 
for each session, and is not able to capture various events that only mobile devices 
can generate through their sensors.  Model-based approaches have been used to 
support usability evaluation exploiting user logs. One example was WebRemUsine 
[4], which was a tool for remote usability evaluation of Web applications through 
browser logs and task models. The basic idea was to support an automatic analysis 
based on the comparison of the actual use of a system, represented by the logs, with 
the expected use described through a task model.  This approach was mainly used to 
analyse desktop applications. It was useful to find usability problems but it also 
required some effort, since evaluators had first to develop a complete task model of 
the considered application. A version of this approach aiming to compare the 
designers’ task model with the actual use detected through a logging of mobile 
applications in Windows CE mobile devices was presented in [5]. In that case the 
logging tool had to communicate with the operating system to detect events and track 
the user’s activity. In this way it was also able to log events related to environmental 
conditions, such as  noise, battery consumption, light, signal network, and position. It 
also contained some early attempt to graphically represent when the logged events 
deviate from the expected behaviour. In this paper we will discuss a different 
approach in which the user-generated logs will be compared with optimal logs created 
by the application designers in order to demonstrate the best way to perform the tasks. 
This approach was introduced in [6], even if that solution was limited in terms of 
intelligent analysis and how to represent the usability data collected. 

Previous work, such as WebQuilt [7], performed logging through a dedicated 
proxy server able to intercepts the HTTP requests to the application servers. However, 
this type of approach was not able to detect local events generated by the users (e.g. 
clicks, zoom, scroll events), which can provide useful information in usability 
evaluation. WELFIT [8] is a tool that performs logging through JavaScripts that are 
manually included in the analysed Web pages, it is relevant to the discussion 
presented, even if the representations provided for the usability analysis are not easy 
to interpret.  
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W3Touch [9] is a recent tool that performs some logging of interactions with Web 
applications in touch-based smartphones, still through JavaScripts, and the collected 
information is used to assess some metrics important for usability in such devices.  
The two main metrics considered are related to the number of zooming events and to 
the missed links in touch-based interaction. According to the values obtained from the 
metrics the designers can apply some adaptation to the user interface considered in 
order to improve it. 

3 Important Dimensions in Remote Evaluation of Mobile 
Applications 

In remote evaluation based on logging tools of mobile applications we can identify 
three main aspects to address:  

• what can be logged,  
• how the information gathered can be processed,  
• how the usability data can be represented for the analysis by evaluators and 

designers.  

In this section we discuss these aspects, in particular when the evaluation focuses on 
Web applications accessed through mobile devices. In this case we have to consider 
that the context of use can be dynamic, the interaction resources (e.g. screen size) can 
vary in a broader range, and such devices are usually equipped with a number of 
sensors (GPS, accelerometer, gyroscope, ..) that can provide additional useful 
information about the actual user behaviour.  Indeed, a logging tool for mobile 
applications should be able to detect any standard, touch, gestures, and accelerometer 
events. It should also consider form-related events (e.g., change, select, and submit), 
system related events, and customizable events. Such custom events are various types 
of composition of basic events in terms of their ordering or standard events on 
specific parameters (e.g. a pageview event is triggered when a specific page is shown 
to the user), and it should be possible to associate them with specific events names 
that can then be visualized in the reports. 

Regarding how to support an automatic analysis of the user-generated logs various 
solutions are possible. In this type of processing a concrete reference point in terms of 
good user behaviour during the interactive session would be useful. Previous work 
has considered task models to represent the expected user behaviour. However, task 
models require some time and effort to be developed, in particular if the entire 
interactive application considered should be modelled. Another possibility is to use 
logs representing examples of good sequences of events to perform some given tasks 
with the user interface considered. Such logs can be created by the designers of the 
user interfaces. Thus, by comparing the logs representing the actual behaviour with 
the optimal logs it is possible to automatically identify their differences and analyse 
them to understand whether they are indicators of usability problems. Such 
differences can show user errors, which are actions not necessary for achieving the 
current goals or inability of the user to  perform some actions or the misinterpretation 
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of the correct navigation path. An automatic comparison between these two sequences 
of events can be performed in various ways, an example is the application of the 
Sequence Alignment Method (SAM) [10], in which the difference between sequences 
is given by the number of operations necessary to make them the same, where each 
operation has a different weight, which depends on the importance associated to it. 
The operations necessary to equalize two sequences are reordering, insertion, 
deletion. While the first involves elements that belong to both sequences, the other 
two address elements that appear only in one sequence. 

Regarding the issues related to how to represent the relevant information in order 
to facilitate the identification of usability problems various options are possible as 
well. It is clear that a raw visualization of all the events gathered would easily 
generate a huge amount of events that cannot be analysed. The first aspect to consider 
is to provide the evaluators with tools to filter the data according to the type of event. 
Further filtering can be done based on the time when the events occurred. Even with 
this type of filtering it is still possible to gather large amount of data difficult to 
interpret. In order to better analyse the logged events it is thus important to understand 
what the user intentions were when such logs were generated. For this reason various 
tools ask the user to explicitly indicate what task they wanted to accomplish and even 
when they finished its performance. This information is usually included in the logged 
session and provides useful context in order to filter the events shown, to help in the 
interpretation, and also to provide information about task completion time.  In the 
case there is the possibility to compare the actual logs with an optimal log then it 
would be important to show all of them at the same time with the possibility of lining 
up the sequences in such a way that important events appear lined up. Often graphical 
representations of the sequences of events that occurred, along with information 
regarding the event type, time, etc.  still requires considerable effort from the 
evaluators who have to think about where the events occurred in the user interface.  
Thus, it is also important that the tools be able to provide graphically the user 
interface annotated with where the events occurred so that the evaluators have an 
immediate representation of the actual user interface state at that time, and the exact 
user interface part that was manipulated. 

4 WUP: An Example Tool for Remote Evaluation of Mobile 
Web Applications 

WUP is a tool that has been developed taking into account the requirements discussed 
in the previous section. Its new version addresses some of the limitations detected in 
its initial implementation [6] related to the visual representations provided for the 
usability analysis and the underlying processing of the data gathered. 

WUP exploits a proxy server, which inserts into the accessed Web pages some 
JavaScripts, which are then used to log the user interactions and send such logs to the 
usability server. Various types of events can be detected, those related to forms, 
keyboards, mouse, touch, GPS, accelerometer, and semantic events. The latter group 
(semantic events) refers to the possibility of explicitly indicating when a certain event 
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different weights. The choice of the coefficient is customizable by the evaluator in 
order to indicate the aspects that they think have more or less  impact in the 
comparison analysis. In the end, the tool calculates some values that for each user 
sessions provide some summary quantitative indication about how far they are from 
the optimal session. 

We have conducted a first user test about the tool and its results. In this first test we 
considered two types of users: end users who carried out the remote usability test with 
WUP and people with some experience in usability evaluation. We considered a set of 
tasks to carry out on the mobile version of the Web site of an airline for this purpose. 
Then, we compared the usability issues identified by the evaluators though the WUP 
support with those really reported afterwards by the users through some 
questionnaires. In general, there was a good match of the problems identified that 
were often related to the use of link texts not sufficiently clear, excessive navigation 
depth, ambiguous labels associated with some commands, and forms not very clear.  

A further integration that we have designed is an App for Android mobile devices, 
obtained through an instance of a WebView object, which is a kind of Web browser 
in a Java application. Then, through this browser it is possible to include the scripts 
for logging in the accessed Web pages. The scripts then send the logs in the format 
that can be exploited by our usability server for providing all the relevant 
visualizations to the evaluators. The advantage of this additional solution is that it 
does not require access through the proxy server, thus it can be faster and more 
secure. The disadvantage is that it is specific to a mobile platform. 

5 Conclusions and Future Work 

This paper provides a discussion of the issues in remote evaluation of applications 
accessed through mobile devices and indicates possible solutions, also reporting on 
experiences with a tool that has been developed for this purpose, describing its 
architecture, possible use and briefly reporting on example applications. 

Future work will be dedicated to further increasing the underlying intelligent 
analysis in order to facilitate the identification of potential usability problems. We 
also plan to exploit the logging of some physiological sensors in order to combine the 
analysis of the user interactions with information about the user emotional state, and 
to apply the tool to a wider set of applications. 
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Abstract. The purpose of this work focuses on the development of an environ-
ment that will is called ErgoIdentifier. This environment is responsible for  
performing automatic collection of websites’ interaction elements and thus, 
support the usability evaluation process by presenting important features and 
routines for future usability evaluation automatic tools. The ErgoIdentifier will 
use the website’s implementation code to automatically identify the elements of 
interaction of its pages. Once identified, these interaction elements must be 
mapped to the same key characteristics that may influence the usability as color, 
exact location on the page, size and format. So, this environment can also be 
used by the evaluator by presenting him/her initial basis for consideration. The 
Human Computer Interaction, or HCI, aims to provide developers ways of de-
signing and evaluating systems in which there is interaction between user and 
system. Usability can be considered as a key concept within the context of HCI 
and is focused on creating systems that are easy to learn and use. Therefore, it is 
possible to assess the quality of interactive systems according to factors that de-
fine its designers as priority. The ErgoIdentifier provides overall overviews of 
the evaluation processes starting with an identification of the website’s source 
code files and the web pages architecture. These information and the features of 
the interaction elements must be stored in a Database for presenting special res-
ports to the evaluator. These reports should include the features of the interac-
tion elements, number of repetition of specific ones, such as frames, icons and 
links. This proposed environment is composed by the following processes: (a) 
Website architecture definition; (b) Interaction Elements Definition; (c) Interac-
tion Elements Visualization; and (d) XML Files Generation. So, the ErgoIden-
tifier will consist of a database containing information from the pages and  
elements of interaction that should be used in a usability evaluation process. It 
also contains forms for queries characteristics of pages and elements found on 
the website to be viewed through a terminal where the environment is installed. 
They can also be obtained this information using text file formats, HTML and 
XML that can be used as input for tools to support usability evaluation. Also, 
the proposition of the ErgoIdentifier is based on a stimulus for the design and 
development of other usability evaluation tools that would be using it as a basis 
for defining the website’s architecture and also to have information about each 
webpage that are part of the website. Concerning the webpages, it is important 
that all of interaction elements should be automatically recognized and identi-
fied. This will allow the usability evaluation tools to be more efficient in their 
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purpose as this task (interaction elements recognition) is no longer needed to be 
performed by the tool. We intend to develop specific tools that should present 
meaningful usability evaluation reports by using the ErgoIdentifier and also 
present this environment for the HCI community. 

Keywords: Tools Usability and Interaction, User Interfaces, Ergonomics  
Criteria, Usability. 

1 Introduction 

According to the ACM (2009), the Human Computer Interaction, or HCI, aims to 
provide developers mechanisms and strategies for designing and evaluating systems 
in which there are interaction between user and system. Also according to the ACM 
(2009), usability as a key concept within the context of HCI, has focus on creating 
systems that are easy to learn and use, because with this concept is possible to assess 
the quality of interactive systems according to factors that define its designers as 
priorities.  

Considering the International Organization for Standardization (ISO 9241-11, 
1998), usability is the extent that a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency and satisfaction in a specific use. Effec-
tiveness means that the user is able to perform the desired task, efficiency refers to the 
time spent on task performance and satisfaction defines how the system is acceptable 
by users. 

Although usability should be measured, verifying whether the system was pro-
duced attending good usability patterns, it needs to be evaluated and the evaluations 
should be done with well defined processes and methods, formerly known and tested 
by specialists and experts on the subject. For such methods the use of specific sup-
porting tools can be really necessary to avoid personal aspects of the evaluators and 
can also cover a greater range of criteria to be evaluated.  

According to Sharp et al (2007), there are two main methods for collecting data on 
the usability evaluation of interactive systems: tests and questionnaires of satisfaction 
with users. They must measure the extent to which the system meets the needs of 
users, i.e., the efficiency and effectiveness for the purposes that have been proposed. 
The goal of these measures is to provide information for those designers can increa-
singly improve the usability of the same. These measures, still according to Sharp et 
al (2007), may be obtained with quantitative metrics using performance data such as: 
time to complete a given task, time to complete a task from a specified time, number 
and type of errors per task, number of errors per unit time, frequency of use of online 
help or manual, number of users who commit a certain type of error and number of 
users who completed a task successfully, among others. 

One way to facilitate and expedite these measurements is to obtain this information 
in an automated manner, i.e. using some mechanisms to obtain the same speeds and 
facilitating the work of the evaluator to the use of certain assessment tools usability as 
tools: Bloodhound, ISEtool, MESA, CoLiDes, CogTool, among others (Katsanos  
et al, 2010).   



 Design and Implementation of ErgoIdentifier 251 

 

This paper presents specific features about the development of an environment  
that will is called ErgoIdentifier. This environment is responsible for performing au-
tomatic collection of websites’ interaction elements and thus, supoport the usability 
evaluation process by presenting important features and routines for future usability 
evaluation automatic tools. The ErgoIdentifier will use the website’s implementation 
code to automatically identify the elements of interaction of its pages. Once identi-
fied, these interaction elements must be mapped to the same key characteristics that 
may influence the usability as color, exact location on the page, size and format. So, 
this environment can also be used by the evaluator by presenting him/her initial basis 
for consideration. This proposed environment is composed by the following 
processes: (a) Website architecture definition; (b) Interaction Elements Definition; (c) 
Interaction Elements Visualization; and (d) XML Files Generation. 

This paper is divided as the following: Section 2 presents specific concepts that 
were relevant for the development of the ErgoIdentifier environment; Section 3 
presents the design aspects of this environment presenting some database tables (or 
part of them), snapshots of some  interface screens and other features; Section 4 
presents some conclusions that can be considered about the design and future utiliza-
tion of the ErgoIdentifier; and finally Section 5 presents the bibliographic references 
used in the production of this paper. 

2 General Concepts 

Usability, as pointed by the ISO/IEC 9241, can be defined as: the effectiveness, effi-
ciency, and satisfaction with which users achieve specified goals in particular envi-
ronments. Effectiveness can be defined as the accuracy and completeness with which 
specified users can achieve specified goals in particular environments. Efficiency as 
the resources expended in relation to the accuracy and completeness of goals 
achieved. And, finally, user satisfaction as the comfort and acceptability of the work 
system to its users and other people affected by its use [2]. Specifically, some web 
sites usability evaluation techniques use previous evaluations approaches that produce 
qualitative reports, which might lead to subjectivity problems. 

So, evaluating is one of the main stages of the design development process and aim 
to certify if the interface is according with the specification and whether it allows 
users to perform their task with efficiency, effectiveness and satisfaction, i.e., with 
high levels of usability. The evaluation activities should be performed in all stages of 
usability engineering such as analysis, development and evaluation. So, specific tech-
niques that are appropriated for each stage were developed, such as usability inspec-
tion and usability tests (Cybis et al., 2010).   

Usability can be measured during user interactions with the system and evaluated 
by evaluators and/or inspectors that may judge how well the user interface aspects 
are, a priori, fitted to users, tasks and environments. In doing so, they judge the ergo-
nomics of that user interface. Usability and ergonomics are linked to a cause-effect 
relationship. The more ergonomic (or fitted) the interface is the higher is the level of 
usability it can afford to its users [8].  
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Methods aimed to measure usability (usability tests) are known to be usually ex-
pensive and complex [8]. Alternatively, ergonomics of the user interfaces can be  
evaluated or inspected faster and at lower costs. A simple differentiation between 
evaluations and inspections can be established based on the type of the knowledge 
applied to the judgments involved with both techniques. Evaluators apply mainly 
implicit knowledge they accumulated from study and experience, while inspectors 
apply primarily the explicit knowledge supported by documents, such as checklists. 
Inspectors cannot produce fully elaborated or conclusive diagnosis, but their diagnos-
es are comparatively coherent and generally obtained at low cost. 

2.1 Support for the Information Collection from Websites 

The ErgoIdentifier is graphically presented on Figure 1 that shows a general overview 
of all the processes involved in this environment starting with the website’s source 
files identification that contains the information about the web pages, storing not Just 
these information in a database but also the web pages structure and all the interaction 
elements presented on each one of them.  

Having these information, the ErgoIdentified generates XML (standard markup 
language) files that can be used as entries for usability evaluation supporting tools and 
may also be used by the usability evaluators to perform specific evaluations based on 
questionnaires or ckecklists. An Extensible Markup Language (XML) is a markup 
language that defines a set of rules for encoding documents in a format that is both 
human-readable and machine-readable. It is defined in the XML 1.0 Specifica-
tion produced by the W3C [9], and several other related specifications, all free-to-use 
standards. The design goals of XML emphasize simplicity, generality, and usability 
over the internet. Although the design of XML focuses on documents, it is widely 
used for the representation of arbitrary data structures, for example in web services. 
Many application programming interfaces (APIs) have been developed to aid soft-
ware developers with processing XML data, and several schema systems exist to aid 
in the definition of XML-based languages. 

The environment ErgoIdentifier comprises several processes which are: 
 

Identification of the Source File and Write HTML Page Site. This process reads 
the page's HTML source file in question and writes it to a text file and later in a data-
base, where they will be asked to research all the information on the elements and 
attributes assigned to them. 

Identification of Interaction Elements and Attributes of Each. This process reads 
the source HTML file saved in the database and makes the research of interaction 
elements within it such as links, frames, buttons and images, and also all the attributes 
defined for each of these elements that may have some influence on the usability  
of the site and saves them in the database for later retrieval and delivery tools for 
usability evaluation. 
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Fig. 1. ErgoIdentifier Structure 

 

Visualization of the Interaction of Elements and Their Attributes. This process 
reads the identified elements on the page and also their attributes in the database and 
available through the same set of forms in HTML using PHP, also identifying the 
meaning thereof, to facilitate the analysis by evaluating usability. 

 
Provision of Information Elements and Attributes in the XML Format File. This 
process reads the identified elements on the page and also their attributes in the  
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database and provides the same through a file in XML format to be read later by an 
assessment tool usability. 

 
Provision of Information Elements and Attributes in a File in Text Format. This 
process reads the identified elements on the page and also their attributes in the data-
base and delivers them through a text format file to be read later by an assessment 
tool usability. 

 
Provision of Information Elements and Attributes in the HTML Format File. 
This process reads the identified elements on the page and also their attributes in the 
database and delivers them through a file in HTML format to be read later by an as-
sessment tool usability. 

 
The main feature of the environment Ergoidentifier is to facilitate the activity of the 
usability evaluator providing him the greatest possible amount of information on the 
page and thus providing the means for a more precise about the page being analyzed. 
Initially, after analyzing the web page source code, this environment stores important 
information such as: web page address (url), number of interaction elements found, 
such as links, frames, images or buttons. After this step, these information is pre-
sented to the evaluator through search screens. These searches are based on the page 
addresses.  

The information presented on these screens can also be obtained in a .XML file 
that ErgoIdentifier automatically produces. These files are easily readable by other 
usability evaluation supporting tools and this is an important contribution ErgoIden-
tifier is presenting. In this scenario the environment Ergo Identifier seeks to identify 
the elements in the page that may affect the usability of the same as the links, frames, 
buttons and images. 

The next section presents some conclusions about the advantages the use of  
ErgoIdentifier can present to HCI usability evaluators. 

3 Conclusion 

The ErgoIdentifier as the product of this project will facilitate the work of HCI usabil-
ity evaluators, since it is expected that its use may produce important data according 
to the information found on the pages of websites – more specifically, according to 
the interactions elements presented on each page of the website under evaluation.  

Using this environment may be accomplished in various ways, namely by referring 
elements found on the website using screens on a terminal where the environment is 
installed, and also receiving information elements using text files and XML format 
that can be employed as entry into tools to support usability evaluation.  

The proposal is that it is a stimulus for other solutions that may be developed or 
updated and, thus, facilitate the work of the usability evaluators, making it more 
transparent and less subject to errors, contemplating, yet, increasingly, the characteris-
tics to be evaluated. Another aspect to be considered is that the ErgoIdentifier may 
support the production of direct evaluation mechanisms, more precisely supporting 
the questionnaires or checklists production, according to the characteristics of the 
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elements and found that the final assessment of the usability of website pages is the 
responsibility of the evaluator. 

 Finally, it is relevant to inform that the Ergo Identifier was not designed to replace 
the assessment instruments usability of websites, but basically it supports this assess-
ment process facilitating the work of evaluators in the search for interaction elements 
and their characteristics that may somehow influence usability. 
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Abstract. For upcoming validations within the di.me project, the technical 
evaluation components will be an important instrument for monitoring overall 
key usage indicators and serve as the basis for the further analysis of usage data. 
Consolidated findings acquired from the evaluation components shall serve as 
the basis for further improvements on the developed clients and overall di.me 
system. This paper states a list of related requirements as well as a technical 
overview of the employed system. 

Keywords: Quantitative user research, Self-Evaluation, User Feedback, User 
Research, Usability, User Experience, Requirements. 

1 Introduction 

The self-evaluation system as described here is targeted to enable the gathering of 
relevant client usage data for upcoming validations within the project. In particular, 
this shall address validations that might involve larger usage numbers and a setting, 
which cannot be directly controlled by any of the project partners. The acquired data 
will serve as the basis for evaluation and the measurement of key indicators regarding 
usability and user experience. There are two di.me clients developed, a web applica-
tion and an Android application for mobile devices. Both clients are supported by the 
Self-Evaluation Tool.  

For the Self-Evaluation Tool (SET), a number of requirements have been collected. 
Since the di.me software is especially concerned with safeguarding the user’s privacy 
and personal data, there have been special considerations for related functions. All 
gathered requirements are listed in section two “System Requirements Analysis”.   

As stated in for the project MyExperience, Fröhlich et al. [1] mention two impor-
tant factors of such a Self-Evaluation Tool, which are also central for the system  
employed in di.me:  

1. Implicit logging of device usage, user context and environment context. 
2. Explicit questionnaires to collect subjective user feedback in the particular  

situation. 
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For the shown di.me system, the decision has been made to also divide these two 
aspects on a technical level. Implicit interaction is using the existing di.me architec-
ture to gather this data on a customized di.me Evaluation Server Service; explicit data 
acquisition is employing an existing open source application. A detailed description is 
given in section three “Overview of the employed system”.  

1.1 Considerations of Related Tools  

For the gathering of implicit user data, there are some frameworks and established 
software solutions on the market that were considered. A well-known analysis tool is 
offered by Google Analytics [2]. There exist versions for analyzing both web sites 
and mobile Android applications. However, the usage of Google Analytics servers 
would not be suited for the di.me project’s decentralized server architecture. Mozilla 
offers its own test suite, Mozilla Test Lab Test Pilot [3] where users can get involved 
in testing future versions of a browser. The Mozilla Test Lab is strongly related to 
Mozilla’s related projects and does not support usage by external projects. Another 
similar project is the open source project Piwic [4], which offers steadily growing 
features, but does not support native Android applications at the moment. 

2 System Requirements Analysis 

Derived from the aforementioned main objectives of the evaluation tool, the follow-
ing table illustrates several derived requirements. The right column illustrates how 
these requirements are met by the developed technical solution.  

Table 1. General requirements table 

REQUIREMENT DEVELOPMENT PROTOTYPE 
Allowing participating di.me users to 
send interaction data and system status 
information for evaluation purposes to a 
consortium Evaluation Server on a vol-
untary basis. 

The amount of usage data sent can be set 
up in the client. According to the set-
tings, the raw data sent contains different 
sets of user and interaction data 
(see table 2 for details). 

Presenting participating di.me users 
short questionnaires or single questions 
in particular use situations (like e.g. first 
system use, closing of the system, use of 
interesting functionality, at particular 
time points). 

Online questionnaires can be filled out 
by the user at all times, independently by 
the running di.me system. Although for 
the moment this does not allow for au-
tomated triggering of questionnaires, 
special user groups can be addressed 
explicitly through the di.me central web-
portal during beta tests. 
The possibility of automating the alloca-
tion of questionnaires according to user 
behavior is planned for future releases. 
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Table 1. (continued) 

Allowing participating di.me users to 
send their feedback on the di.me system, 
on specific functionality, or on particular 
use situations. 

The developed di.me portal and commu-
nity websites will allow for a general 
contact, allowing the users to give their 
feedback to the system or towards a 
particular functionality. 

 
Additionally, for the technical development of the SET functionality, these key  

decisions have been taken:  

─ Usage data will be sent along with REST calls to the Personal Server (PS): this 
means that the interaction recording functionalities will rely on the same commu-
nication protocol as for the transmission of other data. 

─ All data reaching the Evaluation Server will have to pass the security infrastructure 
of the PS. If this is enabled by the user, this data is being sent in intervals to an 
Evaluation Server.  

─ The data will be anonymized by the Personal Server or contain no personally tra-
ceable data: Since all usage data has to pass the PS, it will be justified that the data 
is anonymized and obfuscated there. Therefore the Evaluation Server has no  
possibility to analyze mass clear user data.   

─ Evaluation questionnaires will be conducted online, through an external tool: since 
there are a multitude of questionnaire systems available, the decision had been  
taken to employ an existing open source tool for this purpose.  

2.1 Data Privacy Levels  

The following sections will give an impression, in which ways the usage of the SET 
can be utilized for evaluating the developed di.me system prototypes. The following 
table gives an overview of relevant usage data, a potential privacy classification, and  
 

Table 2. Distinction of interaction data by privacy levels 

PRIVACY 
LEVEL  

INTERACTION DATA  ANALYZED INDICATORS 

no or little 
concerns 

• Timestamp of transaction  
• Reference to current client 

type (mobile or desktop)  
• Reference to current View on 

the UI (encoded) 
• Reference to concrete action 

taken on the UI (encoded) 
 

• Reference to particular call 
made (e.g. new group or 
changed existing group) with-
out any content  

• Average Time to follow 
interaction sequences (e.g. 
setting up group, adding dif-
ferent users) 

• Average number of interac-
tion steps for conducting 
certain functions 
 

• Preferred ways of interac-
tion (if there are more than 
one)  
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Table 2. (continued) 

More detailed 
usage data but 
anonymized, 
not directly 
traceable 

• Reference to current client 
type and machine (e.g. Phone 
Version, Browser type)  

• Reference to situational or 
contextual data (current place, 
current situation encoded) 

• Encoded Identifier of current 
user without any clear infor-
mation (to distinguish the 
same user) 

• Obfuscated payload of trans-
mitted REST-call  

• Generally personal, but not 
directly identifiable informa-
tion (e.g. Gender, Birthday)  

• Average number of different 
objects  per type (e.g. aver-
age number of groups) 

• Statistics about technology 
used 

• user groups (e.g. old – 
young, male – female)  

• Different general behaviours 
according to different situa-
tions or places 

• Detection of covariance 
between situations and 
actions taken  

• Detection of longer se-
quences of actions taken 
(long-term usage, cycles of 
usage intensiveness, etc.)  

• Detection of similarities 
between users at certain 
events 

Personally 
traceable data, 
potential pri-
vacy concerns 
 

• Identifier of the user linked 
with clear identification in-
formation (e.g. Name or Nick-
name)  

• Reference to concrete situa-
tions and places  

• Plain text payload of transmit-
ted REST-call  

• Reconstruction of move-
ment profiles at events 

• Reconstruction of time pro-
files of individual users 

• Linking between different 
contacts, deducing knowl-
edge from concrete personal 
networks  

 

 
examples of possible relevant higher level indicators that could be deduced from the 
raw data. The di.me SET only collects data from the first and second privacy levels 
where there is no directly traceable data involved. Furthermore, approval has to be 
given by the user for both levels explicitly as opt-in. 

3 Overview of the Employed System 

Relevant software parts of the SET-components are within the di.me clients and in the 
di.me (service) gateway, which includes a service adapter particularly for the Evalua-
tion Server. On the client, user interaction data is being tracked if the functionality is 
enabled by the user. Further settings for information tracking can be adjusted.  
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The transmitted data is stored within the Personal Servers temporarily, and then sent 
anonymously to the Evaluation Server in fixed time intervals. The Evaluation Server 
is able to permanently store data from multiple Personal Servers. For a more tho-
rough overview of the complete di.me system, see [7].  

 

 

Fig. 1. Relevant components in the di.me system architecture for the SET are marked with a 
thick border (red) 

Online questionnaires are stored on a different external sever, running the open 
source implementation of Limesurvey [5]. These questionnaires are accessed through 
the client’s browsers directly and not through the PS. The data transmitted through the 
online questionnaires (which is of course voluntary and where only provided answers 
are sent) is completely separated from the tracking data, and therefore direct linking 
between these two data sets is being avoided. 

Since the direct proposal of questionnaires towards the user is covered externally 
through the respective browser on the client platform, the functional documentation 
describes the set up and communication of the interaction tracking of the users. 

 

 

Fig. 2. Early concept screenshot of the mobile user interface showing different options for the 
transmission of interaction usage data 
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3.1 Communication through the di.me REST-API 

Evaluation calls are routed through the REST-API interface, following the technical 
documentation. The decision had been taken to introduce this as a separate call for 
this (in contrast to providing additional evaluation information with each REST-call), 
in order to keep the communication flexible and independent of future changes of the 
API. The payload is using the same standard envelope for the transmission of the 
data, as most of the other sent objects. For readability purposes, the standard payload 
envelope is omitted in the following example:  

"guid":"<Unique ID for reference of this call>" 
"timestamp": 1326386999037, 
"client":<di.me mobile, desktop...>, 
"view": <REFERENCE TO VIEW>, 
"action": <REFERENCE TO ACTION TAKEN>, 
"currPlace": <OPTIONAL CONTEXT REFERENCE>,  
"currSituation": <OPTIONAL SITUATION REFERENCE>  

The client points to the type of di.me client that was used. View and action references 
are described in the following section. The References to current context information 
(currPlace and currSituation) are optional, according to the user settings. 

3.2 Encoding of Views and Actions 

For the storing different views and the according actions, an encoding scheme has 
been set up. The following image contains a showcase example of the general struc-
ture of the encoding for the mobile client. References are named according to their 
position within the information architecture. The naming convention takes into  
account the initially chosen element (e.g. people) and also the activated tab  
(e.g. people.groups and people.all).  

 

 

Fig. 3. Example drill down through different view hierarchies on the mobile client, numbers 
indicate the clicked or touched areas 
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Rationale for Using Limesurvey 
Apart from previous experiences of using the Limesurvey tool, there are certain par-
ticular characteristics that speak for the application within this scope of the di.me 
project because it meets the associated requirements:  

─ Both the web-application and the hosting server are under an open source license. 
A server can be easily set up for this purpose by the project partners. No other un-
authorized party has access to this server.  

─ Anonymized questionnaires: Questionnaires can be set up without storing any per-
sonally identifiable information from the users (unless users provide this informa-
tion by themselves).  

─ A multitude of different question types are pre-set within the application.  
─ Stylesheets can be employed to include a certain look and feel to adapt to the other 

user interfaces. Increasing mobile support.  

For the usage in the di.me project, Limesurvey seems as optimal option regarding 
open source solutions, and servers allowing for self-hosting. This way, the data flows 
can still be controlled and matched within the overall di.me system, and the project 
can benefit from the various features already implemented and offered. 

4 Conclusion  

Within this paper it was tried to show some of the essential requirements, fundamen-
tals and an initial technical overview of some aspects of the implemented SET in the 
di.me project  

Although no real usage data could be acquired with the SET yet, first implementa-
tions and prototypical test runs have yielded to first promising results. As for the 
planned di.me validations and beta tests, the first aim is to robustly collect the most 
general information, and iteratively include more sophisticated usage data later on. 
Further publications on the analyzed usage data and derived conclusions for the di.me 
system and possible improvements of the SET, are planned.  

As described by Sellner [6] there is the possibility to expand the Self-Evaluation 
Tool suite by (mobile) widgets, and to increase the technical support of the SET to 
other user research methods (like a usage diary with possibilities to include rich media 
like videos). Also, the automated triggering of particular questionnaires according to 
different interactions or user groups is currently being evaluated.  With the inclusion 
of these additional aspects and further improvements, the SET will allow for more and 
more autonomous and sophisticated analysis of usage data in diverse application 
areas.  
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Abstract. When using the card sorting technique, the goal of a user experience 
researcher is to determine the user’s expected information architecture. Card 
sorting is a knowledge elicitation method where users are given labeled cards 
and are asked to place them into groups. This method is commonly used to de-
termine a natural navigation structure for a group of users. We examine the im-
pact of priming, an implicit memory effect in which exposure to a stimulus  
influences response to a later stimulus, on this popular user-centered design me-
thod. A control group did the card sort only, while the experimental group 
watched a short presentation before performing their card sorts. The dependent 
measure was the percentage of agreement of each card sort against the typical 
sort. The primed group sort was significantly more similar to the typical re-
sponse than the control group. This study provides evidence that card sorting 
can be modulated by priming. 

Keywords: Evaluation methods and techniques, Human Centered Design and 
User Centered Design, Card Sorting, Priming, Knowledge elicitation. 

1 Introduction 

Card sorting is a user-centered design technique where users are given labeled cards 
and are asked to sort them into groups. This method is commonly used to determine a 
natural navigation structure for a group of users. We examine the impact of priming 
on this popular knowledge elicitation method. If card sorting is affected by a simple 
priming manipulation, there could be considerable implications for effective use of 
this technique.   

1.1 Card Sorting 

Websites are filled with large amounts of information, which users must navigate 
through making their search tasks difficult. According to Usability.gov, when seeking 
information on a website, 60% of the time people cannot find what they are looking 
for [26]. In order to provide better navigation for users, information needs to be orga-
nized appropriately. According to Pirolli and Card [19], users ought to be viewed as 
information foragers (a.k.a., infomavores). They navigate through information trying 
to find a familiar scent or “good scent”, which correctly leads them to what they are 
searching for. Website links have labels that are semantically related to content on the 
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target page. Thus, labels carry a scent of the linked content. Weak or misleading 
scents produce indecision (e.g., slow click through), frustration (e.g., do not continue 
along the link chain), and confusion (e.g., follow multiple links on a single page) for 
our informavore users. However, providing a good scent leads to more efficient and 
accurate navigation. Effective information architecture is built with a broad, shallow 
structure. The top levels must provide scent for all levels down the link chain. This is 
a tricky design task, but appropriate web page groupings can be easily determined 
through the employment of a card sorting methodology. 

Card sorting is a technique used to see how people categorize information; the re-
sults are used to infer users’ navigation expectations. In the task, participants are giv-
en various cards with information on them and asked to group them. Although target 
users are typically presented with text, pictures and objects can also be placed on 
cards [21]. There are two major types of card sorts. In an open card sort the partici-
pants are asked to write their own titles for each of the groups, while in a closed card 
sort titles are provided [8, 24]. This grouping procedure ought to help designers de-
termine a familiar information structure for their users, rather than depending on their 
own life experiences. While card sorting has clear value, it is subject to shortcomings. 
Miller [15] examined some of these issues revealing that the number of categories 
used in the card sort, the distribution of cards and sample selection methods can affect 
its performance. Findings like these raise questions about what else could harm or 
improve the performance of this popular knowledge elicitation method. 

There are several ways to analyze the results from a card sort. We present a few 
commonly used methods. The edit distance technique [5] compares the similarity of 
card sorts against each other based on the smallest number of card moves to make the 
sorts identical. Using the pathfinder [25], a network of links are used to represent 
cards that were grouped together with each link reflecting the weight of the relation-
ship between the cards. In contrast, Hudson [9] describes how quality of fit can  
provide additional information from a card sort. When performing in a card sort, par-
ticipants are sometimes instructed to omit a card if it does not fit anywhere. Interes-
tingly, Hudson observed people were reluctant to omit cards. One way to capture this 
reluctance is to ask participants to assign a “quality of fit” score to each item based on 
how well it fit into the group. These scores were used to strengthen how well an  
individual card fit into the whole card sort by averaging the scores of that card and 
including confidence of the placements.  

In addition to physical card sorting, there are online versions which we have found 
to be easier to employ. These online tools appear to streamline traditional methods 
and offer built-in analyzes [3]. The EZSort tool uses Usort to group cards by direct 
manipulation and EZCalc software to perform analysis [6]. Optimal Sort [18] shows 
results in a similarity matrix, dendogram, and a participant-centric analysis. The par-
ticipant-centric analysis specifically tests the participants’ card sorts against each 
other’s to find the most acceptable top submissions. UXPunk’s Websort [27] shows 
results as category summaries, tree graph, categories by items matrix, and items by 
items matrix.  

The user experience literature contains many applications of card sorting. Some 
applications include: improved web navigation, prioritization of information,  
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measurement for learning, and classification of problems. When Google AdWorks 
Help Center was restructuring their website, a card sort containing over 500 cards was 
used. After their website redesign users found information faster and with fewer er-
rors [16]. A card sort and an informal one-on-one interview protocol were used to 
develop the loyalty program for Wells Fargo. Participants grouped cards that 
represented purchase types (clothes, groceries, vacation, etc.) into categories and sub-
categories and marked their top 10 cards that would encourage them to join. This card 
sort allowed them to create their first loyalty program that provides maximum incen-
tives to users by taking advantage of both occasional luxuries and everyday  
necessities [13]. The way cards are sorted can also be used as a quantitative measure 
of learning outcomes [e.g., 7]. When using the same one-word programming-related 
cards in a sort they found statically significant differences distinguishing novices from 
graduates of their computer science department. Being able to sort the cards in several 
meaningful ways corresponded with participants’ knowledge acquisition in the field. 
Card sorting can also be used to understand and classify problems. A usability evalua-
tion compared four New Zealand university online library catalogues. There were too 
many problems detected to easily determine a solution. Interestingly, by using a card 
sort, they were able to understand and classify the problems [28]. 

1.2 Priming 

Priming describes the implicit memory effect in which exposure to a stimulus influ-
ences response to a later stimulus [10]. To prime a card sort, the researchers must 
influence how participants organize the cards without their explicit realization of the 
influence. Nisbett and Wilson [17] found that participants in experiments often mis-
judge the logic behind their thought processes. Bargh, Chen and Burrows [1] experi-
ment used priming and found participants were unaware of the fact that had been 
influenced. Participants were primed with either a neutral, polite, or rude word list 
and then taken to a room where two facilitators were deep in conversation and ig-
nored them. The proportion of interrupters from each group was related to the word 
list they had been given with individuals in the “rude” group being faster to interrupt 
than those in the “polite” group.  

After priming, information is retrieved from memory for use. The retrieval theory 
of priming in memory “assumes that a prime and target are combined at retrieval into 
a compound cue that is used to access memory. If the representations of the prime and 
target are associated in memory, the match is greater than if they are not associated, 
and this greater match facilities the response to the target” [20, p. 385]. Activation 
theories of priming propose that exposure to a prime activates the conceptual repre-
sentation of the prime; that activation persists for a given amount of time allowing the 
concept to be accessed more quickly in the future if the same concept or a related 
concept is encountered. From either perspective, priming may directly influence the 
ease of retrieval during a knowledge elicitation task like a card sort. 

Priming can affect relatively simple cognitive processes as well as more complex 
processes; priming can occur for individual letters, words, semantic structure, con-
cepts, decision making, and physical actions. As an example of the scope of priming, 
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consider the effects of priming on creativity. If given samples before completing a 
generative task (e.g., create something novel), participants will demonstrate less crea-
tivity, tending to adopt features that were shared across the samples into their own 
creations [14, 23].  

A card sort is the visual representation of how an individual mentally perceives the 
categorization [12, 22]. “Categories are not ‘out there in the real world,’ external to 
people. Rather, mental representations depend on factors specific to each person in-
cluding experience in the world, perception, imaging capabilities, and motor capabili-
ties” [11, p. 284]. Participants in cards sorts are given the instruction to organize the 
information using a “feels right approach” [2]. Priming of categorization would 
change how participants’ feel the cards should be grouped. Chi and Koeske [4] ex-
amined the relationship of interlinking networks of information – the subject was 
dinosaurs – and how easily the information was remembered. The networks were 
created using two tasks, production and a clue game, to elicit the participant’s prior 
dinosaur knowledge. Mapping the semantic network was done using the follow links: 
dinosaur-dinosaur, dinosaur-property, and nine-categories based on general know-
ledge of dinosaurs. They found that the higher interlinking and better structured net-
work of dinosaurs was more easily remembered and retained over a year later than the 
less structured network 

The ease with which it seems one can be primed, lead to the question of whether 
participants can be primed to organize cards a certain way. For example, could recent-
ly presented marketing material like commercials or brochures prime a user’s card 
sort? If so, does this priming statistically impact their behavior? Card sorting was 
developed to focus on how people really think when designing a user interface, but 
priming could influence those results in an unnatural manner. 

2 Methods 

Ninety undergraduates participated for course credit. The card sort contained 40 items 
that participants sorted into nine groups for a fictional zoo website. A control group 
did the card sort only, while the experimental group watched a short presentation 
before performing their card sorts. The card sorts were completed using WebSort.net, 
an online card sorting tool that allows participants to drag and drop each item into the 
different groups. A sample sort is shown in Figure 1.  

The priming presentation consisted of a series of slides that contained picture re-
presentations of the cards the participant was about to sort. Figure 2 provides an ex-
ample of a slide in the presentation that shows pictures of a wedding, cocktail party, 
birthday party, family reunion, and catered food to implicitly suggest these items are 
associated with each together.  

The dependent measure was the percentage of agreement of each card sort against 
the typical sort. This measure allows us to capture the impact on group agreement 
variability. The typical sort was determined by conducting a frequency count of card 
categorization across all participants. The category a card was placed in with the most 
frequency was determined to be the “typical” sort for that card.  
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Fig. 1. Representation of a participant’s card sort  

 

 

Fig. 2. Sample slide from the priming presentation  
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3 Results 

This experiment utilized a between-subjects experimental design. The percentages of 
agreement were compared using an independent samples t-test. The primed group (M 
= .83, SEM = .014) sort results were significantly more similar to the typical response 
than sort results for the control group (M = .78, SEM = .018); t(88) = 2.499, p < .05. 
Therefore, priming was found to reduce variability within a card sort. Not only does 
this demonstrate potential card to category changes, but it can give researchers a false 
sense of security as most participants categorize the cards in the same way.  

4 Conclusion 

Card sorting essentially ask participants to sort labeled cards into groups. This method 
is used to visually represent a natural navigation structure for a group of participants. 
The goal of card sorting is to determine participants’ natural expectations, but priming 
could affect participant card sorting independent of the expectations they otherwise 
might have had. This study examines how priming possibly impacts participants’ card 
sorting behavior.  

We provide evidence that a card sort can be primed. Card sorting is intended to 
capture natural expectations. However, we showed that priming decreases card sort-
ing effectiveness by nudging participants toward a typical response. From a practical 
perspective, this means that when designers introduce their company, build scenarios, 
or creating orientation scripts they need to be careful not to prime participants’ res-
ponses to the upcoming task. Therefore, we need to be careful not to decrease the 
effectiveness of our card sorts through unintentional priming.  
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Abstract. In order to examine the new value of photo management software 
preinstalled on personal computers to develop a model for the next photo man-
agement software, I have to utilize the Experience Vision method. I will intro-
duce the process from gathering information from the activity of novice users, 
structuring of their real user demands, to scenario creation. 

1 Introduction 

There are many novice users among customers who purchase Fujitsu PCs. On the 
other hand, software developers are skilled PC users, and therefore, it is often the case 
that development is started without grasping beginners' actual use condition. The 
resulting software may be too difficult for beginners to use.  

By grasping requirements in the early stage of development, improved quality and 
increased efficiency are expectable. The solution of those problems was tried by  
applying a vision centered design Experience Vision method. 

2 Process 

2.1 Behavior Observation of Novice Users  

The project members started with collecting features and results of novice users' pho-
tograph life by observing and conducting interviews.  

For this observation and interview, I prepared a “Novice Interview Template” 
[fig.1]. 

As a result, I was able to collect a series of the beginner’s actions from taking a 
photograph, saving it to a personal computer, to arranging, editing, and printing. I was 
also able to obtain a lot of other notices.  

2.2 Structuration of Notices and Configuration of Personas 

Next, in order to retrieve the beginners' intrinsic value from the behavior observation 
that was conducted by the project members, the gathered keywords were written out 
to cards.  
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Fig. 1. Novice Interview Template 

Demands and tasks were structured depending on whether gathered information 
was the user’s goal, or rather a mean to achieve a purpose by analyzing their relation-
ship to each other. 

Through this structure I clarified the cause and effect of problems novice users face.  
Moreover, I made three personas based on the interviewed people and shared them 

between the project members at this time. 

2.3 Laddering Up to the Intrinsic User Value 

From the structured notices, I formed three intrinsic user values "pleasure to photo-
graph", "pleasure to see", and "pleasure to show" based on statements, such as "I will 
not delete it, even if it is blurred, as long as the expression is good, ", "I want to take 
pictures of important events properly", "I want to make sure it is saved”, These helped 
to create the overall structure. 

2.4 Consideration of the Advantage as a PC Maker (Business Offering Policy) 

In case of Fujitsu personal computer, the Insertion of a SD card automatically starts 
the importing tool.  

When automation helps beginners to achieve his purpose without being confused 
by difficult messages and choices of the OS, it is an important aspect in the develop-
ment of easy-to-use software.  
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Since this interaction is a strong point unique to a PC maker who is developing 
both hardware and software, I decided to consider concrete scenarios based on the 
given interaction. 

Moreover, individual users think of ease of use as an important factor in the pur-
chase of a personal computer. When buying a personal computer, the percentage of 
users purchasing at a shop front of mass home electronics retailers, that ask the sales-
person for an easy-to-use personal computer, is high.  

Therefore, software that promise ease of use and meets the expectations when used 
becomes important. 

2.5 Using Structured Scenarios 

Activity Scenario  
Since in the case of this example the target for the development was clear, I started 
from the activity scenario.  

For each of the three persons' persona, usage scenes of their photo life from taking 
a picture to printing and the corresponding actions taken were described as an activity 
scenario [fig. 2]. 

Interaction Scenario  
To some activity scenarios, I did the breakdown how things can be realized and 
created a detailed interaction scenario [fig. 3]. 

I then evaluated if the flows suit our persona, and prioritized depending on the us-
er, and chose the scenario for prototyping. 

 

 

Fig. 2. Activity Scenario 
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Fig. 3. Interaction Scenario 

 

Fig. 4. User Interface Ideas 
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Prototyping  
From these work I extracted the user requirements for photograph software, devel-
oped the user interface design based on it, and created prototype ideas for user  
interface [fig. 4], [fig. 5]. 

 

 

Fig. 5. User Interface Ideas 

3 Conclusion 

3.1 The Advantages for the Mounting Process 

Vision centered design method is a technique applied in the planning phase of a prod-
uct, a system, or a service. However, since it also has positive side effects in the  
implementation phase, an example has been introduced. 

• The overview of the whole user experience by visualizing the thinking process 
helped to discover that the photograph experience starts from "taking a picture".  
A fact that I did not consciously consider in the development of previous photo-
graph software  

Since the user wants to take a picture well, displaying additional information when 
looking at photographs for reference, such as settings the picture has been taken with 
or a map of the location is appreciated. This shows how the presented method has 
effectively helped to gain overview of the whole User Experience of photograph 
browsing by clarifying the user values and actions. 
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• Minimization of the redo due to change of requirements 

In actual development is not rare to be obliged to a change of design.  
If it is only underlying technology that changes, I can respond by only making ad-

justments to the interaction scenario.  
In commercialization, even if functionality’s implementation does not make it into 

the product due to deadlines, keeping the results of the examination process, helps to 
not forget the ideal design which can be utilized for the next development cycle. 

3.2 Problems of the Execution 

When utilizing the presented Experience Vision method I noticed the need for the 
following points in practical use. 

• Dividing into teams  

Taking photos, seeing photos, sharing photos – By dividing into teams for each activi-
ty, discussions and scenario creation become more efficient.  

Moreover, by having two or more teams competing each other examine the same 
activity, substantial scenario creation can be done even if only a short period of time 
is given. 

• Raising facilitators 

During discussions considering of business viewpoints may occur. As business view-
points may sometimes differ from the user viewpoint, it is important to raise a reliable 
facilitator who can cope with such situations appropriately. 

• Rooting the value creation process 

For successful examination of this method it is important to be useful for the im-
provement of a product, and that all stakeholders of the development process to un-
derstand that the method helps to guide a product to business success, and that the 
method is integrated into the development process. Therefore, the development re-
lated members also need to change their mind to successfully adopt the presented 
method. 
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Abstract. The ISO/IEC 25063 standard provides a Common Industry Format 
for documenting the context of use.  It defines the context of use as the "users, 
tasks, equipment (hardware, software and materials), and the physical and 
social environments in which a system, product or service is used", and 
specifies what should be included in a description of the context of use.  This 
paper explains the importance of identifying the context of use as part of the 
human centred design process, provides an outline of the information that needs 
to be included in a description of the context of use, and explains how the scope 
of the context of use needs to be identified and how multiple contexts of use can 
be differentiated.   

Keywords: Standards, context of use, usability, common industry format. 

1 Introduction 

ISO 9241-210 emphasises the importance of understanding and specifying the context 
of use as part of the human-centred design process.  The characteristics of the users, 
tasks and organizational, technical and physical environment define the context in 
which the system is used.  The objective of ISO/IEC 25063 "Common Industry 
Format for Usability: Context of Use Description", is to explain the various roles of 
context of use descriptions in systems development, and to specify in detail the 
information that needs to be identified.  This will provide a source of guidance for 
people responsible for documenting the context of use, and could also be used to 
specify the information about context of use that should be provided as part of a 
contract for systems development.  ISO/IEC 25063 is currently being finalized, with 
publication expected in late 2013 or early 2014. 

2 What Is the Context of Use? 

The phrase "context of use" has been used in a general sense in HCI for many years 
[15], and is currently defined by the Interaction Design Foundation as "the actual 
conditions under which a given artefact/software product is used, or will be used in a 
normal day to day working situation" [2]. 
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In ISO 9241-11, developed at the same time as the MUSiC method [1,14], "context 
of use" has a more precise meaning: the characteristics of the users, tasks and the 
physical, social and organizational environments in which a product, system or 
service is used. As this includes all the factors that influence the usability 
(effectiveness, efficiency and satisfaction) when a product is used, this definition 
provides a more rigorous framework than traditional approaches to user and task 
analysis that may, for example, overlook the influence of the technical, physical and 
social environment.  The definition also explicitly includes the characteristics of the 
user that will influence usability.  

In a design situation, the characteristics of the product will determine the usability 
in a given context of use.  For an existing product, the characteristics of the context of 
use determine the usability of the product.  

The most recent version of the ISO definition of context of use is in ISO/IEC 
25063: "the users, tasks, equipment (hardware, software and materials), and the 
physical and social environments in which a system, product or service is used".    

3 Context of Use in Systems Development 

As usability depends on the context of use, detailed knowledge about the context of 
use is an essential prerequisite for requirements definition, design and evaluation.  In 
the early stages of product conception, information about the context of use 
complements information about user needs.  Many user requirements can be derived 
directly from the context of use, as the system needs to be usable in all the intended 
contexts of use. Requirements identified from the context of use could for example 
include the need to use terminology that is familiar to the identified user groups, to 
support commonly occurring task flows, and for the interface to be usable in unusual 
physical environments.  

During design and development, the context of use description will become more 
detailed as more information is obtained and design decisions are taken.  It may be 
necessary to identify and describe the context of use for some or all of following 
situations (which are explained in more detail in ISO/IEC 25063):   

• Initial high-level description of the context of use.  This information can provide 
an initial basis for identifying user needs (and could for example include lists of 
user groups and their tasks).   

More detailed descriptions of the context of use are needed to support particular 
stages of the design and development process: 

• Current context of use.  Information about the currently existing context of use 
can be used to identify needs, problems and constraints that might otherwise be 
overlooked, but which design of the future system should take account of.  

• Intended context of use.  Defining the intended context of use provides a basis for 
designing the new product or system by describing the types of users who are 
intended to use it, the tasks that are to be undertaken and the environment(s) in 
which it is intended to be used. 
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• Context of use specified as part of user requirements.  The context of use 
should be included as part of a user requirements specification to clearly identify 
the conditions under which the requirements apply and the contexts in which the 
system needs to be usable. 

• Intended context of use of the implemented system.  This documents how and 
when the implemented system is intended to be used.  The context in which the 
implemented product or system has been designed to be used may differ from the 
context that was originally intended (for example as a result of compromises made 
during design and development).   

• Context of use of the deployed system.  The context of use of the system after 
deployment can be identified through follow-up evaluation, and includes any new 
ways the system is actually being used (for example by unanticipated types of 
users for new tasks in different environments). 

Two other applications of context of use descriptions are: 

• Context of use used for evaluation.  To obtain valid results, it is important that 
the context of use that is used for the evaluation is so far as possible a realistic 
representation of the actual or intended context of use, using users with similar 
skills and abilities carrying out typical tasks in a representative environment.  
Documenting the context of use to be used for evaluation helps plan a realistic 
evaluation and subsequently provides evidence that the results are valid. 

• Context of use information included in a product description.  To help 
potential purchasers or users of a product or system, the product description should 
include a description of the intended context of use of the product. 

4 Content of a Context of Use Description 

ISO/IEC 25063 specifies the particular items that are required and recommended for 
inclusion in different types of context of use descriptions.  The items in the standard 
were derived from those previously described in ISO 9241-11 and ISO 20282-1, and 
they were refined through discussion in the working group (that includes experts in 
ergonomics, usability and software quality) taking account of feedback received on 
draft versions of the standard.  The items are summarized below.   

Subject of the context of use description: 

• The system, product, service or concept for which the context of use is being 
described.  

• The purpose of the system, product, service or concept. 
• A summary of any preconditions and/or constraints that affect the design of the 

interactive system.   

User groups and stakeholders: 

• Each distinctly different user group.   
• Other stakeholders who could have an impact on the use of the system, product or 

service. 
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• The relationship between each relevant user group and the system, product or 
service in terms of key goals and constraints. 

• The characteristics of each user group. 
• If the actual or intended users will include people whose physical or psychological 

characteristics are at the extremes of the normal range, these characteristics should 
be included in the description of context of use description. 

User characteristics that could affect usability: 

• Demographics such as such as age, gender or education. 
• Psychological and social characteristics such as cognitive abilities, cultural 

background, language, literacy, knowledge and skills, motivation and attitude. 
• Physical and sensory characteristics such as body dimensions, handedness and 

visual and auditory abilities. 

Goals and responsibilities of the user group and the organization (in which the user 
group works): 

• A list of the goals of the different user groups described as intended outcomes that 
people are trying to accomplish (including personal goals when relevant). 

• Any goals defined by the organization that provides and/or develops the interactive 
system that are likely to affect usability. 

• Any responsibilities that are judged to be likely to affect usability. 

Tasks of the users: 

• For each task, the characteristics that are likely to affect usability, which could 
include the goal of carrying out the task, the task result or outcome, whether there 
is discretion in how to carry out the task, the duration and frequency, and the 
complexity. 

• Tasks will usually need to be analysed and described.  While task analysis is 
logically part of a context of use description, it is usually documented separately. 

Technical, social and physical environment(s): 

• The technical and technological environment that could for example include tools, 
equipment, hardware configuration, input device(s), network connection, and 
assistive technologies. 

• The social and organizational environment that could for example include 
availability of assistance, responsibilities, group dynamics, time pressures, and 
interruptions. 

• The physical environment that could for example include the time, location, 
workplace, lighting and temperature. 

Problems: 

• The description of an existing context of use can include any identified problems 
that are observed or reported, which can help identify user needs and potential 
improvements. 
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5 What Should Be Included in a Context of Use Description? 

To decide what to include in a detailed context of use description, the following 
decisions need to be made: 
 
a) What is the focus of the context of use? 
b) What is the scope of the context of use? 
c) How many different contexts of use are there? 
d) Which characteristics of the context of use should be described? 

5.1 What is the Focus of the Context of Use? 

The context of use represents the users, tasks and environments for which a system, 
product or service will be used.  The system, product or service is the focus of design 
or evaluation in predefined contexts of use.   

The boundary between the system, product or service and the technical 
environment depends on the scope of what is being designed or evaluated. This is 
represented by Equipment that could be part of the System, Product or Service.  For 
example, if designing software for a digital alarm, the product is the software, and the 
hardware is part of the technical environment, but if designing the whole alarm, both 
the hardware and software are part of the product. Figure 1 shows four categories of 
the context of use that can influence the usability of a system, product or service: 
Users, Tasks, a Physical and social environment, and a Technical and technological 
environment (including Equipment).  

Although the context of use is most commonly used with the focus on designing or 
evaluating a system, product or service, any element can be the focus.  For example 
when employing staff to operate an existing system, the focus could be on evaluating 
whether the staff have (or could acquire) the skills needed to operate the product in 
specific contexts of use. 

 

 

Fig. 1. Scope of the Context of Use 
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5.2 What Is the Scope of the Context of Use? 

It is important to decide the specific types of users, tasks and environments that are 
within the actual or intended contexts of use.  In Figure 1, the outer shaded area 
represents the users, tasks and environments that are not part of the context in which 
the product is being or is expected to be used.  The inner part is those contexts of use 
in which the product is used, or is intended to be used. 

5.3 How Many Different Contexts of Use Are There? 

For how many different combinations of users, tasks and environments is the product 
or system being used, or intended to be used? 

A context of use description can be of one instance of a context of use, or could 
include a range of contexts of use in which the product, system or service is used, or 
in which it is intended to be used.  Different contexts of use are differentiated by 
subsets of user groups, tasks or types of environment that are known or judged to be 
likely to result in significant differences in usability.  The overall context of use of 
interest will then be composed of a set of potential contexts of used defined by all the 
relevant permutations of the subsets. 

 

 
 

Fig. 2. Different Contexts of Use 

 
This is illustrated in Figure 2 where from all the potential users, tasks and 

environments, three different user types carrying out a task in two different 
environments define six different intended contexts of use. 

Usability may be different in each context of use.  ISO/IEC WD 25022 describes 
context completeness (originally defined in ISO/IEC 25010) as the extent to which a 
product or system can be used with the required levels of effectiveness, efficiency and 
satisfaction (and freedom from risk) in each of the specified contexts of use.  This 
quality characteristic is intended to be used to highlight the need to specify the 
required level of usability in each context of use included in a user requirements 
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specification, and subsequently to provide a profile of the extent to which 
requirements have been met when evaluating the actual usability achieved in each 
context of use. 

5.4 Which Characteristics of the Context of Use Should Be Described? 

A detailed description of the context of use should identify all the attributes that will 
have a significant impact on usability, but descriptions of the context of use can 
become very long and complex if every characteristic of every attribute is described 
in detail.  Only those characteristics of the context of use that are judged to be likely 
to affect usability need to be included, although it may also be useful to describe any 
other variations in characteristics that could potentially also affect usability.  So for 
example when selecting participants to evaluate a product, previous experience of 
using the product, or another product with the same interaction style, may have a 
much bigger influence on usability than conventional demographics such as age, 
gender or education level.   

Some user characteristics can be identified in different ways: either by describing 
the specific psychological, social, physical and sensory characteristics, or by 
identifying groups with specific tasks, job roles or demographics that are associated 
with particular characteristics.   

Characteristics that will not affect usability need not be included (for example the 
temperature in an office environment that is within normal ranges).  Making the 
judgement of which characteristics are likely to affect usability requires some 
expertise, and to conform to ISO/IEC 25063, an explanation of the basis for the 
judgement has to be provided. 

6 Conclusions 

The description of the context of use provides common information that is needed to 
help maintain a human-centred design focus within a project.  It is intended for use in 
conjunction with the other information that is to be produced relating to human 
centred design.  The description of the context of use is intended to be used as part of 
system-level documentation resulting from development processes.   

Inadequate knowledge about the context of use can result in the development of 
products, systems or services that do not meet user needs, and evaluation results that 
do not represent how a system will actually be used.  The lack of a shared 
understanding of the context of use in development teams is a common failing in 
systems development ([14]). The ISO/IEC 25063 standard is intended to highlight the 
importance of describing the context of use, and to help ensure that appropriate 
information is included in descriptions of a context of use. 

Additional Common Industry Format standards are planned for documenting other 
deliverables in user centred design:  
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• User needs report (ISO/IEC 25064) 
• User requirements specification  
• User interaction specification 
• User interface specification 
• Usability evaluation report (ISO/IEC 25066 under development) 
• Field data report 

These will complement the existing ISO/IEC 25062 Common Industry Format for 
Usability Test Reports. 

If you would like to contribute to development of the Common Industry Format 
standards, or to comment on drafts, you can either do this via your national standards 
body [3], or if you are a member of one of the ISO TC159/SC4 liaison organisations 
[4] such as UXPA [16] you can participate through the liaison organisation. 
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Abstract. During early phases of the development of an interactive system, fu-
ture system properties are identified (through interaction with end users in the 
brainstorming and prototyping phase of the application, or by other stakehold-
ers) imposing requirements on the final system. They can be specific to the ap-
plication under development or generic to all applications such as usability 
principles. Instances of specific properties include visibility of the aircraft alti-
tude, speed… in the cockpit and the continuous possibility of disengaging the 
autopilot in whatever state the aircraft is. Instances of generic properties include 
availability of undo (for undoable functions) and availability of a progression 
bar for functions lasting more than four seconds. While behavioral models of 
interactive systems using formal description techniques provide complete and 
unambiguous descriptions of states and state changes, it does not provide expli-
cit representation of the absence or presence of properties. Assessing that the 
system that has been built is the right system remains a challenge usually met 
through extensive use and acceptance tests. By the explicit representation of 
properties and the availability of tools to support checking these properties, it 
becomes possible to provide developers with means for systematic exploration 
of the behavioral models and assessment of the presence or absence of these 
properties. This paper proposes the synergistic use two tools for checking both 
generic and specific properties of interactive applications: Petshop and Java 
PathFinder. Petshop is dedicated to the description of interactive system beha-
vior. Java PathFinder is dedicated to the runtime verification of Java applica-
tions and as an extension dedicated to User Interfaces. This approach is  
exemplified on a safety critical application in the area of interactive cockpits for 
large civil aircrafts. 

1 Introduction 

Nowadays interactive applications are more and more required to handle the complex-
ity of command and control systems for safety critical applications. Formalisms, 



 V&V of Lexical, Syntactic and Semantic Properties for Interactive Systems 291 

 

processes and tools are then required to bring together several properties such as  
reliability, dependability and operability. In addition to standard properties of com-
puter systems (such as safety or liveness), interaction properties have been identified. 
Properties related to the usage of an interactive system are called external properties 
[2] [9] and characterize the capacity of the system to provide support for its users to 
accomplish their tasks and goals, potentially in several ways, and prevent or help to 
recover from errors. Although all types of properties are not always completely inde-
pendent one from each other, external properties are related to the user’s point of view 
and usability factor, whereas internal properties are related to the design and devel-
opment process of the system itself (modifiability, run time efficiency). Interactive 
systems have to support both types of properties and dedicated techniques and ap-
proaches have been studied for this purpose, amongst them are formal methods.  
Formal languages have proven their value in several domains and are a necessary 
condition to understand, design and develop systems and check their properties. 

Formal methods are studied since several years in the field of HCI as a mean to 
analyze in a complete and unambiguous way interactions between a user and a sys-
tem. Several types of approaches have been developed [8], which encompass contri-
butions about formal description of an interactive system and/or formal verification of 
its properties. Amongst these approaches, ICO description technique and associated 
Petshop CASE tool, provide augmented support for describing the conceptual model 
of the system but also for analysis and validation at earlier stage in the process [10]. 
This kind of approaches provide support for describing exhaustively interactive sys-
tems and their behavior, as well as prototyping, testing and verifying synchronously 
certain types of properties. However, as existing notations to produce executable 
models are quite expressive, models cannot be verified until they have been translated 
into more abstract models in order to perform properties verification. This paper pro-
poses to associate Petshop to JPF, a framework for runtime verification of Java pro-
grams. This association provides support for complete and non-ambiguous description 
of an interactive application (with Petshop) as well as formal verification of the ICO 
specification based interactive application (with JPF). Next section is dedicated to the 
presentation of the tool suite. Third section illustrates the use of this tool suite for the 
example of the Weather Radar aircraft cockpit application. Fourth section is dedicated 
to related work. 

2 A Tool Suite for the Validation and Verification of Interactive 
Systems 

This tool suite is composed of two software tools: Petshop and JavaPathFinder. Pet-
shop [3] is dedicated to the description of interactive system behavior. JavaPathFinder 
[4] is dedicated to the runtime verification of Java applications and as an extension 
dedicated to User Interfaces.  
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2.1 Petshop 

The CASE tool Petshop1 is Java based and provides support for editing ICO models. 
Interactive Cooperative Object (ICO) [16] is an object-oriented formal notation dedi-
cated to interactive systems. It provides support for describing: the events to which 
the application can react, the set of functions it can perform and the implicit set of 
states in which the system can be. This formalism encompasses both the "input" as-
pects of the interaction (i.e. how user actions impact on the inner state of the applica-
tion, and which actions are enabled at any given time) and its "output" aspects (i.e. 
when and how the application displays information relevant to the user). ICO notation 
is based on Petri nets and Petshop tool then allows classical manipulations on the 
Petri nets add/remove/modify (Petri net items, marking, code within transitions, etc.) 
and offers classical editing services (copy/cut/paste, undo/redo, navigation amongst 
the models, etc.). Petshop also enables to execute simultaneously the interactive ap-
plication as well as its underlying models. Furthermore, it is possible to modify the 
models while the modeled interactive application is running. This list of features 
enables to formally specify, test and validate an interactive application in early stages 
of the development process, using Petshop as a high-fidelity prototyping tool [19]. 
However, properties verification activities require transformation of the high-fidelity 
prototype. Fig. 1 represents diagrammatically the current existing process for verify-
ing properties of interactive applications running in the Petshop environment. 
 

 

Fig. 1. Existing process for verifying properties of Petshop running interactive applications 

The analysis performed at runtime within Petshop environment is executed on 
translated version of ICO models. The translated models are low-level Petri nets and 
the Petshop analysis module performs an invariant Analysis (P/T invariants) of the 
underlying Petri net. Previous work has shown that it is also possible to perform for-
mal manual analysis of interactive system properties [17] as well as ergonomic rules 

                                                           
1 http://www.irit.fr/recherches/ICS/softwares/petshop/ 
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[18], both using ACTL notation for expressing properties. However, as previously 
described, ICO notation is quite expressive and ICO models cannot be verified until 
they have been translated into more abstract models in order to perform properties 
verification. 

2.2 JPF 

Java PathFinder2 (JPF) [4, 23] is a framework for the runtime verification of Java 
programs. It can be used as an explicit-state model checker that works directly on 
Java bytecode. JPF specializes in finding deadlocks, verifying assertions, and check-
ing temporal logic specifications through the use of listeners, which monitors the  
exploration of all possible paths in a Java program and continuously check that the 
specifications are met. JPF explores all possible interleavings in multi-threaded pro-
grams as well as all possible choice points (both in terms of control logic and data 
values) corresponding to a specific environment.  

JPF has many extensions, which can be used to process various languages (e.g., 
UML-style Statecharts, Scala), the use of specific Java libraries (e.g., network com-
munciations, java.awt or javax.swing), or, to switch from model checking to a less 
exhaustive form of verification (e.g., symbolic execution, concolic execution or run-
time analysis). In our case, we are using mostly jpf-awt, which provides convenient 
abstractions of user interface libraries (awt or swing) and means to model interacting 
users through scripts [24]. 

Complex functional properties, corresponding to LTL [21] safety properties, can be 
expressed and checked using JPF listeners. Listeners are Java programs that run in 
parallel with the execution done by JPF, monitor the states of the application under 
test at every step, and check them against the specified formal property. JPF listeners 
are commonly referred to as observers in the model checking community. So, using 
listeners does not require any modification of the original application code; it does 
require knowledge of that code though. Listeners can easily encode LTL safety prop-
erties such as the Property P described above. However, they cannot express liveness 
properties (in layman’s terms, asserting that something good eventually happens), 
e.g., stating that a value is eventually displayed. Liveness properties can be checked 
by JPF only using the jpf-ltl extension, which has not been tested extensively. This 
capability can be useful to check properties such as checking that a progression bar 
keeps moving or that a button eventually gets reset. 

2.3 Process for Formal Description and Verification of Interactive 
Applications 

Fig. 2 summarizes the proposed process. Functional as well as non-functional needs 
and requirements are identified at the beginning of the process (top left part in Fig. 2).  
 

                                                           
2 http://babelfish.arc.nasa.gov/trac/jpf/ 
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Interactive application is then formally described using Petshop tool. In parallel, 
properties that have to be verified by the application are represented using temporal 
logic notations. JPF is then used to verify properties directly on the running interac-
tive application. 

 

 

Fig. 2. Proposed verification process integrating Petshop and JPF 

Following section provides an example of applying the tool suite for the implemen-
tation and verification of a civil aircraft cockpit interactive application. 

3 Illustrative Example: WXR Application 

Weather Radar application (also named WXR) has been modeled taking into account 
ARINC 661 [1] standard, which aims at defining software interfaces to the Cockpit 
Display System (CDS) used in all types of aircraft installations. 

3.1 Weather Radar Presentation 

Weather radar is an application currently deployed in many cockpits of commercial 
aircrafts. It provides support to pilot’s activities by increasing their awareness of me-
teorological phenomena during the flight journey, allowing them to determine if they 
may have to request for a trajectory change, in order to avoid storms or precipitations 
for example. Fig. 3A shows screenshots of weather radar displays. Fig. 3B presents a 
screenshot of the weather radar control panel. This panel provides two functionalities 
to the crew members. The first one is dedicated to the mode selection of weather radar 
and provides information about status of the radar, in order to ensure that the weather 
radar can be set up correctly. The second functionality, available in the lower part of 
the window, is dedicated to the adjustment of the weather radar orientation (Tilt an-
gle). This can be done in an automatic way or manually. Additionally, a stabilization 
function aims at keeping the radar beam stable even in case of turbulences. It shall not 
be possible to manually edit the Tilt angle if the application is in automatic mode or if 
the stabilization functionality is on. 
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Fig. 3. A - Screenshot of weather radar displays, B - Screenshot of the weather radar control 
panel 

3.2 Formal Specification of WXR Application with Petshop 

Fig. 4 presents a diagrammatic overview of the WXR application running in the Pet-
shop environment. The following parts of the application are represented distinctive-
ly: the presentation part of the application (User Interface), the behavioral part of the 
application (Cooperative Objects models) and the functions that bind the presentation 
part to the behavioral part: activation and rendering functions. 

 

 

Fig. 4. Overview of the WXR application running in the Petshop environment 

The weather radar control panel application is composed of the presentation part 
(shown in Fig. 3B), the Cooperative Object (CO) model (shown in Fig. 5), and the 
activation and rendering functions. Activation and rendering functions are not  
presented in this article and the interested reader can find example in [16]. The Coop-
erative Object shown in Fig. 5 is the formal description of the WXR application’s 
behavior. This formal description is used as part of the specification for developing 
the final application running on the targeted system. JPF tool is then used to verify 
properties against the final application as described in the following paragraphs. 
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Fig. 5. Cooperative Object (CO) model of the weather radar control panel 

3.3 Formal Verification of WXR Application with JPF 

Our goal is to demonstrate that we can automate the exhaustive verification of formal 
properties on interactive systems using the WRX application. For that we use the JPF 
model checker, and more precisely jpf-awt, a JPF extension for model checking ap-
plications making use of the java.awt and java.swing libraries [24]. This extension 
provides means of modeling user inputs (e.g., pressing buttons, entering text, select-
ing items) and understanding awt (or swing) method calls through abstractions. 

The first step in using JPF to model-checked interactive applications consists of 
identifying user input scenarios of interest and capturing them using scripts that are 
passed to jpf-awt. This allows us to “close the system” (in model checking jargon), 
which in this case means that the verification can be done without human interaction. 
The scripts use a simple scripting language to describe input sequences of interest; in 
some ways, they describe ranges of possible interactions with the application. In the 
case of WRX, we can define a range of scenarios starting with some mode selection 
and then allowing a user to play freely with tilt selection, then stabilization and finally 
setting a range of tilt angle. This corresponds to the following script, in which the 
ANY keyword indicates a random choice between different options: 

 
ANY {$MODE_SELECTION.select()} 

ANY {NONE | $MANUAL.doClick() | $AUTO.doClick()} 

ANY {NONE | $ON.doClick() | OFF.doClick()} 

$TILT_ANLGE:input.setText(“whatever”) 
 

The second step consists of capturing a formal property representing functional  
or non-functional requirements. Non-functional, systemic, requirements such as  
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requiring the absence of deadlocks or other “Java language issues” are checked auto-
matically by JPF. Functional requirements can be expressed, and thus checked, by 
various means. Assertions are simple instructions, which can be inserted at any point 
in the user interface code. They simply monitor the value of complex conditions over 
the values or states of any user interface object. For example, the property, say P, 
stating that “it shall not be possible to manually edit the Tilt angle if the application is 
in automatic mode or if the stabilization functionality is on” can be checked by plac-
ing the assertion based on the following condition 

 
(lbl_Selection.getText()!=“AUTO”) && (lbl_Stabilization.getText()!=“ON) 

 
in the method that displays a new tilt angle. If P can be violated by some of sequence 
allowed by the input script, then JPF reports the violation and demonstrates it by dis-
playing a trace expressed in terms of the elements described in the script. Assertions 
are also very useful to check that an entered numerical value is within a specific 
range, e.g., checking that a title angle value is indeed between 0o and 360o. Assertions 
are also convenient for expressing some simple safety (in layman’s term, asserting 
that nothing bad happens) properties. However using assertions requires instrument-
ing the code of the application, which is not always desirable. 

The third step consists of running JPF and waiting for its report. If the property is 
verified, JPF returns some statistics about the analysis time and the number of states 
and threads explored by the analysis. If the property can be violated by the applica-
tion, JPF returns a counter-example showing a possible violation sequence. This 
counter-example is produced as a trace of events corresponding to the events used in 
the script, thus facilitating the understanding of the counter-example by the developer; 
displaying a trace as a full Java execution trace would be overwhelming to the devel-
oper and would be hard to relate to the application. 

4 Related Work 

Paterno and Santoro [20] proposed an approach based on formal model-checking 
(with CADP3 toolset) of LOTOS specifications of dialogue between the user and the 
system. Another set of approaches are based on the formal verification of state charts. 
Campos and Harrison [5] proposed an approach based on SMV [15] model-checking 
of Interactor specifications. Kamel and Ait Ameur [13] also propose an approach to 
verify properties for multimodal interactions with SMV model checker. Combéfis et 
al. [7] propose to translate state chart models into Java programs which can then be 
verified using Java PathFinder model checker. All of these approaches based on state 
chart models of interactive application behavior do not provide support for complete 
and non-ambiguous description of concurrent events driven applications (such as 
multimodal interactive systems). Furthermore, they do not provide support for simul-
taneous execution of the application prototype from the models, as actually provided 

                                                           
3 http://cadp.inria.fr/ 
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by Petshop. Approaches based on the executability of models provide augmented 
support for describing the conceptual model of the system and for analysis and verifi-
cation at earlier stage in the process [10]. This kind of approaches provides support 
for describing exhaustively interactive systems and their behavior, as well as proto-
typing, testing and verifying synchronously certain types of properties. APEX-CPN 
Tools [22] is a framework based on colored Petri nets [22], which provides support 
for rapid prototyping of ubiquitous environments and a predefined set of algorithms 
for properties verification. However the underlying notation of this framework is less 
expressive than the ICO one. 

5 Conclusion and Future Work 

We presented an approach for supporting validation and verification of interactive 
applications throughout the whole development process. This approach relies on the 
synergistic use of Petshop tool for producing formal specification of the application 
and of JPF tool for formal verification of the developed application. This framework 
provides support for validation and verification of internal and external properties of 
an interactive application. Petshop tool is used to produce formal specifications of 
complex interactive critical applications. JPF tool is then used to verify that the final 
application built from the specification meets the properties requirements.  

The presented work will be followed by an investigation on how to verify proper-
ties on ICO models. As they are the formal specification of the interactive application 
and they are also used as the source code of the application prototype, they could be 
used as the deployed interactive application itself. Future work is to investigate to 
which extent JPF tool can be used to directly perform model-checking on ICO  
running models. 
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Abstract. This paper depicts potentialities of formal HCI pattern specifications 
with regard to facilitate the semi-automated generation of user interfaces for in-
teractive applications. In a first step existing proven and well accepted tech-
niques in the field of model-based user interface development are highlighted 
and briefly reviewed. Subsequently it is discussed how we combine model-
based and pattern-oriented methods within our user interface modeling and  
development framework in order to partly enable automated user interface gen-
eration. In this context a concrete pattern definition approach is introduced and 
illustrated with tangible examples from the domain of interactive knowledge 
sharing applications. 

Keywords: HCI patterns, model-based user interface development, pattern-
based development, formalized pattern specification, user interface generation. 

1 Introduction 

There are many valuable pattern collections available for user interface (UI) designers 
and software developers. However, most patterns lack standardized specification and 
are therefore hard to retrieve and often impractical to use. Due to this fact the Pattern 
Language Markup Language (PLML) has been introduced in the year 2003. But 
PLML in turn shows clear weaknesses when patterns are intended to be used for 
(semi-)automated UI generation. Therefore, we started from PLML as a basis and 
made several changes and enhancements to support automatic pattern processing.  
These efforts predominantly focus on features conveying pattern relationship model-
ing and provision of means for automated pattern treatment. This paper deals with 
well-known and widely accepted model-based techniques and how they can be com-
bined with a pattern-based approach where emphasis is on the structured and formal 
specification of HCI patterns. 
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2 Related Work 

Patterns were originally introduced by Christopher Alexander in 1977 as a means to 
accomplish reuse when solving problems in architecture and urban planning [1]. 
Eighteen years later, the pattern concepts were translated to the domains of software 
architecture and software engineering by the Gang of Four (GoF) [11]. Nowadays 
patterns are also applied to the fields of HCI [8], user experience (UX) [19], usability 
engineering [13], task modeling [10], and application security [21]. 

There exist many widely accepted pattern collections, for instance the ones of Jeni-
fer Tidwell [18], Martijn van Welie [20], or Douglas van Duyne [5]. However, differ-
ent pattern authors usually describe their patterns in different and inconsistent styles. 
This can be regarded as a clear shortcoming of patterns, because this makes it difficult 
or even impossible to search, choose and reference patterns across the various pattern 
collections. In a workshop held within the context of the CHI 2003 conference the 
participants aimed at unification of pattern descriptions and guidance for the authors. 
Hence the Pattern Language Markup Language (PLML) version 1.1 was constituted. 
According to PLML documentation of a certain pattern should consist of the following 
elements: a pattern identifier, name, alias, illustration, descriptions of the respective 
problem, context and solution, forces, synopsis, diagram, evidence, confidence, litera-
ture, implementation, related patterns, pattern links, and management information [8]. 

In [7] it is concluded that it is possible to map the pattern descriptions contained in 
the previously mentioned pattern collections into PLML compliant formats, however 
this cannot be done in a fully automated manner. 

Extensions and changes were suggested in PLML version 1.2 [4]. These efforts 
strived to make PLML more feasible for Management of User Interface Patterns 
(MUIP). A second development is PLMLx [3]. Additional pattern description ele-
ments are introduced, including organization, resulting context, and acknowledge-
ments. Further the <Management information> element is being extended and the 
<Example> and <Rationale> elements are separated from each other. A third ap-
proach is the XPLML framework which can be regarded as a bundle of specifications 
and tools to formalize HCI patterns. The framework is intended to close the gap be-
tween the textual pattern specifications and their application in user interface soft-
ware. The XPLML framework is implemented on the basis of seven modules: unified 
HCI pattern form, semantic metadata, semantic relations among patterns, atomic par-
ticles of HCI design patterns, requirements engineering in HCI community, survey of 
HCI design pattern management tools, and specification documentation. 

The basic idea to support user interface designers and software developers with a 
combination of both, model-based techniques and pattern-based methods is realized 
by the integrated framework for pattern-based modeling and generation of interactive 
systems (PaMGIS) [6]. PaMGIS is developed by the Automation in Usability Engi-
neering group (AUE) at Augsburg University of Applied Sciences. As illustrated in 
Figure 1, this framework allows for creation of abstract user interface models (AUI) 
on the basis of diverse fundamental information about the users, the users’ tasks, used 
devices, and environment. Additionally the AUI designer can make use of patterns 
stored in a pattern repository. The AUI is iteratively transformed into a semi-abstract 
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UI model which in turn is used to generate respective user interface source code. The 
framework has been continuously improved. Patterns are now available in a modified 
PLML format and seamless pattern hierarchies can be modeled [7]. 

 

 

Fig. 1. Functional overview of the PaMGIS framework 

Task models play an important role in the area of HCI in general and, in particular, 
for model-based user interface development. They represent the logical activities of 
users executed in order to reach their goals [16]. Therefore, knowing the necessary 
user tasks is fundamental to the design process [15]. A well-known approach for 
representing task models is ConcurTaskTrees (CTT). CTT provides a graphical syn-
tax and is organized in a strictly hierarchical structure, so that complex tasks can be 
iteratively decomposed into less complex subtasks until a certain level of granularity 
is reached. Thus, the logical structure of the task models is represented in a tree-like 
manner. CTT distinguishes four different task types, i.e. user, interaction, application, 
and abstract tasks. Temporal relationships between tasks can be expressed by a varie-
ty of temporal operators, i.e. hierarchy, enabling, choice, enabling with information 
passing, concurrent tasks, concurrent communicating tasks, task independence, dis-
abling, and suspend-resume. Additionally tasks can be defined as optional or iterative 
[15]. ConcurTaskTrees are used for task model specifications within the PaMGIS 
framework. An illustrated example can be viewed in chapter 3. 

Besides task models, dialog models comprise essential information for user inter-
face generation. Dialogs can be directly derived from the related task model [2]. Here, 
it is assumed that all tasks which are active at a certain point in time are to be visua-
lized within a common dialog. This can be regarded feasible for relatively small task 
models, but fails for more complex models since related user interfaces tend to be 
overloaded [9]. This phenomenon can be avoided by explicitly designing navigation 
specifications on the basis of abstract dialog graphs [17] and assigning individual 
tasks of the task model to the dialog specification nodes. Using this technique it is 
possible to define platform-specific navigation models [9]. The nodes of the dialog 
graph represent dialogs of different types, i.e. single, multiple, modal, and complex. 
The edges indicate whether dialog transitions are of sequential or concurrent nature 
[9]. Dialog graphs are used to define platform-dependent dialog models within the 
PaMGIS framework. Exemplary dialog graphs are provided in chapter 3. 
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3 Formal Pattern Specifications 

The intension of the PaMGIS framework is to combine model- and pattern-based 
methods and techniques in order to make user interface modeling and realization 
more easy and practicable even for users with less development skills. Once the rele-
vant models are available the framework takes the job to at least semi-automatically 
transform the models iteratively and generate UI source code. One of the basic ideas 
is also to support the construction of the relevant models by means of patterns. In this 
sense PLML shows some deficiencies notably in terms of pattern relation modeling 
and provision of details required for automated pattern processing. Indeed PLML 
provides relevant description elements, i.e. <Pattern-link> and <Implementation>, but 
the former lacks of detail for appropriate pattern referencing and the latter is com-
pletely unstructured yet. Therefore, we started with PLML version 1.1 and made sev-
eral changes and enhancements which mainly apply to the specification elements 
<Pattern ID>, <Pattern-link>, and <Implementation> as illustrated in Table 1. Further 
we introduced a new element named <Embedding-link> which is highlighted in [14]. 
The entire structure of the resulting PLML variant which we now call PaMGIS Pat-
tern Specification Language (PPSL) is also summarized in [14]. 

Table 1.  Selected pattern specification elements of the PaMGIS Framework 

Specification Element Brief Description 
UPID 
 CollectionID 
 PatternID 
 Pattern revision 
 InstanceID 

Unique pattern identifier 
 Identifier of the respective pattern collection 
 Pattern identifier 
 Revision of referenced pattern 
 Pattern instance identifier 

Pattern-link 
 LinkID 
 Link-type 
 Relationship-type 
 Pattern identification 
 Label 

Relationship to other patterns or pattern instances 
 Unique link identifier 
 Type of link (i.e. PERMANENT or TEMPORARY) 
 Type of relation 
 UPID of the respective pattern 
 Name of the pattern link 

Implementation 
 Task model fragment 
 
 Dialog model fragment 
 
 Interaction model fragment 

Code or model fragments or details of technical realization 
 Specification of pattern-intrinsic tasks and their 
 relationships based on an modified CTT notation 
 Context-specific definition of dialogs and their relations 
 based on dialog graphs 
 Abstract specification of the dynamic aspects of the user 
 interface dialogs 

 
Details of the PLML modifications are discussed and illustrated in the following by 

means of patterns identified during the p.i.t.c.h. project (pattern-based interactive 
tools for improved communication habits in knowledge transfers) that was conducted 
by AUE and two medium-sized enterprises and was focused at the knowledge man-
agement domain [12]. Within this context prototypical applications for individual 
platforms were developed. 
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3.1 Relationships of Patterns 

As already elaborated in [7] automated pattern processing demands adequate and 
accurate pattern referencing. On one hand, this affects the PLML specification ele-
ment <Pattern ID> which must allow for exact identification of an individual pattern. 
On the other hand, <Pattern-link> must be capable to address and describe particular 
pattern relations. Therefore, we have replaced PLML’s <Pattern id> element by 
<UPID> which now is a composite of identifiers of the relevant pattern collection, the 
pattern itself, the particular pattern revision, and an individual pattern instance. This 
allows to distinguish individual pattern entities in the case a pattern is applied more 
than once in a certain context. 

In terms of the PLML specification element <Pattern-link> there is a need to dis-
tinguish two fundamental types of pattern links. First, there exist kinds of permanent 
links to other patterns, which can be regarded as “hard-coded” and generally will not 
change for a long period of time. If a permanent link is considered to be changed this 
would normally lead to a new revision of the pattern. As soon as a respective pattern is 
applied, all related patterns referenced by permanent links are also applied automati-
cally. Moreover, there must be a possibility to model temporary pattern links in case a 
relationship to an individual pattern is required just under certain circumstances or in a 
specific context. Hence we defined a sub-element of <Pattern-link> as outlined in  
Table 1, i.e. <Link-type>.  A descriptive example is given in [7]. 

3.2 Support for Automated Pattern Processing 

In order to equip HCI patterns with information facilitating automated pattern 
processing and user interface generation we render the so far unstructured PLML 
element <Implementation> more precisely. For this reason we store relevant task 
model, dialog model, and interaction model fragments together with the patterns.  
Thus, we have defined a sub-element of <Implementation> named <Fragment>.  
Fragments can be regarded as building blocks which can be used to improve the over-
all user interface model by applying a pattern in the design process. 

Task models used within the PaMGIS framework are expressed in CTT syntax. 
Therefore, the task model fragment of a particular pattern is defined in CTT XML 
format. Figure 2 shows an excerpt of the task model of the p.i.t.c.h. pattern Advanced 
Search [7]. 

 

 

Fig. 2. Excerpt of the task model of the Advanced Search pattern 

In this example we focus on interaction tasks which directly contribute to the re-
sulting user interface while abstract tasks, user tasks and application tasks are less 
important within the scope of this paper. We iteratively refine the task model until the 
leaves of the task tree can be matched to exactly one interaction object. For this  
purpose we have introduced an additional specification element <IeRef> which  
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establishes a link between the task and a certain interaction element specified within 
the interaction model fragment (see below). The XML representation of the above 
task model fragment is sketched in Figure 3. 
 
<Fragment Type="TaskModel" Identifier="TMF_0001"> 
   <Task Identifier="PAS_0001" Category="abstraction" Iterative="false" 
         Optional="false" Frequency=" "> 
      <Name>Advanced_Search</Name> 
      <Parent name=" "/> 
      <SiblingLeft name=" " TempOp="Interleaving"/> 
      <SiblingRight name=" "/> 
      <SubTask> 
         … 
         <Task Identifier="PAS_0003" Category="interaction" 
               Iterative="false" Optional="false" Frequency=" "> 
            <Name>Specify_Search_Args</Name> 
            <TemporalOperator name="SuspendResume"/> 
            <Parent name="Advanced_Search"/> 
            <SiblingLeft name="Decide_Search_Args"/> 
            <SiblingRight name="Send_Request"/> 
            <SubTask> 
               <Task Identifier="PAS_0013" Category="interaction" 
                     Iterative="false" Optional="false" Frequency=" "> 
                  <Name>Input_Keyword</Name> 
                  <TemporalOperator name="Interleaving"/> 
                  <Parent name="Specify_Search_Args"/> 
                  <SiblingLeft name="Decide_Search_args"/> 
                  <SiblingRight name="Input_Tags"/> 
                  <IeRef>IE_0001</IeRef> 
               </Task> 
            </Subtask> 
         </Task> 
         … 
      </Subtask> 
   <Task> 
</Fragment> 

Fig. 3. XML code snippet of the Advanced Search pattern’s task model 

Here, the subtask Input_keyword is linked to an interaction element with ID 
IE_0001. The content of the elements marked in bold have to be calculated and re-
placed when the pattern is applied respectively the model fragment is integrated into 
the overall task model. While the <Parent>, <SiblingLeft> and possibly <Siblin-
gRight> elements are to be automatically aligned to the conditions inside the overall 
task model the data held within the <TempOp> attribute of the <SiblingLeft> element 
is destined to be moved to the <TemporalOperator> element of the left sibling task and 
deleted from the task model fragment. Note that dependent on the task types included 
in the task model fragment adjustments of the type of parent elements might be neces-
sary, i.e. becoming abstract tasks. However, this can be covered automatically, too. 

While one pattern usually possesses one particular task model fragment it might 
include several dialog model fragments. Dialog models represent target platform-
specific navigations. In the mentioned example of the Advanced Search pattern all 



306 J. Engel et al. 

subtasks can be assigned to one single dialog on a desktop PC equipped with a large 
display. The related dialog graph can be viewed on the left and the resulting UI dialog 
on the right side of Figure 4. 

 

 

Fig. 4. Possible desktop PC dialog graph (left) and resulting UI (right) 

The related XML representation of the PC desktop dialog model fragment is 
sketched in Figure 5. The assignment of tasks to the dialog is accomplished by means 
of the <Coverage> specification element. 
 
<Fragment Type="DialogModel" Identifier"DMF_0001"> 
   <DMName>Advanced_Search_Desktop</DMName> 
   <Dialog> 
      <DID>00010001</DID> 
      <DName>Prepare_Advanced_Search<DName> 
      <Coverage> 
         <Task> 
            <TID>PAS_0003</TID 
            <TName>Specify_Search_Args</TName> 
            <Processing>recursive</Processing> 
         </Task> 
         <Task> 
            <TID>PAS_0004</TID> 
            <TName>Send_Request</TName> 
            <Processing>exclusive<Processing> 
         </Task> 
      </Coverage> 
   </Dialog> 
</Fragment> 

Fig. 5. XML code snippet of the desktop PC dialog model 

The <Processing> element indicates whether solely the mentioned subtask itself (ex-
clusive) or all subtasks shall also be included in the dialog specification (recursive). In 
contrast to this simple example the dialog model for mobile phones is more complex 
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because owing to screen size limits the functionality has to be split into several dialogs. 
The various nodes in the task tree help to compose meaningful groups. Note that not all 
tasks are incorporated in the mobile dialog model. The respective dialog graph is illu-
strated on the left of Figure 6. The resulting UI dialog is shown on the right side. 

 

 

Fig. 6. Possible mobile phone dialog graph (left) and resulting UI (right) 

Similar to the desktop version it is necessary to assign the tasks to particular dialogs 
using the <Coverage> element. But in addition it must be specified when and how a 
transition to a different dialog shall happen. For this purpose we introduced the <Di-
alogFlow> element which allows for specification of respective successor dialogs and 
interaction elements triggering the dialog transition. As shown in Figure 7 both, the 
successor dialog and the interaction element are referenced via appropriate identifiers. 
 
<Fragment Type="DialogModel" Identifier"DMF_0002"> 
   <DMName>Advanced_Search_Mobile</Name> 
   <Dialog> 
      <DID>00020001</DID> 
      <DName>Advanced_Search_Start</DName> 
      <Coverage> 
         … 
      </Coverage> 
      <DialogFlow> 
         <Successor Type="sequential"> 
            <DID>00020002</DID> 
            <Trigger> 
               <IeRef>IE_0101</IeRef> 
               <Event>On_Klick</Event> 
            </Trigger> 
         </Successor> 
         … 
      </DialogFlow> 
   </DialogFlow> 
</Fragment> 

Fig. 7. XML code snippet of the mobile phone dialog model 
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The three dialogs Creation_Date_Specification, Last_Modified_Specification, and 
Search_Type_Specification do yet neither directly nor indirectly possess an inter-
action element that could trigger the transition back to the Advanced_Search_Start 
dialog. This problem is fixed by applying the OK_Cancel pattern in each case. 

Finally the interaction model fragment contains the abstract specifications of the 
required interaction elements. The XML definitions of the two previously mentioned 
interaction elements are illustrated in Figure 8. 
 
<Fragment Type="InteractionModel" Identifier"IMF_0001"> 
   <InteractionElement Identifier="IE_0001" Visible="true" 
                       Enabled="true" Optional="false"> 
      <Name>userInput_Keyword</Name> 
      <Type>InputField</Type> 
      <DataType>String</DataType> 
      <Label>Keyword(s)</Label> 
   </InteractionElement> 
   <InteractionElement Identifier="IE_0101" Visible="true" 
                       Enabled="true" Optional="false"> 
      <Name>userAction_CreationDate</Name> 
      <Type>TransitionActivator</Type> 
      <Event>OnKlick</Event> 
      <Label>Creation Date</Label> 
   </InteractionElement> 
</Fragment> 

Fig. 8. XML code snippet of the interaction model fragment 

Some of the elements specified in the interaction model address user inputs and 
system outputs, e.g. the interaction element userInput_Keyword specified in the XML 
code snipped above. Such elements can be regarded as interface to the underlying 
business logic of the particular software. 

During the model transformation process the defined abstract interaction elements 
are substantiated until they can be mapped to the particular widget sets appropriate for 
the present context of use and available on the target platform. For instance, an ab-
stract TransitionActivator might become a link in a browser-based application or a 
button in a Windows-based fat client. 

4 Conclusion 

In this paper, we have introduced our approach to specify HCI patterns formally in 
order to support automatic respectively semi-automated pattern processing and user 
interface generation. We took PLML version 1.1 as basis and reworked the mecha-
nisms for appropriate modeling of relationships between patterns, i.e. the specification 
elements <Pattern id> and <Pattern-link>. Additionally we have structured the <Im-
plementation> element in order to hold fragments of task, dialog, and interaction 
models which can be used during the user interface model design process and for UI 
generation purposes. These enhancements are explained and illustrated by means of 
examples from experimental applications in the knowledge sharing domain. 

In our current research we focus on further improvements of model design and 
code generation automation. 
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Abstract. Ever since mobile applications were developed and became popular, 
they have started to take part in almost every field of our lives. Healthcare is 
one of the most popular fields that mobile applications have become a part of. 
However, development of mobile healthcare applications requires an inter-
disciplinary work on which people from different domains should communi-
cate. To do so efficiently, mobile application instructions should be provided as 
clearly as possible so that mutual understanding can be achieved. This study, 
aims to provide a methodology to provide the common grounds for healthcare 
and IT specialists so that to improve the satisfaction level of all the stakeholders 
of the system from the provided IT services and the end-user interfaces. In other 
words, by providing a better communication medium for the stakeholders dur-
ing the design phase, we believe that software development process will be  
improved, so do their satisfaction from the developed system. 

Keywords: Mobile healthcare, Communication gap, Representation guideline. 

1 Introduction 

Ever since the mobile applications were developed and became popular, they have 
started to take part in almost every field of our lives. Healthcare is one of the most 
popular fields that mobile applications have become a part of.  According to a report 
written by Heather Clancy and published by Mobile Healthcare in 2011, over the next 
four years, mobile healthcare applications will change the way doctors communicate 
with each other, their work operations and also the way how healthcare organizations 
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interact with patient communities (Clancy, 2011). The vision of Clancy has already 
started to come true. A study which was conducted by “Pyramid Research Group” 
(HealthcareITNews, 2010) in 2011 showed that, more than 200 million mobile health 
applications were in use by doctors and patients and this number would be tripled in 
2012. Another result from that study is that, 70 percent of people worldwide are inter-
ested in having access to at least one m-health application and they are willing  
to pay for it (HealthcareITNews, 2010). Furthermore, mobile healthcare application  
market was $718 million in 2011 and it would reach $1.3 billion in 2012  
(Research2guidance, 2012). Another report which was prepared by Arthur D. Little 
Co. in 2011 also stated that mobile health potential value will be $10 billion within 
the next five years (Arthur, 2011).This is a great appetizer for IT companies, so they  
develop new strategies to add mobile healthcare into their future plans.  

Healthcare IT is an interdisciplinary field and it is much more complicated than 
other interdisciplinary fields, because health issues are critical in terms of patients’ 
lives. Moreover, integration of mobile technologies into healthcare (especially into 
mobile healthcare applications) is one of the hot topics in the field. It is because the 
market share of mobile health applications is so huge, that the numbers are expressed 
in billions of dollars. In such a profitable market, IT companies have started to invest 
in mobile healthcare to get a market share. 

‘Mobile healthcare IT applications’; just the phrase itself includes different do-
mains: Mobile, healthcare, IT and application domain. As it can be inferred, develop-
ing a mobile healthcare IT application requires gathering of people from different 
expertise. Gathering those people is the easy task; however, making them work on the 
same subject and communicate through the same language may not be that easy. Unit-
ing all those people in a team requires utmost commitment to overcome the commu-
nication gap, since the application developers do not have the related medical  
knowledge and the medical staff don’t understand the software code unless they are 
provided a human-readable visualization (Ongenae, 2010). To overcome this prob-
lem, a document, which facilitates mutual understanding, should be provided to all 
those people. There are different kinds of guidelines developed for this purpose. 
However, if the guidelines are in a mass detailed format, the size of the guidelines 
may become a problem and if they are superficially prepared, they can be vague to 
interpret (Backere, Steurbaut, Colpaert & Decruyenaere, 2010). 

People from different domains – in our case IT people and healthcare specialists – 
usually have different ways of thinking. Studies show that people from healthcare 
domain and technical domain are from different cultures, they use different languages 
to communicate, they do not know each other’s domains and because of this reason 
the technology integration in medical domain requires these people to come together 
and work closely (Dankelman, Grimbergen & Stassen, 2007). However people from 
healthcare domain are usually too busy to spend time on such collaborations and it is 
not always possible these two groups of people come together and work together ef-
fectively. Kilov and Sack (2007) state that communication of experts from different 
domains is only possible through a joint ontology and creation of this ontology  
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requires a common system of concepts which are applicable and extensible to any 
specific viewpoint (Kilov & Sack, 2009). At this point the question is how these 
common concepts will be created and what these common concepts will be.  

In this study, we aim to provide a methodology to provide the common grounds for 
healthcare and IT specialists. The main idea behind this developed methodology is to 
improve the satisfaction level of all stakeholders of the system from the provided IT 
services and the end-user interfaces. In other words, by providing a better communi-
cation medium for the stakeholders during the design phase, we believe that software 
development process will be improved, so do their satisfaction from the developed 
system.  

Specifically in this study, the mobile application development process is analyzed 
with this aim. We provide a clear and efficient MAFR that can be used by IT profes-
sionals as well as healthcare professionals during mobile healthcare application  
development process, to ensure mutual understanding of the functionality and the 
interface specifications of the mobile application. In order to illustrate the application 
of our proposal, a mobile healthcare application developed specifically for speech and 
language therapy of children with Speech Sound Disorder has been examined. The 
effectiveness and usability of the proposed MAFR is tested during the design of a 
mobile health application, which involves four domain experts. In this study, the de-
velopment stages of the system are well documented to better understand the commu-
nication problems of these specialists and how the proposed approach addresses these 
problems. Additionally, an observer observed all communication stages during the 
application of the proposed methodology and interviews with stakeholders are con-
ducted to better understand the effectiveness of the proposed representation. The 
study analyses the collected data to explore the effect of proposed approach to im-
prove the communication between these groups of people and to increase the success 
of the project in terms of development time and effectiveness.  

The data collected from this study is analyzed descriptively to better understand the 
effect of the proposed communication tool on the quality and success of the devel-
oped software system. 

2 Mobile Application Flow Representation (MAFR) 

Mobile Application Flow Representation (MAFR) includes representation elements, 
explanation of these elements, and the MAFR methodology that is used during mobile 
application design phase. 

2.1 Representation Elements  

Representation elements are the shapes that are shown to the users about the mobile 
application interaction design. These elements consist of gestures, pages, buttons, 
pictures, videos, text fields as presented in Table 1. 
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Table 1. Representation Elements 

Notation Name Explanation 

 

Touch Touch on the related element. 

 

Touch and 
Hold 
 

Touch on related element and hold your 
finger for a while 

 

Slide right or
Slide left 

Touch on the element and with the finger 
touched on it; slide it to the right or to the 
left. 

 

Zoom in 
Touch on the related element with two 
fingers and with the fingers touched on it, 
zoom in the related element. 

 

Zoom out 
Touch on the related element with two 
fingers and with the fingers touched on it, 
zoom out the related element. 

 

Drag object  
Touch on the related element and with the 
finger touched on it, drag the related ele-
ment. 

 
 

Action lines 

Action line direct the user to the related 
page based on the users actions. This line 
shows that what the application will display 
next. 

< text > 
Explanation for 
the action line 

Used for explaining the action line. For 
example, if the related item is a touchable 
item, the explanation will be <touched>. 

 

Touchable 
button  

Shows that user can touch on the button. 

 

Touchable 
combobox 
button  

Shows that user can touch on the combo-
box therefore, the list in the combobox will 
be showed to the user.  

 

Touchable 
radio button 

Shows that user can touch on the items 
listed, i.e. user will mark the item by touch-
ing on it. 

 

Touchable 
checkbox 
button 
 

Shows that user can touch on the items 
listed, i.e. user will mark the item by touch-
ing on it. 

 

Touchable 
input text  
button 

Shows that user can touch on the textbox 
and make an input. 
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Table 1. (continued) 

 

Text Field 
Shows the content as simple text format so 
that user can read what is written in it. For 
example, the content of a web page. 

 

Touchable 
Image 

Shows that user can touch on the image.  

 

Touchable 
Video 

Shows that user can touch on the video. 

 

Others  
Special buttons for specific applications. It 
can be unique for that application and can 
be shown as what it is look like. 

 
For clarification, explanations should be as detailed as possible. For instance, if the 

application has a main page with 5 touchable buttons on it, they are pictured and 
coded as follows: 
 

 

Fig. 1. Example Notation 

This example shows that there is a main page including 5 touchable buttons on it. 
When a user touches a button, the flow goes to the related page. In this example when 
the user touches on 4th touchable button the flow goes to “Lunapark (O4)” game 
page. 

Action line directs the user to the related page based on the user’s actions. This line 
shows that what the application will display next. In figure 1, there are two interfaces. 
First one is the main page and the other one is the page activated based on the user’s 
action. Transitions are showed with the arrows. Second page, which is named as  
“Lunapark (O4)”, has 3 images, 4 drag objects and the score. 
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3 Case Study 

The proposed MAFR approach is applied in development of a mobile application for 
speech and language disorder domain. The case study aims to test the proposed 
MAFR that aims to eliminate the communication gap between therapist and mobile 
software developers especially for a speech and language disorder application. Speech 
and Language disordered patients refers to a group of people who have deficits in 
both speech (fluency, rate, or articulation) and language (comprehension, expression, 
or usage) (Dennis & Baker, 2002). Patients who have speech and language disorder 
need to perform some practices which are guided by therapists to eliminate the dis-
order effects. In order to carry out those practices patients should meet with their the-
rapist very often. However, some patients especially who live in rural areas do not 
have an opportunity to meet with therapists frequently. Speech and language disorder 
mobile application helps to solve this problem for the patients and therapists. The 
mobile application for this purpose should be developed same as what the subject 
matter exactly does in practices. Therefore, the application should reflect the real 
practice as much as possible, which requires broad communication of therapist and 
application developers. For the case study, a mobile application design is performed 
using the proposed MAFR with the aim of providing a common communication  
medium between therapist and developers. 
 
 
 
 
 
 
 
 

 

Fig. 2. Research Flow 

As shown in Figure 2, first of all, a literature study on mobile application design 
guidelines was performed. After the analysis of literature review, a questionnaire was 
conducted to 50 people from IT domain and gathered their experiences about the 
problems that they had faced with people from other domain during development 
process. Then, MAFR was developed and a pilot study with one therapist was per-
formed to evaluate MAFR and the methods that are applied to the patients during the 
therapy. According to the results of the pilot study, MAFR was improved and then a 
case study with four therapists was conducted and after the interviews therapists’ 
views about MAFR were collected. One of the therapists has 20 years of experience 
in language and speech disorder area, who was also a child development and educa-
tion specialist. The second therapist has 12 years of experience in language and 
speech disorder area who was a hearing-impaired teacher. The third therapist has  
9 years experiences in language and speech disorder area. The fourth therapist has  
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3 years experiences in language and speech disorder area and she had four year expe-
rience in teaching of mentally disordered people. 

3.1 MAFR of the Pilot Application 

MAFR of the pilot application which was used during the interviews with therapists is 
given below. These representations were shown to the therapists and their opinions 
were collected. 
 

 
Fig. 3. MAFR of ”Kartopu” Mobile Game Application 

The MAFR which is shown in Figure 2 represents the “Kartopu” game. It has 6 
different interfaces player interacts with including MainPage (AnaSayfa).  “Kartopu” 
game is aimed to improve patients’ vocabulary. Moreover, as they play the game their 
perception will also be improved since they will learn more objects. In the game, 
questions like “Which one is a book?”, and four pictures are shown to the patients. 
When patient drag the snowball onto the correct object, the application will give a 
feedback as “Congratulations” and the patient gets 10 points, and then the new ques-
tion comes to the screen. If the patient drags the snowball to the wrong object the 
application will give a feedback as “Wrong answer” and the patient does not get any 
point, and then the new question follows. At the end of the game, score and logs will 
be recorded to see the improvement of the patient. 

4 Results 

According to the questionnaire conducted to 50 people from IT domain, they are fac-
ing with different kinds of problems during development process. Results of the  
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questionnaire showed that 50% of the attendees need new tools and models to de-
scribe the process to the customers easily. Moreover, 70% of the attendees said that 
those kinds of tools and models can decrease both development process of the appli-
cation and cost of the software. Furthermore, 45% of the attendees mentioned that 
customers should be in the software development process. Besides, 71% of the atten-
dees stated that the reason why the software projects last more than the project time 
and exceeds the project cost is requirements not clearly identified by the customers. 
80% of the attendees stated the problem between them and customers. They said that 
they have communication problem because of the fact that they either can’t express 
themselves to customers or customers can’t express what they what to them.  60% of 
the attendees think that there is a communication gap between customers from differ-
ent domains and people from IT domain. Also in open-ended questions of the  
questionnaire, most of the attendees mentioned about the importance of software re-
quirements as the problems between customers and software developers are caused by 
unclear requirements and having difficulty in communication. Moreover, as a model 
used in development process, most of the attendees use pictures, slides and story-
board. So, they need a simple model that can learly understandable by both customers 
and people from IT domain.  

From the questionnaire, it can be concluded that there is a communication gap be-
tween customers and people from IT domain when they tried to identify the require-
ments of the software application which will cause the exceeding of project cost and 
time. In order to full this gap, it would be better to have new tool or model which will 
not only decrease the project time and cost but also increase the effective software 
application since the requirements are clearly identified. 

As to interviews, the interviews with four subject matter experts have lasted 30 mi-
nutes each. The questions used during the interviews are provided in Appendix A. 
The proposed mobile application design has included a brief explanation of the appli-
cation and its design in MAFR. Each interview is recorded and transcribed for  
analysis. Four interviewees were asked to examine MAFR document in 10 minutes 
separately. After then, the interview questions were asked to the therapists to get their 
ideas about MAFR. 

The results showed that the proposed MAFR is considered to be very important 
during such kind of development process in terms of effectiveness, and efficiency of 
the process.  

A 12-year-experienced interviewee said that “using such kind of a model during 
development process is very effective”. A 9-year-experienced interviewee told that 
“conversations are not always a good way and can be understood differently from 
person to person”.  

All of the interviewees stated that they are fully satisfied with this development 
process and using this model makes the process efficient. During the usual develop-
ment process, 20-year-experienced interviewee stated that it is pointless to get subject 
matter experts’ ideas after the development is over. She mentioned that the efficient 
way is correcting misunderstandings during the process. For instance, in our case all 
the four therapists corrected different parts of our misunderstandings and neither the-
rapists nor software experts have to do the development twice. 
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Finally, two of the interviewees stated that representation elements of this MAFR 
are so easy to understand that they don’t even need to look at the explanations. They 
said that most people can easily understand the elements. 

“Have you ever been in a development process of a software or application?” was 
one of the questions directed to interviewees. None of the therapists have been in a 
development process of a software or application. They just face with the application 
after it is developed. They stated that most of the applications they have faced with 
have serious problems which have to be taken into consideration in terms of relevance 
to subject, relevance to exercises used in the field and need of people in the target 
group. 

“What do you think about the MAFR?”, “Did you understand the representation 
easily?” were other questions. Therapists said that the representation elements of the 
MAFR are so easy to understand that they didn’t even need to read the explanations. 

“What are the positive and negative parts of the MAFR?” All of the interviewees 
stated that subject matter experts should definitely be included in the development 
process. However, most of the times they can’t tell precisely what they want to tell the 
IT professionals and most of the times they don’t understand what the IT profession-
als tell them. The positive part of this MAFR is that it is a common conversation plat-
form for different professions. When it comes to the negative part of the MAFR, two 
of the interviewees stated that it shouldn’t be like a storyboard and there is no need to 
represent all pages of the application with the MAFR. It should be as simple as it  
can be.   

5 Conclusion 

During the development process, IT companies have serious communication prob-
lems while facing with customers. These problems are because of either they can’t 
efficiently express themselves to customers or customers can’t tell what they really 
want from them.  To overcome this problem they mostly use UML representations 
but they are not very well understood by customers, in our case healthcare profession-
als. Healthcare professionals on the other hand try to tell what they want verbally but 
since they are in a specific field and people from IT field don’t understand what they 
want to say to them. Therefore, a commonly used representation is needed to be used 
by people from both fields. MAFR, proposed in this paper, can provide a solution for 
the communication gap between healthcare professionals and IT developers. The 
proposed method is applied in speech and language disorder therapy and a mobile 
application design for the practices were developed. The usefulness and effectiveness 
of the MAFR were verified through interviews with four therapists. From the results, 
MAFR happens to be a very useful method that can be applied in healthcare field. It is 
an effective and efficient model for developing mobile applications in the areas that 
need special expertise. 
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Abstract. The communication role of models in Software Engineering is wide-
ly acknowledged. Models tell model users what model builders propose. Com-
puter-supported modeling (CSMod) traditionally concentrates on helping users 
build models with various kinds of notations. Although such focus on 
'representation' is obviously important for the overall 'communication' goal, 
some design features in CSMod tools may be yet unexplored. This paper 
presents a study with the use of ARIS EXPRESS in modeling tasks with Busi-
ness Process Modeling Notation (BPMN). We report on how we combined var-
ious methods to analyze the way in which this tool supports 'communication 
through models'. Our findings articulate semiotic and cognitive aspects of nota-
tions with evidence provided by study participants during tasks and interviews. 
Our contribution lies not only in the findings, and how CSMod design can 
evolve in relatively unexplored ways, but also in our methodology, which we 
believe can be used in similar contexts. 

Keywords: Computer-supported modeling, Semiotic engineering methods, 
Cognitive dimensions of notations, Discourse analysis, Communication, Model-
ing notation, BPMN. 

1 Introduction 

In software development professional practice, one of the main roles of models is to 
create and express common ground, that is, shared basic understanding of the essence 
of the modeled object, entity, event, or other. [1] Common ground is needed because 
software development is typically a group undertaking, where different people are 
responsible for completing different parts of the overall goal.  

Computer modeling tools have been built and evolved to increase the ease, speed, 
notational standardization and quality of modeling tasks. As a result, today serious 
software development is normally carried out with the aid of computer-supported 
modeling (CSMod) tools. [2] 

Although CSMod tools have been extensively analyzed from a software engineer-
ing perspective [1] [3] [4], they haven't been as often analyzed from an HCI perspec-
tive. In particular, to the best of our knowledge, there haven't been studies about the 
'communicability' of models produced with CSMod tools. Why is this important? 
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Because the ultimate purpose of models in the context of software development activ-
ities is to 'communicate' meanings and to 'signify' common ground.  

This paper reports on research based on Semiotic Engineering [5], a theory of HCI 
which focuses on how well producers of software artifacts communicate their intent 
to their consumers through user interface signs and patterns of interaction. We want to 
understand how CSMod tools support the ultimate goal of model building, namely: 
communication through models. Such an investigation will deal not only with how 
modeling notations respond to the expressive needs of model builders, but also on 
how the context of communication is made available to the model builder. In this way 
he should be able to explore how his message can be received by other software de-
velopment team members, across space and time. 

We have done a qualitative study of a small-size modeling case using BPMN with 
ARIS EXPRESS (AE). [6] This in-depth study had two major phases. In the first one 
we carried out an inspection of AE using SIM, the Semiotic Inspection Method [7], 
along with a cognitive analysis of the notations that can be used with it. For this we 
used CDN, the Cognitive Dimensions of Notations Framework [8]. The second phase, 
in which we collected empirical data and additionally used discourse analysis (DA) 
[9], served as an internal triangulation for our research findings. We registered and 
analyzed four participants' modeling activities with AE and then interviewed them 
about their thoughts in relation with the task they had been asked to perform. 

Our findings suggest that CSMod design can evolve in relatively unexplored direc-
tions, helping users (modelers) to gain greater awareness of the communication-
through-models process. This is the main contribution of this paper. Moreover, we 
believe that the methodology that we have used - which we have been testing in total-
ly different contexts - has yielded valuable results and can, therefore, be considered an 
additional contribution of this paper. 

The next four sections present and discuss our research in detail. We begin with a 
brief description of BPMN and AE. Then we outline the methodology we have used: 
a two-phased analysis combining SIM, CDN and DA. Next we present our findings in 
each phase and our conclusions about what they mean when compared to each other. 
In the last section we conclude the paper and point at some of the implications of this 
work and the opportunities for future work. 

2 BPMN and ARIS EXPRESS 

We used the BPMN and AE for the experiment because together they support the 
business modeling, which can be used as the starting point for software development, 
thus a means of communication between business stakeholders and software devel-
opment professionals. Based on these models, the group defines the scope and context 
where technological support is meant to be applied. [4] [10] 

BPMN is said to be readily understandable by all business players, from business 
analysts to technical developers [11] and it has been the object of several studies aim-
ing at investigating its capability and suitability to represent the business context 
through modeling as well as exploring its capability to communicate and visualize 
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business contexts. [4] [12] Because of its research history, we decided to use BPMN 
in our investigation, combining the cognitive and semiotic power of CSMod tools in 
building communicative models.  

AE [6] is a free modeling tool that offers a small subset of features from the pro-
fessional ARIS Platform products1. It has been chosen because participants of our 
study knew how to use it, which allowed us to focus on how the tool supports busi-
ness modeling activities, rather than on other issues having to do with novice user 
interaction with new software. Our research question in this study was: how does this 
tool support the process of communication through models? 

3 Semiotic-Cognitive Combined Methodology  

We used a combined semiotic-cognitive methodology because it allows us to analyze 
a very heterogeneous yet tightly related collection of data. Evidence collected for this 
research was registered in audio recordings of interviews and verbal protocols pro-
duced by participants of empirical test experiments, in various versions of models 
used in test tasks, and the researcher’s annotations made throughout the experiments. 
Another important piece of evidence was the AE interface itself, which in this re-
search is considered a key piece of empirical evidence of the CSMod tool design  
intent as communicated to the users via software. 

The whole set of collected data allowed us to investigate aspects of both the emis-
sion and the reception of the designer-user computer-mediated communication. This 
hybrid set of data was analyzed using a combination of three methods: SIM [7]; the 
CDN framework [8] and discourse analysis (DA) [9]. The method we used is a two-
phased analysis with a final diagnose phase. All three phases were performed by the 
same researcher, as described below. 

3.1 SIM and CDN Analysis of the CSMod Tool 

The first phase of the method was carried out to give the researchers an in-depth un-
derstanding of AE as used for modeling business processes with BPMN. AE also 
supports other modeling notations, but the focus of this research lies solely on BPMN. 

SIM helps us to identify the various sign systems and notations with which AE’ 
designers communicate their entire design vision to users. This method allows us to 
characterize how interface designers organize various signs (like words, images, 
layout, widgets, animations, screen patterns and sequences, etc.) to communicate to 
the users their interactive message, which we can paraphrase as this:  

 

“Here is my understanding of who you are, what I’ve learned you want or need to 
do, in which preferred ways, and why. This is the system that I have therefore de-
signed for you, and this is the way you can or should use it in order to fulfill a range 
of purposes that fall within this vision.” 

                                                           
1 http://www.softwareag.com/corporate/products/bis/ 
recognition/default.asp 
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In this message the first person “I” refers to the designer, whereas the “you” refers to 
the user. In accordance with Semiotic Engineering [5], this method frames human-
computer interaction as a special case of computer-mediated human (designer-user) 
communication and analyzes how this communication is emitted, that is, sent from 
designers to users. 

Since SIM frames communication in the context of computer-supported modeling 
(i. e. taking into consideration the fact that the model is produced under the influence 
of CSMod tool features), we used CDN to inspect cognitive dimensions of BPMN 
with AE notations (i. e. we also studied the cognitive characteristics of representations 
with which users have to deal, given that modeling is in essence an intellectual task). 

CDN proposes a set of design principles for creating or evaluating notations. In 
practice, it provides a common vocabulary for discussing many cognitive factors of 
such representation systems. CDN have been conceived to be combined with other 
methods and approaches. [8] Therefore, our intent to expand the results of semiotic 
inspection using CDN is totally legitimate. 

After this first phase of analysis, we examined the indications we got and designed 
the internal triangulation experiment to investigate computer-mediated designer-user 
communication in BPMN modeling tasks using AE. This procedure provided the 
necessary cohesiveness between method’s phases and allowed us to investigate as-
pects of both the emission and the reception of the designer-user computer-mediated 
communication. 

We recruited four participants with experience in business modeling, but none of 
them had really used BPMN in professional practice. This an explicitly targeted user 
profile for AE (beginners or occasional users). The profile of the main researcher 
herself was similar, which increased her awareness in identifying what kinds of aids 
and scaffolds would be helpful to fulfill the proposed test tasks. 

The domain selected for the experiment was known by all four participants, so the 
investigation could be totally focused on the modeling tasks using BPMN with AE. 
The process chosen for the experiment was the submission of a paper to a conference. 
This was a simple process, purposefully selected to keep the focus of the investigation 
on BPMN and AE.  

3.2 Triangulating Results with Empirical Observation and Discourse Analysis 

After the execution of test experiments with all participants, the collected data (audio 
recording of the verbal protocols during the tasks performed, the modified version of 
the model used in the tasks, audio recording of interviews and the researcher’s anno-
tations made throughout the experiments) was analyzed. 

We looked for empirical evidence of occasional discrepancies between the design-
er’s communicative intent and the users’ interpretation. We used DA to analyze the 
participants’ discourse and collect signs of how they received the designers’ message. 
While listening to the audios, guided by additional annotations made throughout the 
experiments, the researcher identified symptoms of communication breakdowns re-
garding the interpretation and use of notations deployed by AE. These symptoms  
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were detected and technically characterized according to the AE designer’s communi-
cation strategies (SIM) and their presumed cognitive impact on users (CDN). Upon 
finding such elements we then examined two factors that together connect CDN and 
SIM, that is, they allow us to relate semiotic characteristics of communication through 
interface signs and notations with the empirical evidence of cognitive processes that 
are in place when the communication is received. The two factors are: 

• Presence or absence of a corresponding CDN feature. For example, upon finding 
discourse evidence that the participant was talking about ‘visibility’ in BPMN with 
AE notations, we checked whether he or she was referring to the presence or ab-
sence (lack) of visibility in the notation. 

• The perceived impact of presence or absence of CDN features. For example, once 
in the presence of evidence regarding ‘visibility’, we looked for discourse evidence 
of value judgment: did this have a positive (+) or negative (-) impact on the partic-
ipant’s performance during the proposed task? 

In the final diagnose step of the method, a categorization of perceived symptoms of 
communication breakdowns (phase 1) along with the relations between semiot-
ic/cognitive characteristics and the participants discourse about their experience 
(phase 2) contributed to indicating significant aspects of the communication-through-
models process in this case study. 

4 Tasks and Findings 

Two tasks were used in this experiment: 1) To narrate one’s understanding of a pro-
posed business model built with AE using BPMN; and 2) To propose and execute a 
modification of this specific business model using BPMN with AE. 

4.1 Findings from Semiotic and Cognitive Inspections 

We identified the targeted user that AE’ designers are addressing through the inter-
face by looking at AE documentation. It says that this is a tool for beginners in busi-
ness process modeling and also for occasional users. There is a large amount of  
documentation available (video tutorial, manual, etc.), but when it comes to actually 
supporting modeling tasks in line, AE is not as helpful as one would expect. The basic 
constraints of business modeling are communicated to the user (e. g. constraints for 
connecting types of elements), but active orientation and support for using the BPMN 
language in modeling process are not available. This would not only be expected, 
given the targeted users, but also perfectly feasible (technologies providing over the 
shoulder task-related help are used in most office applications, for example). 

During semiotic and cognitive inspections, we also identified that AE relies heavily 
on the OMG2 specification of BPMN [11] to support the understanding and modeling 

                                                           
2 The Object Management Group (OMG) is a non-profit computer industry consortium respon-

sible for the UML and BPMN specification. 



 Commu

 

tasks. In other words, AE 
participants, didn’t have mu
ically for notational suppor
AE poster3, provided by A
OMG specification, which
seemed very useful for part
communicability aspects in
for two types of tasks pert
manual process tasks and u
completely clarified when 
specification.  

 

 

Fig. 1. User and Manual pro
task elements 

Manual tasks are define
group of people, never actu
performed by a human bein
pointed at a potentially amb
reception of the message se
a “puppet” icon) would pro
AE, we concluded that thi
subsequent experiment tes
while they would be trying 
the OMG BPMN specificat

In the initial inspection p
fined by the OMG BPMN 
fered by AE interface. Such
if applicable. For example
core element into the proc
wishes to assign to this elem
cation in AE, to present BP
did not know how this strat

                                            
3 http://www.ariscomm
4 http://www.bpmb.de/

unicating Ideas in Computer-Supported Modeling Tasks 

designers delegate help and support to OMG. Since 
uch experience in modeling with BPMN, we looked spe
rt material. Two complementary resources were found: 
AE documentation, and the BPMN poster4, provided
 according to AE is “responsible for BPMN”. The la
ticipants with little practice in using BPMN. To investig
n this particular case, we decided to inspect representati
taining to the context of our experiment’s process mod
user process tasks (Fig. 1). Their meaning could only
the poster was combined with the complete OMG BPM

ocess Fig. 2. Core element and type definition 

 

ed as those whose achievement is assigned to a person
ually being executed by an IT system. User tasks are th
ng with the assistance of some IT system. Because the la
biguous situation (is it a user’s or a system’s task?), and 
ent through the interface (where this task is represented
obably need more notational support, not provided by 
s case would be particularly interesting to explore in 
t. We also concluded that, to support participants fa
to interpret interface signs, we should give them acces

tion, the BPMN poster and the AE poster. 
phase, we also identified a core set of model elements 
specification [11] that were the most salient elements 

h elements could be further detailed by subsequent typi
e, regarding the gateway element, once the user adds 
cess model (Fig. 2-1) AE “asks” the user which type
ment (Fig. 2-2). This is an interesting strategy of commu
PMN elements in increasing levels of detail. However, 
egy would be received by users. 

               
unity.com/aris-express/poster 
index.php/BPMNPoster 

325 

our 
ecif-

the 
d by 
atter 
gate 
ions 
del: 

y be 
MN 

 

n or 
hose 
atter 
 the 

d by 
the 
our 

airly 
s to 

de-
of-

ing, 
the 

e he 
uni-
we 



326 J.J. Ferreira and C.S. de Souza 

 

Guided by findings of phase one, we thus completed the design of the test experi-
ment. The experiment was divided in three parts: 1) an explanation about the experi-
ment’s objective, duration, data collection methods, and a presentation of support 
resources for notations; 2) a presentation of the business process model to be used in 
the experiment and the tasks to be performed, an understanding what it means and 
how to modify it; and finally 3) an interview to discuss aspects of the experiment, the 
notations for business modeling, the participant’s experience with BPMN, the use of 
support resources, their comments about the executed tasks, and free conversation 
about additional relevant aspects spontaneously raised during the interview. 

4.2 Findings from Empirical Observations and Discourse Analysis 

We should remark about findings in the second phase of our study that most of the 
evidence came (not surprisingly) from the modification task, when supposedly un-
derstood meanings had to be put to use for objective purposes. When it came to using 
BPMN with AE to execute actual modifications, participants either needed some kind 
of external support, or they just verbalized that they did not know how to express the 
idea that they had in mind for modifying the process using BPMN with AE. 

Two broad meaning categories emerged from the data: 1) “Previous experience” - 
The participant narrates a situation experienced by him regarding business process 
modeling, which guided his choice to perform the proposed tasks; and 2) “Aha! mo-
ment” - The participant has a sudden insight about AE and how it would serve his 
purpose to represent what he intends to do with the business process model. Although 
finer meaning categories were clearly detectable, for the purposes of the research 
reported in this paper, the broad categories just mentioned are sufficiently expressive. 

Participants gave us evidence of the importance of defining the model’s purpose 
(the builder’s intent) and the targeted model users. This powerful kind of evidence for 
an investigation about communication though models was categorized as “Previous 
experience”. Here is a piece to illustrate it: 

“…for small processes like this there is no problem in using these elements (
), which are great to convey the understanding about the process. But when a 

process is too big, this kind of details pollutes the model … it might actually prevent 
[one from] understanding the process ‘overview’.” 

This piece of evidence refers to the large set of elements provided by BPMN, con-
trasted with the lack of orientation or support about how they are going to be com-
bined to mean something. The evidence suggests that there should be some protocol 
(between modelers themselves and between modelers and users) defining which  
elements should be used or not, when, why, and so on.  

Using Ellis and Gibbs’s distinctions between social and technological protocols 
frequently used in groupware [13], we found evidence from interviews that modelers 
occasionally resort to social protocols when trying to compensate for the lack of tech-
nological communication and task-supportive inter-user protocols encoded into the 
CSMod tool. For example, since BPMN goal is to account for many different levels 
of representation [11], there are in this notation cognitive challenges associated with 
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CDN’s diffuseness dimension, the complexity or verbosity of the notation in express-
ing meaning. In order to make efficient and effective use of BPMN, we learned that 
model builders need to know which “vocabulary” they should use so that the targeted 
model users can understand it and wield it for their own purposes. This was taken as 
evidence that the presence of diffuseness has a negative (-) impact (social protocol 
overheads) on the completion tasks. 

The manual and user process tasks used in our experiment led to further evidence 
of communicability issues. Because issues were revealed by participants’ insights that 
corrected previous misinterpretations, we categorized them as “Aha! moment”. Typi-
cally participants did not understand a number of visual language elements. Some 
queried the support material for more information. When they got to the section with 
task type descriptions, they suddenly gained a new understanding, which helped them 
make a better sense of the model they were working with. This has to do with the 
cognitive dimension called closeness of mapping, closeness of the representation to 
the domain. BPMN is designed to communicate that the “puppet icon” (Fig. 1) 
represents a task performed by an individual or group with IT support necessarily. 
Since there are processes that are done by users without IT intervention, the notation, 
depicting a single human figure, was very confusing. Participants only got the mes-
sage when they went over the BPMN specification.  

A work-around for trouble with the visual representation of IT support was further 
evidenced when one of the participants reported on the lack of a model element to 
represent the IT system: “…I saw two ways to do it: one is to use the data store  
( ) [the other is] the text annotation ( ) element…neither BPMN, 
nor AE restrict the use of those elements…this needs to be agreed prior to modeling, 
so that everybody modeling and using the models knows that the element represents 
an IT system…”. 

This evidence fell into the “Previous experience” category, because the participant 
reported and implemented a solution based on previous experience in modeling 
projects. This piece of evidence is associated with the cognitive characteristics of 
CDN’s secondary notation, the ability to use notations beyond the formal syntax for 
expressing information or meaning. In this case, one element was used to represent 
what the user needed to communicate, even if further social protocol agreements had 
to be made to achieve effective communication. The secondary notation cognitive 
characteristics were present and had a positive (+) impact on the proposed task. 

The use of AE to perform the modification task played an “educational role” with 
respect to BPMN. It provided scaffolds to help users in getting to know more about 
BPMN. In the AE interface, when users choose an element to be placed in the process 
model, the list of this element’s types are displayed, letting users know that they can 
be more specific in building the model. Evidence of how this was used  (Fig. 2) was 
categorized as “Aha! moments”. The corresponding cognitive characteristic was visi-
bility, ability to view all components simultaneously or two related components side 
by side at the same time. In the illustrated situation in Fig. 2 the user needs a gateway, 
and AE leads him to think about what kind of gateway should be used. CDN’s visibil-
ity characteristics were present and had a positive (+) impact on the achievement of 
the proposed task. 
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Another importantly revealing evidence in this case is that the AE interface design 
supports model builders better than model readers, in the sense that the interactive 
scaffolds like gradual unfolding of elements are offered only to the user who engages 
in model modification (or creation). Readers, however, would benefit much from 
unfolding the meaning and purpose of models built by others in very similar ways. 

5 On Communication through Models 

This research has shown that there are mismatches between the user profile that AE 
supposedly targets (occasional users and beginners) and the one that emerges from an 
analysis of emission and reception of its designers’ message. Our study shows that the 
designers of the CSMod we used in experiments have in fact adopted a partial and 
more limited perspective than technology enables. In spite of agreeing that models are 
communication artifacts playing a critical role in software development, evidence 
indicates that they apparently believe that it suffices to support the expression of 
communication and interpretation will take care of itself. In other words, the recep-
tion phase of the overall communicative process is left almost completely unattended, 
except for the occasional support that model readers can get if they try to tinker with 
the model (e. g. click on elements as if they were about to edit them).  

We should remark that many resources that could be used to improve model read-
ing are already in place for model creation, or should be. For a flavor, a BPMN 
CSMod tool interface could be so designed as to highlight the user task and IT system 
relation when the model is being used (not built). Since this is a critical feature for 
this type of task and the conventional “puppet” icon representation doesn’t help un-
derstanding, the interface could easily show the name of the IT system that supports 
the tasks when the user hovered the mouse over it. 

A large volume of evidence pointed to the need of a protocol outside the notation 
domain, so that the model builder would be able to build understandable representa-
tions. The participants reported that in their experience, a social protocol among those 
who are building or making use of the models is indispensable. We believe that the 
use of social protocols to overcome representational limitations is a path to investigate 
in trying to further the communicability of CSMod tools. The question to be ad-
dressed is: can such tools use existing representational resources and support model 
building, reading and editing? Can information about signification agreements estab-
lished in social protocolsbe at least partially encoded in technology? 

In the course of research towards the answer to the questions above, we think that 
the combination of semiotic, cognitive and discourse analysis methods we have used 
conveniently covers the wide range of phenomena that must be investigated if we 
want to discover the power of communication through models. Together, they can not 
only tell us about how the CSMod design message is composed and how it affects the 
users as they build, edit or read models with it, but also about the cognitive challenges 
associated with the supported notations.  
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Abstract. Workflow Management Systems (WFMS) are becoming increasingly 
important as tools to support people involved in the execution of business 
processes and to automate parts of it. As business processes involve several ac-
tors with varying backgrounds, workflow engines need to offer appropriate in-
terfaces in order to be accepted and deliver the expected benefits. In this paper 
we present a structural interface design based on general user interface require-
ments and special properties of workflow systems, in particular of a subject-
oriented workflow engine. 

Keywords: Business process management, workflow systems, user interface, 
structural design, Subject-oriented BPM. 

1 Introduction 

Workflow Management Systems (WFMS) support the management of business 
processes both at design and at runtime. A modeling component allows specifying the 
process, while a Workflow or Process Engine (WE, PE) controls the execution of 
process instances according to the model. The WE navigates users through the steps 
of a process they are involved in and might integrate IT applications to accomplish 
process-related tasks. WFMS require a well-designed user interface (UI) as a critical 
factor for their success. Interface design is no longer considered to be art, but ‘a kind 
of joint computer-cognitive engineering, that is, science-based techniques to create 
interactive systems satisfying specified requirements’ (see Card’s foreword in [6]). 
Consequently, a user interface needs to meet specified requirements in order to be 
accepted by its users. In section 2 we outline general guidelines for designing user 
interfaces and then look at domain-specific requirements for workflow engines  
(section3). Based on the requirements in section 4.2 the design proposal is worked 
out, recognizing the properties of Subject-oriented Business Process Management  
(S-BPM) (section 4.1). The design is validated and modified according to the 
evaluation results (sections 4.3 and 4.4). The contribution concludes in section 5. 
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2 General Design Guidelines for User Interfaces 

There are many publications available on guidelines for user interfaces and websites 
(e.g., see [1] [6] [7] [9] [12] [13]). They do not precisely describe design activities, 
but define goals. The guidelines do not give special recommendations for particular 
application classes like WFMS, and they are ‘quite similar if we ignore differences in 
wording, emphasis and the state of computer technology when each set was written’ 
[6]. In his book ‘Designing with the mind in mind’ Johnson describes the most 
important aspects of psychology underlying user interface and usability guidelines. 
Figure 1 shows them together with the corresponding design principles [5] [6]. 

Psychological Aspects 
• We perceive what we expect 
• Our vision is optimized to see structures 
• We seek and use visual structure 
• Reading is unnatural 
• Our color vision is limited 
• Our peripheral vision is poor 
• Our attention is limited: our memory is imperfect 
• Limits on attention, shape, thought and action 
• Recognition is easy, recall is hard 
• Learning from experience and performing learned actions 

are easy; problem solving and calculation are hard 
• Many factors affect learning 

 Interface Design Principles 
1. Focus on the users and their tasks, 

not on the technology 
2. Consider function first,  presenta-

tion later 
3. Conform to the users view on the 

task 
4. Design for the common case 
5. Don’t complicate the users’ task 
6. Facilitate learning 
7. Deliver information, not just data 
8. Design for responsiveness 
9. Try it out on users, then fix it 

Fig. 1. Psychological aspects and design principles for user interfaces 

The principles in the figure are mainly of static nature. They do not refer to opera-
tional aspects relevant for interfaces in use. Nievergelt proposes to consider these 
aspects by coining the following questions that should be answered for each situation 
in interaction: Where did I come from? Where am I? Where can I go from here? [11]. 
Users of workflow engines when executing sequences of tasks need orientation and 
navigation support to know where they are, where they have been, and where they can 
go. Although support for visualizing navigation structures is essential (cf. [9]), many 
applications lack, e.g., the ‘you are here’ indication. When Nievergelt’s design issues 
are tackled several concepts facilitate answering the questions: Trails refer to past 
actions (i.e. orientation w.r.t. to the past), sites correspond to the current action or 
information to give (i.e. orientation w.r.t. to the current situation), and modes are 
about possible actions to come (i.e. orientation w.r.t. to future activities). Trails have 
also been called feedback, sites have been called responses, and modes have been 
called openings (‘What can you do?’). When users carry out more than a single task 
when communicating with interactive systems, so-called field tasks, reached thanks to 
the responses, have been distinguished from so-called interaction tasks including 
feedbacks and openings [3]. Hence, trails, sites and modes reflect interaction patterns 
with certain meanings that correspond to handling workflows interactively. Workflow 
systems may engage users in several tasks in a certain period of time requiring trails, 
sites, and modes to act in line with active business processes. We will refer to trail 
(Now), site (Needed), and modes (Next) in our design approach  -  see section 4.  
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3 User Interface Requirements for Process Engines 

As we are talking about user interfaces the focus is on how workflow engines inte-
grate humans in the execution of instances of various process types with participants 
diverse in hierarchical position, education, computer literacy etc. (from CEO to blue 
collar worker). The PE should reduce cognitive overload by providing an intuitive and 
easy to use interface (process portal), framing both its own functionality to execute 
process instances and the embedded applications with their particular user interfaces. 
The UI requirements can be derived from the functions a WE needs to provide for 
actors in processes. For illustrating those, the typical work at a conventional office 
desk can serve as a metaphor. The desk is equipped with many tools helpful for all 
types of processes like personal computer, notepad, inhouse-mail envelopes, in-tray, 
out-tray, stapler etc. There are also tools which are specific for a certain process like 
forms for purchase orders or vacation requests. When working on process instances at 
the desk a person for example takes inhouse-mail envelopes out of the in-tray, opens 
them, selects one (e.g. price calculation request) and starts activities necessary to ac-
complish the tasks related to the case. This could mean calculating a price with a 
spreadsheet software on the PC, fill the result in the request form, put it in an 
envelope, add the addressee and put it into the out-box. Another typical situation 
might be the person itself instantiating a process by filling in a vacation request form 
and sending it via inhouse-mail to the responsible manager for approval. In addition 
to supporting those activities, a workflow engine, due to its overarching of single 
work places, can also deliver functions like status reporting etc. The following list 
contains major functions which set the requirements for a user interface properly pre-
senting them. 

• Instantiating processes and tracking. A user needs to be able to select and start 
processes he/she is allowed to initiate (according to organizational settings). He 
should be able to observe the status of instances once they have been started. 

• Receiving and Selecting. A user requires a quick overview of and an easy access 
to open instances he needs to work on (work list). 

• Working. A user needs to be able to accomplish the steps he is responsible for in 
the process, e.g., directly starting an application system out of the WE user inter-
face when needed in a step. The applications (or single transactions) possible to 
call are process-specific and therefore need to be embedded and offered according 
to the context (e.g., a CRM system in a marketing process). Aborting or suspend-
ing the instance execution should be possible as well as continuing it later. 

• Sending. A user needs to be able to easily pass his work results on to the next actor 
in the process in row. This includes the system’s support by determining or sug-
gesting the right addressee(s). 

• Orientation and Navigation. While processing instances the user should always 
be able to obtain information about the whole process in terms of which steps al-
ready have been finished, which tasks are his/hers and which are the steps still to 
go afterwards by other actors. The UI should help deciding on and carrying out ac-
tivities at each execution state by setting the right defaults and providing possible 
options. 
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These requirements correspond to Nievergelt’s operational aspects (see section 2), as 
a user wants to know: Where am I now? What do I need to do? What needs to be done 
next by whom? We term this the Now – Needed - Next (3N) approach. 

4 Designing a User Interface for a Subject-Oriented Process 
Engine 

Based on the considerations in section 3 we propose a particularly structured user 
interface design, tailored for the domain of workflow systems and focused on the 
runtime part. It should serve as a blue print for interaction design on various devices 
(mobile and static), allowing up-to-date technologies for implementation. The UI 
functions for handling a workflow engine depend on the method in which processes 
are modeled at design time. Functions especially for navigation through a workflow at 
runtime (process execution) might differ according to the approach used - e.g., BPMN 
models can include about 160 symbols [14] which might lead to extensive navigation 
features. To demonstrate the Now-Needed-Next approach we stick to a straight-
forward BPM technique, namely Subject-oriented BPM. Before giving the design 
structure, we briefly outline the approach (for details see [2]). 

4.1 Properties of Subject-Oriented Business Process Management (S-BPM) 

The subject-oriented description of a process starts with the identification of process-
specific roles involved, the subjects, and the messages exchanged between them (see 
fig. 2). When sending messages, required data is transmitted from sender to receiver 
via simple parameters or more complex business objects if necessary. 

Fig. 2. Interaction structure of the process (BT=Business Trip) 

In a refinement step, the modeler describes which activities and interactions the 
subjects have to perform in which order during process execution, i.e., he defines the 
behavior of individual subjects. He also specifies business objects as data structures 
being exchanged with the messages and being manipulated in the subject behavior. 

The subject behavior diagram in the left part of figure 3 shows the order in which 
the employee sends and receives messages, or executes internal actions (functions), 
and the states he is in during his business trip request process. The initial state is a 
function state in which the employees complete their business trip request. The state 
transition 'Fill in BT Request done' leads to a send state in which they send the request 
to the manager, before entering the receive state, in which the applicants wait for the 
manager’s response. In case they receive a rejection message, the process comes to an 
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end. In case the employees receive the approval message from the manager, they go 
on the trip on the agreed date and the business trip application process is completed. 

The behavior of the manager is complementary to that of the employee (see right 
part of fig. 3). The manager waits in a receiving state for a request from the employee. 
After receiving one, he goes to the state of decision, leading either to the approval or 
rejection. In the second case, a state follows to send the rejection to the employee. In 
the first case, the manager first moves to a send state for transmitting the approval to 
the applicant, and then proceeds to a state of informing the travel agent about the 
approved request. The behavior of the travel office can be described analogously.  

 

 
Fig. 3. Behavior of the subjects ‘employee’ (left) and ‘manager’ (right) 

Subjects represent active parties in a process as abstract actors. Assigning people to 
subjects embeds processes in a certain organizational environment. For example all 
members of a department can execute the behavior of the subject ‘employee’ while 
the ‘manager’ behavior is reserved for the department head and deputy. Such various 
embodiments of a business process in an organization are called process contexts. 

If a business event (e.g., need for visiting a customer in Berlin) in a certain context 
(e.g., by Bob Miller from the sales department) has to be handled, an instance of the 
corresponding process (e.g., business trip application) is initiated. 

4.2  Structuring User Interfaces for Semantic Execution Support 

When structuring a UI for a S-BPM-based workflow system we focus on function and 
not on graphical aspects (principle 2 in fig. 1). According to the nature of S-BPM only 
two types of screens are required for execution support: a screen for starting a process 
instance or selecting existing instances. The second type are screens for the basic 
workflow operations (do, receive, send). They can be based on one template. 
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Figure 4a shows the first screen type. The left part lists instances grouped by 
processes which contain tasks to be accomplished by the user currently logged on 
(personal work list). In the example he or she has to work on three business trip and 
two vacation requests (may be as the supervising manager). The right part offers the 
processes the particular user can start instances of according to the responsibility rules 
specified in the organization. Selecting one of the four processes listed creates a new 
instance of the process type chosen, e.g. a request for a certain business trip. 

After initiating such a new process instance the user has to execute either a func-
tion, a send operation or a receive operation. For that type of operations a common 
template for the user interface is used. This template (see figures 4b-4d) is based on 
the Now - Needed - Next (3N) properties described in section 3. 

 

 
a) Selecting open task or start new process 
instance 

b) Executing a function: Fill in business trip 
request 

 
c) Selecting a person assigned to subject 
‘manager’ 

d) Selecting an expected and available  
message 

Fig. 4. Screen types 

• Now. The row on top (dark grey background) contains functions to inform the user 
about the current status of the process instance. They are identical to all screens.  

• Needed. The middle part (white background) contains all functions which are re-
quired for executing internal functions specific to a certain process. They include 
creating new business objects, opening existing ones or starting an integrated ap-
plication (arranged on the left). The remainder of the middle part displays the work 
area in which the user can work on open business objects and finds functions to 
suspend, abort and finish his activities. 

• Next. The row on the bottom (light grey background) shows all operations for 
defining what is coming next. 

Figure 4b depicts the screen for executing the function ‘Fill in BT Request’ as mod-
eled in the behavior diagram for the subject the user represents (here employee, see 
fig. 3). This information is presented on top together with the priority and name of the 
instance. Pushing the button ‘Subject’ displays the entire behavior model of the sub-
ject with the current execution state being highlighted. ‘Recorder’ activates a feature 
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of the process engine, showing the steps already taken in the instance by all subjects 
involved in the process. ‘Select’ brings the user back to his work list (fig. 4a). 

The business object modeled as belonging to the current function is already open 
as a form. The user needs to type in the required information. The business object 
form is part of the process specific aspects of the UI. Filling it in can be aborted with-
out saving the inputs (‘Abort’) or suspended with storing the data put in so far 
(‘Close’). Once all required fields are filled finishing is possible (‘Finish’), activating 
the functions in the bottom row (here ‘Next step’). By clicking the ‘Next step’ button 
the workflow proceeds to the subsequent action. In our example this is a send opera-
tion which transfers the application form to the manager. 

Figure 4c shows the UI for such a send state in which the person or organization 
assigned to the subject ‘manager’ needs to be known (process context). In our context 
two people are assigned to the subject and therefore can be offered as addressees by 
the workflow engine: the department head, Otto Mayer, and his deputy, Michael 
Müller. The department member who applies for the business trip can select to whom 
he wants to forward his request. If he selects ‘Manager’, Otto Mayer and Michael 
Müller will receive the application. The first who picks it up decides on the request 
which in parallel is removed from the work list of the other person. As soon as an 
addressee is selected, the message can be sent by clicking ‘Next step’.  

The subsequent state in the ‘employee’ behavior is waiting for the manager’s an-
swer. In a receive state different messages can be expected as defined in the process 
model, in the example an approval or rejection. On the screen the messages which are 
expected and available are shown. Figure 4d depicts the screen for the subject ‘em-
ployee’ after the message ‘approved’ has arrived from the manager. As it is the only 
expected message in our case it can be preselected. If the user has clicked on the 
‘Next step’ button the message is received and the subject proceeds to the next state. 

4.3 Evaluation 

The design has initially been provided in form of Microsoft PowerPoint slides and 
then transferred to a portlet-based user interface in order to validate it. The design 
prototype has been evaluated using several items. In table 1 we relate them to the 
psychological aspects and the design principles described by Johnson (see section 2). 
The list has also been influenced by [4]. Evaluating a user interface is more or less the 
only way to find out whether it has a chance to get accepted, which lays ground for 
the economic success of an entire product (see [7, p. 134]). In nearly all principles for 
good user interface design testing is required (see [6, p. 176] or [5]). Once testing is 
mentioned developers often refer to expensive usability labs. However, Jakob Nielsen 
showed following certain principles produces very good results with much less effort 
[8]. According to Nielsen five testers are sufficient for usability testing [10]. Based on 
this work Krug has developed a ‘lost our lease, going-out-of-business sale usability 
testing’ methodology as an alternative to expensive testing labs (see [7, p. 137]). Krug 
states ‘Testing only three users helps ensure that you will do another round soon’. 
Testing should be done in short intervals because testing is an iterative process.  
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Following those recommendations we organized test sessions with 3 users, starting 
with a short intro. The testers received the list of items, but we did not explicitly ask 
them the questions. 

Table 1. Evaluation items 

Psychological aspects No. Items 
1, 2 1 Are the functions grouped according to the tasks to be executed? 

1, 2 2 Is the user interface designed from normal user’s perspective? 

1, 2, 3 3 Are the functions described understandable? 

3, 4, 5, 6 4 Are related functions grouped reasonably? 

7 5 Can the user always identify his current position in the task flow? 

4, 5, 6 6 Can the user always identify his next step in the task flow? 

5 7 Are there needless clicks for activating important functions? 

4, 5, 6 8 Are there functions supporting the repetitive execution of tasks? 

3, 8 9 Does the interface allow finding required functions directly and fast? 

2 10 Is there a common principle visible/sensible behind the user interface? 

6 11 Is the user always informed what is going on and what needs to be done next? 

5, 6 12 Does the user need to memorize many data in order to execute functions? 

3, 4 13 Are the mostly used functions directly accessible? 

7, 8 14 Is there a quick overview about the available functions? 

1, 2, 5 15 Is there a general handling concept? 

6 16 Does it take the user a long time to learn the user interface? 

 
We explained that we just expected their recommendations on how to improve the 

UI according to the items list. Then we exposed the testers to the first version of the 
interface based on the design presented in section 4.2. 

Tester 1 was a 56 years old sales person for (subject-oriented) BPM solutions. He 
brought in a lot of user interface experience collected from customers. The second 
proband was a 34 years old product manager for a BPM suite, and the third person, 
also 34 of age, works as a principal consultant for introducing BPM in companies. 

The evaluation focused on the functional aspect (principle 2 in figure 1). Table 2 
shows most significant test results and most important insights. 

Table 2. Evaluation results 

• The start screen is too complicated to understand, especially the wording (process instance, 
process) is confusing. 

• Users want to work rather than to administer tasks or process instances 
• Users want to quickly grasp what they have to do and once a task is finished they want to be in-

formed instantly what the next steps are. This was not clear enough in the evaluated version. 
• The business object to be worked on in the current task needs to be visible once the user opens a 

task (see figure 4b in section 4.2). 
• If there is an application needed in the task its UI should be visible on the screen. 
• The users need to be able to configure the interface on their own, including rearranging function 

groups on the screen and adapting the wording of functions as companies want to use their own la-
bels for functions. 

• Function arrangement is not consistent: Functions related to subsequent tasks should be located at 
same positions e.g. selecting the receiver of a message should be found at the bottom. The top line 
should first display information fields, followed by functions to visualize the state of a subject and 
of the whole process instance. 
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4.4 First Structural Redesign 

Based on the test results we have adapted the interface structure. We show only the 
functional redesign due to space limits. Figure 5a depicts the modified structure for 
completing business object forms (function state in the behavior model). Compared to 
the initial design shown in figure 4b we rearranged and relabeled functions. 

• Now. In the top line information fields on the left show the type of action (internal 
function), followed by information of the process instance (process type, creation 
date, priority). The orientation functions on the right lead to screens revealing the 
status of the process instance, either for the subject (where am I?) or for the entire 
process (where are we?). The new labels better express the meaning than ‘Subject’ 
and ‘Recorder’ in the previous version. 

• Needed. In the left column functions for creating new business objects (in our 
example business trip request form) or adding attachments etc. can be found. The 
business object to be worked on is positioned in the middle part. In case a single 
business object is used in the process the form is opened automatically. Editing can 
be aborted – in this case all inputs are removed. The activity can also be interrupted 
– data already filled in are stored. Upon completion the form finishing is possible. 

• Next. Activates the transition to the next state ‘fill in business trip request done’ in 
the bottom line. If the process model had specified other transitions in this state the 
UI would present them as additional arrows. The ‘back’ button leads back to the 
work and process list. 

 
a) Redesign for a function 
(function state) 

b) Redesign for sending a mes-
sage (send state) 

 
c) Redesign for receiving 
messages (receive state) 

Fig. 5. Redesigned user interface 

Figure 5b shows the screen for sending messages. The only activity a user needs to 
perform in that state is selecting the person assigned to the receiving subject in case 
there is more than one option. Whereas in the previous interface the user needed to 
check boxes and then push ‘Next step’ (see figure 4c), now clicking the right arrow is 
sufficient. If there is only one person the sending operation is executed automatically. 
The behavior model specifies the messages to be expected in a receive state (‘Ap-
proval’ or ‘Rejection’ in the example). At runtime it is only necessary to select one of 
the messages available in the current state and accept it. The arrow on the screen in 
figure 5c shows the approval message. If there were more messages available, the 
user could choose by clicking the right arrow, causing the reception. Like in the send 
state this procedure saves one user action (checking a box) compared to the initial 
interface. 
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5 Conclusions 

Workflow engines have two UI parts: Process-independent and process-specific func-
tions. Process-independent functions form the framework and ‘infrastructure’ in 
which the required tasks of a process are executed by users. The original UI of an 
existing design has been evaluated using agile user testing. Improvement potential has 
been identified and the UI has been changed accordingly and can be evaluated again. 
In future work based on the user interface approach, corresponding application pro-
gramming interfaces need to be defined allowing a flexible alignment of user  
interfaces for workflow systems with corresponding workflow system functionality. 
Furthermore it has to be investigated how the agile user testing approach proposed by 
[8] and [7] can be integrated in a scrum-driven software development cycle, allowing 
for seamless interactive application development. 
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Abstract. Smart environments aim at inferring the intention of the user and 
based on that information, they offer optimal assistance for the users while per-
forming their tasks. This paper discusses the role of supportive user interfaces 
for explicitly interacting with the environment in such cases where implicit inte-
ractions of the users fail or the users want to get informed about the state of the 
environment. It will be shown by small examples how patterns help to specify 
the intended support with implicit and explicit interactions. A notation for pres-
entation patterns will be introduced that allows users dynamically to change the 
presentation style. It will be discussed how extended task models can be com-
bined with presentation patterns and how this information can be used in sup-
portive user interfaces on mobile devices. 

Keywords: Smart Environment, model-based design, pattern, supportive user 
interface, task migratability, task pattern, presentation patter.  

1 Introduction 

During the last few decades a lot of work has been accomplished by different research 
teams to study prototypes of environments of assisting users performing their daily 
life tasks. This research was often focused on elderly people but sometimes also  
focuses on children (e.g. [3] and [16]).  

Our paper is based on research within our graduate school MuSAMA (Multimodal 
Smart Appliance Ensembles for Mobile Applications). The experimental basis is a 
smart meeting room. The room is equipped with a lot of sensors, projectors and  
cinema screens (see Fig. 1.).  

Bayesian algorithms are informed by sensors and try to infer next possible actions 
of the users. Based on that information, convenient assistance has to be provided.  

“This creates complex and unpredictable interactive computing environments that 
are hard to understand. Users thus have difficulties to build up their mental model of 
such interactive systems. To address this issue users need possibilities to evaluate the 
state of these systems and to adapt them according to their needs.” [13]  
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Meta-UIs are mentioned by the authors of paper [13] as a solution for this problem. 
This means that users are able to configure user interfaces that can be visible (explicit 
interaction)  and invisible (implicit interaction via sensors). 

 

 

Fig. 1. Smart meeting room 

As a result of the SUI 2011 workshop participants agreed on the following more 
specific and precise definition for this kind of user interfaces:  

“A supportive user interface (SUI) exchanges information about an interactive sys-
tem with the user, and/or enables its modification, with the goal of improving the 
effectiveness and quality of the user's interaction with that system.“ [7].  

The most important aspect of this definition is the fact that the user interface 
should be adaptable in order to give the user the opportunity to interact with the sys-
tem in a more appropriate way according to the specific encountered context of use.  

This idea of a “Meta-User Interface” approach for controlling and evaluating inter-
active ambient spaces was also suggested by [2]. 

We will focus our discussion in this paper on the role of supportive user interfaces 
in smart meeting rooms. The paper is structured in such a way that first, existing ap-
proaches for supportive use interfaces in ubiquitous environments are discussed.  
Afterwards, models are studied that help to develop supportive user interfaces. Addi-
tionally, it will be discussed how specific patterns might help to assemble models and 
are helpful during run-time. 

2 Models and Supportive User Interfaces 

Within our graduate school MuSAMA (Multimodal Smart Appliance Ensembles for 
Mobile Applications) we have the opportunity to study research questions for support-
ing users while performing their tasks in a smart meeting room. We already men-
tioned that one approach for such environments is the usage of Bayesian networks. 
These networks describe possible activities of users. Algorithms are available that 
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infer next possible actions. Based on this information it is possible to provide conve-
nient assistance to the user. 

Unfortunately, it is not easy to create such a Bayesian network. Additionally, such 
networks have to be trained. In this way a lot of meetings with similar goals and par-
ticipants have to be observed. Even when this was possible it is not easy to provide 
the user with information about the current state of the environment. Roscher et al. 
discuss in [13] a functional model and system architecture for Meta-User Interfaces. 
Such interfaces allow users to control devices in the smart environment in an explicit 
way. In this way it is possible to “manually overrule” the decision of the environment.  

“The Migration menu provides possibilities to redistribute a UUI (ubiquitous user 
interface) from one interaction resource to another, e.g. transfer the graphical UI to a 
screen better viewable from the users’ current position. Through the Distribution 
menu the user can control the distribution on more fine grained levels by distributing 
selected parts of the UI among the available IRs.” [13]. 

For ubiquitous user interfaces the five features shapeability, distribution, multimo-
dality, shareabilty and mergeability are specified and presented in [14]. These results 
are originally  from [2]. 

1. Shapeability: Identifies the capability of a UI to provide multiple representations 
suitable for different contexts of use on a single interaction resource. 

2. Distribution: Identifies the capability of a UI to present information simultaneous-
ly on multiple interaction resources, connected to different interaction devices. 

3. Multimodality: Identifies the capability of the UI to support more than one  
modality. 

4. Shareability: Denotes the capability of a UI to be used by more than one user  
(simultaneously or sequential) while sharing (partial) application data and (partial) 
interaction state. 

5. Mergeability: Denotes the capability of a UI to be combined either partly or com-
pletely with another UI to create combined views and input possibilities.” 

These results reflect in a wonderful way necessary technical properties of user inter-
faces in given ubiquitous environment. They also underline the necessity of having 
explicit interactions in smart environments.  

In our discussion we will focus on two main aspects: 

1. What kind of models can help to specify user interfaces for smart environments in 
detail? 

2. What kind of patterns can support the modeling of smart environments? 

3 Models for Smart Environments 

In conjunction with modeling efforts for smart environments the collaborative task 
modeling language (CTML) was developed in our group. This language consists of 
models specifying the activities of stakeholders and the whole team by task models. 
Additionally there are models for devices and the room as well. Details can be found 
in the PhD thesis of Maik Wurdel [21]. 
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In this paper we will concentrate on the models that help us to generate user inter-
faces for explicit interactions. Task models are most important for this aspect.  CTML 
uses task tress in the notation of CTT [12] extended by constrains in an OCL-like 
style. This notation was extended in [22] by new task types that are recalled in Fig. 2.  

 

 

Fig. 2. New task types introduced in [22]  

Additionally, a development process for assistive user interfaces was suggested. 
The model of this process is shown in Fig. 3. One can see that based on a severe anal-
ysis of the tasks that have to be performed and supported some kind of task model is 
designed. This model is very important for the further development. It is the basis of 
the further development of implicit and explicit interactions. Implicit interactions are 
specified within task models. Explicit interactions are designed by the combination of 
tasks and dialogs.  The navigation between different dialogs is specified by a so called 
dialog graph. It allows the automatic generation of supportive user interfaces. 

 

 

Fig. 3. Our application’s development flow from [22] 

Dialog graphs were introduced some years ago for the development of interactive 
systems. It was extended in [22] to fulfill the special needs for supportive user inter-
face design in smart environments by introducing implicit concurrent and implicit 
sequential transitions. 
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Initially, a dialog graph had only explicit concurrent and sequential transitions. 
They are activated by the user when interacting with the system and performing cer-
tain task. Sequential transitions result in a hiding of the old dialog and appearing the 
new dialog whilst concurrent transitions do not hide old dialog but give the activity to 
the new one. 

 

 

Fig. 4. Part of a dialog graph for a role presenter 

The dialog graph of Fig. 4.  consists of four dialogs with five transitions. Transition 
1 and 3 are explicit transitions while all the others are implicit. They are related to 
activities that are part of the task model but are identified by sensors. In the example 
of the dialog graph of Fig. 4. there is a task “going to the front”. This task has to be 
performed before a presentation can be given. In case that some sensors signal that a 
person that is announced as “presenter” is in the presentation area, it can be concluded 
that the task “going to the front” was executed depending on the current dialog (“Sign 
in” or  “Sign up”) an  implicit transition (4 or 5)  is executed. The user interface of the 
presenter is updated accordingly. He or she can load the presentation, choose the 
presentation style and specify the number of canvases. This input can be considered 
as the selection of a presentation pattern.  This aspect will be discussed in more detail 
in the following paragraph. 

4 Patterns in Smart Environment 

Design patterns have proved [10] to be a good tool to represent knowledge in soft-
ware design. They spread through computer science domain despite the fact that pat-
terns were first discussed in architecture [1]. Additionally, many approaches take 
benefit of the usage of patterns in the HCI area [17]. Breedvelt-Schouten et al. [4] 
introduced task patterns that inspired our work. Sinnig [15] provided generic task 
patterns to be able to adapt a pattern to the context of use.  

1 

2

3

4 

5
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In a given smart environment numerous actors try to achieve a common goal that 
can be characterized as team goal. For the meeting room example, the ultimate goal is 
the efficient exchange of information among the actors in the room. Every task ex-
ecuted by an actor in its role is in a way a contribution to the team goal. It is a step 
towards this goal. Additionally, the task helps to reach the own individual goal (e.g. to 
make a good presentation).   

A first step to develop patterns in the context of smart meeting rooms was to iden-
tify possible team goals (a certain state that the team wants to reach). First results 
were presented in [23] by providing six abstract team goals. These goals were (I) 
conference session performed, (II) lecture given, (III) work defended, (IV) topic dis-
cussed, (V) debate managed and (VI) video watched.  
Some further patterns were identified in the meantime. One of these patterns is pre-
sented in Fig. 5. This pattern was identified in an institute of climate research. It is a 
team pattern for discussing weather phenomena.  

Usually during meetings at this institute there is first a general presentation. Later 
on participants split into two subgroups and discuss some pictures and data. At the 
end the combined results from both groups are presented to the whole plenum.  

This kind of patterns can help to structure an application in an appropriate way. 
The pattern follows a user-centered approach. It can be considered as static. There 
will be no changes for the pattern instance at run-time. 
However, there are other types of patterns that have to be instantiated during run-time 
and different instances are used. This is especially true for presentation patterns. Each 
presenter might have a different style for presenting his ideas. Some stakeholder 
might give a presentation in the classical way of presenting one slide after another. If 
more than one projector is available it might make sense to use one for the outline of a 
talk and the others for the slides.  
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Fig. 5. Goal Pattern for discussing climate phenomena 

This led us to the identification of information-distribution patterns. We will de-
scribe such patterns by concentrating on projectors but similar patterns are applicable 
to the general distribution of information to different devices. First, we tried to identi-
fy the generic parts of such a pattern. This is at least the name of the file where the 
information comes from, the number and the identification of the projectors. Finally, 
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the presentation style is necessary. This generic part can be specified by four parame-
ters. This can be represented by the notation given in Fig. 6. 

 

PP

N= <Number>
S= <Presentation style>
P= <Projectors>
F= <File>

 

Fig. 6. Presentation Pattern 

Instances of such a pattern are interpreted during run-time. All generic parameters 
missing an assigned value will be displayed by a supporting user interface for a mo-
bile device.  In this way the current presenter is asked to interactively provide the 
necessary information.   

One can imagine that instances of patterns can be since the modeling stage. In this 
case values can already be assigned to parameters of these pattern instances. The file 
or the number of projectors might have been known during at the design phase. 
We attached several instances of the information distribution pattern to the team goal 
pattern of Fig. 4. The result is presented in Fig. 7. 

First (left hand side of the model) only projector 1 is used to show the data from 
file X.ppt. Later in the discussion phase two projectors are used by each subgroup. 
The number of available projectors is two and the projectors are already explicitly 
assigned. Group 1 is sitting in one corner of the room using projector 1 and 2 and 
group 2 is sitting in another corner using projector 3 and 4. The presentation style is 
sliding window (sw), which means that always the current and the previous slide are 
presented. In case there were more projectors more slides are shown. The file that has 
to be shown is not known during design time. 

At the end of the meeting only one projector is used and this is projector 1. The file 
name will be available during run time and is not known beforehand. 
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Fig. 7. Information-Distribution Pattern as part of a Goal Pattern 
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5 Task Migratability in Smart Environments 

Task migratability is one of the usability criteria of interactive systems. It specifies 
the transfer of control for tasks execution between user and system. “It should be 
possible for the user or system to pass control of a task over to the other or promote 
the task from a completely internalized one to a shared and cooperative venture” [9]. 

Many interactive systems are static in this respect. The software designer decides 
often already during the development phase which task is to be allocated to which 
actor. In our discussion we will especially focus on the dynamic allocation of tasks 
(task migratability) and the possibility to influence this allocation by a supportive user 
interface. 

Currently task migratability seems to be not a big issue in smart environments. In 
general the systems try to support users as much as possible. Sometimes it is possible 
to explicitly configure the environment via a user interface [13]. However, the con-
cept of a Meta-UI is not directly related to task migratability. Often user interfaces are 
only distributed in a different way while the allocation of tasks remains the same. 
However, the concept of Meta-UIs can also be applied in such a way that a new con-
figuration of a system results in a different task allocation.  Consequently, Meta-UIs 
combined with supportive user interfaces can then be employed to make task migra-
tability conceivable and possible in smart environments.  

Tangible user interfaces seem to be an interesting option for supportive user inter-
faces. Tracked objects can help to identify the desired kind of support based on the 
inferred meeting type (brain storming session, workshop, business meeting, coffee 
break, etc.). The environment can be configured in such a way that a coffee pot on the 
table announces a business meeting. If the coffee pot is placed on the side board a 
workshop is performed. A coffee pot on the windowsill signals a brainstorming ses-
sion and finally during a coffee break the pot has to be placed on a small table next to 
the big meeting table.  

In this case, the coffee pot plays the role of the supportive user interface. Its loca-
tion configures the provided support.  

Additionally, objects can also be used to signal the environment level of support 
that is appreciated. On the one hand, a coffee pot standing on the big meeting table 
might express that all available support in the environment should be provided. On 
the other hand, if the pot stands on the window sill no assistance is needed. Users 
want to control everything in a manual way. Certain states in between these both ex-
treme states can be specified as well.  

However, the usage of tangible user interfaces in smart environments raises new 
challenges which are formulized in the following set of questions:  

a) Should already existing objects from the domain be used or specific new objects 
be introduced?  

While existing objects might be more convenient, they might have the disadvantage 
that they are used for their original purpose and thus placed  somewhere. New intro-
duced objects like stones seem to be safer and less confusing because the manipula-
tion of those objects will not be performed often since they do not play another role in 
the room.  
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b) Should one object in different states/locations or several objects be used to speci-
fy the input to the environment? 

There seems to be context dependent learnability problem. Is it easier to memorize the 
different states of one object or different objects? 

c) Should existing metaphors in favor of new introduced metaphors be used? 

There is again the question of learnability. Does the metaphor fit to the mental models 
of the users? Is it convenient for the users to act according to the metaphor? 

There seems to be no general answer for all of those questions. Based on a tho-
rough analysis of the application domain, design decisions have to be made like in 
classical interactive systems 

6 Summary and Outlook 

In this paper we argued for a model-based approach for smart environments. We pre-
sented some details of our specification language CTML that allows specifying the 
tasks of different actors and the cooperation of a team. It is argued to split the specifi-
cation into a cooperation model and a configuration model. The cooperation model 
specifies general knowledge of activities of a specific domain. This knowledge is long 
lasting. The configuration model has to be specified according to the current instance 
of a session. Who are the participants that take part and which roles do they play? 
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Abstract. Industrial Human Computer Interaction (Industrial HCI)
devices are beginning the transition from single-core to multi-/many-
core technology. In practice, improving the real-time response time
of graphical user interface (GUI) applications in multi-/many-core is
difficult. This paper presents a novel parallel rendering approach targeted
to improve the performance of Industrial HCI applications in multi-
/many-core technology. This is accomplished through the identification
of coarse-grain parallelism during the application design, and the
exploitation of fine-grain parallelism during runtime using a dynamic
scheduling algorithm and true parallel execution of GUI workloads. Using
a real benchmark application, we show that response time can be reduce
by up to 217% in a quad-core processor.

1 Introduction

Industrial HCI (Human Computer Interaction) devices are real-time embedded
computer systems, based on Graphical User Interface (GUI) applications, which
allow humans to interact with and control complex industrial processes such
as power plants, manufacturing lines, chemical processes, and transportation
systems. The performance gap between high-end and low-end Industrial HCIs
is quite substantial, and this causes additional design, development, manufac-
turing, and maintenance costs for Industrial HCI manufacturers. For example,
multimedia and video processing in Industrial HCIs requires high-performance
CPUs and GPUs, while basic input/output processing requires low-power em-
bedded processors. The technological shift from single-core processors to multi-
/many-core processors is very attractive for Industrial HCI vendors because the
performance gap in multiple products can be eliminated by consolidating a line
of Industrial HCIs with the same multi-/many-core processor rather than having
different custom processors for different product configurations. While it is clear
that multi-/many-core processors provide better performance, energy efficiency,
scalability, consolidation, and redundancy than single-core processors, it is still
an open question how to best utilize the additional cores for improving the
performance and response time of GUI applications.
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This paper presents a novel “parallel rendering approach for GUI
applications”, defined as the process by which an image is generated coop-
eratively and concurrently by independent computation threads running on
different cores. Our approach aims at accelerating the response time
of Industrial HCI Devices through parallel execution of GUI-related
workload in multi-/many-core processors. Finding parallelism at the GUI
object level is challenging and we identify three steps that are necessary to expose
and exploit it. First, the application is analyzed for object dependencies using
data flow analysis in a process we refer to as dependency-based load balancing
where independent clusters of GUI objects are scheduled into different cores.
Second, the worker threads execute workload in parallel and are allowed to
modify the objects’ data directly. Third, after the worker threads have finished,
or a display update event is received, the “flush thread” optimizes the sequential
access to the display by minimizing the number of pixels and the number of
draw function calls. Our original contributions are:

– A method for parallel rendering of GUI applications in multi-/many-core
based Industrial HCI devices.

– The extraction of object-level parallelism based on a dependency-based load
balancing algorithm.

– The execution of GUI objects’ in parallel through privatized memory.
– The reduction of display access through a flush call optimization.
– An implementation of our method on a quad-core system and its evaluation

using an Industrial HCI benchmark.

The rest of this paper is organized as follows. Section 2 describes the limitations
of the current Industrial HCIs and motivates the need for multi-/many-core-
based Industrial HCIs. Section 3 presents the parallel rendering method including
the load balancing, parallel execution, and flush optimization algorithms. Section
4 presents our experimental results on a soft real-time quad- core-based
Industrial HCI. Section 5 concludes the paper and sets the direction for future
work.

2 Industrial HCIs – A Review of the State-of-the-Art

Industrial HCI applications have two phases: the engineering phase, and the
runtime phase. The engineering refers to the design of the screen and the
definition of its functionality. For example, buttons to trigger certain actions,
image display, drawings, status bars, file system menus, communication with
Programmable Logic Controllers (PLC), etc. The runtime, on the other hand,
refers to the actual execution of these programs in an embedded computer system
and it is necessary for users to interact with the GUI. In this Section, we present
the state-of-the-art in engineering and runtime implementations of Industrial
HCIs to motivate and highlight the need for parallel computing.
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2.1 Engineering System

Industrial HCI vendors hide the complexity of the underlying architecture to
the Industrial HCI application designer for various reasons. First, a single
engineering system is used for multiple Industrial HCI devices with different
capabilities and this level of abstraction allows the same application to have
the same look and feel in all the Industrial HCIs. Second, the job of the
designer should be focused on dealing with GUI objects and their associated
actions and attributes, and not on dealing with the underlying computer system.
The programming abstractions introduced by the current engineering
systems, unfortunately, are not suitable for the next generation
of computation elements because they assume that the underly-
ing computation element is always a single-core processor. Embed-
ded processor manufacturers are moving towards multi-/many-core technology
[1–3] and we expect the next-generation Industrial HCI devices to adopt parallel
processing technology. Typically, Industrial HCI screens consist of several objects
positioned and configured by the application developer. Each object may include
a list of Actions that, on every cycle or when an event occurs, the Industrial
HCI runtime will execute. These Actions range from changing values (e.g.
SetValue) of variables (Tags), to changing the appearance and properties of
the objects themselves (e.g. color, X-position, Y-position). In a single-core
implementation, the runtime system executes all the objects’ Actions, one by
one. Clearly, this approach does not scale anymore as single-core processors
have reached a speed plateau. In a multi-/many-core system, the runtime can
implicitly exploit parallelism by assigning these Actions to different threads and
scheduling these into different cores. However, it is critical that the parallelization
is done carefully in order to obtain performance benefits from multi-/many-
core. Poor parallelization of multi-threaded programs often leads to performance
degradations when compared to single core due to excessive synchronization and
communication overhead.

2.2 Runtime

The runtime is responsible for executing the Industrial HCI application created
with the engineering system in a timely manner in order to comply with the real-
time requirements. Figure 1 shows the conventional implementation of runtime
systems for GUI applications. GUI applications are driven by user triggered
events such as a mouse click and/or system events such as timer and alarms.
These events are detected by a single “GUI thread” responsible for handling
all events and managing all the GUI-related objects and operations such as
updating the display. To maintain the application response time as short as
possible, the GUI thread runs under an infinite loop that detects and dispatches
events to the event handling functions allocated to worker threads that perform
the handling of the event. Whenever the GUI thread is not processing events
in a timely manner, the users may experience an unresponsive application that
“freezes”. Although this model decouples event detection from event handling



Parallel Rendering of Human-Computer Interaction Industrial Applications 353

in multiple worker threads, it does not scale well in multi-/many-core processors
because these worker threads must use the GUI thread to modify GUI objects’
data and the display as shown in Figure 1. Unfortunately, this creates a
serialization bottleneck that eliminates any possibilities of improving
the response time with multi-/many-core because all the GUI related
workload is concentrated on a single thread. The main observation is that
the existing runtime model suffers from a performance bottleneck when executed
in multi-/many-core processors because worker threads are not allowed to modify
GUI objects directly. Instead, the GUI thread is responsible for all GUI-related
data and this inhibits scalability in modern multi-/many-core processors.Worker
threads have to enqueue ’Update object Events’ back to the GUI thread which
then will handle all the GUI object related workload, e.g. updating the color
change of a pressed button, in a serialized manner.

Fig. 1. The existing GUI application model suffers from a performance bottleneck in
multi-/many-core processors because worker threads are not allowed to modify GUI
objects

Current Industrial HCI runtime systems are also affected by their limited
ability to transfer GUI objects to the screen after all the tasks are executed
and the data has been updated by the worker threads. This transfer, referred
to as flushing, can be performed one object at a time, or bundling several
objects into a single flush call. Both approaches have advantages and limitations.
Flushing single objects is simpler and faster but the number of flush calls
can be a performance penalty in some systems. Bundling multiple objects
and flushing once reduces the number of flush calls but increases the memory
bandwidth requirements. Unfortunately, the flushing strategy greatly depends on
the underlying hardware configuration. Current Industrial HCI runtime systems
often perform the flush operations based on the objects’ bounding boxes and
clustering them according to the order by which they were created during the
engineering phase. For example, existing runtime systems would group the 12
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Fig. 2. Naive clustering of GUI objects based on their creation order incurs in area
overlaps that generate additional unnecessary work

GUI objects in a large capacity water tank control system shown in Figure 2 into
three sets < 1, 2, 3, 4 >, < 5, 6, 7, 8 >, < 9, 10, 11, 12 > in order to perform three
flush operations. Notice that the objects are clustered according to their creation
index. Although clustering multiple objects reduces the total number of calls, it
incurs in additional overhead related to calculating the size of the aggregated
bounding box that encloses the objects in a set. Also, notice that there may
be clusters that overlap in space and this creates unnecessary and redundant
flushing. This shows that a redesign of the runtime system for Industrial HCIs
is also necessary for the adoption of multi-/many-core technology. In this paper,
we focus on two key aspects of the design: effective multi-threading in multi-
/many-core, and optimization of the flushing operations.

2.3 Related Work

Our work relates to the desktop application parallelization research. In [4], the
authors present an object-oriented parallel programming library for GUI appli-
cations and a dynamic runtime system that allows the parallelization of image
processing applications in multi-/many-core processors. Due to the streaming
nature of multimedia applications, other researchers have demonstrated that
vectorization [5, 6] and custom parallel hardware [7] are other effective means to
accelerate desktop applications. The common aspect to all the related work is
the focus on the parallelization of non-real-time multimedia applications that are
known to take advantage of parallel processing [8]. Our work, on the other hand,
focuses on the parallelization of real-time sub-millisecond applications with tight
dependencies between user-actions and data processing.
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3 Parallel Rendering for Industrial HCIs

In order to improve the performance, energy efficiency, scalability, consolidation,
and redundancy in Industrial HCIs, we propose a novel parallel rendering
technology that effectively uses multi-/many-core processor technology to
reduce the response time of GUI applications bound to real-time requirements.
To overcome the sequential computation limitations inherent to the current
Industrial HCI programming (See Section 2), we propose a parallel rendering
method in both the engineering system and the runtime system to exploit
parallelism in these applications.

3.1 Identifying Coarse-Grain Parallelism in the Engineering System

In our system, parallelization may begin at the engineering system. The GUI
designer is often the best person to identify coarse-grain parallelism opportunities
because the layout and functionality of an Industrial HCI screen is closely
related to the underlying industrial automation pyramid [9] consisting of sensors,
actuators, controllers, SCADA (Supervisory Control and Data Acquisition),
MES (Manufacturing Execution Systems), and ERP (Enterprise Resource
Planning) systems. We strongly believe that this intuition provides an excellent
opportunity for our system to expose an initial coarse-grain concurrency. Figure 3
shows the process of identifying coarse-grain parallelism at the engineering
system. The execution group (EG) selection step is introduced to the GUI design
process to bind the Actions in the objects on the screen to suggested logical
threads. It must be noted, however, that these are simply hints provided by the
Industrial HCI designer and the ultimate execution of Actions in specific cores
is up to the runtime scheduling algorithms. In addition to the list of available
EGs, the “Default” setting is the default assignment for Actions and it implies
that the designer is unsure about the assignment and it is completely up to the
runtime to decide how Actions are executed in the available cores in the system.

3.2 Exploiting Fine-Grain Parallelism in the Runtime System

Although our engineering system exposes coarse-grain parallelism, this paral-
lelism is still subject to the existing runtime system limitations discussed in
Section 2.2. Even though multiple threads exist in the application, these are not
allowed to modify GUI objects’ data directly. Thus, a serialization bottleneck
prevents threads to take advantage of multi-/many-core processors. To eliminate
this serialization bottleneck, we propose a runtime system that allows different
threads to access a privatized memory area and this allows the application to
truly execute GUI applications in parallel. The responsibility of our runtime
system is to schedule the execution of Actions of the objects to different CPU in
such a way that the response time of the Industrial HCI application is reduced.

Figure 4 highlights the three main differences between our parallel rendering
runtime system and conventional runtime systems. Although our approach also
uses a GUI thread to enqueue input events (e.g. user inputs, system events,
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Fig. 3. Identifying coarse grain parallelism through EG selection during application
engineering

Fig. 4.Our parallel rendering method eliminates the serialization bottleneck in the GUI
thread by ➀ performing a dependency analysis at the GUI object-level and distributing
the workload to multiple worker threads,➁ allowing the worker threads to modify GUI
objects directly, and ➂ optimizing the flush of the internal memory to the display

interrupts, etc.), the first difference is that this thread is now also responsible
for performing a dependency-based load balancing ➀ to distribute the workload
to multiple worker threads. Second, the worker threads now use a privatized
memory area ➁ to truly parallelize the execution of objects’ Actions and
eliminate the serialization bottleneck created in the conventional systems. Third,
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a dedicated flush thread ➂ optimizes the data transfer between the worker
threads private memory and the display in order to reduce the data size and
the function call frequency.

The dependency-based load balancing is the first critical step for exploiting
parallelism in Industrial HCI applications running on multi-/many-core. The key
observation about the dependency-based load balancing algorithm is that it uses
runtime information, in addition to the static coarse-grain information provided
by the engineering system, to determine the data dependencies between GUI
objects. As shown in Figure 5, this is accomplished through a dynamic data
dependency analysis that groups the dependent GUI objects into clusters that
are dispatched to different cores.

Maintaining data dependent objects in the same core minimizes synchroniza-
tion and communication among cores because worker threads only access their
private memory area and this ultimately helps to reduce the response time.
The private memory area mechanism guarantees that only one CPU accesses
that area, and in combination with the data dependency analysis, it enables the
possibility of parallel execution of GUI applications as shown by ➁ in Figure 6.

Since the worker threads now run under different time constraints, caused
by uneven workloads of each GUI object, it is necessary to synchronize
them after their execution cycle completes. As shown in Figure 6, the “flush
thread” ➂ optimizes the sequential access to the display by minimizing the
number of pixels and the number of draw function calls in order to reach the
maximum performance gain when transferring the GUI data to the display.
The fundamental optimization mechanism is to minimize both the size of the
bounding box of multiple GUI objects and the number of calls necessary to flush
them while avoiding the creation of overlapping bounding boxes. For example,
Figure 6 shows that the algorithm determines that 4 non-overlapping clusters
consisting of elements< 1, 3, 8, 6 >, < 7, 4 >, < 2, 9 >, and < 5 > is the optimal
strategy for flushing the screen in a particular system. It is important to note
that the optimal balance between number of calls and size is highly influenced
by the underlying hardware configuration. Nevertheless, compared to existing
approaches, our method effectively eliminates the overlap regions and therefore
unnecessary workload, and also reduces the size resulting in shorter flush times.

Fig. 5. Dependency-based object scheduling ➀
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Fig. 6. Parallel workload execution ➁ and flushing optimization ➂

4 Experimental Results

To validate our concepts, we implemented a parallel rendering system for
Industrial HCIs in a commercial-off-the-shelf quad-core processor. Using a
realistic benchmark used to test the response time of existing runtime systems,
we focus on characterizing our parallel rendering system in terms of two
key design aspects: the scalability of multi-/many-core based Industrial HCI
systems against single-core implementations, and the effects of multi-/many-core
scheduling in the performance of GUI applications.

Figure 7 shows the rendering time of six configurations of the benchmark
when executed in a single and four cores. Our parallel rendering framework is
capable of reducing the rendering time on five of the six configurations from 36%
to 217%. The “1 Rectangle” configuration shows a performance degradation of
-3%. These results support our main objective of providing faster response time
on Industrial HCI applications by parallel execution of µ-second-level workloads
on multi-/many-core processors.

Figure 8 compares the speedup factors relative to single-core execution
obtained by a conventional runtime and our parallel rendering runtime. The
difference is that our method exploits fine-grain parallelism in multiple-cores.
Notice that using a conventional straightforward scheduling, only one out of
six configurations benefit from parallel execution while the other five represent
performance degradation of up to -58%. This performance degradation is due to
the fact that the current runtime systems are incapable of effectively exploiting
parallelism and a simple scheduling policy is not sufficient for taking advantage of
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Fig. 7. Sub-millisecond level workloads can be reduced by up to 217% when executed
by our method in a quad-core processor

Fig. 8. Speedup percentages of existing runtimes and our parallel rendering method
relative to execution on single core

multi-/many-core Industrial HCIs. The parallel rendering method, on the other
hand, shows improvements of up to 217%.

5 Conclusion

To facilitate the transition from single-core to multi-/many-core Industrial
HCIs, we developed a parallel rendering method to eliminate the serialization
bottleneck that exists in state-of-the-art engineering and runtime systems. Our
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algorithm uses a static parallelization method at the engineering stage to identify
coarse-grain opportunities. This information is propagated to the runtime stage
where additional dynamic information is used to exploit fine-grain parallelism.
This is assisted by a dependency analysis, object scheduling, parallel processing
of GUI elements, and non-overlap flushing algorithms that are necessary to
guarantee that real-time Industrial HCI applications are executed faster in
multi-/many-core. Our experiments show that our implementation is capable
of reducing the response time of a real Industrial HCI benchmark by up to
217%. In our future work, we plan to extend our method to process user and
system-level events in parallel. This approach would be particularly useful for
the acceleration of industrial HCIs with modern multi-touch interfaces [10].
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Abstract. This paper presents a discussion of method for user interface design 
using graphical user interface (GUI) design patterns. GUI design patterns are 
defined as “general operation and expression of embedded system products”. 
Purpose of this study is to develop a user interface design efficient. GUI design 
patterns were extracted in embedded system products. Then, interviews were 
conducted with students and researchers in which the practical applicability of 
the extracted GUI design patterns. This process allowed the number of GUI de-
sign patterns to be narrowed down to 81 patterns. 81 patterns were analyzed us-
ing the cluster analysis, between them and classifies these objects into different 
7 groups. The GUI design patterns, which were composed of 7 groups, divided 
into 4 layers. Finally, Design method using GUI design patterns was discussed. 
This proposed method is based on the Human Design Technology (HDT). HDT 
is a logical product development and UCD method easily accessible to anyone.  

Keywords: User Interface, Design Pattern, Human Design Technology. 

1 Introduction 

User Centered Design (UCD) is a type of user interface design and a process in which 
the needs, wants, and limitations of users of a product are given extensive attention at 
each stage of the design process. UCD is defined as “a user interface design process 
that focuses on usability goals, user characteristics, environment, tasks, and workflow 
in the design of an interface; it is an iterative process, where design and evaluation 
steps are built in from the first stage of projects, through implementation” [1]. Since 
UCD method has been recognized as a powerful tool, large enterprises have been 
introducing UCD method and facilities. But, it is hard to introduce present UCD me-
thods to middle/small enterprises because introducing UCD method is rather expen-
sive. Thus, we have studied a design method to introduce UCD into middle/small 
enterprises.  
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In this paper, we suggest a method of screen design with the GUI design patterns. 
The design patterns were developed by Christopher Alexander, in collaboration, as a 
method to allow anyone to design and build at any scale [2]. They based on the idea 
that users know more about the buildings they need than any architect could, idea that 
has been exported to the design of websites [3]. The GUI design patterns are defined as 
“general operation and expression of embedded system products”. So, the GUI design 
patterns are noticeably different from software design patterns, which are focused on 
the source code and software structures. Designers tend to utilize GUI design methods 
based on individually accumulated knowledge and experience. Designers are offered 
patterns that help them to design usable interfaces using proposed GUI design method. 
This method is based on the Human Design Technology (HDT) [4]. HDT is a logical 
product development and UCD method easily accessible to anyone. So, this method 
makes it possible to introduce UCD into middle/small enterprises. 

2 Design Process Based on Human Design Technology 

2.1 Human Design Technology (HDT) 

The Human Design Technology (HDT) is a design method for product design. It is 
defined as "Method to integrate ergonomics, industrial design, marketing research, 
cognitive science, usability engineering, and statistics, to review process of product 
development to rely on intuition in the past by aspect of quantification as much as 
possible, and to support product making with charm of man priority that examines” 
[5]. The HDT process has 5 phases that assist the product development. The HDT 
design process is as follows.  

1. Gather user requirements 

User requirements are extracted to product problems. Extract problems using group 
interviews, observation and task analysis. 

2. Grasp current circumstances 

Investigate how users perceive a target product in the market using correspondence 
analysis. 

3. Formulate structured concepts 

Constructing structured concepts based on user requirements and other types of in-
formation. Since the main specifications must be determined at this stage, structured 
concept should be structured for logical continuity among their various items, thereby 
avoiding any omissions. The weighting of the different concept items is particularly 
important as a measure to ensure logical continuity among them. This is also signifi-
cant for revealing the items that are important. Once the items are weighted, those that 
should take precedence may be determined automatically when certain design items 
must be traded off against one another.  
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4. Design (synthesis) 

Visualize a product based on the structured concepts. HDT requires that the design be 
based on the seventy predetermined design items.  

5. Evaluate the design 

The design idea is evaluated by user test. A protocol analysis, questionnaires were 
made on 5 people. 
 
Figure 1 depicts the clusters in HDT’s design process. HDT is a design method for 
product design. So, HDT needed to customize for GUI design. When product was 
designed in HDT process, designer visualized using the 70 design items. Proposed 
GUI design method is visualized using 2 items instead of the 70 design items as  
follows. 

• Concept target table 
• GUI design patterns 
 

 

Fig. 1. Design process of Human Design Technology (HDT) 
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2.2 Concept Target Table 

Table 1 shows the concept target table, which is one of the system’s specifications. 
For the modeling of user interface, we must consider the target user and system’s 
spec. GUI design required information to system specs and user. The concept target 
table could define target system and users clearly. The contents of target system and 
target users are included as follows. 

• System: Function, Device, Space, Hours, and Implementation  
• System’s element: User decided 3-4 elements among the 18 elements.   
• User Interface 
• Task 
• Attribute: Age, Sex, Occupation, and Earn 
• User level: Experience, Education level, Similarity experience, Life style 
• User’s mental model: Functional model, Structural model 

Table 1. Concept target table 

Clear 

targeted 

system 

System 

Function Exclusive 

Device Touch pad 

Space Bank, Public space 

Hours 9:00-17:00 

Implementation 

・ Staff use when system is broken 

・Receptionist guides user if user don't  

Operate 

System's 

element 

Safety  Convenience Modern Functional 

Security Efficiency Surprise Legible 

Confidence Economical Entertainment Aesthetic 

Reliability Tolerance Achievement 
  

Usability Conservative Emotional 

UI User need not get new knowledge of operation 

Task Withdrawals，Remittance, Contributed, Money received 

Clear 

targeted 

user 

Attribute 

Age 18 - 65 

Sex Man, Woman 

Occupation General 

Earn General 

User 

level 

Experience User has been able to use the ATM some time 

Education 

level 
User is able to read the Japanese text 

Similarity  

Experience 

User has been able to use the station ticket reservation 

system some time 

Life style Various 

Mental 

model 

Functional model Model to understand How-to-use it 

Structural model Model to understand How-it-works 
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2.3 GUI Design Patterns 

To develop a user interface design efficient, the GUI design patterns were extracted. 
Generally, designers use guidelines to good solutions in order to ensure to their 
systems. These guidelines are offered as general sentences that have to be deter-
mined in each case. General sentences have various meaning. Thus, this diversity is 
also introduced complexity in the process of GUI design. On the other hand, the 
GUI design patterns are offered as concrete examples that have to be determined in 
each case.  

The GUI design patterns are defined as “general operation and expression embed-
ded system products” [6]. Each GUI design pattern is composed of summary, utility 
and examples (Fig. 2). For instance, the GUI design pattern "Various expressions" 
was as follow. 

─ Summary: Information design is changed by situation. 
─ Utility: icon, List, preview, etc.  

This study used the following process to identify and select GUI design patterns that 
are applied to practical design situations.  

First, we extracted GUI design patterns in embedded system products.  
Then, selecting useful device “touch panel” for further examination further nar-

rowed these GUI design patterns.  
Finally, interviews were conducted with students and researchers in which the 

practical applicability of the extracted GUI design patterns to artifact GUI design 
were discussed. This process allowed the number of GUI design patterns to be nar-
rowed down to 81 patterns.  

Table 2 shows 81 patterns, which were selected as samples for classification by 
aforementioned process. 

 

 

 
Fig. 2. Example of GUI design patterns 
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Table 2. GUI design patterns list 

Display zoon out/in Rearrangements of items Move items using tab key 

Undo Item editing Drop-down menu 

Cloze items Menu bar Tree structure 

Structural input Adjust text size Guidance of input area 

Direct operation Continuous filtering Aggregation structure  

Default indicate  All select by one click Drag 

Gray display Searching Procedural operation  

Right down enter Keyword sorting Hub structure 

Metaphor selection  Shortcut key Gradual addition  

Free input One click enter Visible and Un visible  

Tool menu Scroll bar Auto complete 

Round button  Re-layout Guidance 

Setting All process display Tab button 

Double click Cancel along the way Enter after selection 

Resize List operation  Top navigation 

Icon Hierarchical information Waiting time indicate 

Various icons Rectangle Emphasis 

Consistency color Information of top class  Model display 

Color information One display  Modal dialog 

Picture information Simple line Two windows 

Current position Center information Three windows 

Footer information Flexible screen  End of task 

Common header Dual display Tab 

Complement of change  Stripe background  Base display 

Pop Up Emphasis of selection 1/() 

Stand in  Proximity Ruled line  

Top with impact  Look flow  Check selection 

3 Classifications of GUI Design Patterns  

3.1 Analysis Using the Cluster Analysis 

To clarify the GUI design patterns, they were analyzed using the cluster analysis, 
which is a method that defines the similarity of select objects from the distance be-
tween them and classifies these objects into different groups. We analyzed relation-
ship between GUI design patterns and the user interface (UI) design items. The UI 
design items are prepared expert designer’s know-how by precedence research [7]. 
Problem of how to select GUI design patterns can be fixed using the UI design items. 
Table 3 shows the UI design items. 
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Table 3. UI design items 

Flexibility Simplicity Minimization of physical 

load 

Customization for differ-

ent user levels 

Ease of information retrieval  Sense of operation 

User protection At a glance interface Efficiency of operation 

Accessibility Mapping Emphasis 

Application to different 

cultures 

Identification Affordance 

Provision of user 

enjoyment 

Consistency Metaphor 

Provision of sense of ac-

complishment 

Mental model System Structure 

The user's leadership Clue Feedback 

Reliability Term/Message Help 

Presentation of various 

information 

Minimization of users' memory 

load 

  

 
We found 7 groups as a result of the cluster analysis. The results are as follows. 

1. “Output” group’s pattern 

Gray display, Complement of change, color information, Footer information,  
All process display, Current position, 1/(), Guidance of input area, Hierarchical  
information 

2.  “Operation” group’s pattern 

Right down enter, Undo, Incremental search, Searching, Item editing, Shortcut key, 
Setting, Default indicate, Cancel along the way, Continuous filtering, Top navigation, 
Adjust text size,  

3. “GUI parts” group’s pattern 

Scroll bar, Tab button, Close items, Switch, Slider, Drop-down menu, Menu bar,  
Metaphor selection, Drum menu 

4. “Screen Layout” group’s pattern 

One display, Dual display, Model display, Modal dialog, center information 

5.  “Design Guideline” group’s pattern 

Consistency color, Proximity, Rectangle, Alignment, Common header, Blank effect, 
Top with impact, Icon, Picture information, Round button, Stripe background, Em-
phasis of selection, Unified color's bar, Emphasized label, Simple line, Various icons 
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6. “UI Guideline” group’s pattern 

Look flow, Support of users' memory load, Gradual addition, one click enter, Aggre-
gation structure 

7. “Operation’s Structure” group’s pattern 

Right down enter, Undo, Incremental search, Searching, Item editing, Shortcut key, 
Default indicate, Setting, Cancel along the way, Continuous filtering, Top navigation, 
Adjust text size, Tool menu 
 
The GUI design patterns, which are composed of 7 groups, can be divided into 4 lay-
ers (Fig. 2). GUI design patterns are connected between them by a hierarchical struc-
ture, so designers can resolve complex design solutions as simple. 

 

 

Fig. 3. The GUI design patterns can be divided into 4 layers 

3.2 Applying GUI Design Patterns to Design Process 

This chapter outlines design method using GUI design patterns. GUI design patterns 
were characterized the relationship between the structured design concept and the 
concept target table. The concept item that is a part of the structural design concept 
and the target device that is a part of the concept target table select these GUI design 
patterns. The procedure to apply GUI design patterns on presented method is as  
follows.  

1. Constructing the structured concept: The structured concept is constructed based 
on user requirements. Relation to make hierarchy grouped concept items. After 
that, weight is put to each item and total weight of the items becomes 100. The 
priority of each item was described as the weight in this process.  
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2. Making the concept target table: The concept target table is able to define target 
systems and target users clearly. All items are related to the design structure  
concept. 

3. Select GUI design patterns (Operation’s structure): Operation’s structure patterns 
are selected to the concept target table and concept item’s weight. Pattern that is  
related to the concept item is assigned at least one. 

4. Select GUI design patterns (UI guideline, Design guideline): As shown in Figure 3, 
second layer consists of 2 groups: UI guideline and Design guideline. These groups 
are related to concept item’s weight and target user that is a part of the concept  
target table. 

5. Select GUI design patterns (Screen Layout): GUI design patterns are selected to 
the concept target table and second layer patterns. 

6. Select GUI design patterns (Output, Operation, GUI parts): As shown in Figure 3, 
second layer consists of 3 groups: Output, Operation and GUI parts. GUI design 
patterns are related to the concept target table and third layer patterns.  

7. Visualize user interface based on the GUI design patterns. 

4 Conclusions 

In this paper, a method of screen design with the GUI design patterns is discussed. 
The design process for GUI design was described based on HDT and the GUI design 
patterns. We extracted GUI design patterns in embedded system products. Selecting 
useful device “touch panel” for further examination further narrowed these patterns. 
Then, interviews were conducted with students and researchers in which the practical 
applicability of the extracted GUI design patterns to artifact GUI design were dis-
cussed. This process allowed the number of GUI design patterns to be narrowed down 
to 81 patterns. 81 patterns were analyzed using the cluster analysis, between them and 
classifies these objects into different 7 groups. The GUI design patterns, which were 
composed of 7 groups, divided into 4 layers.  

Logical design approach is needed for middle/small enterprises. As the usual tradi-
tional design method depends on designer’s intuition or skill, it takes a lot of time to 
achieve design. But, beginner designers don’t know GUI design items systematically. 
When they started GUI design, they tried to collect suitable GUI design items taking a 
lot of time. When they know the structure of the systematizing GUI design patterns, 
they collect suitable GUI design items quickly. In addition, design representation 
could be described quite clearly. The methodology used in GUI design pattern can be 
as follows. 

1. GUI design representation could be described quite clearly.  
2. GUI design process could be clearly. 
3. Designer's ability is little influence. 

Acknowledgments. This work was supported by Grant-in-Aid for Scientific Re-
search(C: 23611055). 
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Abstract. In last few years, a huge variety of frameworks for the mobile cross-
platform development have been released to deliver quick and overall better so-
lutions. Most of them are based on different approaches and technologies; 
therefore, relying on only one for using in all cases is not recommendable. The 
diversity in smart-devices (i.e. smartphones and tablets) and in their hardware 
features; such as screen-resolution, processing power, etc.; as well as the avail-
ability of different mobile operating systems makes the process of mobile appli-
cation development much complicated. In this work, we analyze few of these 
cross-platform development frameworks through developing three mobile apps 
on each of them as well as on the native Android and iOS environments. More-
over, we also performed a user evaluation study on these developed mobile 
apps to judge how users perceive the same mobile app developed in different 
frameworks and environments, from the native to the cross-platform environ-
ment. Results indicate that these frameworks are good alternative to the native 
platform implementations but a careful investigation is required before deciding 
to check whether the target framework supports the needed features in a stable 
way. 

Keywords: Cross-platform development, mobile apps, iOS, Android,  
smart-device, smartphone, tablet, user evaluation. 

1 Introduction 

The rate of smartphones amongst cell-phones was expected to exceed the 50% boun-
dary in the year 2012 [11] with the amount doubling each year [3]. Nowadays smart-
devices, which include smartphones and tablets, are a vital platform for people to 
access services in their daily life, not only in developed countries but in developing 
countries too [2]. Due to great variations in smart-device types (from mobiles to tab-
lets), in their hardware (different screen sizes, resolutions, and computation power), 
and in the underlying operating systems (e.g., Android, iOS, Windows Phone 8) make 
it a big challenge for software developers to develop applications (called mobile apps 
or just apps) for them. Developing mobile apps separately for each platform or device 
is costly and time consuming process while keeping focus on just one platform or 
device reduces the number of accessible users. This problem leads to a solution where 
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the mobile apps are developed through frameworks, called cross-platform develop-
ment frameworks. In these frameworks, the apps are developed just once and then can 
be deployed on those platforms and devices that are supported by the underlying 
framework. However, one of the main problems the industry is facing nowadays in 
this solution is that the apps developed on these frameworks normally provide not as 
good interaction and functionalities compared to the apps developed on the native 
development environments.  

In last few years, plenty of frameworks for mobile cross-platform development 
have been released to deliver overall cost-effective and better solutions. Most of these 
frameworks use different underlying approaches and technologies; therefore, relying 
only on one for using in all cases is not recommended. In this work, we analyze few 
of these cross-platform development frameworks through developing three apps on 
each of them as well as on the two most widely used native environments, i.e., the 
Google Android and the Apple iOS. Moreover, we also performed a user evaluation 
study on these developed apps to judge how users perceive the same app developed in 
different frameworks and environments, from the native to the cross-platforms. 

The remainder of this paper is structured as follows. In Section 2, we highlight the 
background. In Section 3, we describe the three scenarios for developing apps and 
details of the development of these apps in different frameworks and environments. In 
Section 4, we provide details of the user evaluation study. In Section 5, we analyze 
from the software evaluation perspectives. Finally, we conclude in Section 6. 

2 Background 

Smartphones and tablets are getting more and more popular since after launch of the 
Apple iPhone and iPad even though the first smartphone, the IBM Simon, was built in 
1992 and then released in 1993 by BellSouth [1]. Nowadays, a number of operating 
systems from different vendors are available for these smart-devices. Few examples 
of the most famous ones are Google Android, Apple iOS, Microsoft Windows Phone, 
Symbian OS, and RIM Blackberry OS. Developing mobile apps separately for each 
platform is quite costly as it needs the same number of development time for each 
target platform. Moreover, it also makes the maintenance more costly and time-
consuming. To resolves these issues, many cross-platform development frameworks 
have been developed in which developers write code once and then the resulting app 
can be deployed on different platforms and environments. Each of these frameworks 
targets a number of different platforms and environments starting at least from two.  
A study by Vision Mobile [8] pointed out over one hundred different mobile cross-
platform frameworks. The availability of these frameworks on one-side gives developers 
the freedom to choose amongst them according to their requirements, but on the other side 
also makes it difficult to choose the right one.  

Many people from the industry and academia have already analyzed and categorized 
the available cross-platform development frameworks. An example form the industry 
is a report by Vision Mobile [8] that discusses the tools for mobile cross-platform de-
velopment. In academia, some studies [4, 9, 10] have also been done that analyze the 
frameworks and tools for mobile cross-platform development. Each of these studies 
analyzed different frameworks and tools and highlighted their advantages and  
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disadvantages. They also tried to find out the better option amongst the selected ones 
against their chosen criteria.  

In comparison to the previous work on the issue of cross-platform mobile devel-
opment, the work behind this paper differs from two aspects. First, we implemented 
several sample applications derived from the interaction schema of mobile environ-
ment. Secondly, we verified the results through a user evaluation study to find out if 
users from different backgrounds are even satisfied enough with the cross-platform 
solutions, in order to make these solutions worth considering in the first place. The 
frameworks in which we were interested are: Appcelerator Titanium [5], which is an 
open source (under Apache License) runtime interpreter using HTML and JavaScript; 
RhoMobile Rhodes [6], which is a Ruby and HTML based open source (under MIT 
license) runtime interpreter; and MoSync [7], which is a C++ based open source  
(under GPL) mixture of a runtime interpreter, a source code translator and a  
web-to-native wrapper. 

3 The Testing Scenarios and The Developed Apps 

We choose three frameworks out of a variety of frameworks as well as the native iOS 
and Android environments for developing apps’ versions and then for detailed testing 
based on our targeted criteria. We did not take into account the web app frameworks 
due to their reduced functionality as well as the app factory frameworks. Appcelerator 
Titanium [5] and RhoMobile Rhodes [6] were selected as these cross-platform devel-
opment frameworks are based on completely different web programming languages. 
While the third framework MoSync [7] was selected because it combines the three 
approaches of hybrid frameworks and supports a number of platforms.  

The sample scenarios (i.e. MovePic, BubbleLevel, and AnnotatePic) for developing 
the apps were derived from the perspective of interaction-schema of smart-devices, 
which mostly consists of touch-events (such as tap, drag, pinch, etc.), accelerometer, 
localization services, camera access, file system access, etc. Our focus was towards 
touch-events, accelerometer, camera access, and the file system access. We left other 
interaction-schema elements, such as localization services, due to their behavior com-
plexity. For each scenario, we developed apps using the above-mentioned frameworks 
as well as the native iOS and Android development environments. The developed 
apps for the scenarios target towards not only the smartphones but also the tablets in 
order to consider the scalability issues. Following subsections provide the description 
of each scenario and the corresponding developed app’s versions.  

3.1 The MovePic Scenario 

The MovePic scenario’s goal was to test the support and processing of multi-touch 
gestures in smart-devices.  This was done by hardcoding an image through the image-
view in the underlying device. The presented image could be manipulated with multi-
touch gestures such as panning, pinch zooming, rotating and dragging. 

The native iOS version was developed using the built-in gesture recognizers in 
which the attached gestures can only be used inside the image, because in iOS the 
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technical difficulties in other developed versions, we did not include them in the 
study.  Table 1 shows those versions that were evaluated in the user study.  

Table 1. The tested versions in the user evaluation study  

 Native platforms MoSync Appcelerator Titanium 
Android iOS Android iOS Android iOS 

MovePic ✓ ✓ ✓ ✓  

BubbleLevel ✓ ✓ ✓ ✓ ✓ 

AnnotatePic ✓ ✓ ✓   

The User Groups and The Experiment Layout  
We performed the evaluation study with 9 users (2 females, 7 males). We categorized 
them according to their experience with smart-devices where 3 were expert in using 
Android based devices, 3 were expert in using iOS based devices, while the remaining 
3 had no experience at all with smart-devices. The age of users was between 23 and 
31 years old with a mean of 25.88. For each tested version, users were asked to judge 
the interaction-response time and the overall satisfaction with the app on a scale from 
1 to 5. After testing different versions of the same scenario, each user was asked to 
name the version they would prefer for future use with multiple answers possibility. 

Results and Discussions 
The conducted user evaluation study provided some interesting results that could be 
useful for deciding the right environment(s) for developing mobile apps. In the Mo-
vePic scenario, the native iOS implementation received the best results (as it would be 
used by 7 users out of 9 users, see Figure 4) but the native Android and MoSync im-
plementations too achieved comparable and good results. The reason that most users 
preferred iOS version was probably due to the usage of iOS built-in gesture recogniz-
er in the implementation, which provided a better interaction response than the others. 
Moreover, users who were expert with smart-devices preferred the MoSync version of 
their own used platform instead of the other one, although both MoSync versions 
were identical.  

In the BubbleLevel scenario, the MoSync Android version received the best re-
sults, as 7 users preferred it (see Figure 4), while the MoSync iOS and Android native 
versions received well appraisals too. On the other side, the iOS native and Appcele-
rator Titanium versions received just moderate ratings as none of the users showed 
any interest for using them in future. One thing that needs to be considered while 
comparing an app having the accelerometer functionality in Android-based devices is 
the quality of accelerometer in the underlying devices, as the device with high power 
processor might give better output than the others.  

In the AnnotatePic scenario; the native iOS and Android versions received slightly 
better estimation in terms of the overall satisfaction, while in the interaction response 
time all the three versions achieved comparable and good results. The native imple-
mentations were chosen by most users for future use with 4 votes for the Android 
version and 5 votes for the iOS version, as shown in Figure 4. Figure 4 provides a 
graph overview of users preference for future usage of the tested versions.   
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was given by the native Android due to using a separate thread for the drawing. The 
AnnotatePic is not an interaction-response time critical scenario; hence, all the devel-
oped versions provided approximately the same performance level. 

The implementations of the MovePic had a slightly different functionality for each 
version. The functionality provided by the native iOS version was better compared to 
the others, as it had the most natural interaction with the image and it also prevented 
the image from moving out of the screen, followed by the native Android version. In 
the BubbleLevel scenario, all implementations provided the same level of functionali-
ty due to the limitation of the scenario. In the AnnotatePic scenario, only the native 
Android version was without any errors while the iOS native version performed well 
until we updated it to the iOS 5.1. The MoSync version had problems during saving 
the images and was showing just half of the screen for the camera view.   

From the maintainability perspective, the iOS-based versions were better compared 
to Android-based versions as much of the functionality was provided by the platform; 
hence, it shortens the code and reduces the time to develop. But as it is just for one 
platform only, so we felt the cross-platform development as the better solution. We 
also noticed that working with RhoMobile Rhodes framework saved development 
time compared to other frameworks as it provides many facilities for data-driven ap-
plications built-in from the start, followed by the iOS as it also provides much built-in 
functionality for utilizing many device features. In the case of cross-platform, we 
noticed that implementation time on MoSync was little bit faster than the others. 

Lastly from the style-guide perspective, most of the cross-platform frameworks 
had not adopted the Android style guide. It is because the Android released its style-
guide just few months before the time of our implementations. Moreover, we consi-
dered only the Android 2.2 and 2.3 versions during the development while some of 
the style-guide elements, like the action bar, work only on and above the Android 3.0. 
With regard to iOS based devices, we found out that all the tested cross-platform de-
velopment frameworks provided pretty good adaptions to the iOS environment.  
Results of most of these frameworks conformed the style-guide of the iOS efficiently. 

6 Conclusion 

In this study, we performed a comparison between the native development environ-
ments and the cross-platform development environments. Apps were developed 
against three scenarios using the Android and iOS and native development environ-
ments as well as three selected cross-platform development environments (i.e. Mo-
Sync, Appcelerator Titanium, and RhoMobile Rhodes). The evaluation results from 
the software perspective and from the user study show that in many terms the results 
of cross-platform frameworks are as good as the native ones and in some cases even 
better. But the striking of Appcelerator Titanium has shown that relying on only one 
cross-platform development framework may lead to failures, because the whole 
smart-device market is evolving pretty fast and is in a constant flow. Also, when de-
veloping using the cross-platform approach, it is always better to think twice before 
updating an SDK to the newest version. It could be possible that the underlying cross-
platform framework may not be able to build anymore on the new SDK version, as 
the developers of these frameworks need time for the adaption of the new SDKs. 
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The hybrid cross-platform frameworks provide much functionality today and it is 
surely further emerging. They also allow basic adaption and scalability to the tablets. 
The main difficulty for developers, who want to build cross-platform applications, is 
to find the solution best fitting their needs. But in most cases, it is not easy to find out 
what functionality a particular framework provides better than the others. In the fo-
rums of these frameworks many questions, which were posted one year ago or longer 
for asking some functionalities, are still looking for the answers or the answers are 
“coming soon functionality”.   

Overall, it can be said that the hybrid cross-platform frameworks are a good alter-
native to the native implementations with definite better cost-efficiency. But before 
choosing a particular framework, it is a must to find out if the underlying framework 
supports the needed features in a stable way. Moreover, the possibilities for porting 
existing applications between Android and iOS automatically are not fully developed, 
yet. The manual porting has some issues to remind but when considering them from 
the start, the process is manageable. In the near future, web cross-platform frame-
works may compete the hybrid frameworks more and more, because of the fact that 
HTML5 is already capable of a few hardware access features and will perhaps evolve 
to replace the hybrid frameworks partially or totally.  So, keeping eye on both tech-
nologies will help in deciding the better options for the underlying scenario.  
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Abstract. Interactive surfaces (IS) like digital tabletop systems offer a
cornucopia of input possibilities like touch gestures or interaction with
physical objects. Additionally, multiple users can interact simultaneously
allowing for a collaborative setting. These aspects have increased the
complexity of designing such interfaces as compared to WIMP interfaces.
However, existing UI design approaches fall short of taking these aspects
into account and existing design approaches for IS focus on software de-
velopment. We introduce the EMIL environment that allows authors of
design teams to create multi-touch and tangible user interfaces. In its
core, EMIL consists of a software framework that provides interaction
components (for instance, widgets like images or maps as well as inter-
action concepts like gestures) that are especially suited for IS. Authors
like UI designers collaboratively create software prototypes directly at
the IS without the need to write code. For this purpose, they use and
adapt the components of the software framework in an authoring appli-
cation. Authors collect and retrieve information about the interaction
components in a knowledge database employing a tablet computer app.
In a qualitative evaluation interview, EMIL has been well received by a
design team of an advertising agency.

Keywords: interactive surfaces, multi-touch, tangible user interfaces,
engineering of interactive systems.

1 Introduction

So far, research in the area of interactive surfaces has concentrated on hardware,
gestural interaction and software frameworks. In contrast, approaches how typi-
cal design teams of a software company handle creating IS applications have not
been researched well.

In this paper, we present the EMIL (Environment for Multi-touch In the
Laboratory) environment that offers a rapid prototyping approach based on li-
braries and tools allowing design teams to collaboratively develop IS prototypes.
In its core EMIL consists of a UI framework providing building blocks of IS ap-
plications. To be more precise, it employs specialized multi-touch and tangible
user interface interaction components and application templates. However, sim-
ply providing a software framework would only satisfy developers’ needs when
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it comes to creating interactive surface software. Furthermore, programming IS
applications on a desktop computer in an integrated development environment
makes testing of interaction on the actual IS hardware difficult and is therefore
performed infrequently [5]. Hence, our EMIL authoring application (EAA) al-
lows collaboratively creating IS applications directly at the surface without the
necessity to write code. Authors can as well use the components of the UI frame-
work as build widgets easily themselves at the surface employing resources they
imported in EAA. EMIL enables a prototyping process in which different kinds
of authors (UI and interaction designers as well as programmers) form a design
team and build the prototype in iterative, alternating design cycles. In one cy-
cle, UI and interaction designers shape the concept of the prototype’s UI and
interaction and create graphical resources at their desktop computers employing
their accustomed tools like Photoshop. Programmers adapt and enhance com-
ponents of the UI framework according to designers’ needs in their IDE. In the
other cycle, the authors meet at the surface to build and refine the prototype.
Created prototypes can be used for initial user tests, for client feedback and as
a foundation for the actual application.

However, simply providing design tools would fall short of handling design
knowledge that is necessary to build an IS prototype. Therefore, another part
of the EMIL environment is the EMIL pattern authoring and browsing system
(EPABS). EPABS constitutes a database of IS design knowledge. This database
stores experience reports, user study results and examples of component’s ap-
plication fields in the form of interaction patterns [1]. Authors retrieve and en-
hance interaction patterns in the database employing the EPABS app on a tablet
computer.

EMIL’s component library, the authoring tool and application templates fa-
cilitate have the potential to speed up IS prototype creation. The knowledge
browser allows systematically building and retrieving corporate IS software de-
sign knowledge. In an expert interview we qualitatively evaluated EMIL with a
design team. In this interview, EMIL’s basic concepts were received well.

This paper is structured as follows. In section 2, we present related work.
We introduce the EMIL environment in section 3. Section 4 presents the results
of the qualitative evaluation. Finally, section 5 gives a conclusion and presents
future work.

2 Related Work

There exist several frameworks, toolkits and libraries which enable programmers
to develop interactive surface applications. reacTIVision [4] provides a toolkit
consisting of a computer vision tracking application and a network-based dialect
to build IS hardware and software. TISCH [2] presents a similar approach but
additionally introduces a so called widget layer with which multi-touch appli-
cations can be built. Pure software frameworks like PyMT [3] and MT4J [9]
enable the creation of IS applications. The mentioned frameworks and toolkits
offer powerful tools for system builders and programmers, but are less fitted for
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UI or interface designers [6]. Therefore, in the following, we focus on concepts
assisting programmers on the one hand and supporting visual development (for
UI and interaction designers) on the other hand.

In [8], Landay and Myers present an interactive user-interface design tool
that allows designers to build WIMP UI prototypes based on the recognition of
electronic sketches. However, their concept is based on WIMP UIs and not on
IS. The OpenInterface (OI) Framework [10] allows for a multimodal UI creation
process that allows to include input channels into an OI component. Such a
component can be used in OI’s graphical authoring application SKEMMI to
rapidly build multimodal interfaces based on a data flow graph. However, OI’s
focus lies on the creation of a flexible input channel architecture and not on the
process of building the GUI itself.

Squidy [7] is a zoomable environment for the design of natural user interfaces
(NUIs). Squidy differs from OI in that it addresses the issue that authors involved
in the authoring process of NUIs often use multiple toolkits or frameworks to
create the desired UI and its behavior. This is achieved by tying together relevant
frameworks and toolkits in a common library while a visual language is intro-
duced to create NUIs. To see the current development status as a whole, Squidy
introduces the concept of semantic zooming, making it possible to control the
level of complexity shown to the particular author developing the application.
Squidy provides a way to take input data of hardware devices (e.g., movement
data recorded by a Kinect), process the data and send it to listening applica-
tions, e.g., via Tuio [4]. The focus on technical aspects is important to develop
the actual available NUI input alternatives for a specific application. Therefore,
Squidy’s focus is not on the creation of IS software in design teams.

The Designer’s Augmented Reality Toolkit (DART) [12] is based on the multi-
media development environment Director and allows authors to build augmented
reality (AR) applications. It supports early design activities, especially a rapid
transition from low-fidelity prototypes to working applications. Hence, DART
allows to test prototypes early and often. The authors gained the experience
that designers need to use their own tools for content creation. They provide
so called behaviors that can be easily attached to content created by authors
and can be easily extended if necessary. Although authoring experience made in
the field of AR cannot be directly transferred to IS, DART’s promising design
approach that supports designers in the prototype creation can also be applied
to IS design.

To sum up, the introduced visual prototyping approaches allow to rapidly
build interface prototypes in the field of WIMP, post-WIMP and AR interfaces.
However, interactive surfaces and their characteristics are not covered by this
related work.

3 EMIL Environment

EMIL is an authoring environment for the creation of interactive surface proto-
types. It supports design teams in their efforts to collaboratively build software
for target platforms like multi-touch tables or touchable wall displays.
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A design team in the sense of EMIL typically comprises designers creating the
look and feel of the UI and programmers developing the actual code (see figure
1). To support such design teams, EMIL offers the EMIL authoring application
(EAA) with which prototypes can be created out of a set of components provided
by the EMIL UI framework. To inform the team about existing solutions and
to store prototyping results, the EMIL Pattern Authoring and Browsing System
(EPABS) offers a design knowledge database represented by interaction patterns
that can be accessed with a tablet computer app.

Fig. 1. Three authors modifying a prototype in the EMIL authoring application on a
tabletop system. In the foreground, a UI designer modifies the image of a map marker
in Photoshop on his computer. As soon as the UI designer saves the Photoshop file on
his laptop to the cloud storage, the changes become available in the prototype and all
components that contain the marker resource from Photoshop can be updated.

Section 3.1 introduces the EMIL UI framework. In section 3.2, we present
EAA. Finally, section 3.3 describes EPABS.

3.1 EMIL UI Framework

The EMIL UI framework provides visual and non-visual components for the
prototyping process. Visual components can be widgets like lists, geographic
maps, browsers, media like images and videos et cetera. Another kind of visual
components are so called views. A prototype can contain several views which
themselves contain widgets. A view navigation allows switching between views.
Furthermore, application templates are a combination of prepared views and
widgets. For instance, a consulting application template comprises specialized
views and widgets tailored for user scenarios in which, for instance, a bank
consultant wants to use an IS as support medium in a mortgage consultation of
a customer.

Non-visual components are controls and behaviors. Controls provide gestural
input to widgets like multi-touch transformation controls that allow dragging,
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rotating and scaling based on standard gestures (see also [11]) and flick controls
that allow for a momentum that keeps widgets moving after they have been
released. Behaviors on the other hand encapsulate complex functionality that
are connected to certain interactions. Figure 2 illustrates the concept of EMIL
behaviors. To employ behaviors, they can be added to widgets.

ComponentOver 
Interaction

over

release
out

ShrinkAction
shrink

restore

RemoveActionremove

Fig. 2. The trash bin behavior is an example for an EMIL behavior. It basically shrinks
a component that is dragged over the component that contains the trash bin behavior
and restores the original size as soon as the component is dragged out. Shrinking and
resizing gives a visual cue for the behavior’s functionality. If the dragged component
is released, it will be removed. The design of a behavior connects so called ‘Interac-
tions’ with ‘Actions’: The interaction ElementOverInteraction has three outlets: ‘over’
which is fired whenever a component is dragged, ‘out’ whenever it is dragged out and
‘release’ whenever the dragged component is released above the component. These out-
lets are connected to inlets of actions. ShrinkAction shrinks and restores the size and
RemoveAction removes the released component from the containing view.

The EMIL UI framework builds the foundation for the authoring application
and programmers can enhance existing visual and non-visual components as well
as create new ones.

3.2 EMIL Authoring Application

The center of prototyping in the EMIL process is the EMIL authoring application
(EAA). In EAA, prototypes can be created and modified without coding. EAA
knows two modes: The live mode allows using the application (see figure 3(a))
and the authoring mode enables designers and users to modify the prototype
(see figure 3(b)). The authoring mode can be started by putting the so-called
authoring tangible object on the surface or by using a key combination on the
hardware keyboard. As soon as a user removes the authoring tangible or enters
the key combination again, the authoring results will be saved and the live mode
will be re-entered.

To actually create prototypes, designers gather around the IS in a collabora-
tive work setting. Figure 1 illustrates such a prototyping session. After starting
EAA, designers load an existing prototype or create a new one. A new prototype
opens with an empty view. In the course of the prototyping, designers add new
views and widgets to a prototype and configure those views and widgets.
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The authoring process is based on a building block principle. Visual and non-
visual components can be dragged out of menus onto the surface. For instance, a
designer may drag a map widget out of the widget library menu onto the surface
and edit its built-in map behavior by tapping the appropriate behavior plug (see
figure 3)). Dragging a behavior out of the behavior menu onto a widget adds it.
A new plug appears visualizing that the behavior has been added. The behavior
can be customized similar to the built-in behavior. Tapping the behavior plug
opens its properties menu allowing for manipulation.

Each prototype is stored in its own folder in a cloud-based storage (currently
in the Dropbox1). Technically spoken, a prototype consists of resources stored in
a file and folder structure. Adding resources like media files (pictures, photoshop
files, video, audio) to the prototype’s media folder makes them available in EAA.
As every involved designer in the prototyping process can be invited to share the
prototype folder in the cloud storage, they can create, modify or delete resources
in the folder from every device connected to the cloud storage.

(a) (b)

Fig. 3. (a) A cutout of an EMIL prototype in the live mode in which two documents
connected to tangible objects and a map widget are visible. (b) The same cutout as in
(a) but in the authoring mode. On the right of the widgets, plugs allow accessing the
widgets’ properties menu. For instance, the map widget shows the menu of its built-in
map functionality. In the authoring mode, additional menus appear on the surface that
allow to add widgets, behaviors and views to the prototype.

Out of media resources stored in the cloud storage, designers can build their
own widgets combining them with EMIL behaviors. For instance, dragging the
image of a trash bin out of the Dropbox menu and subsequently adding a trash
bin behavior to it creates a fully functional trash bin widget. Therefore, designers
can prepare media resources in advance and use them in EAA. As Photoshop2 is a
popular application amongst UI designers, EMIL supports importing Photoshop
files. Hence, designers can use their accustomed tools to create resources for

1 https://www.dropbox.com
2 http://www.adobe.com/products/photoshop.html

https://www.dropbox.com
http://www.adobe.com/products/photoshop.html
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EMIL. During and after the prototyping session involved authors can iteratively
refine the resources in the cloud storage.

3.3 EMIL Pattern Authoring and Browsing System

We introduce the EMIL Pattern Authoring and Browsing System (EPABS) that
enables systematically building up and retrieving IS design knowledge. EPABS
constitutes a database that stores information about the visual and non-visual
components of the EMIL UI framework and prototypes created with EAA. We
prepare this information in EPABS in the form of interaction patterns [1] and
hierarchically arrange them to form an IS interaction pattern language similar
to [13]. In the sense of [1], each EPABS pattern describes amongst others the
problem that lead to its creation, its solution and examples for its usage in
existing prototypes.

EMIL authors can browse and extend EPABS by using a tablet computer
app (see figure 4(b)). In this app the pattern language is visualized by a node
link graph (see figure 4(a)). Authors can apply visual filtering algorithms to the
graph in order to narrow down the search for relevant patterns. After selecting
a pattern, authors can read the pattern information or watch example videos
or photos of its application in existing prototypes. If authors reuse an EPABS
pattern in their own prototype they can attach videos and photos of its usage to
the pattern’s example section. Such videos and photos can be created employing
the tablet computer app. Using the app, authors also add new patterns to the
pattern language.

(a) (b)

Fig. 4. (a) Screenshot of the EPABS app on a tablet computer. It shows EPABS’
pattern language represented by an interactive node link graph. In the graph, the
’SpreadStuff Behavior’ has been selected showing its short description. (b) A designer
add a SpreadStuff behavior to an image canvas after watching an example video of its
usage in the EPABS app on the tablet computer.
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4 Evaluation

We presented EMIL to a design team to gather qualitative feedback. This team
consisted of a UI designer, a programmer and a concept designer from an adver-
tising agency. This team had so far created four interactive surface applications.
After the presentation, we interviewed them.

In their IS design process, the team usually creates prototypes for first tests
that a programmer codes from scratch. This approach has at least three dis-
advantages. Firstly, it takes too long to create such a prototype. Secondly, the
designers have to communicate their ideas to a programmer that has to convert
them into code. Thirdly, they discover erroneous design decisions too late as the
testing on the actual target platform comes too late in the process. With EMIL,
they can quickly create prototypes themselves using the authoring tool without
the need to communicate their ideas to a programmer and without writing code.
This allows designers to “get their noses out of photoshop” and create proto-
types themselves at an early design stage. In their opinion, EMIL provides a
set of standard components for multi-touch and tangible user interfaces. Such
components would already exist for mobile applications but not for IS. Such a
set in combination with the authoring tool allows for the rapid prototyping of
usable IS software. Instead of coding the prototype, the programmer involved
in the design process can enhance EMIL’s set of components and behaviors if
necessary.

They embraced the iterative approach that allows alternately creating a pro-
totype at the surface and preparing resources with their desktop tools allowing
for quick design – test cycles. This offers to instantly see design results on the
surface of resources created with accustomed tools like Photoshop giving a quick
feedback to design decisions. They especially liked that authors involved in the
design process meet in front of the IS to collaboratively assemble and modify the
results of their work directly at the surface. Additionally, the combination of pro-
vided complex widgets and simple widgets they can build themselves combining
graphical resources with EMIL behaviors makes sense to them, as it combines
standard with custom functionality. However, they additionally desired a tool
that allows building complex widgets without the need for programming.

The design team considered multiple uses of an EMIL prototype. Initially, it
could be used to prepare a prototype in advance to a client meeting. Therefore,
they could present this prototype to the client and potentially acquire a new
job. Also, throughout the design process the prototype can be used to gather
feedback with the client. If the prototype has matured, they can evaluate the
prototype in a user test. Lastly, as the agency usually develops their IS software
also in Flash, they can use the prototype’s code and resources as a foundation
for the final product development.

They suggested to provide EMIL to the open source community. Building
blocks like behaviors or widgets could be easily extended by other Flash devel-
opers. This, however, led to their main criticism. They assume that there are
currently too few building blocks like behaviors, widgets and application tem-
plates available in the EMIL UI framework. Additionally, they deem it necessary
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to try out EMIL in a real project. Pertaining the UI of the authoring tool, they
demand fewer windows for a better visual overview.

5 Conclusion and Future Work

The EMIL environment presents a rapid prototyping authoring approach for
the creation of interactive surface software in design teams. It comprises UI and
interaction components, an authoring tool and a database that provides storing
and retrieving design knowledge using a tablet computer app.

Authors create the IS prototypes directly at the surface employing the EMIL
authoring application (EAA) without the need to possess programming skills.
Therefore, created software is tested early and frequently on the target hardware.
Using EAA, designers configure components and their behavior. Additionally,
simple components can be easily created based on resources that authors prepare
and store in a cloud-based storage system.

In an expert interview we gathered qualitative feedback from a design team.
The design team especially liked the iterative approach provided by EMIL and
the possibility to create prototypes without programming knowledge using a
’standard’ set of components. The team sees the potential to facilitate and speed
up their own IS software design process employing EMIL.

In future work, we need to evaluate EMIL in a real design project. However, as
the evaluation has shown, there are still too few components in the UI framework.
Therefore, we need to enhance our set of components.
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Abstract. This paper presents an extended notation of actions in activity dia-
grams. The suggested method combines activity diagrams with a user input 
classification in order to support interdisciplinary teams, particularly in the ear-
ly phases of development. In this way, the user input classification serves as a 
communication basis for user requirements, which is adapted to the needs of 
software engineers. The method is evaluated within a case study in a nationwide 
research project for public transport. 

Keywords: activity diagram, actions, user input classification, public transport. 

1 Introduction 

These days usability is an important quality for software engineering [1], [2] and a 
key factor for successful and profitable products [3]. Integration processes of human-
computer interaction (HCI) in software engineering (SE) are widely discussed. But 
the communication between usability engineers and software developers often occurs 
too late in the development process, though key decisions are made in the early de-
velopment phases. Consequently, changes in the later development process are diffi-
cult and cause a higher development effort [4]. 

In order to provide usability information for key decisions of the development as 
early as possible, an adequate communication and integration of the results of user 
requirements analysis into the software engineering workflow is essential. Therefore, 
the existing and detailed knowledge about the user requirements have to be adapted to 
the requirements documentation of SE. Along these lines, the development processes 
require a more user-oriented documentation regarding software engineers. 

Existing approaches to bridge this gap between HCI and SE are presented and ana-
lyzed in chapter 2 and advantages of UML are covered. Consequently, an approach to 
enrich UML activity diagrams with usability information and the according case study 
is presented in chapter 3 and 4. 

The key contribution of this paper to bridge this gap is the suggested approach, 
which supports the interdisciplinary communication about usability requirements in 
early development phases. The included user input classification (UIC) can serve as a 
guide for early architectural decisions and in this way increases the usability quality 
of software products. 
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2 Background 

2.1 Bringing HCI and SE Together 

Addressing the integration of HCI in SE processes, many authors focus on combining 
the methods of HCI and SE. Exemplary here, only some approaches can be men-
tioned: the usage-centered design of Constantine[5], the user-centered software de-
velopment process of Ferre [6] or Nebe’s approach to integrate software engineering 
and usability engineering [7]. Other solutions prefer separate procedures to analyze 
the usability during a software engineering process, such as Folmer’s SALUTA [1]. 

But in contrast to an adaptation of methods and procedures, the presented approach 
of integrating a user input classification to UML diagrams suggests an adaptation of 
communication tools. Actually, the communication of user requirements is focused on 
the workflow of usability engineers, despite of the workflow of software engineers. 

According to Bruegge [8] an appropriate communication notation has to meet the 
following three criteria: well-defined semantics, well suited for representing, and well 
understood. Established kinds of analysis documentation in HCI [9], which depend on 
the solution and can be used through the development process, have strengths and 
weaknesses according to these criteria as shown in table 1. 

Table 1. Overview of established kinds of analysis documentation 

Representation form (examples) Semantics Represen-
tativity 

Under-
standability 

Mainly narrative 
(e.g. Personas [10], Scenarios [11]) 

loosely 
defined 

moderate high 

Mainly pictoral or artifactual 
(e.g. Mood boards, Culture Cards [12]) 

undefined high high 

Mainly tabular 
(e.g. user needs, usability goals [13]) 

partly 
defined 

low moderate 

Mainly diagrammatic 
(e.g. contextual workflow [14], UML [15]) 

well-
defined 

high moderate 

 
Mainly narrative, pictoral, and artifactual forms of representation benefit from a 

general understandability, but they lack of well-defined semantics. In addition, the 
mainly tabular forms of representation have some partly defined semantics, such as 
the use of signal verbs to prioritize user requirement and usability goals. 

The Unified Modeling Language (UML) is one kind of diagrammatic representa-
tion. The advantages of well-defined semantics of diagrams cause a moderate under-
standability, particularly for users without the basic knowledge of the semantic. But 
diagrams are well understood tools for users with prior knowledge of the semantic. 
Regarding UML, which is widely common in several disciplines, such as SE and 
HCI, we agree with Bruegge [8], that UML meets the three criteria very well. 
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2.2 UML in HCI and SE 

Due to the flexibility of UML, the use of UML in HCI and SE is very multifaceted. 
UML is widespread in the software industry, especially for object-oriented software 
engineering [8]. The use of UML for HCI was intensively discussed and extended in 
TUPIS2000 workshop, see [17-19]. Nowadays, especially the UML behavioral dia-
grams became established tools for usability engineers. 

Several kinds of diagrams are available to describe the structure, behavior, and in-
teraction of concepts [15]. But the use of diagrams depends on the elaboration of the 
solution. While an abstract idea of the solution is sufficient for some diagrams, such 
as use case diagrams, e.g. sequence diagrams require a more detailed idea of the solu-
tion. Thus, not every artifact is suitable to serve as a basis for user input classification. 
For instance, tasks are hierarchic and abstract descriptions of user goals, which are 
independent from the solution [9]. In contrast, the description of activities and actions 
bases on the tasks and requires a detailed idea of the solution up to a certain extend. 

For this reasons, activity diagrams are used after the requirements analysis in HCI 
and SE processes as well. We choose the action nodes of activity diagrams to inte-
grate the additional information about the user input. 

3 Approach 

3.1 User Input Classification (UIC) 

Based on the results of user requirements analysis, an interdisciplinary team develops 
first ideas for technical solutions for possible background systems and interaction 
devices. For each solution schematic activity diagrams display the required interac-
tions for the user. Thus, each action can be analyzed according to user input. Some 
examples of possible user interaction should be collected per action and build the 
bases for the classification. 

The user input classification (UIC) bases on a pre-tested 5-point-scale, which dis-
plays the interaction task and the semantic design of a user input according to Foley 
[20]. Foley defines an interaction task as “the entry of a unit of information by the 
user” and distinguishes “position”, “text”, “select”, and “quantify” as the four basic 
interaction tasks [20]. In addition to the four interaction tasks, we enrich this set with 
the “confirmation” interaction, which is defined as a special kind of selection with 
only one or two alternatives and is often used to accomplish other input interactions 
or an information output. 

3.2 Stereotypes in UML 

In order to transfer the suggested UIC into UML, according UML stereotypes were 
defined. UML stereotypes are a kind of profile to classify UML elements with a “vir-
tual meta-model concept” [20]. For instance, the Wisdom Approach of Nunes [19] 
provides stereotypes for interaction modeling with UML and Lieberman [21] presents 
stereotypes for activity diagrams detailing the user interface navigation. 
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Fig. 1. Proposal for a UIC coloring concept for actions 

We predefined a set of coloring information in grey shades for the background of 
the actions, as shown in figure 1, in order to display the different meaning between 
the actions with identical structure [15]. Lower stages are colored with a lighter grey 
than higher stages, according to defined shades. By these means, the density of user 
input is visualized by the lightness of the activities and provides further information 
about the users’ interaction, in addition to the number of actions. The suggested set of 
stereotypes consists of five stereotypes, one per each level of UIC: 

• <<Level 0>> The basic level requires no input interaction from the user. Informa-
tion, which is already documented within the software or can be derived from, does 
not require an additional user input. 

• <<Level 1>> The first level includes easy interactions, which do not require an 
input information, but rather confirmation of the user to proceed. Confirming ac-
tions are used at the end of a dialog box to return to the main page or in more com-
plex interaction sequences to display the next dialog. 

• <<Level 2>> The second level includes selecting tasks for small-sized choices, for 
example yes/no decisions or small menus with less than seven items, which are 
familiar and structured according to the knowledge of the user. 

• <<Level 3>> The third level of UIC includes both, more complex selections with 
semantically well elaborated content, e.g. the choice of the home country from a 
list, as well as easy data entering, e.g. numeric quantities within a defined range or 
well-known text input, e.g. my name. 

• <<Level 4>> The highest level 4 displays very complex interactions, particularly 
with semi-formalized or formalized input. For example entering the long and un-
familiar passport number in a visa tool is a very complex entering task, according 
to its formalized structure. 

3.3 Procedure Model to Identify the Classification Level 

Figure 2 shows the suggested procedure model to identify several classification levels 
of user interfaces. A conducted task analysis is the precondition to start the classifica-
tion. We also recommend collecting some examples for user input for each action as a 
common classification basis. The following stages have to be passed through for each 
action: 

• identifying the user interaction task, 
• refining the user input for selection and entering tasks, 
• identifying the dimension of semantic, which is used for the interactions, 
• attributing the results to the UML stereotypes. 
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Fig. 2. Suggested procedure model to define UIC classes 
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4 Case Study 

The application of the UIC was evaluated in a case study within the German research 
project IP-KOM-ÖV. The effort and understandability were evaluated with a standar-
dized questionnaire with members of the interdisciplinary team, as described in  
section 4.1, and revealed first positive effects for user-centered development in inter-
disciplinary teams. Furthermore, the UIC was applied to evaluate activity diagrams 
for the passenger-to-vehicle-communication. The effects of this application to the 
decision making process are discussed in section 4.2. 

4.1 Pre-evaluation 

We conducted a pre-evaluation of the UIC approach in one working group of  
IP-KOM-ÖV with 10 participants. 90 per cent of the participants from the fields of 
human-computer interaction, software developments and management were familiar 
or even very familiar with UML. The participants were most used to state machine 
diagrams, activity diagrams, use case diagrams and sequence diagrams for designing 
the behavioral structure. 

In the first step, the congruence of classifying the action according to the task inte-
raction is measured with eight test actions. The test actions are consciously formu-
lated neutral from the interaction task, in order to avoid an influence on the decisions. 
The congruence of six of eight actions was greater than 70 per cent, two tasks reached 
only 60 per cent. Deviating appraisals were caused especially by two multi-faceted 
tasks, which required more than one user interaction, for example choosing a point on 
a map. Another factor for slight deviations is the ambiguity between entering and 
selecting for larger groups of possible items. In these cases, few participants chose an 
entering interaction despite of an selection interaction. 

In the second step, the participants classified the selection and entering interactions 
more detailed regarding the number of items and the entering string or number. While 
the congruence for entering a text or numeric quantities is 90 per cent the congruence 
of most kinds of selection is about 60 per cent. The appraisal between small and large 
numbers of items is not obvious and has to be improved by a hard indicator. 

In the third step, the participants appraised the semantic of the user input. The con-
gruence of all semantic appraisals were again only 60 per cent. 

Finally, the result chart with the UIC classification was pre-evaluated by the as-
sessment of clarity, intelligibility, and applicability. All evaluated items were assessed 
as positive from 90 respectively 100 per cent of the participants. 

These results indicate, that the classification of user input is comprehensible to in-
terdisciplinary teams. In contrast, the process of classification should be passed by 
usability experts in order to obtain more reliable data. 

4.2 Application in the Decision Process 

We evaluated the practical applicability of the UIC in another working group of IP-
KOM-ÖV by applying the UIC to a decision process. Subsequent to the requirements 
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analysis [22],[23], alternative proposals for the passenger-to-vehicle-communication 
were developed and analyzed by activity diagrams with UIC. 

In one meeting we compared activity diagrams for the build-up of a WLAN con-
nection by manual selection, ad hoc network selection, QR-code scan, or NFC sup-
port, see exemplary diagrams in figure 3. In addition, we considered different initial 
situations in order to vary user input. 

 
Fig. 3. Exemplary activity diagrams with UIC stereotypes within IP-KOM-ÖV 

Subsequent to the discussion of several actions and exemplary user input, we used 
the criteria number of actions, maximum level of UIC, and mean level of UIC to 
compare the solutions. While the number of actions showed only slight differences for 
some solution, for instance between example (1) and (2) in figure 3, the mean level of 
UIC, and especially the required maximum  revealed considerable differences be-
tween the suggested solution. While example (3) consists of level-1-actions only, 
example (2) requires level-1- and level-2-actions. At least, example (1) also contains 
level-3-actions. 

As a consequence, possible improvements for the usability for technical solutions, 
which contained level-3- or level-4-interactions were discussed intensively. The im-
pact of the UIC was intuitively understood with less explanations by all participants 
of the discussion. Next to the technical requirements, the information about the user 
requirements was directly taken into consideration for the decision process, according 
to the UIC. 

5 Discussion 

The UIC presupposes a task structuring process such as HTA [24] or provided by 
Martinie [25]. It is not possible to classify ambiguous tasks which are broadly defined 
and might include several different user inputs. Hence, the results of the classification 
depend on the results of the task analysis. 
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Target products with more than one user group, might evoke ambiguities of the 
UIC, due to the fact that the semantic model of the content depends on the users’ 
mental models and daily routines. In relation to the user descriptions, the UIC value 
might differ for several user groups and require more than one value for one activity 
and additional information, at the same time. Furthermore, the requirements of handi-
capped users have to be considered separately, particularly in regard to user input 
technologies. This adaptation to differing user groups should be the subject in further 
research. 

6 Conclusions 

The extension of activity diagrams with UIC combines aspects of usability engineer-
ing with software engineering methods. Thus, the UIC extension provides an interdis-
ciplinary approach, particularly for the analysis and comparison of proposed solutions 
in early phases of development. Decisions concerning the user interaction can be dis-
cussed in early phases of the development and can be taken into account for technical 
key decisions. 

Furthermore, the UIC stereotypes support conclusions to improve a required user 
input. For instance, a level-3-selection out of many unstructured items could be im-
proved by a hierarchical level-2-selection or a level-4-entering task with formal text 
input could be supported by proposals of the most frequent terms. Thus, according to 
the UIC stereotypes, recommendations for improvements could be given to the  
actions, in the future. 

According to the positive first evaluation results in theory and in the field, the ap-
plication of the classification should be evaluated more detailed in an entire workflow 
process with interdisciplinary teams. In this paper the UIC approach is applied solely 
to activity diagrams. In a next step we have to proof, if the UIC can be transferred to 
other behavioral diagrams. 
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Abstract. This paper starts with an analysis of current or proven model and 
pattern-based user interface development methods and techniques. It discusses 
how these approaches facilitate the construction process and enhance the 
overall flexibility, usability and user experience of the resulting software. It is 
shown that HCI patterns meanwhile can contribute heavily to all development 
aspects of interactive systems. In order to integrate patterns, task, dialog, and 
object-oriented models to further automate user interface construction, the 
paper tightly couples these seemingly disparate development paradigms to 
allow a more powerful interplay. Thereby some of the missing links are 
identified for letting the pattern-based automated generation of complex parts of 
high-quality and media-rich applications become a routine job. A well-known 
smart phone app is examined to demonstrate some steps of the new approach. 

Keywords: Model-based user interface development (MBUID), HCI patterns, 
task models, object-oriented models, dialog models, embedded patterns, user 
interface generation. 

1 Introduction 

Model-based user interface development (MBUID) has affected HCI since the 
nineteen eighties. However, over the years, the initial confidence in the efficiency and 
generative power of model-based development processes and tools has given way to a 
more unemotional view on the advantages and shortcomings of the model-based 
paradigm. The wide spectrum of end-users with differing levels of expertise and 
preferences, the heterogeneous working contexts and workflows, the variety of 
development environments and languages used for interactive system development, 
and the different target computing platforms from desktops to smart phones, with 
novel interaction techniques and modalities make it quite hard to define a generic and 
open-ended architecture for future MBUID environments [20]. 
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Current trends in the area of interactive system design and user-centered 
development seem mostly to be aimed at providing a high degree of context-
awareness, designer creativity and developer flexibility in order to produce high-
quality interactive software with adequate user experience levels. The new social 
media with their intuitive, easy to use interfaces and the massive trend towards mobile 
applications and ubiquitous computers has directed the focus rather on rapid and agile 
user interface development methods than on detailed modeling environments. 

On the other hand, research in the field of model-based and model-driven 
development is widespread and over the years has led to various approaches for 
automated GUI generation by interpreting semi-abstract and concrete models written 
in detailed user interface description languages [1], [29]. Model-based approaches 
also have proven to be valuable for approaching key challenges in HCI modeling and 
development, e.g. in the field of detailed modeling of real time control systems [19].   

It is the goal of this paper to highlight some of the major contributions of MBUID 
and to pave the way for an interactive system development paradigm that leaves 
enough room for individual media-oriented design and development practices, but at 
the same time keeps in mind the benefits made available by MBUID, like high quality 
and usability through detailed modeling, platform independence, and efficiency 
through automated generation of non-trivial parts of the interactive target software. 

HCI patterns could play a major role to more flexibility in MBUID. Therefore we 
propose a combined development approach that tightly couples the MBUID paradigm 
with HCI patterns for various interactive system modeling aspects. 

The paper is structured in the following way: Chapter 2 will examine relevant work 
in the area of MBUID that is time-proven and in our opinion should make it into the 
combined approach. In chapter 3 we review the potential of pattern-based 
development approaches, introduce the notion of embedded patterns, and define the 
various pattern categories for pattern-based user interface modeling. Chapter 4 defines 
the structure and the major steps of the combined new development process and 
demonstrates some of its features by reengineering a popular media app. Chapter 5 
concludes the paper and discusses the directions of our planned future work.      

2 MBUID Accomplishments 

Model-based user interface development environments introduce models to the 
development process of interactive applications [4]. The models are the carriers of the 
specified target system´s functional and data requirements and may serve to map 
these requirements to the structure and properties of the user interface in order to 
allow for effective and usable interaction of the user with the final target system 
implementation. The role of the models varies with respect to the modeling purpose. 
Typically more than one model is used interactively or parsed during the development 
process to construct the desired solution. Some ways in which models are exploited 
provide information for controlling highly-automated development processes for 
interactive systems. In the following we examine some major directions in model 
exploitation.  
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2.1 Task Models 

Task models specify interaction goals, the sequence of user actions, and the 
collaboration of tasks and subtasks between users and the modeled system. They are 
in the center of many model-based development approaches. The CTT notation [23] is 
widely used in the HCI community for designing graphical tree specifications of the 
task structure and substructure of interactive applications. It depends on the level of 
detail, how complex task models may become for non-trivial applications. 

As the static notation of task models to a certain degree describes the interactive 
behavior of the system under development, it is common to enable the execution of 
the task model together with a separately developed prototype or a mockup of the user 
interface in order to give an assessment of the quality of the modeled user-system 
interaction [2]. An executable task model can also be used as a starting point for 
deriving the user interface structure. In [25] so-called dialog graphs are derived 
directly from the task model. They allow for dynamic simulation of semi-abstract 
representations of the interactive application within various device contexts. The 
lifespan of task models can also encompass the runtime of the interactive application. 
Such task models can be used to implement context-aware dynamic user interfaces 
that behave differently at runtime, depending on the device type on which the 
application is executed [14]. 

In order to specify the detailed interactive behavior of highly sophisticated user 
interfaces and to design novel interaction techniques precisely, the approach presented 
in [22] combines task models, scenarios extracted from the task models, and detailed 
ICO models. ICO models are based on Petri nets [19] and allow the modeling of 
asynchronous and concurrent input/output actions as well as event-based state 
changes of interactive applications. Executable prototypes can be constructed from 
ICO models.  

A recent approach for automatic generation of device-specific user interfaces from 
discourse models is presented in [24]. Discourse models are device and modality 
independent and define the sequence of questions and answers, i.e. the dialog, to solve 
a given problem. Together with a Domain-of-Discourse model that provides domain 
classes and their attributes, and the Action-Notification Model they form a 
communication model that represents the tasks and concepts of the interaction and 
serves as the basis for user interface generation. 

2.2 Object-Oriented Models for User Interface Construction 

Like task models, object-oriented models have a long history in MBUID environments. 
The survey in [4] compares several development environments of the first and second 
generation. In the last decade of the 20th century software engineering methods and 
tools were mainly based on object-oriented technologies. Some of the MBUID systems 
of this time-span, e.g. AME [15] and TADEUS [26] therefore chose the object-
oriented modeling paradigm and notations for defining models of the interactive target 
system during its different lifecycle phases. Several systems were able to automatically 
define the window structure, choose abstract and concrete interaction objects for the 
user interface, and generate layout prototypes [28], [12], [15].  
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One aim of these MBUID environments was the tight coupling of the software 
engineering lifecycle with the user interface development process. Although most 
systems were targeted at the construction of traditional GUI-based applications, the 
technology and philosophy behind some of these environments today could again 
serve as one key technology for efficiently creating and generating web services and 
mobile apps. 

The Application Modeling Environment (AME) [15], [16], e.g., applied a model 
refinement process and started modeling with an object-oriented analysis model that 
contained the domain classes (business logic) of the application, class attributes and 
attribute types, names and calling parameters of the class methods, and inter-class 
relations. The OOA model could also include the inter-class communication structure, 
i.e. the message-based calling structure of methods between domain classes that could 
later automatically be transformed into platform independent dialog sequencing code. 

The OOA model was exploited by parsing the classes and inter-class relations 
(inheritance, aggregation, different types of associations) and by applying rules in 
order to define the hierarchical window structure of the user interface, abstract 
interaction objects, and the dynamic invocation structure for activating user interface 
elements and accessing the business logic. This information was collected in an OOD 
model. The OOD model included both, domain classes and their objects, and user 
interface classes and their objects (e.g. abstract windows, dialog boxes, and 
interaction objects). Typically one domain class was mapped to many user interface 
classes. Associations between the domain and user interface classes were used for 
communication and for transferring data between domain classes and the still abstract 
user interface. 

The OOD model could be manually enhanced by browsers and editors. It served as 
the data model for an executable and fully functional prototype of the user interface. 
The UI and layout prototype was generated automatically by mapping the abstract 
interaction objects onto concrete interaction objects available within the simulation 
environment and by applying rules for interaction object grouping. 

In order to arrive at a user interface prototype with satisfying usability 
characteristics, a user profile as well as a profile of the target environment could be 
interpreted by the generator. The resulting prototype could then be inspected with 
respect to correctness of the interaction design and usability and visual appearance of 
the user interface. From this, it was only a small remaining step to generate the C++ 
code for the user interface and the bindings to the business logic for different then 
state-of-the-art target platforms, e.g. Windows 95 and X-Window.  

AME therefore was a quite flexible system that combined automation with explicit 
developer interaction during all phases of the development life cycle. One advantage 
of AME was the representation of the user interface as abstract OOD classes. These 
classes could serve as a stable user interface model and for communication with the 
business logic, without selecting concrete interaction objects too early. Instead, they 
were only defined during the final generation steps. The model was flexible enough to 
undo the selection decision and assign other concrete IOs with their inherent 
interaction techniques when the prototype was already being executed. This allowed 
the simulation and evaluation of different versions of the user interface before the 
target code was generated.   
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Model-driven architecture (MDA), a software engineering trend that evolved some 
years after MBUID [21], also is built on the transformation of abstract into more and 
more concrete model-representations with the final generation of domain and user 
interface code. As a starting point, typically, different UML models of the application 
are created and then exploited by automated model-transforming tools. MDA 
approaches provide UML models for all parts of the system under development. In 
contrast, in an MBUID environment like AME, as a starting point only such parts of 
the business logic that later would interact with the user interface had to be included 
into the OOA model [16]. Non-interactive parts of the application kernel could be 
developed independently by using the interactive business classes as their interface to 
the OOD user interface classes. 

3 HCI Patterns 

HCI patterns and pattern languages [18], [3], [27], [17], [5] recently have raised much 
interest in the MBUID community. Structural and behavioral information contained in 
HCI patterns can be used for modeling many different aspects of interactive systems 
or fine-tuning the properties of user interfaces derived from task or object-oriented 
models. Patterns also can be transformed into executable user interfaces by automated 
transformation processes [30], [9]. 

Within the PaMGIS framework [7] we have developed the PaMGIS Pattern 
Specification Language (PPSL), a powerful pattern description language based on 
PLML that can directly be exploited for user interface generation and for linking 
patterns with other modeling components. Table 1 shows the structure of PPSL  
pattern descriptions. There are many categories of HCI patterns [13], some of which 
are briefly discussed here. All pattern types can be specified with PPSL [6], [8], 
embedded into object-oriented models and linked to task and dialog models. 

Structural Patterns. Such patterns resemble classic design patterns [11] and specify 
the class/object structure and the static and dynamic inter-class relations of parts of 
the interactive application. 

Domain Patterns. Such patterns specify those parts of the business model that 
directly interact with the user interface. 

GUI Patterns. Such patterns specify one or more abstract interaction objects, their 
relationships, and their interactive behavior. GUI patterns are primarily aimed at good 
usability. 

Media Patterns. Such patterns specify (reusable groups of) media-specific 
interaction objects and their interaction techniques (e.g. multi touch input, speech 
input/output).  

Infrastructural Patterns. Such patterns specify context and platform-specific 
reusable design information. 
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Table 1.  Pattern description elements of the PaMGIS Framework 

Specification Element Brief Description 

UPID Unique pattern identifier as defined in [6] 
Name Name of the pattern 
Alias Alternative names, also known as 
Illustration Good example of instantiation of the pattern 
Problem Description of the problem to be solved 
Context Situations and circumstances in which the pattern can be 

applied 
Forces Description of forces in the environment that the use of the 

pattern will resolve 
Solution Description of how to resolve the problem 
Synopsis Summary of the pattern description 
Diagram Schematic visualization of the pattern 
Evidence 
 Example 
 Rationale 

Verification that it is in fact a pattern by 
 at least three known uses of the pattern 
 discussion and any principled reasons 

Confidence Rating of how likely the pattern provides an invariant 
solution for the given problem 

Literature References to related documents or papers 
Implementation Code or model fragments or details of technical realization 

as defined in [6]  
Pattern-link Relationship to other patterns or pattern instances as defined  

in [6] 
Embedding-link 
 ELinkID 
 Reference class ID list 
 UML relationship-type list 
 Label 

Back-link to object-oriented analysis and/or design model 
 Unique embedded link identifier 
 OO model classes from which the pattern is referenced 
 Relation types between classes and referenced pattern 
 Name of the embedding link 

Management Information 
 Authors 
 Credits 
 Creation-Date 
 Last-modified 
 Revision-number 

Authorship and change management 
 Name of the pattern author 
 Merits 
 Date of pattern compilation 
 Date of last change 
 Version of the pattern definition 

 

UX Patterns. Such patterns specify rule-based or algorithmic knowledge for 
designing specific user experience characteristics for the interactive system.  

Pattern Transformation Patterns (PTP). Such patterns contain rule-based or 
algorithmic descriptions for transforming patterns to different device contexts (e.g. 
from desktop to mobile device) [9].  
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4 Coupling HCI Patterns with Task- and Object Modeling  

The discussion of important contributions to the fields of task modeling, object-
oriented modeling, and patterns for interactive application development clarifies that 
it does not seem possible to arrive at an effective solution for user interface design 
automation, if one of the mentioned areas is neglected. Therefore we propose a 
tightly-coupled modeling paradigm which uses HCI patterns – specified in PPSL – as 
pivotal points to both integrate task modeling and object-oriented modeling aspects 
into the final design. This allows three different views onto the interactive system 
under construction: the pattern view, the task model view, and the object model view. 
The “missing links” can now be identified as the attributes Implementation, 
Pattern-link, and Embedding-link of PPSL specifications that relate each 
pattern with modeling components in the task and object models. Figure 1 shows the 
resulting combined model structure. 
 

 

Fig. 1. A tightly-coupled modeling approach 

As an example, we use the CNN smart phone application for Android to briefly 
demonstrate a small part of the proposed approach. Figure 2 shows the CTT task 
model for the News Sharing pattern found in many news apps for smart phones and 
tablets. In the user scenario the user wants to share some news from the CNN-App 
with his or her follower at google+. In the repository the pattern could be represented 
as a domain pattern with several domain classes each of which would be related to a 
user interface pattern. The domain pattern could be embedded into the OO model 
where it would be associated with one or more domain classes defining the actual 
aggregation and intra class structures. 
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Fig. 2. Excerpt of the task model of the News Sharing pattern 

Source Target 

 

Fig. 3. Resulting UI of the Sharing dialog 

The dialog structure for the pattern could be derived from the task model and/or the 
OO models in the form of dialog graphs or message-based activation sequences. The 
visual screen design that varies between the tablet and the smart phone app could be 
available as platform-independent and/or device-specific user interface patterns in the 
repository. These patterns could be directly referenced by the domain pattern 
embedded in the OO model during the refinement process executed by the interactive 
prototyping and automated generation tools. This could lead to the resulting user 
interface shown in figure 3.   

5 Conclusion 

This paper has reviewed proven approaches in task-, object-oriented, and pattern-
based modeling of interactive systems. All three areas contribute heavily to the 
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quality and flexibility needed for real-world, state-of-the art interactive applications. 
By centering a combined modeling approach around powerful PPSL HCI pattern 
specifications and defining the most important inter-model-relationships, it becomes 
possible to integrate the strengths of the three modeling paradigms and to allow 
automated prototyping and generation tools an easier exploitation of the so far 
distributed modeling knowledge. 

Thus, in future implementations of such combined modeling approaches, even 
detailed system modeling information, low-level interaction specifications, and 
creative user experience design suggestions could contribute to widely automatically 
generated prototypes of the interactive target applications.  
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Abstract. Developing human-machine-interfaces (HMI) in the automotive 
industry is a time-consuming and complex task, involving different companies 
(car manufacturers, suppliers, translators, designers) and teams with different 
backgrounds. One way to improve the current problems arising from 
communication and documentation deficits is to formalize the specification to 
make it easier to read, to structure and to analyze. The project automotiveHMI 
aims to create a domain-specific modeling language for HMI development in 
the automotive industry. As part of the project, current specification processes 
and artifacts as well as the related roles were analyzed. During the analysis 18 
criteria which should be fulfilled by a domain-specific modeling language have 
been identified. The criteria are used to evaluate existing modeling languages 
and to set objectives for the development of a new modeling language focusing 
the cross-company and cross-team development of model-based HMIs in the 
automotive industry. 

Keywords: Automotive User Interface, Model-Based User Interface 
Development, Task Analysis, User Roles. 

1 Introduction 

Different studies show (e.g., [1]) that over 80% of today’s innovations in the 
automotive industry are based on car electronics and its software. These innovations 
can be categorized into hidden technologies (e.g., ASP, ESP), comfort functions (e.g., 
navigation, communication, entertainment) or driver assistance (e.g., distance 
checking). Especially the last two categories have to be configurable by the driver and 
therefore require a certain amount of driver interaction. This results in a need for a 
modern and consistent human-machine-interface (HMI) which on one hand allows the 
configuration of these systems but which on the other hand conforms to the 
specialized requirements of the automotive industry. Some of these requirements are: 



412 G. Meixner, M. Orfgen, and M. Kümmerling 

 

the interaction devices have to be integrated into a limited space; the HMI has to be 
intuitively usable and adaptable, since drivers generally do not get an extensive 
explanation and the HMI has to be very easy to use and should distract the driver as 
little as possible from his main task of driving. 

Additionally to the growing number of configurable systems in a modern car, there 
is a need for shorter release cycles and lower costs for the development of HMIs. One 
main source of problems in the development of HMIs is the communication overhead 
caused by informal specifications [2]. This overhead is needed to reduce the 
ambiguity and the incorrectness of the specification document. A more formal 
approach to specification might reduce this overhead dramatically, leading to shorter 
development times, cost savings and fewer problems. 

(Semi-)Formal specification of HMIs is researched in the context of model-based 
user interface development (MBUID) [3] and resulted in a vast number of 
specification languages for different aspects of HMIs in the last years. To find out 
which of the existing modeling languages suits the purpose of describing an HMI in 
the context of the automotive industry (if such a language even exists), a large-scaled 
analysis was performed in the German automotive industry. 

The rest of the paper is structured as follows: In section 2, related work concerning 
description languages for HMIs are discussed. In section 3, an introduction to the 
project automotiveHMI will be given. Section 4 will shortly present the results of a 
process analysis that was undertaken in cooperation with the different project 
partners. Section 5 will discuss criteria for HMI modeling languages that were derived 
from the analysis. These criteria are then used to analyze existing modeling languages 
for their suitability in future HMI development processes in the automotive industry. 
In section 6 we will give a summary and an outlook on future work. 

2 Related Work 

A vast number of (XML-based) User Interface Description Languages (UIDLs) exist 
already in the field of MBUID. Some of the UIDLs are already standardized by e.g., 
OASIS, currently being standardized by e.g. W3C1 and are subject of a continuous 
development process. Numerous projects and applications prove their practical 
suitability. Examples of a UIDL are UsiXML [4] or XIML [5].  

The purpose of using a UIDL to develop a HMI is to systematize the HMI 
development process. UIDLs enable the developer to systematically break down a 
HMI into different abstraction layers and to model these layers. Thus it is for example 
possible to describe the behavior, the structure and the layout of a HMI independently 
of each other. Existing UIDLs differ in terms of the supported platforms and 
modalities as well as in the amount of predefined interaction objects that are available 
to describe the elements of the HMI. In the relevant literature several authors  
 

                                                           
1 http://www.w3.org/2011/mbui 
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struggled with the challenge of a clear comparison of existing UIDLs (e.g., [6], [7]). 
These comparisons were mostly done on a theoretically basis by checking the 
language against some defined criteria. However, a comprehensive comparison 
focusing the state-of-the-practice (especially concerning real-world usage of model-
based user interface development) in the industry with underlying real projects is yet 
to be drawn [8]. 

The aim of MBUID is to describe the properties of an HMI in sufficient detail and 
formality so that (semi-)automatic model transformations can be applied to generate 
the final HMI. The Cameleon Reference Framework (CRF) [9] identifies four 
different layers of a HMI in a MBUID process. 

3 The Project AutomotiveHMI 

The publicly funded research project automotiveHMI (http://www.automotive-
hmi.org) consists of eleven partners of the German automotive industry, two research 
institutes as well as one association. The industry members are car manufacturers 
(Original Equipment Manufacturer - OEM), suppliers and tool developers which 
together cover the complete development chain for automotive HMI-systems [10]. 

Current HMI development processes are characterized by different, inconsistent 
workflows and heterogeneous tool chains. The exchanged requirements are often 
inconsistent, redundant, incomplete and in general not machine-readable. These 
circumstances lead to tremendous communication efforts between OEMs and their 
suppliers until both get the same understanding of the new HMI-system. Mistakes and 
bugs are often first noticed when the supplier delivers the first software-version back 
to the OEM. At that late time modifications are very cost intensive and change-
request negotiations become a common annoyance. A further problem is the wide 
range of actors from many different branches that are involved in the automotive HMI 
development: Computer scientists and electrical engineers work together with 
designers, ergonomists and psychologists in interdisciplinary teams. The HMI 
modeling language that is to be developed shall serve as the connective link (lingua 
franca) between these actors. On this account the modeling language has to be domain 
specific. Domain specific languages (DSL) are dedicated to a particular problem 
domain and their “vocabulary” is generally based upon common expressions that are 
typical for the domain. Thus DSLs are far more expressive in their domain than 
general-purpose languages would be. 

The project goal of automotiveHMI is to create a modeling language that will 
allow the different members of the development chain to specify and exchange the 
requirements and artifacts for HMI development. This modeling language forms a 
common data interface for the different process members. It allows bridging the 
“digital gap” currently found in today’s HMI development due to the document-
driven exchange of specification data. Building on this data interface, it is possible to 
exchange digital information for use in development tools without information breaks.  
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This results in a more efficient collaboration of development members and allows 
further the digital convergence of different HMI subsystems (e.g. navigation, 
communication, car systems). Furthermore, the modeling language provides domain-
specific benefits [11], since it is tailored to the specific needs of the automotive 
industry: it uses terms and meanings of the domain; it allows domain experts to create 
and review the specification; code and domain are being brought closer together and 
the productivity is increased, since changes are done on the domain level, not the code 
level. 

4 Analysis of the Development Process 

As a prerequisite to the creation of the specification language, a certain selection of 
project and associated partners (OEMs as well as suppliers and tool developers) were 
interviewed first to get a comprehensive insight into the automotive HMI 
development processes and second to identify specific roles and requirements for the 
specification language. Nine partners (who are representative for the German 
automotive industry) were questioned in a three-step process using a questionnaire 
with over 160 questions as well as a day-long workshop with 2 to 10 stakeholders per 
partner. The overall manpower invested by all partners in the analysis phase is more 
than 25 person months. The results were then combined into documents that were 
send to the partners for review and validation. The questionnaire ranged from 
questions about the used software and methods, specifics about the specification and 
test processes and personal experience with model-based approaches. A larger part of 
the analysis was devoted to a free-form discussion about likes and dislikes regarding 
software tools, personal wishes for a future development process and currently 
unsolved problems in the HMI development. The reviewed results were then 
combined to form the abstract reference process [12] as well as the partner-
independent roles and criteria. 

In total we identified 7 different partner-independent roles in the development 
process: Interaction Designer, Screen Designers, Hardware Developer, Software 
Developer, Tester, Reviewer and Translator. 

5 Criteria and Their Application on UIDLs 

This section presents the identified and validated industrial criteria derived from the 
results of the analysis as well as their application on existing UIDLs. 

5.1 Criteria 

Table 1 describes the derived criteria as well as the roles that require them. Criteria 
with “General” as requiring parties are those which cannot be mapped to specific 
roles but were mentioned as part of overall innovations. 
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Table 1. The 18 criteria 

C1: Versioning (Required by: Interaction Designers, Software Developers, 
Reviewers) 
One of the main problems currently perceived is that there are different versions of 
the specification that are simultaneously been used. Interaction Designers refine or 
even change requirements that have an impact on many parts of the implementation. 
Screen Designers make changes to screens (affecting the implementation of that 
screen) or screen elements (affecting every screen that incorporates these elements). 
Meanwhile, Software Developers implement according to an older version and 
Testers derive test cases also according to the older version. Reviewers also analyze 
the specification and currently face the problem of either restarting the whole review 
activity or overlook subtle changes if a new version is released. With subcontractors 
of the automotive supplier added to the picture, there are multiple versions of the 
specification being used as a base for development activities during the project. 
Currently, there is no systematic way to identify the differences between these 
versions, which results in changes being overlooked or old problems remaining 
unresolved. A modeling language that allows automatic identification of these 
differences would reduce the inconsistency problems. 

C2: Management of Variants (Required by: Interaction Designers, Screen 
Designers) 
In the early phases of specification but also every time major changes are required, 
there might be different design alternatives being discussed. The discussions result in 
one of the variants being picked and the others being discarded. These decisions are 
not documented systematically and therefore are not traceable. If a certain design 
decision is questioned later in the development process, it is difficult to argue why 
this was done. Also later high-level changes (e.g. to remove or alter features) might 
make those design alternatives interesting again. It should therefore be supported to 
annotate parts of the specification as variants that were discarded or to document 
groups of design alternatives together with the decision systematically. 

C3: Definition of State Machines (Required by: Interaction Designers) 
The dynamic properties of an HMI are typically modeled as a state machine. Each 
state relates to a screen of the final HMI and is annotated with information about 
interaction elements or information shown to the driver. Each transition stands for a 
change from one screen to another either as the result of driver interaction (e.g., 
pressing a button or making a selection) or a system event (e.g., a popup indicating a 
warning). The state machine contains information that is both easy to formalize and 
can be used to automatically derive data for other roles (e.g., testing). Currently, state 
machines are specified using presentation or spreadsheet programs, resulting in 
specifications that cannot be automatically checked or transformed. 

 

C4: Support for Abstract Screens (Required by: Interaction Designers, Screen 
Designers) 
An important part of the communication between Interaction and Screen Designers is 
the definition of abstract screens. These screens describe the available interaction  
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Table 1. (continued) 

elements (e.g. selecting a radio station or informing the driver about traffic) without 
restricting the Screen Designer to a specific modality or layout. These abstract 
screens are currently specified in documents, limiting the readability and therefore 
the usefulness for automatic transformations. Also, finding the required abstract 
elements for a screen in a specification document is more difficult compared to a 
possible plug-in for the Screen Designer’s graphics editing program. 

C5: Support for Concrete Screens (Required by: Screen Designers, Software 
Developers) 
Screen Designers provide examples for layout and design as part of the specification. 
Currently, the different formats (standard graphics formats or sound formats) are 
difficult to integrate in the word-processor-written specification, resulting in 
consistency problems since these examples are stored externally. Automatic tracking 
of the consistency of the examples with the rest of the specification could solve these 
problems. 

C6: Annotations (Required by: Interaction Designers, Software Developers, 
Reviewers) 
The main goal of the modeling language is to reduce media breaks, therefore keeping 
a consistent body of information related to HMI specification and development. 
Informal notes and annotations on different parts of the specification allow designers 
and reviewers keep reminders, questions and to-dos in place with the related 
information. It can also be used to extend the informal parts of the specification on 
demand to make up for formal constructs that the language currently lacks. 

C7: Definition of Informal Requirements (Required by: Interaction Designers, 
Screen Designers) 
An ideal specification would be completely formal, with no need for interpretation, 
no inconsistencies and no duplicate information. In a real development process, this 
level of formality is neither feasible nor desired. Sometimes it is easier to add 
informal text to a transition or screen than to specify it exactly instead of conveying 
the intent. It is therefore important to be able to annotate formal information like 
state machines or requirements with pictures, drawings or informal text. This high-
level information also helps the creators of the specification in the creation process, 
since it allows to mark parts of the specification for later revisiting or to document 
intermediary results. 

C8: Metadata for Requirements (Required by: Interaction Designers, Software 
Developers) 
Currently, specification documents are very large and therefore difficult to handle. This 
includes checking for consistency, checking for changes between versions and finding 
of relevant parts for a certain activity. To improve the first and last point, metadata for 
requirements could help to sort and filter requirements based on properties such as 
author, change date, related parts of the HMI or type of requirement. Metadata could 
also be used to keep outdated requirements or design alternatives in the specification 
for traceability, decision management and documentation reasons. 
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Table 1. (continued) 

C9: Traceability for Requirements (Required by: Interaction Designers, Software 
Developers, Reviewers) 
Since the specification is subject to frequent changes of varying severity, quickly 
identifying the affected parts of the specification when changing or removing a 
requirement helps in ensuring consistency and making sure that no outdated 
information remains in the specification. A way to allow this is to include 
traceability information in the specification. Artifacts of the development process are 
related to one another (e.g. if a requirement is refined, links to its refinements are 
created), allowing automatic retrieval of all affected parts.  

C10: Referencing External Data (Required by: Interaction Designers, Software 
Developers) 
The specification of an HMI consists of several types of information, including 
examples, like animations, prototypes and mockups. Since the examples are too 
informal to be integrated into the modeling language, they have to be referenced 
unambiguously. Generally, there are different types of information in the 
development of an HMI which allow different levels of abstraction or formalization. 
It is useful for automatic transformation to formalize those where it makes sense. 
Less formal information should generally be allowed to be stored in an external 
location and be referenced where appropriate. 

C11: Open, Standardized and Free Modeling Language (Required by: General) 
There have been efforts in the past (e.g., [2], [14] [15] [16]) to define modeling 
languages tailored for the automotive industry. Most of these failed because they had 
no support from tool vendors. An important requirement for a language that can be 
used in industrial development is that the language is open, standardized and free. 
Standardization allows different companies to create tools or plug-ins to other tools 
that allow interoperability. Since adopting a standard requires changes, the transition 
can be made easier when the language carries no license costs. Openness guarantees 
that the language can be extended to contain additional information that might 
become useful in the future. 

C12: Simple Integration with Tools (Required by: Interaction Designers, Screen 
Designers, Software Developers, Reviewers, Translators) 
Currently, exchange of information between roles is achieved through text, images or 
example programs. Even if specialized tools that support modeling exist, the models 
have to be exported as text or pictures, hindering automatic import at the receiver’s 
side. A modeling language that can hold all the information of the HMI design process 
needs to be easily integratable with current generic and specialized tools to be useful. 

C13: Support for Iterative Approach (Required by: Interaction Designers, 
Hardware Developers, Software Developers) 
Even without drastic high-level changes like the addition or removal of features, 
HMI development is iterative in nature. A modeling language for HMI specification 
must therefore support different versions as well as an easy way to compare or merge 
these versions. 
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Table 1. (continued) 

C14: Support for Prototyping (Required by: Interaction Designers) 
Currently, when specifying the dynamic behavior of a user interface, interaction 
developers have no way to actually experience what they specified. They have to 
wait until the implementation is done to evaluate the usability and to suggest 
improvements, which results in higher costs, since it occurs late in the development 
process. 

C15: Support for Different Modalities (Required by: Interaction Designers, 
Hardware Developers, Software Developers) 
Current HMIs already support different input and output modalities. While visual 
output is the main output modality, warning signals, tactile feedback and speech 
output is also used in current automobiles. Speech input is a newer feature that 
complements buttons and touchscreens as a further way to interact with the HMI. 
Since the future is likely to improve these modalities or even add further ones, a 
modeling language should support specifications for different modalities. 

C16: Flexibility of Processes (Required by: General) 
Industry processes are subject to continuous improvement. Also different vendors or 
suppliers use different development processes. A modeling language should 
therefore be flexible enough to be used with any process. It is important that the 
language puts no constraints on the development process. It would otherwise hinder 
innovations which would result in poor acceptance. 

C17: Sufficient Abstraction of the Modeling Language (Required by: Hardware 
Developers, Software Developers, Testers) 
A current problem of HMI languages is their concrete applicability. They are either 
very specialized (e.g. to support specific development processes or to be used as an 
exchange format for developer tools) or they are too generic (e.g. to describe abstract 
user interfaces (AUI). For a language to be usable in an industrial development 
process, it has to describe dynamic and static properties of a user interface on 
different abstraction levels without imposing unnecessary constraints on the 
development process. 

C18: Referencing of Information (Required by: Interaction Designers) 
Redundant information in a specification decreases maintainability and increases the 
chance for contradictions. Information should therefore not be repeated, but instead 
referenced. For example, instead of defining the position of a widget that appears on 
a number of screens, the position could be put into a template that serves as the base 
of these screens. 

5.2 Application of the Criteria and Evaluating Existing Approaches  

The 18 criteria were applied to a number of current available UIDLs, including those 
with a focus on the automotive industry as well as domain-independent ones. 

Four UIDLs developed by the automotive industry (Infotainment Markup 
Language (IML) [15], OEM XML [14], AbstractHMI [16] and ICUC XML Daimler 
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[2]) and seven general UIDLs (e.g., Dialog and Interface Specification Language 
(DISL) [13] and USer Interface eXtensible Markup Language (UsiXML) [4]) were 
analyzed. The modeling languages were analyzed using the 18 criteria. A summary of 
the results are shown in Fig. 1. Generally, OEM-XML met the most criteria (9 of 18), 
followed by ICUC and UsiXML. However, this means that the most suitable language 
only met half of the criteria required by the industry.  

None of the languages supported C1, C7, C8 or C9. While the automotive 
languages matched more criteria than the general ones, they still did not provide 
enough features to be used in all stages of the actual development. It was therefore 
concluded that a new language is required by the industry that matches all 18 
requirements. 

 

Fig. 1. Results of the criteria application 

6 Summary and Outlook 

This paper presented (parts of) a large-scale analysis performed on automotive HMI 
development processes in the context of the project automotiveHMI. The analysis led 
to the identification of representative roles and requirements (criteria) which are 
relevant for the definition of a HMI modeling language in the automotive industry. 
After presenting the criteria, it was discussed how today’s domain-specific as well as 
general-purpose UIDLs do not match these criteria, which led to the need for a new, 
domain-specific language that could become an industry standard for the (German) 
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automotive industry. The project automotiveHMI is currently working on the 
realization of this domain-specific language. 
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Abstract. Many aspects of the human experience of ubiquitous com-
puting in built environments must be explored in the context of the
target environment. However, delaying evaluation until a version of the
system can be deployed can make redesign too costly. Prototypes have
the potential to solve this problem by enabling evaluation before actual
deployment. This paper presents a study of the design space of immer-
sive prototyping for ubiquitous computing. It provides a framework to
guide the alignment between specific evaluation goals and specific pro-
totype properties. The goal is to understand the potential added-value
of 3D simulation as a prototyping tool in the development process of
ubiquitous computing environments.

Keywords: 3D environments, prototyping, ubiquitous computing.

1 Introduction

Ubiquitous computing technologies provide exciting new opportunities for en-
hancing physical spaces to support the needs and activities of people within
them. However, many aspects of the human experience of ubiquitous computing
in built environments can only be explored in the context of the target environ-
ment. In evaluating these systems it is not only necessary to explore conventional
properties of usability, but also properties of the environment that contribute to
the experience of its users. Fielding such systems for testing purposes, however,
is in many cases not feasible because of the potential disruption to the target
environment. Consider, for example, an emergency evacuation scenario. Addi-
tionally, developing the system to a deployable state can imply commitment to
design decisions that will be expensive to reverse. Nevertheless, the potential
impact of a system in user practice, justifies that its design should be explored
as early as possible [18]. It should be possible to use prototypes to explore the
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consequences that different design decisions might have, while promoting the
identification of new solutions.

Simulated 3D environments offer an interesting solution to immersive pro-
totyping [5,12,22,20]. 3D Application Servers and game engines provide a fast
track to developing virtual worlds that replicate the type of environments that
needs to be prototyped. The use of these 3D Application Servers as the basis for
a immersive prototyping framework enables agile development of simulations of
the ubiquitous environment. However, to be successful, immersive prototyping
requires a thorough alignment with the key properties of the target environ-
ment, both at the technical and social level, and a strong focus on the specific
evaluation goals and they can be met while considering the specific limitations
of immersive prototyping. With this in mind, we have carried out a study of
the design space of immersive prototyping based on 3D simulation, in order to
define a framework to guide the alignment between specific evaluation goals and
particular prototype properties.

A similar study was carried out by Ostkamp et al. [17]. In it the authors were
interested in studies about public displays. They introduced the AR-Multipleye,
a system that visually highlights items on a personal device that is pointed
towards a public display. They, additionally, carried out an evaluation of the
existing approaches according to a set of criteria to classify highlight methods
for public displays.

In our case, the key issue that was addressed is “what are the relevant dimen-
sions that prototypes should exhibit to better support evaluation of the envis-
aged design?”. The paper presents the two groups of characteristics identified
as a result of this work. The first relates to the immersive prototyping ubiq-
uitous systems, and includes topics such as Fidelity of immersion, Embodied
interaction support or Hybrid prototyping. The second addresses the different
perspectives on evaluation (from evaluation centered on the system and its func-
tional qualities, to evaluation centered on the user’s experience of the system),
and the methods to gather feedback about user experience. A discussion on how
the framework was applied to the development of a prototype used to aid the
design of a concrete ubiquitous environment ends the paper.

2 Methodology

In order to establish the relevant analysis dimensions we performed a review of
the research literature on the topic of ubiquitous computing immersive proto-
typing. Most of the papers are related to the rapid development and evaluation
of ubiquitous systems in the early stages of the development life cycle. Exam-
ples include 3DSim [12], TATUS [15], the work of O’Neill et al. [16], UBIWISE
[1], the work of Reynolds [19] or APEX [20,21]. Others papers, as UbiWorld
[5] and the work of Pushpendra et al. [22], are focused in creating immersive
environments for users, and testing their applications, using CAVEs and other
immersive technologies. VARU [6], CityCompiler [11], UbiREAL [14], and the
work of Brandherm et al.[2], focus their study in hybrid prototyping approaches,



An Empirical Study on Immersive Prototyping Dimensions 423

integrating services (e.g. Internet services) and devices in their ubiquitous sys-
tems. A few papers are more concerned with the analysis of user behavior when
confronted with different situations (this is the case of Siafu [10] and the work of
Maly et al. [9]), while Topiary [7] and the work of Li et al. [8] are more concerned
with the context awareness behavior of ubiquitous applications.

The papers were analyzed in search of codes for two groups of characteris-
tics of ubiquitous computing that we initially defined as: (1) Properties of the
simulation; and (2) Requirements for evaluation and evaluation objectives.

Open Coding [23] was used to analyze the contents of the papers. Each paper
was read in order to identify phrases or paragraphs containing references to
the two groups of characteristics of ubiquitous computing aforementioned. A
code was assigned to each piece of text identified. At this stage, the goal was
to generate as many codes as possible without much consideration of how they
related with each other. The MAXQDA10 tool was used to aid the open coding
process. A total of 33 different codes were identified: 20 in the first group, and
13 in the second. The number of code instances identified was 220.

An affinity diagram was then created to synthesize the data. The goal here was
to find the key dimensions, based on the natural relationships between codes. In
a brainstorming session we grouped similar properties into logical groups. As we
analyzed more codes, we discussed whether to place each of them in one of the
existing groups, as also the possibility of creating more groups or the creating
of subgroups.

3 Dimensions

This section presents the results of the study. A total of eleven main dimensions
was identified. Seven in the first group of characteristics (Prototyping) and four
in the second (Evaluation). Two of the dimensions in the latter group are further
divided in sub-dimensions, creating a total of thirteen. For each group we present
the identified dimensions and provide illustrative examples from the literature.

3.1 Prototyping

The first group characterizes the relevant features of the immersive prototyping
of ubiquitous systems. The seven dimensions are described below.

Fidelity of immersion can be described as the degree to which a virtual envi-
ronment represent (in terms of appearance, sound, etc.) the real world, making
the user feel immersed in the virtual environment. Techniques to immerse users
within virtual environments go from the use of head-mounted displays to the
use of CAVEs [3] (see, for example [22,5]), or other CAVE-derived techniques as
presented in [5], the ImmersaDesk and the Infinity Wall [4]. An example of im-
mersion is the case of immersive video inside a CAVE. This approach eases the
evaluation and prototyping of mobile applications before its actual deployment,
providing a high fidelity recreation of a user’s experience [22].



424 S. Moreira, R. José, and J.C. Campos

3D modeling and simulation is a means to build virtual environments and/or
devices. This is typically achieved through the use of game engines or 3D ap-
plication servers. A key factor is to make the virtual environment realistic. It
should be noted however, that creating a realistic simulation extends beyond
its physical and graphical qualities. For example, [1] points out that creating
a realistic simulated wireless device, implies being realistic in terms of connec-
tion latency, bandwidth, screen size, and battery life. According to [16] the use
of game engine allows for a greater flexibility in the type of sensors that are
used. Half-Life, Unreal, and Quake are the most used game engines. In [20] the
OpenSimulator 3D application server is used. According to the author one ad-
vantage of using a 3D application server is to enable the remote and simultaneous
connection of many users over the internet.

Embodied interaction support refers to the ability of the simulation to en-
able the reproduction of interactions that we use every day in the real world.
Embodied interaction can be achieved through the use of interactions technolo-
gies such as motion tracking and gesture, or speech recognition. Users may, for
example, interact with the virtual environment through the use of 3D gestures
to point to devices and room objects [12], allowing for a more interactive and
immersive experience. In [11] a scenario is built where a camera captures the size
and location of human shadows and, based on that, triggers appropriate events
(e.g. displaying a video).

Controlled Environment Manipulation. Ubiquitous systems’ simulation
can be molded to best serve the objectives of the designers and developers. We
can define the behavior of the system and its objects, by programming them,
by the use of models, or we can manually control/influence this behavior. The
most common method, for expressing behavior is programming it through the
use of scripts [1,20]. Another approach to attach behavior and functionalities to
the system and its objects, is through the use of models [20,16]. Wizard of OZ
can also be used to give behavior to the system [8] . The need to use people
to realize the tests, and the fact that these tests are never realized in the exact
same circumstances, are problems associated with the technique [22].

Context driven behavior happens when the system/prototype is able to
capture the state of the environment and its relevant data, adjusting its behavior
to that data. (e.g., a door opens, when a user gets close to it). This feature
is present in many systems [7,15,5,16,1]. Approaches to gather context data
include the use of sensors or other devices such as GPS systems [8], systems
with information about networks, or specialized tools to extract information
from the virtual environment [12,9]. Sensors, in particular, are very common
in ubiquitous systems. According to [19], sensors can be classified as active or
passive, i.e., they can detect values internally or from the virtual environment,
respectively. Sensors can act as listeners for the system, enabling it to react to
the environment [12] and store relevant sensor information for later use [22].
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Multi-user Support. Enabling multiple users to explore the ubiquitous system
allows for faster testing and assessment of the behavior of the system. This can
be achieved by supporting the connection of multiple real users, or supporting
the use of bots in the system. Supporting multiple real users enables evaluation
of their behavior and their interactions in the system, but also evaluation of the
system’s behavior. In [20,16,15], this is an important dimension to integrate in
the development of the ubiquitous system. Supporting the use of bots (i.e. AI
expert software systems), enables the configuration of environments featuring
multiple user using a limited numbers of real users, or to systematically explore
an environment (e.g. to automatically identify unwanted behaviors) [16,15].

Hybrid prototyping takes advantage of a combination of simulated and real
components to generate a mixed reality which can be used to assess the envisaged
system. In [11], a mix of physical miniature prototyping and virtual prototyping
is used. Two basic types of hybrid prototyping were found: one focusing on de-
vices, another on services. Virtual devices enable testing specific systems (e.g.,
smartphones or sensors), and their integration in the ubiquitous environment,
without actual physical deployment. In [1], images of the device’s physical inter-
face are used to create the virtual device. The embedding of sensors in virtual
devices is addressed in [2]. A emulation framework allowing simulated hardware
devices to interact with emulated software is described in [19]. Hybrid prototyp-
ing of services provides higher realism, accuracy and precision, since it can use
real services. The most common cases are the integration of internet services, or
the use of Bluetooth or similar protocols to integrate real devices [20,1]. Many
systems tend to create their own communication components, using protocols
such as TCP-IP or UPnP [12], or resorting to proxies [15], while other systems
integrate existing network simulators into their framework [19] (thus reducing
cost while providing users and developers an enhanced experience).

3.2 Evaluation

Evaluation is a key motivation in the immersive prototyping of a system. This
second group of dimensions characterizes the different perspectives on ubiqui-
tous systems evaluation. Two types of interests could be identified. Evaluation
focused on the system and its developers, and evaluation focused on the users.
Additionally, codes related to how to conduct experiments and collect data were
also found.

System-centric evaluation is focused on evaluating the prototypes and the
supporting frameworks, and is divided in two sub-dimensions.

Developer-Centric Evaluation. This evaluation is mainly concerned with know-
ing how easy it is for developers to develop accurate ubiquitous environments.
This can be accomplished by collecting their feedback while performing a pre-
defined prototyping task [16,20,7]. Other possibility is to use developers as
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test users, in order to determine if they can identify problems in ubiquitous
environment.

Environments-Centric Evaluation. Immersive prototypes have the goal of creat-
ing virtual environments that are accurate enough replicas of real environments.
These virtual environments must have the same properties that the real environ-
ments have, in order to give to the users a more realistic experience. To assess
these environments, users that regularly explore the real environment should
supply feedback to the developers, for them to know if the environment is accu-
rate enough. At a more fundamental level, environments also need to be tested
and evaluated regarding how the models react to user interactions or to context
changes, in order to check if the prototype is behaving correctly.

User-centric evaluation focuses on how the users react to the ubiquitous
system. Evaluating the users’ behavior and their feelings when interacting with
it, or evaluating if they can interact with the system efficiently and perform the
tasks they were assigned.

Evaluating User Experience. User experience can be characterized by how well
a person feels, when she interacts with the system. Through user experience
evaluation, developers can know if the system that they are building will create
a positive impact in people’s lives. User experience evaluation techniques are
widely used in many of the studies that were analyzed. Particularly in [7,20,9],
a big importance is given to analyzing and comparing user experience and be-
havior, allowing redesign of the systems depending on the users’ feedback.

Evaluating Usability. Usability is also a key goal on the process of developing
ubiquitous systems. The more common approach to usability testing is through
observation and recording users while they perform tasks. Others usability test
methodologies are described in [13]. Maly et al. [9] built a framework for testing
the usability of applications in virtual environments. The method consists in
conducting specific tasks to evaluate usability. The approach builds on usability
testing methodologies for desktop applications, combined with the evaluation of
user behavior in ubiquitous environments.

Controlled experiments enable carrying out interaction tests under varied
environment settings and context changes. A possibility is to replicate the exact
same experiment with different users. All experiments will have the same sys-
tem configurations, e.g., the events generated by sensors or the way the system
adapts to context changes must be the same for any user that interacts with
the ubiquitous system. Increasingly, ubiquitous systems are being developed to
function and adapt to different scenarios [12,5,20]. A possibility, to assess what
can happen when the system is deployed in different scenarios is to change one
or several ambient settings in each experiment. These manipulations can go from
re-positioning objects and avatars, to the manipulation of actuators and devices
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Table 1. Relation between each evaluation dimension and each prototyping dimension

Developer
evaluation

Environments
evaluation

Evaluating
user experience

Evaluating
usability

Fidelity of immersion 2 3 3 2

3D modeling and simulation 2 2 2 2

Embodied interaction support 2 1 3 3

Controlled env. manipulation 3 2 1 1

Context driven behavior 3 3 2 2

Multi-user support 2 2 1 1

Hybrid device prototyping 2 2 2 2

Controlled experiments 3 3 1 1

such as, lights, temperatures or displays [12,20,14]. The more common examples
were the manipulation of lights and temperatures. In [12], the authors evalu-
ate the suitability of the Philips iPronto device to new environments and their
adaptability to different interactions.

Data collection is an increasing concern in the evaluation of ubiquitous sys-
tems. Developers can gather user feedback, either by allowing the user to freely
explore virtual environments, or by making him or she follow or perform a list
of tasks and storyboards [5]. Video recording or user observation are examples
of methods to gather data about user behavior/performance, while performing
tasks. The use of sensors to collect user performance, and save this data in log
files, is another method that can be used. Conducting a series of interviews
with users, or using surveys, are methods used to collect user feedback after the
completion of the experiment.

3.3 Discussion

The relationships between the four evaluation dimensions and the dimensions
related to the development of ubiquitous systems is presented in Table 1. The
table should be read having in consideration that the primary point of analysis
are the several types of evaluation. Evaluation dimension are assessed against
each prototyping dimension, and also to the controlled experiments dimension.
With this we want to highlight which dimensions are more critical for each
evaluation dimension. The scale of values chosen to measure the relationship
was: (1) - little influential, (2) - influential, and (3) - very influential. The values
in Table 1 are derived from the analysis of the papers. They reflect the percentage
of codes collected for each of the evaluation dimensions, when compared with
the percentage of codes for each of the prototyping dimensions in the papers.

From Table 1 several conclusions can be reached. Developer-centric evaluation
is more concerned with how to give behavior to the system, and how it reacts
to change (be it context changes or user interactions). The ability to support
multiple users with the purpose of realizing experiments is also an influential
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aspect of developer centric evaluation. Nevertheless, the other dimensions are
also influential in this type of evaluation. Regarding the assessment of environ-
ments, the more realistic is the environment the better is the ability to evaluate
the envisaged design. The realization of controlled experiments in the virtual
environment, and how ubiquitous applications or smart objects react to changes
are also among the most influential dimensions to assess environments. Allow-
ing multiple users to interact with the environment, and supporting the use of
virtual/real devices/services are the remaining influential dimensions in environ-
ment evaluation. For the user to have a good user experience, he should feel able
to use most of the interactions that he usually uses in reality. The environment
should be as realistic as possible, so that the user feels as embedded as possible
in the environment. Regarding usability, the way users interact with the system
and how much they feel immersed in the virtual environment are the more im-
portant dimensions to make user more connected with the environment, thus
providing them a better way to accomplish their tasks. The possibility of inter-
action with virtual or real devices/services, and the way the ubiquitous system
reacts to the user, are other influential dimensions to usability evaluation.

4 Case Study

The motivation to carry out the study described above appeared in the context
of using immersive protoyping to support the design of a specific ubiquitous sys-
tems. The bar of a art gallery in Guimarães, Portugal has been equipped with
public displays featuring the Instant Places system1. By default, users can inter-
act with the system via their smartphones. The goal now is to enrich the system
with new interaction capabilities. To study the viability of different alternatives
prototypes will be developed in the APEX framework. The developers of the
APEX frameworks, and the designers and developers of Instant Places, felt the
need to identify what were the relevant prototyping dimensions that should be
considered, and how they related to specific evaluation goals.

Considering that the main goal of the prototype to be developed is evaluating
a number of new interaction techniques, and their influence the experience of
being in the bar, the most relevant dimensions are: the Fidelity of immersion and
support for embodied interaction. However, other features like Context driven
behavior and Hybrid prototyping should also be considered as relevant. Indeed
Hybrid prototyping is also quite relevant since the goal is to integrate Instant
Places into the prototype, adding only the new interactions techniques. In the
current case, it was decided to experiment with a table top interface. Hence,
a prototype of the space was built (see Figure 1) that integrates virtual screen
connected to the Instant Places service. Users are able to interact with the service
both through their physical smartphones, or through a virtual table top interface
in the simulated environment. The prototype was tested with users and while,
due to space constraints it is not possible to discuss the results herein, they
indicate that the table top interface was found useful.

1 http://www.instantplaces.org/ (Accessed: 29/1/2013)

http://www.instantplaces.org/
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Fig. 1. The art gallery prototype

5 Conclusions

This paper has presented a set of dimensions that address the immersive proto-
typing of ubicomp systems and their evaluation. Starting from a review of the
sate of the art the relevant dimensions were identified. They characterize both
the features that can be used to build immersive prototypes of ubiquitous envi-
ronments, and the types of evaluation that can be carried out. By establishing
a relation between these two groups, it becomes easier to decide which type of
prototype to use given specific evaluation needs. Identifying the dimensions that
should be the focus of a prototyping exercise provides two main advantages: it
helps both reduce the costs of the process, and it helps focus the prototype on
those features that will provide better results.

The approach is being used in a concrete example, where a public space has
been equipped with ubicomp technology. In order to explore the impact of intro-
ducing new technology in the environment (e.g. tabletop interfaces) an immer-
sive prototype has been developed. We are currently comparing the experience
of using the prototype with the experience of being in the actual space.
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Abstract. In our work on developing multicultural agents we have pri-
marily relied on the analysis of video recordings of multimodal face to
face interactions between humans, where the videos have been collected
in different cultures. This posed some questions concering the cultural
biases of the analysis due to the cultural background of the annotators.
For the development of culture-aware robots we have now adopted a
strategy that takes this cultural bias into account as a feature of the de-
velopment process by integrating the potential user groups from different
cultures into this process. We exemplify this approach with a case study
on affective body movements for a humanoid robot.

1 Introduction

In previous research we showed how a cross-cultural multimodal corpus of human
face to face interactions can serve as empirical foundation for implementing mul-
ticultural agents (e.g. [13]). To this end, video recordings have been annotated in
relation to a number of communicative phenomena like gestures, postures, prox-
emics, communication management, etc. Based on these annotations, statistical
models have been derived and implemented in embodied conversational agents
in order to simulate culture-specific communicative behavior in these agents. Al-
though this was a successful approach, there have always been some discomforts
about it due to the following reasons:

– Subjectivity of the annotation: Although there are measures that can be taken
to ensure a certain degree of objectivity in the annotation of the video data
(e.g. ensuring high inter-rater agreement by calculating kappa values, restrict-
ing free text annotations, training of annotators), manual annotations will
always contain a certain degree of subjective interpretation of the phenomena
that are under observation. This subjective interpretation may become a lia-
bility if the number of annotators is limited (which is often the case due to
costs), meaning that single subjective interpretations get more weight in the
models derived from the annotations.

– Cultural bias of the annotation: Our cultural background influences to a large
degree how we behave in and how we interpret situations involving social
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interactions. Thus, apart from being subjective, annotations of behavior will
be (unconsciously) biased by the cultural background of the annotator because
what they deem ”normal” in social interactions will be structured by those
unconscious shared heuristics from the cultural group they belong to.

– Cultural bias of the design and the implementation of the agents: The same
unconscious cultural bias might also influence the design and implementation
of the agents. Which kinds of gestures look ”normal” and how gestures are
performed have for instance been shown to vary between cultures, and thus
cultural heuristics are likely to influence how movements and behaviors of an
agent are realized on the surface.

Meanwhile, we have moved to physical agents, i.e. robots. Here the difference
between humans and robots is more apparent, due e.g. to limited expressive
channels or reduced degrees of freedom. For instance the Nao platform which
we are using has less joints in arms and legs then a human, making movements
look different, independent on how careful movements have been designed.

Thus, we suggest a new methodological approach for modeling the behavior of
robots and for making them culture-aware, which could also be of benefit for the
use in multicultural agents. Instead of collecting data from human interactions,
potential users of the system have to create the behavior themselves, allowing
us to collect a cross-cultural database of behavioral parameters for the robotic
system under development. This reduces subjective or cultural biases that were
previously introduced. Instead, the cross-cultural database of behavioral param-
eters allows data-mining the statistical models that will drive the generation of
communicative behavior in the robot based on informants that are immersed in
the target culture.

In this paper, we are first looking at cultural influences on the developement
and evaluation process (Section 2), before we propose our method of co-creation
which is loosely based on ideas from classical participatory design in HCI (Section
3). Then we report on the results of our co-creation experiment for affective body
movements (Section 4) before we discuss how this method might resolve some
of the discomforts discussed above (Section 5). The paper ends with a short
conclusion (Section 6).

2 Related Work

In recent years, culture has been identified as an important variable that influ-
ences not only the development of interactive systems, but more fundamentally
also experimental work that often serves as an empirical basis for interactive
systems like virtual agents or robotic companions. Henrich and colleagues [7]
present a thought provoking analysis of experimental work in psychology cov-
ering an analysis of the top journals in Psychology over four years (2003–2007)
that shows that general conclusions about human psychology are pre-dominantly
based on a very specific sample which is only representative for small fraction of
society. They called this the WEIRD sample for Western, Educated, Industrial-
ized, Rich, and Democratic, and highlighted that 68% of all samples were from
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the US, and overall 96% from Western industrialzed societies, although WEIRD
societies represent only 12% of the world population. To put it bluntly, current
claims about general human psychology e.g. concerning cooperation, moral rea-
soning or visual perception, are based solely on Western university and college
students, making these universal claims seem at least be very questionable.

Following this argument, Blanchard [1] examined research in the field of edu-
cational systems and analyzed contributions to the two main conference in the
area (ITS and AIED) over the last decade (2002–2010) focusing on the origin
of first authors as well as samples used in evaluations and shows that there is a
similar WEIRD tendency to be found in this area of research.

Earlier, Elfenbein and Ambady [5] showed the importance of taking partici-
pants cultural background into account as one variable in experimental settings
when they investigated in-group advantages for the production and recognition
of emotional facial expressions. In earlier work, we have taken these suggestions
into account for a cross-cultural examination of the interpretation of emotional
facial expressions in virtual agents [8] that also showed an in-group effect con-
cerning the designers’ as well as the observers’ cultural group. Moreover, we
have presented an in-depth analysis of the challenges of developing multicul-
tural agents focusing on the problem of implicit biases by the developers’ and
the users’ cultural backgrounds [11].

3 Users as Co-creators

The method we are proposing here is inspired by ”classical” HCI work on partic-
ipatory design (e.g. [3]; [2]). This design paradigm claims that it is necessary to
involve users early on in the development process to ensure an optimal solution
in terms of usability and features of a product. The PD process allows potential
users (as well as stakeholders) bringing their perspective into the development
process. In recent work we have shown that especially in cross-cultural devel-
opments it is an absolute requirement to involve the target group and let them
become co-designers of the envisioned system [14].

Here we report on our adoption of the approach for the development of culture-
aware robots. In our case study, we focus on affective body movements for
humanoid robots. Instead of analyzing culture-specific human face to face in-
teractions like we did in previous work on culture aware agents, we allow users
to design affective body movements for the robots directly by manipulating a
set of well defined movement parameters. Result of this co-creation experiment
is a cross-cultural data base that can be used to derive a probabilistic model to
drive the behavior of the robot.

3.1 Affective Body Movements in Humanoid Robots

A particular challenge with robots is their restricted possibilities regarding ex-
pressive behaviors, which convey important information in human interactions.
In embodied conversational agents for instance, facial expressions are prominent
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means for conveying affective information (e.g. [15]). But most humanoid robots
so far are extremely limited in terms of facial expressions. In our case study, we
worked with the Nao, a humanoid robot that allows no facial movements. Thus,
affective information can best be displayed by bodily movements or robot specific
means like sound or light. One set of parameters that is repeatedly mentioned
in related work on affective body movements for robots is based on Laban’s
effort and shape dimensions [9]. Two recent examples highlight this use of La-
ban’s movement analysis. Masuda and Kato [10] show that observers are able
to distinguish between four different emotions when a basic movement is mod-
ified on the basis of Laban’s parameters. Takahashi and colleagues [16] report
on the design of emotional body movements based on Laban’s parameters for
a robot resembling a teddy bear. Despite its low expressivity (raising/lowering
arms, moving arms to front of body, tilt/shake head), recognition rates for three
emotions (joy, fear, sadness) are acceptable.

3.2 Experimental Design

The co-creation experiment is based on Laban’s effort and shape dimensions [9].
Thus, by manipulating parameters on these dimensions, participants can create
body movements that (from their perspective) exhibit affective information. The
goal of this co-creation experiment is to locate the value ranges for the different
dimensions that relate to the expression of emotions for several cultures. Follow-
ing work by Gross and colleagues [6], the experiment concentrates on one single
movement that has to be manipulated to make it affectively expressive.

So far the database consists of around 600 entries across 4 different cultures
(Danish, German, Japanese, Greek) plus additional entries for other cultures
that have not yet reached a critical mass. Participants demographics show that
roughly a third are female (35%) and two thirds male (65%) with an age range
from 20 to 45 (mean: 28.5, SD: 6.44). Most participants have no hands-on expe-
rience with robots.

Data collection was organized as a web experiment, where participants were
randomly presented with the task of adding an affective connotation to a stan-
dard movement from the robot (knocking at a door). This follows the ideas pre-
sented by Gross and colleagues on isolating relevant parameters by focusing on a
single movement [6]. Participants were presented with six tasks corresponding to
the following six basic emotions [4]: anger, disgust, fear, happiness, sadness, and
surprise. To create affective motions, participants could manipulate the Laban
parameters weight, time, and space. Because the parameter names time, weight
and space have been shown in a pilot test to be not readily understandable by
participants, they were changed to speed, power and path for the experiment,
where speed (time) denotes how fast the movement is performed, power (weight)
denotes how much strength is put into the movement, and path (space) denotes
if the motion is direct or indirect.

Figure 1 gives an impression of the web interface. Each parameter could be
changed on a three point scale: speed (slow to fast), power (weak to strong),
path (direct to indirect). For each movement, participants were then asked to
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Fig. 1. Interface for the web experiment. Tasks are presented in random order.

indicate their satisfaction with the movement on a five point Likert scale. Each
parameter modification is directly visible in the video window, which shows the
robot’s movement according to the current parameter values showing the robot
from two perspectives (front view and side view) allowing for a better insight
into how parameter modifications change the movement.

4 From Co-creation to Culture-Aware Behavior

Here we report on a comparison of German and Japanese data. More detailed
results including Greek and Danish data can be found in [12].

Looking at the cross-cultural database, several significant differences are vis-
ible in the parameter values for some of the emotions. Figure 2 provides an
overview of these differences for the two exemplary cultures German and
Japanese. The results highlight that we find significant differences for all pa-
rameters, but not necessarily for all or even for the same emotions. For instance,
speed of the gesture (time parameter) is important for happiness but not for any
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Fig. 2. Average values for time, weight and space parameter for the six emotions across
two exemplary cultures (German, Japanese). Significance levels: +: p<0.1; *: p<0.05;
**: p<0.01.

Fig. 3. Decisions trees (J48 pruned) for the two example cultures German and Japanese

of the other emotions, while the power of a gesture (weight parameter) effects
the connotation of anger, fear, sadness, and suprise.

Data mining techniques are employed on the cross-cultural database collected
by the web experiment. Decision trees allow for deciding for the relative im-
portance of the different parameters in relation to the emotional content of the
movement. Coming back to Figure 2 we see that by the significance of the dif-
ferences between the cultures that the weight put into the movement seems to
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Fig. 4. Bayesian network modeling the relation between emotions (1), cultural back-
ground (2), and Laban parameters (3)

be differentiating the impression of fear as well as sadness. Figure 3 shows the
two decision trees (J48) calculated on the German and Japanese data. What is
apparent from the figure is that weight indeed is an important feature being at
the root of both trees. Moreover, a cultural difference in attributing emotional
connotation to a movement is apparent from the culture-specific decision trees.
Low weight is attributed to sadness for the German sample independent of the
values of the other parameters, whereas it is attributed to fear for the Japanese
sample, again indepedent of the values of the other two parameters. Several other
differences as well as similarties can be seen by comparing the two trees.

Calculating the decision trees allows for analyzing the relative importance of
feature value combinations for the attribution of emotions to movements. Based
on this information, a Bayesian network is build up (see Figure 4), which allows
for reflecting the unreliability and ambiguity that is a trademark of phenomena
like culture and emotions. It is used for generating movement patterns (Figure
4, 3.) based on the input information concerning the cultural background of the
user (Figure 4, 2.) and the emotion that is to be conveyed by the body movement
(Figure 4, 1.).

This allows us now to generate culture-specific affective body movements for
the robot grounded in the unconscious heuristics of members of the respective
cultures about affective body movements on the one hand but also of suitable
body movements for robots (as compared to humans) on the other hand. Next
step is to test the result with observers from the corresponding cultures.

5 Discussion

The motivation for exploring the the co-creation method were some discomforts
we highlighted in the introduction regarding the empirical basis of our behavior
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models. In this section, we revisit these discomforts and discuss to what extent
the method of co-creation addresses these discomforts.

5.1 Subjectivity of the Annotation of Multimodal Data

The subjectivity of the impression of affective movements from the single partic-
ipant’s still remains in the co-creation experiment. But using the participants as
as co-creators on a large scale becomes possible by the proposed web experiment
should take care of relativizing subjective interpretations. This would be difficult
to achieve with standard annotations of video data due to the high effort needed
on the side of the annotators.

5.2 Cultural Bias of the Annotation of Multimodal Data

In the co-creation experiment, this cultural bias was explicitely turned into a
feature of the data collection by establishing a cross-cultural data base of move-
ment parameters. Thus, instead of presenting a problem for the data analysis,
the data collection is designed to be based on cultural bias allowing for exploring
this effect for the interpretation of affective body movements. Compared to the
annotation of cross-cultural video data, two layers of complexity are removed,
because in case of the video data, there will be cultural bias in creating the
videos (which is the target of the analysis) and there will be cultural bias in
analyzing the videos by the annotators (which can be seen as unwanted noise).

5.3 Cultural Bias for the Design and the Implementation of Agents

Again by the method of co-creation, this cultural bias is turned into a feature
of the development process, allowing for creating and comparing the culture-
specific relevance of different movement parameters for the emotional connota-
tion of movements. Thus, what the participants with a given cultural background
deem as ”normal” for executing an emotional gesture will be captured in the
co-creation process and is generalized by the calculated models for movement
generation.

Summing up, we can state that the approach presented in this paper has
proven to be a promising direction for developing culture-aware robots by taking
cultural biases of the intended user groups into account through a participatory
development process.

6 Conclusion

In this paper we presented an approach that allows us to tackle the challenge
of implicit cultural biases in the development of culture aware technology exem-
plified by affective body movements for humanoid robots. We claim that it is
necessary to make these cultural biases explicit when developing multicultural
applications and take them into account on several levels during the development
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process. Here we presented a co-creation experiment that allowed for collecting
a cross-cultural database of movement parameters serving as a basis for deriving
culture-specific behaviors for the robot. Future work includes validating the re-
sulting behavior, again taking culture into account, this time as an experimental
variable.
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15. Schröder, M., Bevacqua, E., Cowie, R., Eyben, F., Gunes, H., Heylen, D., ter Maat,
M., McKeown, G., Pammi, S., Pantic, M., Pelachaud, C., Schuller, B., de Sevin,
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Abstract. One way to simplify a visual interface creating process is to give to 
the interface designer the ability of reusing pre-built visual components repre-
sentations. In order to avoid premature commitment to specific presentations, 
and leaves open the prospect of alternative visual presentations for different en-
vironments, abstract interaction objects (AIOs) can be used. One of these AIOs 
is the complex component, which is a component representation having similari-
ty properties with the object-oriented paradigm. This type of component em-
braces the reuse concept at semantic and functional levels, which contributes to 
reduce the complexity in the graphical user interface design process. Further 
advantages of using complex components are the possibility of visual and  
functional customization of these components, which greatly improves the  
versatility of them when compared with a widget. 

Keywords: Abstract Interaction Objects, Complex Components, Visual User 
Interface Components Reuse. 

1 Introduction 

Most of the visual interfaces are created for the user to interact with them, using 
interactive visual components. Much work in the field of interactive graphics involves 
describing an interface in terms of a collection of abstract interaction objects (AIOs) 
[3][6][12]. An AIO represents a data structure of a user interface object without any 
graphical representation and independent of any implementation environment. The 
use of AIOs avoids premature commitment to specific presentations, and leaves open 
the prospect of alternative visual presentations for different environments. Therefore, 
in the interface designing process the selection of appropriate AIOs becomes 
necessary. In the study here described an AIO was selected: the complex component 
(CC). The criteria considered to select it were by the fact that his representation 
supports visual appearance, topological composition and interaction [15]. It is also 
indicated that there exists a generic similarity between (CC) and object-oriented 
paradigm (OOP) which means that a relation between visual interface components 
(the complex components) and objects in OOP could be established. Knowing that 
OOP supports objects reusing (e.g. by association, aggregation or inheritance) [5] and 
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taking into account the comparable relation that exists between objects (in OOP) and 
(CCs), the possibility of reusing (CCs) will be verified. The approach here proposed 
indicates the existence of a generic similarity between (CCs) and OOP [13] which 
means that a relation between these visual interface components and objects in OOP 
can be established (encapsulation, inheritance, polymorphism). For example, a (CC) 
has features that can be related with the aggregation concept existent in OOP, which 
differs from ordinary object composition in that it does not imply ownership. Thus, by 
eliminating one of the containers will not imply to eliminate the objects it contains 
(the same happens with CCs). Each container can be identified as a class, which keep 
a list of their child components, and allow adding, removing, or retrieving 
components amongst their children. In order to achieve this objective, we analyze the 
properties of component reuse at semantic and functional levels, based in one game 
visual interface prototype previously created [11]. 

1.1 Study Motivation 

It is possible to establish the main scope of the study presented here. It is focused on 
the representation of self-contained visual interfaces based on the direct manipulation 
interaction style [10], supporting user freedom design features. The user interface 
designer can establish the shape, size, color, position, among other properties for each 
interface visual element. Thus, the user interface designer has the possibility to create 
a visual interface prototype based on visual components. Specifically, the contribution 
of this study is focused in verifying complexity reduction (simplification) in the visual 
interfaces design process, by using reuse features provided by (CCs) usage. The 
possibility of reusing (CCs) is of great importance since that contributes to simplify 
the interface design, which can be freely established by the interface designer. The 
visual elements to be used are independent of any platform or programming 
environment. 

1.2 Defined Problem 

In a previous study [15] the bases for characterizing a new AIO were established: this 
new AIO is called (CC). Using this concept, an example of a game interface 
implementation was designed. And, after the interface has been designed, the idea of 
verifying the (CC) reuse features has emerged. It was decided to verify their reuse 
potential at both the semantic and functional levels. We understand the semantic level 
as the possibility to change (CCs) visual appearance, maintaining his functionality. 
And thus, allowing to use components on different platforms (e.g. to be possible to 
change the graphics of a game, while maintaining its functionality). The components 
reuse at functional level implies more profound changes in (CCs), related with his 
functionality (e.g. more or less visual states and transitions between them). The 
problem that emerges is concerned with the validity of using these both reuse 
concepts. Thus, in order to verify that possibility, a relation with the OOP reuse 
concepts will be established, since it is a clearly stated and validated paradigm. 
Therefore, from an interface prototype designed using (CCs), and assuming the 
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existence of a particular (CC) (with a specific visual appearance and behavior) which 
the designer wants to reuse in another interface, it will be verified if it can be done 
under considering two perspectives. The first one is semantic, by keeping the 
component behavior and changing the visual appearance. The other perspective 
implies to change the component behavior while keeping (or not) the original visual 
appearance. Considering these two perspectives, an analysis will be made in order to 
validate them focusing in the OOP reuse concepts. 

2 Components Specifications 

Usually, the term reusability is related with OOP technology and most of the times 
specifically related to reusing code [1]. Other related term is inheritance reuse which 
refers to using the inheritance concept in an application, in order to take advantage of 
the behavior implemented in existing classes. Other term is component reuse which 
refers to the use of prebuilt, fully encapsulated components, usually called widgets 
(WIndows gaDGETS). They are typically self-sufficient and encapsulate only one 
concept. Usually, the component reuse concept differs from code reuse in that we 
don’t have access to the source code and it differs from inheritance reuse in that it 
doesn’t use subclassing (new classes based in existing ones). Common examples of 
reusable software components are Java Beans and ActiveX components. There are 
several advantages in component reuse. First, it offers a greater scope of reusability 
than either code or inheritance reuse because components are self-sufficient 
(typically, we plug them in and they work). The main disadvantage of component 
reuse is that because components are small and encapsulate only one concept, we may 
need a large library of them to create an application (although when a component 
encapsulates one concept, it is a cohesive component). 

2.1 User Interface Description Languages (XML-UIDL) 

During the last decade, new user interface specification tools have emerged, with 
special focus on User Interface Description Languages Based on XML (XML-UIDL). 

To specify user interfaces using XML [17] is considered to be one solution for the 
standardization and interoperability between applications [9][14] and is the main 
reason for the constant emergence of new XML-UIDLs. It is possible to observe 
(Figure 1) the release year of XML–Compliant languages first versions (drafts in 
some cases). Each of them comes up with a specific purpose and application. For 
example, one of those description languages is the XForms [16]. It separates the 
presentation from the data, keeping the principle of separation of concepts, allowing 
component reuse and device independence. However, despite XML supports reuse, 
and some of the (XML-UIDL) allow visual presentation reusing, these languages are 
not designed to support functional reuse. Thus, this type of interface specifications is 
not considered in our analysis related with components reuse, and thus another 
approach was taken. 
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Fig. 1. XML-UIDL Evolution 

2.2 Abstract Interaction Objects (AIOs) 

A Concrete Interaction Object (CIO) represents any visible and manipulable user 
interface object that can be used to input/output information related to user’s 
interactive task, and sometimes called widgets. These objects include some 
restrictions [2]: 

─ Lack of uniformity and standardization: concrete interaction objects induces a ge-
neralization problem as soon as a same object can be found in different physical 
environments with different names, different graphical presentations, but still with 
the same behavior; 

─ Absence of abstract representation: without such a representation, developers are 
submitted to specificities of several physical environments, designers are forced to 
not ignore low level details, and human factors experts are mainly focused on pres-
entation aspects rather than behavioral aspects; 

─ Lack of compatibility with OO programming: in this programming paradigm most 
object classes’ libraries encapsulate logically related classes with respect to inherit-
ance relationship. Basic classes currently provide foundation classes, widget 
classes and graphical object classes. Any abstraction that is not compatible with 
OO dedicated mechanisms will be limited and useless; 

─ Difficulty of reusability: the reuse of existing objects leads to the acceptation of 
existing CIO’s constraints which can be considered as insufficient under given cir-
cumstances. Creating new AIO from existing AIOs will be less hazardous as ab-
stract properties (e.g., attributes) can be reused from one AIO to another. 

─ These shortcomings clearly motivate the need for an abstract interaction object 
AIO. Considering that, four AIOs have been analyzed: interactor [6][8][15], ab-
stract data view (ADV) [4][15], virtual interaction object [12] and complex compo-
nent [15]. The AIOs analysis considered here is focused in his visual appearance 
and interaction properties (Table 1). Concerning visual appearance, we verified 
that two of the AIOs don’t support visual presentation and one of them doesn’t 
consider visual states (interactor has states, but are not visual and are algebraically 
represented). Interaction refers to the bi-directional interaction from or to an inter-
action object. In general, three elements may interact with an interaction object: the 
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user, another interaction object and the application. After the four AIOs have been 
analyzed, considering several characteristics (Table 1) we decided to choose the 
(CC) to analyze its reuse properties. This choice took into consideration the (CC) 
be the AIO which agglutinated more features supported in part by the other AIOs. 
Basically, a (CC) is a component composed of other components (simple or/and 
complex) which interact with each other through its self and delegate 
events/actions working toward a common goal (e.g. a toolbar allows a user to se-
lect a specific tool to perform some task at a given time) [15]. The components fol-
low a hierarchical topological structure and so each one can be contained within 
others. Thus, an analysis on semantic and functionality perspectives of (CCs) reuse 
is presented. 

Table 1. AIOs comparison 

 interactor 
abstract data 

view (ADV) 

virtual 

interaction object 

complex 

component 

Visual Presentation     

Visual States     

Input from User     

Output to User     

Input from the Application     

Output to the Application     

Input from Other Components     

Output to Other Components     

3 Semantic Perspective of Components Reuse 

The visual interface of a game was designed and when the user looks at the interface 
he has at his disposal two perfectly distinct groups of visual elements (which 
correspond to three balls and three sport fields). The interface functionality was 
implemented using (CCs) at two abstraction levels: in one of them, 6 (CCs) were used 
(each one corresponding to one ball or one field) and in the other abstraction level, 2 
(CCs) were used (one corresponding to a group of balls and the other corresponding 
to a group of fields). As previously mentioned, a characteristic resulting from using 
(CCs) to represent an user interface is related to the ease of components reuse. In a 
first perspective to that, the interface designer can create a new user interface 
maintaining its functionality. A new visual interface is immediately obtainable, due to 
the fact that (CC) concept to consider components reusability in his characteristics. If 
the interface designer wants to reuse a (CC) in another interface, keeping the 
functionality but with a different visual appearance, he can do it. This perspective is 
focused in drawing a new game interface by simply changing the component visual 
states, while still maintaining its functionality. Instead of the user (in this case a child)  
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has to relate balls with sport fields, he could for e.g. to relate objects with colors or 
sport shoes with balls. In this semantic (CCs) reuse perspective, the designer only has 
to be care with changing visual presentation attributes. 

4 Functionality Perspective of Components Reuse 

Another perspective of components reuse can be analyzed considering changes in the 
functionality of the (CCs) used. In a first approach, the changes in the components 
functionality are related with the number of components contained inside a (CC) 
(number of visual elements to be used) (e.g. instead of using three balls and three 
fields, a reduction or an increase in the number of available components could be 
tested, maintaining the components functionality). With respect to this approach it 
will be important to verify and to assess the changes occurring in parameters 
associated with the new visual interface (events, states, visual transitions) according 
to the reduction or to the increase in the number of used components. 

In OOP a class is defined as a base structure used to create instances of it (objects). 
We can identify a (CC) as an interface component (with visual appearance, 
composition properties and supporting user interaction) which can be compared to an 
OOP class. A general comparison was previously made [15]. However, this part of 
the study will be focused on verifying (CCs) reuse features comparing them with the 
OOP reuse provided by the concepts of association, aggregation and inheritance [7]. 

4.1 Components Creation by Association and Aggregation Approach 

An association represents a relationship between classes, and gives the common 
semantics and structure for many types of “connections” between objects. 
Associations are the mechanism that allows objects to communicate to each other 
through messages. Analogously, the communication between (CCs) associated with 
each other is performed by using delegate events/actions. 

Class Association. Each ball (CC) used to design the game previously referred can be 
compared with a class with 3 possible visual states (normal, selected and correct) and 
3 methods responsible for changing those states (visual transitions). Also each field 
(CC) can be identified as having features like a class with 2 visual states (normal and 
correct) and one method (visual transition). The structure of a ball and a field is 
represented on Figure 2. 

On Figure 2 we verify that each ball may receive 2 user events and triggers 1 
delegate event (on other component). It is also verifiable that there are internal 
transitions between the states of the (CC) limited by restrictions. In the case of the 
field, it receives 1 user event and triggers 1 delegate event. It has an internal transition 
between the 2 states whose trigger is dependent on a restriction. Relating the (CC) 
concept with the class concept, 3 CC_Ball class instances and 3 CC_Field class 
instances need to be created to implement the referred game. The relation between 
these balls and fields classes can be established by the OOP association, which 
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defines a relationship between classes of objects that allows one object instance to 
cause another to perform an action on its behalf. In this case we verify the similitude 
with OOP method invocation, by the action performed by a delegate event triggered 
from a (CC). 

 

Fig. 2. Structure of a ball (left) and a field (right) used in the game interface 

Class Aggregation. Aggregations are a special type of associations in which the par-
ticipating classes don’t have an equal status, but make a “whole-part” relationship. A 
(CC) also has features that can be related with the aggregation concept existent in 
OOP. The CC_Balls and the CC_Fields act as containers of 3 balls and 3 fields,  
respectively (Figure 3).  

 

Fig. 3. Structure of the CC_Balls and CC_Fields containers used in the game interface 

However, aggregation differs from ordinary composition in the perspective that it 
does not imply ownership. Thus, by eliminating one of the containers will not imply 
to eliminate the objects it contains. Each container could be identified as a class, 
which keep a list of their child components, and allow adding, removing, or retrieving 
components amongst their children. 
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4.2 Components Creation by Inheritance Approach 

After analyzing (CCs) reuse approach by using the components, maintaining his 
original states and visual transitions, it seems to be adequate to analyze components 
reuse through another perspective, in which a (CC) is modified in order to contain 
more states and visual transitions. Thus, the relation of (CCs) design with the 
inheritance concept OOP will be verified. 

Complex Component Application Domain Change. In order to expand and to veri-
fy the level of usage of a (CC) it was decided to change the application domain. Thus, 
CC_Balls has been chosen to be reused as a toolbar visual component. As previously 
mentioned, it is possible to reuse a (CC) by simply changing its visual appearance and 
hence his semantic. However, beyond the domain change it is intended to change the 
number of states and visual transitions of the (CCs) that compose the chosen container 
CC_Balls (CC). In this way, the following changes were decided to perform: 

─ Increase the number of visual states: it is intended that each (CC) inside CC_Balls 
has one more visual state (e.g. each ball has three visual states and it is intended 
that each tool in the toolbar has four visual states); 

─ Increase the number of transitions between visual states: each CC_Ball (CC) inside 
CC_Balls contains three possible visual transitions between the three visual states. 
It is intended that each tool in the toolbar has five possible visual transitions  
between the four visual states. 

 

Fig. 4. The 3 icons (3 equal instances on the left) and the toolbar (on the right) represented as 
complex components 

On Figure 4 are indicated the structures of each of the 3 tools (CC_Icon_1, 
CC_Icon_2, CC_Icon_3) which are inside (CC_Toolbar). Keeping in mind the 
possibility of reusing (CCs), comparing it with reuse in OOP, we verify the similitude 
with the inheritance concept. Basically, considering a CC_Balls (CC) (which contains 
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3 balls) represented as a class, we may reuse it as a toolbar (with 3 tools) through the 
creation of a class by inheritance and extending it to support a new visual state and to 
redefine the existent transitions (by keeping some, eliminating and creating other). 
We verify a close relation between (CCs) and OOP. One of the important advantages 
of OOP is that it promotes reuse. Therefore, if we use (CCs) to design visual 
interfaces, similarly we can do component reuse of those components. 

5 Conclusions 

It is possible to design visual interfaces through various existent component 
specifications. One way to optimize the design process is through the reuse of 
components. During the last decade there has been a huge growth in the number of 
user interface description languages which uses XML as support language (XML-
UIDL). However, those specifications need to be connected with high-level 
components provided by toolkits and usually referred as widgets. The use of those 
widgets limits the customization options available and because of that it limits the 
potential of reuse of this type of visual components. Additionally, even in spite of an 
increasing number of XML-UIDL enabling visual presentation reuse, such XML–
Compliant Languages do not allow components functional reuse. Thus, we decided to 
increase the level of abstraction in the components specification by using AIOs. From 
those which were verified, the one which best supports features related with visual 
presentation, topological composition and component interaction is the (CC). Thus, 
we sought to determine whether this type of component supports reuse. It was 
possible to verify the existence of a similitude between (CCs) features and OOP 
characteristics, considering in particular the reuse. This reuse characteristic can be 
applied by a (CC) under a semantic or a functional perspective. It contributes to 
reduce the complexity in a graphical user interface design process by reducing the 
number of components created and used. However, two envisaged limitations 
concerned with (CCs) reuse are: 

─ Identification of the issues that is necessary to change in (CCs) characterization in 
order to enable reusability; 

─ Classify/distinguish a new (CC) created by reusability. 

In spite of those limitations, this advantage of being possible to reuse components 
simplifies the interface specification process also by being possible to specify 
(individually) each component and then, at the global interface level, only be 
necessary to specify the part that is not done yet with the (CCs). Therefore, the 
obtained results confirm the hypothesis of being possible to simplify a graphical user 
interface design through the use of (CCs) which supports reusability. Thus, further 
advantages of using (CCs) are the possibility of visual and functional customization 
of these components, which greatly improves the versatility of a (CC), when 
compared with a widget. 
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Abstract. In this paper we highlight four facets of interactive prototypes in  
user-centered design approaches. After reflecting on their established role in the 
design and validation phases, we consider recent innovative uses of prototypes 
in communicating with development/bidders and also to enhance training. To il-
lustrate our experiences, we draw upon a recent successfully completed rede-
sign project in the field of electrical engineering.   
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1 Introduction 

After a decade designing user interfaces, in these times of ubiquitous innovation it is 
reassuring to see the roots and pillars of one's own discipline still providing a sound 
foundation. Gould and Lewis’ seminal paper “Designing for Usability: Key Princi-
ples and What Designers Think” [1] provided a significant contribution to the princi-
ples of user centered design (UCD). Almost three decades ago the authors postulated 
three principles for the (then) emerging field: (a) early focus on users, (b) empirical 
measurement using prototypes and (c) iterative design.  

Despite their variety, the notions of iteratively designing (see Figure 1, facet 1) and 
validating (facet 2) prototypes with users are still established ingredients of virtually 
every flavour of UCD approaches. Two additional innovative facets of prototyping 
practice, have recently gained traction: Design prototypes are increasingly not thrown 
away after validation, but reused for outsourcing and delivering to development (facet 
3). Design prototypes are also deployed to enrich e-Learning strategies with interac-
tive materials, leading to more effective training (facet 4).  

In this paper we will address all four facets — both established and innovative — 
to highlight the full integrative potential of interactive prototypes. To illustrate the 
discussed facets in a real-world project, a matching case study will be presented. 
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Fig. 1. Four facets of interactive prototypes 

2 Established Facets: Design and Validate with Prototypes 

UCD approaches include a thorough analysis of prospective users, their goals, 
workflows, contexts of use and their understanding of an interactive task [2]. Visions 
of future applications slowly become more concrete and tangible as rough storyboards 
that have been used to outline the ideas of the system are enhanced as higher fidelity 
visuals and interaction concepts are added through prototyping. Opposed to mostly 
static early screen incarnations, we reserve the term “prototype” for interactive arti-
facts. An emerging property of such artifacts is their ability to capture the dynamic 
interplay between a user and an application. In this sense a prototype literally depicts 
“the way products behave in response to the behavior that people behave” [4]. Being 
dynamic and concrete, prototypes foster effective communication between a project’s 
stakeholders. Using prototypes potential design alternatives are communicated with 
palpable artifacts instead of discussing abstract and often foggy design ideas.  

2.1 Disruptive Tools for Design Prototyping 

Efficient prototyping calls for tools that adequately reflect the increasing maturity of 
achieved design stages. A designers’ work from earlier design stages can rarely be 
reused in direct form when entering the next level of design maturity. All too often, a 
typical workflow is still described by a process that requires a sustained switching of 
tools. Starting with an adequate wireframe tool (e.g. Balsamiq), then moving to an 
appropriate mockup-tool (e.g. Adobe Photoshop) for creating an aesthetically pleasing 
visual design and finally using a prototyping tool (e.g. WYSIWYG HTML editors) 
for developing dynamic, interactive prototypes. 

There are a growing number of innovative prototyping applications available that 
now help to prevent such process breakages (e.g. AXURE, iRISE or ANTETYPE). 
Using ANTETYPE, for example, designers can arrive at increasing prototype fidelity 
within a single tool. Coming from early static wireframes, different visual design 
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alternatives can be explored, compared and easily shared between different stakehold-
ers via a web viewer. Creating interactive prototypes in this tool neither presupposes 
coding efforts nor requires use of applications other than ANTETYPE. Depending on 
the implementation framework chosen, ANTETYPE’s CSS export options also  
supports the reuse of prototype assets. 

2.2 Continuous Validation 

In addition to their use as reflective tools, interactive prototypes are also indispensable 
ingredients of empirical usability tests. They allow direct feedback to be gathered 
from prospective users thus informing subsequent design iterations – or even validat-
ing that an iteration cycle is complete, signaling that a validated interface artifact is 
ready to enter the implementation stage. 

In their paper Gould and Lewis [1] differentiated between “understanding potential 
users, versus identifying, describing, stereotyping and ascertaining them”. Methodo-
logically, the authors stress the importance of bringing designers into an immediate 
exchange with potential users with methods such as contextual observation and/or 
interviews. The goal of a further design phase is then to distil captured insights about 
users, their tasks and context and to cast them into tangible artifacts that are validated 
with prospective users: “intended users should actually use simulations and proto-
types to carry out real work, and their performance and reactions should be observed, 
recorded, and analyzed.” [1]. Gould and Lewis also directly addressed the inherent 
character of iteration in UCD: “[…], when problems are found in user testing, as they 
will be, they must be fixed. This means design must be iterative: There must be a 
cycle of design, test and measure, and redesign, repeated as often as necessary” [1].  

Modern prototyping tools enable the designer to significantly speed up iterations 
by facilitating rapid and extensive changes to a prototype. Risks and costs from this 
iterative approach are steadily decreasing: On the one hand recruiting prospective 
users is becoming easier over the internet (at least in the case of not highly-
specialized consumer applications). On the other hand, technological advances in 
screen capturing and video-conferencing enable qualitative feedback not possible (and 
not usable) a couple of years ago.  

3 Innovative Facets: Deliver and Educate with Prototypes 

User-centered design endeavours can appropriately be characterized by a user inter-
face first (UIF) approach: an application's (new) interface is researched, conceptual-
ized, designed and validated without necessarily a single line of functional code in the 
final application’s target language needing to be written. 

3.1 Delivering to Selected Bidders 

In an UIF approach, high-quality documentation of the designed interface concept is 
mandatory. When the implementation will be provided externally this is especially 
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true because documentation is often the core and binding ingredient of a tender in a 
bidding process. Often the participating parties in a tender are distributed globally — 
and very competitive. Both tenderer and bidders thus share an inherent interest that 
the information provided in a tender is unambiguous. It is a fallacy to think that this 
leads to extensive documentations. Often the opposite is the case, putting enormous 
pressure on bidders.  

High-fidelity prototypes can offer significant value to all participating parties  
in this situation. Interactive prototypes enhance the static, text-based documentation 
typically found in a tender. They grant vivid access to all crucial parts of an interface 
that are all too often neglected in textual documentations — and consequently  
underestimated in expected implementation efforts. Transitions, animations, the full 
set of button states, or interaction idioms such as the use of gestures – hard to  
describe verbally – are the hardest thing to implement in the originally intended and 
validated way.  

3.2 Delivering to Development 

Handing-over to development – no matter whether implementation is done in-house 
or outsourced – is generally a dreaded step in UIF approaches. Even when supple-
mented by some visual Mock-ups, static documentation offers broad potentials for 
misunderstandings between designers and developers. In the past years, however, 
technological advances opened up a chance for sharing more than just text files, bit-
maps and icons between designers and developers. Modern development frameworks 
enable designers to cast their visuals in reusable Look & Feel code (e.g. CSS, QML or 
XAML resources), leading to a situation where both parties refer to the same lan-
guage and potentially even use the same tool (e.g. Microsoft Expression BLEND). 
From a design perspective such an approach provides far-ranging control of the (visu-
al) realization of validated concepts until shipping. Developers, on the other hand, can 
build upon an interface prototype for re-use during the development of full-fledged 
frontends. 

A clear challenge when following the plan to reuse (parts) of a prototype is to find 
an appropriate balance between “letting creativity flow” and “correct (sustainable) 
coding”. On the one hand, the design phase should not be (too) limited by efforts due 
to strict requirements for code reusability. Then again, dedicated code refactoring 
tasks should be planned when the general interface concept has been agreed upon. 

3.3 Using Prototypes to Educate (Future) Users 

A traditional requirement when redesigning applications is to minimize learning and 
training efforts for current and future users in order to stay competitive. For complex 
software, resulting ramp-up costs can easily drive a powerful interface concept out of 
consideration, especially when the user base has grown large. In some cases  dedi-
cated training is a (legal) prerequisite for using an application at all. Minimizing costs 
for the creation of training materials and for conducting training sessions is therefore 
an increasingly important goal for software vendors. 
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An interactive prototype that covers the core working scenarios for an application’s 
central persona(s) is ideal for reuse in an e-Learning environment. In fact, participants 
in usability tests typically need to walk through the very same steps using an interac-
tive prototype that learners will need to complete during hands-on training sessions 
with a released application (assuming meaningful prioritization of real-life scenarios 
for design and validation). Reusing an already available and validated interactive 
prototype that constituted the blueprint for the final application thus seems to be a 
logical step when conceptualizing a training approach. Its integration in a more com-
prehensive e-Learning environment would then allow for interactive exercises to  
enhance learning effectiveness. 

4 The Four Facets: Case Study ET* 

We will depict the outlined four facets of prototyping deployment by referring to a 
recent redesign project. The project was targeted at an application to support electri-
cians in the specification and configuration of home and building control installations. 
We will, for reasons of confidentiality, coin this application ET. To avoid confusion, 
ET's redesigned user interface will subsequently be labeled ET*.  

4.1 Design and Validate 

In the ET project, prototypes of different fidelity were extensively advocated to gain 
common ground between a broad set of internationally distributed stakeholders. In a 
first design phase, general design decisions regarding the functionality, basic layout 
and workflow of ET* were envisioned and successively refined through screen 
sketches and wireframe sequences. After finally settling on a stable design concept, a 
comprehensive interactive prototype of ET* was developed using a Javascript-
framework and illustrating representative working scenarios. The choice of a web-
based approach for prototype creation was motivated mainly by the advantages  
provided when presenting artifacts to geographically widespread stakeholders.  

Preceding contextual user/task analysis suggested that a careful distinction between 
two primary personas needed to be reflected in ET*’s interface concept: One identi-
fied persona covered the professional user, typically trained as an electrical engineer 
ready to configure commercial buildings as large as London’s Heathrow airport with 
the help of ET*. The other pegged persona represented an occasional user, trained as 
an electrician who would mostly use ET* for configuring small, one-family residen-
tial buildings. The provision of two target personas with clearly different features 
needs and application scopes called for the introduction of distinct interface modes to 
be provided by ET*. While the “professional” mode provided full and flexible access 
to the broad range of functionality provided by ET*, the “novice” mode offered a 
restricted and guided process for common configuration tasks. This process com-
prised separate steps that were derived from gathered empirical evidence for simpli-
fied Mental Models [3] of occasional users, even providing automatic allocation of 
network addresses in the configuration process.  
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The distinction between two separate working modes of ET*'s user interface made 
a comprehensive validation with prospective end-users absolutely essential. Collect-
ing behavioral and Think Aloud data with user representatives in a usability lab as 
well as in informal interface walkthroughs in a total of four countries, led to iterative 
updates during the evolution of the ET* prototype. The small-meshed validation stu-
dies avoided situations where innovation would happen just for the sake of innovation 
but ensured to serve substantial added value as evidenced by empirical feedback. 
Online access to the respective iterative stage of the interactive ET* prototype  
allowed timely feedback from product management, developers and selected key 
customers. 

4.2 Deliver 

When designing ET*, a UIF approach was executed. From the very beginning of the 
project it was planned to outsource ET*’s actual software implementation after a de-
sign specification was derived. This specification was intended to serve as a core 
component of a tender for selecting an external development firm. The developed 
interactive ET* prototype was initially planned to be used only for finalizing design 
and to support validation. During the process of writing the specification documents, 
however, the extended role of the prototype artifact as an important illustrative  
supplement for bidders and developers became obvious. 

Deliver to bidders: In the case of ET* the tender consisted of a comprehensive and 
detailed 300+ pages user interface specification that was accompanied by the imple-
mented web-based prototype. The latter not only helped bidders to accurately estimate 
efforts by interactively investigating its features. It also granted them an easy entry to 
the complex domain of building control configuration by reflecting ET*’s key func-
tionality that covered the application’s most important scenarios. 

Deliver to development: In the case of ET* it would have been helpful if the technol-
ogies of the prototype (HTML / Javascript) and of its implementation in the final 
application (WPF, Windows Presentation Foundation) would have been the same. 
There were, however, two reasons why this was not feasible: The first reason being 
that two different frameworks were considered for the technical implementation of 
ET* when the design activities started (WinForms vs. WPF). The second reason 
stemmed from the requirement of having an easy way of sharing iteratively refined 
prototypes with involved international stakeholders during the design phase — which 
was easily achieved by using web technologies for artifact creation. 

To avoid a situation in which design vision, technological constraints and effort 
considerations of its realization might conflict, the functional capabilities of WPF and 
WinForms as potential implementation technologies were investigated at project start. 
The results of this analysis were continuously taken into account during all stages of 
design until the decision for the use of WPF was determined during the project. Re-
peated sanity checks of the prototype with regard to a WPF implementation ensured 
that no significant technological barriers would occur after handover to development. 
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4.3 Educate 

When the ET* application was finally released to the market, a high demand for effi-
cient training arose. Whether for users being already acquainted with ET*’s predeces-
sor or for those new to the system, training needed to be supplied for the new version. 
In order to train a high number of users efficiently and with a constant instructional 
quality, an e-Learning approach to training lessons was chosen. In these lessons 
learners are first exposed to declarative content sections regarding the basic theory of 
building control configuration. Animations were designed to illustrate relevant flows 
or relationships between system components. Screen casts, enhanced with spoken 
explanatory text, were integrated to exemplify user-system interaction. For each sec-
tion, interactive quizzes were developed for individual self-tests to help learners to 
rank their progress and to detect potential knowledge gaps.  

The interactive ET* prototype that was applied and refined during formative usa-
bility testing — and which served as a companion to system specification during de-
velopment — was finally reused as the core of the ET* learning management solution 
(LMS, see Fig. 3). 

 

Fig. 2. ET* LMS solution 

Challenging real-world task scenarios were introduced to provide learners with an 
interactive working experience using the ET* web prototype in the LMS (see Fig. 4). 

It is foremost the interaction with the ET* prototype that provides learners with a 
highly effective learning experience. Hands-on tasks using the interactive prototype 
allowed a quite direct transfer of acquired procedural skills to real-life scenarios with 
the actual ET* release that offers the very same user interface. 
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(2) as a concrete artifact for validation with prospective users, (3) as a core element to 
first help substantiating formal bidding documents and then to support the applica-
tion’s implementation and (4) as an interactive simulation tool that forms the core of a 
comprehensive e-Learning system. Augmenting the view of prototypes from their 
common roles in design and validation towards additional roles in the deliver/educate 
facets has the potential to better integrate those involved in all stages of interactive 
system development. Even though challenges do exist, we think that great potential 
lies in these two latter uses. New use cases for prototypes facilitate a tighter integra-
tion of designers and developers and encourages innovation that can thoroughly be 
communicated to the end-user through highly effective e-Learning. 
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Abstract. Semiotic engineering views human-computer interaction as a form of
human communication between designers and users, mediated by a computer
system. If we consider a design application, such as a prototyping tool, this com-
munication is about the construction of a second communication, one between
the user of the prototyping tool (in the role of the designer) and another user, who
will interact with the system being designed. This article explores an extension to
the Communicability Evaluation Method for design tools. This extension focuses
not only on considering the kinds of communicability breakdowns, but also on
what abstraction level they occur.

Keywords: semiotic engineering, communicability evaluation, prototyping tools.

1 Introduction

Semiotic Engineering studies Human-Computer Interaction from a communication-
centered perspective, defining it as a form of human communication mediated by a com-
puter system [9]. To Semiotic Engineering, computer systems are meta-communication
artifacts, that is, artifacts that communicate the designer’s meta-message.

When considering the case of interface design tools (DT), and more specifically the
case of prototyping tools, the complexity level of this communication between design-
ers and users increases. Apart from the aforementioned meta-communication between
the designer of the DT and the user of the DT (about how the DT can and should be
used), there is another meta-communication being defined during the use of the DT: one
between the user of the DT, in the role of the designer of a new computer system, and
the users of this new system.

The Communicability Evaluation Method (CEM) [5] evaluates the communicability
of an interactive system, which is the quality of the designer’s meta-message, not only
in terms of the effectiveness of his direct messages to users, but also of the afforded
conversational paths. CEM evaluates the reception of the meta-message, i.e., it identifies
some interaction breakdowns that occur while a user interacts with a computer system.

In this paper, we studied how to apply the CEM in the evaluation of a DT, taking
into consideration the fact that DTs comprise more than one meta-message during in-
teraction time. The tool chosen for this analysis was UISKEI (User Interface Sketching
and Evaluation Instrument) [8], focusing on its interaction behavior definition function-
alities. Due to the plurality of meta-messages, while analyzing the collected data and
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applying the CEM, we found it necessary to extend the method. The main change in the
original method is that analysis is not only based on the exposition of the communica-
bility breakdowns, but also on the abstraction levels in which they were observed.

The next section briefly describes UISKEI, the design tool we evaluated. Section
3 presents the original CEM and describes the evaluation scenario. Section 4 reports
the results of a preliminary evaluation with the original CEM. Section 5 presents the
extensions to CEM we found necessary to better evaluate user interface design tools,
and section 6 presents the evaluation with the extended CEM. We conclude the paper
with a discussion of the benefits of the extended CEM and point to future work.

2 UISKEI

UISKEI [7,8] is a pen-based prototyping tool developed to aid designers in the early
stages of interactive systems design, namely: interface building; behavior definition;
and prototype simulation. For this study, we focused only in its behavior definition
functionalities. Behavior in UISKEI is defined according to an event-condition-action
(ECA) model: when an event occurs, if all the conditions are met, then all the actions
are executed. In its canvas, UISKEI shows the current selected ECA as a mind-map,
and also all the created ECAs in the composition in an ECA Manager side-panel.

The pen-based interaction is maintained while defining behavior. To define an ECA,
the user has to first select the element that will trigger the event and add an ECA to it.
To do so, the user interacts with buttons in the top of the canvas, which allow him to
add, remove, clone and navigate between ECAs. Given a selected ECA, the user may
add conditions and actions. This is accomplished by drawing lines, with their starting
and ending points determining not only if an action or a condition is being added, but
also, in the case of an action, its kind. The final parameters of an action/condition be-
ing added are defined through a pie menu. This method allows the user to define an
action/condition without raising the pen, in a single stroke.

3 CEM

CEM aims to evaluate the quality of the designer’s meta-message reception by users
[5,4]. Participants are invited to perform tasks using the system being evaluated and
the interactions are recorded in videos. Later, evaluators analyze the recordings, aiming
to understand how each user interacted with the system, which communication break-
downs happened, and when.

Communication breakdowns can be considered “moments of interaction in which the
user demonstrates that he did not understand the metacommunication of the designer,
or moments when the user finds difficulty to express his intention of communication in
the interface” [9,5,4,1]. They are categorized by user utterances – expressions in natural
language that allow the evaluator to presume what the user could have said when the
breakdown occurred. CEM has 13 user utterances: Where is it? What now? What is
this? Oops. Where am I? What happened? Why doesn’t it? I can’t do it this way. I can
do it otherwise. Thanks, but no, thanks. Looks fine to me. Help! I give up.
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3.1 Test Structure

The test was conducted with four participants, all of them interaction designers with
no previous experience with UISKEI. The participants were divided in two different
groups, according to their profile: those with programming experience, coming from a
Computer Science background (P1 and P2); and those with no programming experi-
ence, coming from an Industrial Design background (D1 and D2).

The main objective of the experiment was to observe how (or if) UISKEI’s ECA
model was understood by users. Moreover, we also aimed at testing the hypothesis
that the ECA model is easier to grasp by people with programming experience than by
people without it.

In the experiment, during which both audio and video were captured, participants
used a Wacom Cintiq 24 tablet and its provided stylus. Before starting the experiment,
they were asked to complete a training session based on a step-by-step guide on how to
define interaction behavior and use the simulation mode with UISKEI. Participants were
encouraged to use the training material as a help resource during the tasks execution.

The test scenario read as follows:
An interaction designer is working in the design of a computer system and decides to
create a functional prototype to present some of his ideas to his co-workers. He has
already sketched the interface of this system and now wants to define how this interface
behaves when a user interacts with it. He writes down a list of imagined behaviors of
the system and now has to define it using UISKEI.

Each item in the imagined behavior list was presented to participants as a task. There
were 5 tasks in total to be executed in sequence (T1-T5). With this scenario in mind,
participants received an UISKEI project with the interface pre-drawn and some initial
behavior defined. The tasks were chosen in order to cover most UISKEI’s features re-
garding the creation and editing of behaviors. At any point in the test script participants
could use the "Simulation" mode to evaluate the behavior they specified.

4 Evaluating UISKEI with the Original CEM

Participants did not experience operational difficulties creating ECAs, but had some
problems in conceptually defining them. Only P1 and D1 executed all five tasks suc-
cessfully. D2 had many problems and gave up in all tasks, except in T2. He spent a
long time in T1 and T3, which made him quickly give up in T4 and T5. P2 created
more ECAs than necessary in T1 and T5. Also, in T3, P2 did not add all the required
conditions asked in the task description, because of wrong assumptions about UISKEI
defaults. Additionally, as we encouraged participants to think aloud [3] during the ex-
periments, the time they took to perform the tasks was not measured.

The results obtained with CEM are depicted in table 1. It is possible to see that most
breakdowns were "Oops!" and "Looks fine to me.". The latter shows a big difference
in number of occurrences between the two profiles. Other labels also show discrep-
ancy between profiles, such as "Why doesn’t it?", "I can’t do it this way." and "What
happened?".

During the test, P1 constantly mentioned that he missed an else statement to define
ECAs. This clearly shows that he attempted to map basic programming structures he
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Table 1. Number of utterances by profile and ordered by total number of occurrences

Utterance P* D* Total

Oops! 33 38 71
Looks fine to me. 8 55 63
Why doesn’t it? 16 26 42
Help! 16 16 32
I can’t do it this way. 5 15 20
What now? 6 11 17

Utterance (cont.) P* D* Total

What is this? 8 8 16
Where is it? 8 5 13
What happened? 11 1 12
Where am I? 4 3 7
I give up. 0 4 4
I can do otherwise. 0 1 1

knew onto ECAs. Another point raised by P1 was the lack of a clearer overview of the
created ECAs. These missing features were tagged as "Where is it?"

P2 failed in 3 of the 5 tasks. However, he was not conscious of these failures, because
the tests he made during the simulation did not cover enough cases. These failures were
the result of a sequence of partial and temporary failures. For example, P2 did not notice
the system response when he tried to clone an ECA. So he repeated the operation several
times before realizing that he had already created several clones. This partial failure was
tagged as "Why doesn’t it?", and the final result (the total failure), as a "Looks fine to
me."

When we examined the results of D1 and D2, it was clear to us that the main prob-
lems they faced were related to the underlying language of UISKEI, and not to its user
interface. Their frame of mind and the way they modeled the problem, i.e., the solution
they developed to the given task, were not easily mapped onto the ECA structure. This
led us to consider abstraction levels when applying CEM, described in the next section.

5 Extensions to CEM

When analyzing the participants’ utterances, we noticed that many of them occurred
before the actual use of the tool. We were able to observe these utterances while partic-
ipants were planning their solutions to the task at hand. This is related to the nature of
the problem, since UISKEI is a tool to support interaction design, i.e., to create a new
meta-communication message (developed by the user, in the role of designer of a new
solution) within a meta-communication (the one between the UISKEI’s designer to the
UISKEI’s user).

Building upon the work of Leitão and de Souza [2], we classified the communicabil-
ity breakdowns not only by the utterances defined in CEM, but also by the abstraction
levels in which they occurred. Figure 1 shows the abstraction levels model that we used.

To define this model, we considered that the behavior definition process with UISKEI
happens as follows:

– The user receives the task and reformulates it using his own words. This happens at
an interpretative level, since it relies on the user interpretation of the task
description.
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Fig. 1. Adopted abstraction levels

– The user’s interpretation of the task is translated into the ECA model. This transla-
tion occurs at the strategic level, since this is related to the process of establishing
objectives for using UISKEI.

– The user then reaches the tactical level, settling an action plan with a sequence of
operations needed to reach the objective(s) defined at the strategic level.

– Finally, the user performs the previous planned operations. This stage happens at the
operational level, focusing on the individual expression of each operation.

In this model, we also consider the problem of mapping a concept to a term in the user
interface. For example, consider the definition of a condition for the status of a textbox
(enabled or disabled). On the one hand, if the user does not know that enabling a textbox
means making it possible to enter information, there is a concept problem in compre-
hending the effect of enabling a widget. On the other hand, if the user knows that effect,
but refers to it as "activate" instead of "enable", we have an expression problem. We
considered that concept problems are strategic problems, since it reflects the definition
of the objectives. The expression problems were considered as tactical problems, be-
cause they reflect on how the user will describe the action plan to achieve his goals.
In some cases we were not able to identify in which side of the concept/expression
specter the problem occurred. When this happened, we said that the problem was at a
conceptual level.

Once the user has defined a behavior, he has the possibility of verifying his solution
using the simulation mode. By doing so, the user (in the role of the designer) evaluates
whether the solution defined with UISKEI results in the expected behavior. Because
the prototype simulation is a form of evaluating the prototype meta-communication,
we considered problems found during the simulation to be at a metalinguistic level.
Breakdowns at this level often cause the user to re-evaluate the products of the previous
abstraction levels.

In addition to the need for different abstraction levels, the experiments revealed the
recurrence of a phenomenon that did not fit any of the 13 user utterances of CEM. Partic-
ipants often showed symptoms of uncertainty and insecurity when defining behaviors.
We have observed that these symptoms occurred in three different situations:

– Uncertainty of the project: When the participant is not certain whether the defined
behaviors will have the expected result. This symptom appears frequently and pre-
cedes the prototype simulation. Participants often attributed the expression "Will it
work?" to this symptom. It was more common with participants with CS background.

– Uncertainty of the product: When the participant is not sure, even after the simula-
tion, about the defined behaviors. Typically, this symptom came with the expression
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"I think I’m done", in a doubtful tone. The participant defines the behavior, tests
it in the simulation mode, apparently obtaining success, but still questions himself
regarding the success of the task. In general, this symptom is followed by a new ex-
ecution of the simulation mode, or by a revision of the created ECAs. It was also
more common among participants with CS background. The difference between this
utterance and "Looks fine to me." is that the participant has actually reached the goal,
but is uncertain of that.

– Insecurity about the adequacy of the tool: When the participant manifests his be-
lief that the tool is not for him. This symptom was perceived among participants with
both backgrounds. Typically, it was presented with the expression "This is not for
me." or similar. Participants with CS background, in general, presented this symp-
tom when comparing the definition of ECAs and programming languages, mani-
festing that they "could do it much faster with Notepad". Participants with Design
background presented this symptom as soon as they saw the mind-map structure.
Comments like "this is a programmers’ issue" were frequent.

Another interesting point is the use of the simulation mode for validating of the logic
being defined. A comparison can be made with the discussion of reflection in/on action
[6], since the participants chose to reflect about the created behavior after the simula-
tion (on action) instead of being critical about it while they were defining the behavior
(in action).

6 Evaluating UISKEI with the Extended CEM

We revisited the tagging from our first evaluation, this time considering the aforemen-
tioned abstraction levels, resulting in table 2. The table also describes the symptoms
most commonly associated with the occurence of a given tag at a given abstraction
level. In this analysis, breakdowns that occurred at an interpretative level were not con-
sidered, since they reflect problems outside the scope of the tool. Moreover, when a
breakdown was perceived in more than one abstraction level, it was tagged only at the
highest perceived level (the left-most cell in figure 1).

Table 2. Number of utterance occurrences separated by abstraction level and participants profile

Utterance Lvl P* D* Total Symptoms

Oops!

conc 6 29 35 The user recovers himself of an error caused by an unde-
sired effect or a wrong terminology choice.

tat 1 2 3 The user quickly recovers from an action plan formulation
error.

op 31 35 66 The user quickly recovers from an error when executing
an operation from the action plan.

Looks fine to
me.

conc 6 29 35 The user expects wrong effects or uses a wrong terminol-
ogy, without noticing the error.

str 1 3 4 The user elaborates objectives that the designer can’t com-
prehend, but is not aware of the problem.
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Table 2. (continued)

Utterance Lvl P* D* Total Symptoms

Looks fine to
me.

tat 0 14 14 The user elaborates an incorrect action plan and doesn’t
notice the error.

op 1 9 10 The user incorrectly performs an operation of the action
plan and does not notice the error.

Why doesn’t
it?

str 1 0 1 The user doesn’t understand why the designer can’t com-
prehend his objectives.

tat 1 1 2 The user insists in repeating an action plan that doesn’t
produce the desired results.

op 8 1 9 The user insists in repeating an operation that doesn’t pro-
duce the desired results.

meta 6 24 30 The user, when checking the developed solution, notices
that it isn’t executing according to what he expected.

Help!

conc 2 0 2 The user can’t understand what an interface expression
means and searches for information through explicit meta-
communication.

str 2 2 4 The user doesn’t know how to express his objectives
and searches for information through explicit meta-
communication.

tat 3 9 12 The user does not understand the difference between the
interface signs, staying unsure about which one he must
use to build his action plan. After that, the user searches
for information through explicit meta-communication.

op 9 5 4 The user doesn’t understand an interface sign and searches
for information through explicit meta-communication.

I can’t do it
this way.

str 2 4 6 The user convinces himself that his formulation of objec-
tives is wrong and tries do reformulate them.

tat 2 10 12 The user gives up an action plan that he developed and
decides to elaborate a new plan, restarting the task.

op 1 1 2 The user tries to do an action several times, without get-
ting the desired effects, convincing himself that he is doing
something wrong.

What now?

str 0 2 2 –
tat 6 8 14 The user knows what is the desired effect, but doesn’t

know how to define the action plan to accomplish it.
op 0 1 1 The user does not know how to perform an operation from

his action plan.

What is this?

conc 0 1 1 The user does not understand the meaning of an inter-
face expression and searches information through implicit
meta-communication.

tat 0 1 1 The user doesn’t understand the difference between the
interface signs, ending up unsure of which one he will use
to elaborate his action plan.

op 8 6 14 The user doesn’t understand the meaning of an inter-
face sign and searches information through implicit meta-
communication.
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Table 2. (continued)

Utterance Lvl P* D* Total Symptoms

Where is it? str 0 2 2 –

Where is it?

tat 5 1 6 The user knows what he is trying to say, but does not know
what term he should use among the system’s options.

op 3 2 5 The user knows what he is looking for, but can’t find an
interface element to do it.

What hap-
pened?

op 11 1 12 The user doesn’t understand the system’s answer to what
it is told to.

Where am I?

tat 2 3 5 The user says something to the system that should be pre-
ceded by another utterance, not making sense when said
without context.

op 2 0 2 The user says something to the system that would be ap-
propriate in another communication context.

I give up.
0 4 4 The user believes that he is not able to achieve his objec-

tive and interrupts the interaction.

I can do other-
wise.

op 0 1 1 The user communicates his action with unexpected signs,
since he does not understand what the system is saying
about the solutions to reach his goals.

No occurrences of the "Thanks, but no, thanks!" utterance were observed. Despite
the 4 occurrences of "I give up", we decided not to specialize it, since it represents a
breakdown of the user interaction at all the levels of abstraction. For the original CEM,
"Looks fine to me", as well as "I give up", characterizes a complete breakdown during
which the user is unconscious of his failure. In a similar way, for this study, we used
"Looks fine to me" as an utterance for when the user manifested unconsciousness of
failure, however, without necessarily corresponding to a complete failure. The simu-
lation mode made it possible for users that presented "Looks fine to me" symptoms to
gain consciousness of their failure while testing the prototype. This utterance, therefore,
was also used for classifying temporary failures as well.

The multi-level application of CEM let us identify in which communication context
each breakdown in interaction occurs. On the one hand, breakdowns in operational and
tactic levels were more frequently observed in the communication between UISKEI’s de-
signer and its user. On the other hand, breakdowns in strategic and metalinguistic levels
were observed, in general, when the message of the participant was specified for the users
of the system being prototyped (UISKEI’s user in the designer’s role). The problems at
those levels reflect moments of the interaction in which the user demonstrates difficul-
ties in expressing his communication intentions as a designer. Therefore, the multi-level
application of CEM let us identify in which communication context each breakdown in
interaction occurs. This information let us identify which role the user of the DT was
playing when the breakdown occurred: user of the DT or designer of a new system.

The identification of these different types of problem takes us to different kinds
of improvement suggestions to the DT being evaluated. For instance, considering the
paraphrase of the designer meta-message [9] below, table 3 shows which parts of the
designer’s meta-message should be redesigned based on the level in which a communi-
cation breakdown occurs:
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“Here is my understanding of who you are (1), what I’ve learned you want or need to
do (2), in which preferred ways, and why (3). This is the system that I have therefore
designed for you, and this is the way you can or should use it (4) in order to fulfill a
range of purposes that fall within this vision”

Table 3. Relationship between the adopted abstraction levels and the meta-message parts.

Conceptual Strategic Tactic Operational Metalinguistic

Passages 1 1, 2, 4 2, 3, 4 3, 4 1, 2, 4

6.1 Interpretation of Results

"Looks fine to me" occurred in 4 of the 5 levels of our model. Participants tended to
recover more rapidly from the occurrence of "Looks fine to me" when this utterance
occurred at the operational level. At the strategic and tactical levels, this recovery was
harder, usually occurring only after the use of the simulation mode.

The "Why doesn’t it?" utterance stands out for its occurrences at the metalinguis-
tic level, when the user first simulated his solution and then observed the existence of
an error. This user utterance was usually followed by a recovery from previous fail-
ures of which the user was unaware – typically, the results of "Looks fine to me" user
utterances. In most cases, this recovery spotted situations where the user was able to as-
similate the strategic/tactical model of the tool. When this recovery did not happen, new
failures were observed or even a new occurrence of the "Why doesn’t it" user utterance.
The use of a multi-level CEM allowed us to observed that, at the metalinguistic level,
the user was trying to reformulate his approach to the problem based on the results of
the simulation.

"Help!" is another example of a user utterance that was observed at several levels
of our model. At the operational level, its use is similar to its traditional use in CEM,
that is to identify a situation where the user is trying to comprehend the communicative
act of the system designer. With the multi-level approach to CEM, we could discern
situations where the user tried to find out how to establish his own communicative act
using the UISKEI language (strategic) or translating his own "speech" to the UISKEI
language using a series of operations (tactical).

Each of the other utterances were more strongly characterized by one of the levels
of the model. For example, the most frequent utterance was operational "Oops!", with
more than 60 occurrences. Almost all participants had problems with the pen-based
input, for example, inadvertently deselecting elements or misperforming the gestures
for defining conditions and actions. The high frequency of this utterance shows that
UISKEI lacks adequate feedback for user actions.

"I can’t do it this way." occurred around 20 times, especially at the tactical level.
Participants took a wrong interaction path several times and this led them to reformulate
their plan: they had to reformulate either an ECA (strategic), the sequence of actions
needed to define it (tactical), or one operation on this sequence (operational). This
utterance usually occurred only after the participant ran the simulation Mode, when he
would stop and reflect on what could be wrong.
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7 Conclusion

CEM investigates the breakdowns that occur in user-system communications. While
evaluating a DT, however, the set of breakdown utterances had to be expanded in order
to capture the context in which the breakdown occurs: if it is between the DT designer
and his user, or between the DT user taking on the designer’s role and the user of the
system being designed. The multi-level approach of CEM proved to be useful when cap-
turing this information, helping to shed light on the breakdown causes, the user’s role
when it occurred, and the part of the designer’s meta-message that should be revised.

In order to apply the multi-level approach of CEM to other DTs, further revision
of the levels schema is needed. The one discussed in this work was developed taking
into consideration the inherent characteristics of UISKEI, which not only is a DT, but
also explores pen-based interaction. Nevertheless, the evaluation at multiple abstraction
levels showed itself promising while working with systems that are used to generate
new systems.
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Abstract. Participatory action Research In Software Methodology Augmenta-
tion (PRISMA) is a software development methodology which has been amal-
gamated with Participatory Action Research (PAR). This paper justifies the  
inclusion of PAR in software development, and describes the PRISMA metho-
dology vis-à-vis a case study. Specifically, the case study encompasses the de-
velopment of eToro, an Indigenous Knowledge Management System for the 
Penans, a remote and rural community in Malaysian Borneo.  
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1 ICTs for the Underserved 

It is generally acknowledged that providing Information and Communication Tech-
nologies (ICTs) to remote and rural communities can help in alleviating poverty 
and/or improving the socio-economic status of the communities. Among the many 
benefits of providing ICTs include giving access to unlimited knowledge (e.g. e-
learning), providing health-related services (telediagnosis), offering businesses oppor-
tunities (e-commerce), employment opportunities, and access to government services 
(e-Government websites) [1]. Evidence suggests that rural dwellers have more to gain 
than urban dwellers from any increase in the density of communications capability 
[2], but the absence of relevant experience, local content and skills are major barriers 
for rural ICT usage [3,4]. 

Of importance is the need to build good quality and relevant ICTs (software in-
cluded) which addresses the communities’ needs. The local communities have their 
own concepts of knowledge and forms of communicating. As such, it is necessary that 
they should be able to use ICTs in such a way that their cultural identity is not com-
promised [5]. Furthermore, to prevent irrelevant “alien” conceptualizations from be-
ing carried forward into the implementation, the design and evaluation process need 
to be fully appropriated by the user community [6].  
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2 Problem Background 

Literature is littered with failures and short term successes in the deployment of exist-
ing technologies that is mainly designed for urban settings but implemented in rural 
communities. These technologies would not work given that the target community of 
urban dwellers is very much different. For example, those living in the urban areas are 
more likely to be literate, have achieved a higher level of education, and have greater 
exposure to the use of technology.  On the other hand, those who live in the rural 
(and remote) areas, are more likely to be illiterate, given the limited access to educa-
tion, and lower exposure to technology-use. In addition, the context of use would be 
very different as well. With little or no technology appropriation, i.e. absence of input 
from local culture in the design of the system (be it hardware or software), the system 
has a greater likelihood of failure [6].   

Furthermore, focus of technology appropriation must also be placed on the metho-
dologies employed to build these ICTs. However, those methodologies invariably 
originate from the West (developed nations of North America and Europe) and are 
tailored towards the development of products and services for urban users in their 
urban settings [5]. Given the origin and the target markets, the context and cultural 
elements of urban developers and users would have been “infused” in the methodolo-
gy and design. 

The challenge is identifying and employing methodologies which allow develop-
ment of relevant software for rural communities.  The methodologies should not only 
encompass the technological aspects but also the complexities of the rural users, the 
contexts as well as addressing the needs of the target audience. As shown in projects 
involving target users [7-10], the acceptance and usage of technology would be great-
ly improved particularly if the community is involved in the process. 

In the next section, we introduce the solution, and justify the use of Participatory 
Action Research in software development in the solution. In Section 4, we describe 
the solution vis-à-vis in the development of an Indigenous Knowledge System for a 
community in the remote area of Long Lamai in Malaysian Borneo. 

3 Participatory Action Research in Software Development 

Given the inappropriate methodologies, we propose using PAR amalgamated with a 
software development methodology. We believe community participation in rural 
projects is important, and more so in the development of technologies such as  
software which are to be used by indigenous communities. In this paper, the amalga-
mated methodology mooted is called Participatory action Research In Software  
Methodology Augmentation (PRISMA).  

PAR has also been used successfully in numerous rural development projects such 
as in IDRC [14] and in Universiti Malaysia Sarawak’s (UNIMAS) eBario Project and 
its replications [15].  As such, PAR provides the collaborative process of research 
and action targeted towards positive social transformation [16].  PAR established  
a two-way communication, which allows the researchers to be involved with the 
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community and vice-versa; the researchers and community are actively involved in 
the development activities, to seek information, ideas, and generate knowledge to 
guide [17].  

In PAR projects involving ICT development, we believe there are two goals. One 
is of course to develop the technologies or software (technology element), while the 
other is to learn and understand as much as possible from the implementation or dep-
loyment (knowledge element). With sufficient evidence from replications, best prac-
tices may then be developed which would be of use to other similar projects. Given 
the high costs of projects in rural areas, there is a need to maximize outputs and learn-
ings from rural projects. Researchers also have to keep in mind, PAR is appropriate as 
it has a research component that seeks to engender positive change; and that participa-
tion “requires the equal and collaborative involvement of the ‘community of research 
interest.” [13]. 

As shown in Figure 1, PRISMA comprises two parts, a social change process  
(dotted circle) and software development process (solid line circle). The software 
development process encompass the formal and “hard (technological) aspects” which 
includes the formal components of software development, tools and techniques to 
carry out the requirements analysis, design, implementation, and testing.  More im-
portant is the “soft (humanistic) aspects” which encompass the change the community 
wants, the reasons they want it, as well as the roles for people inside the indistinct 
world of political and social systems, multiple disciplines, environments and multiple 
stakeholders [17]. The soft aspects tend to be fuzzy, and will be outlined in detail.  If 
we fail to address these non-technical factors, the user requirements may be affected, 
resulting in poor system design, un-usable user interfaces, over budget and delays in 
the project.  The overlap between the social change and the software development 
involves merging of processes of both the hard and soft aspects.  

PRISMA is a work in progress. In [13], PRISMA was described to augment the 
conventional Software Development Life Cycle employed to develop software for 
rural communities.  A rural e-health initiative was developed using PRISMA [17]. 
Not all the phases of PRISMA was utilized in [13] and [17], however in this case 
study, the processes are further refined. For example, the first two steps of PRISMA 
in [17] are expanded to four steps in this paper.   

4 Development of Indigenous Knowledge Management System, 
eToro  

To illustrate PRISMA, we will apply its use in the development of an Indigenous 
Knowledge Management System. Before describing the different steps in PRISMA, 
we define some of the eToro terms that will be used within the context of developing 
software for a rural community. Typical stakeholders in the project include: Commu-
nity (the group in which the project will be helping); researchers (those who are  
implementing the project and also trying to learn from it); sponsors (ones who are 
providing the funds, such as government agencies or industries). 
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eToro project is a collaborative effort of the Institute of Social Informatics and 
Technological Innovations (ISITI-CoERI), UNIMAS and the local community of 
Long Lamai, Sarawak. The project goal is to preserve the traditional knowledge of the 
community, given that the older generation is slowly dying out, knowledge is not 
being transferred to the younger generation. Also, the young are not as interested in 
learning and retaining the traditional knowledge. The community involved is located 
in Long Lamai, a very remote and rural village in Malaysian Borneo, situated near the 
Kalimantan border.  From the nearest city, the journey comprises a 10-hour 4-wheel 
drive journey over logging road, and an hours’ boat ride upriver. The community at 
Long Lamai consists of Penans, a small indigenous community which lives on subsis-
tence farming. There are about 450 villagers [28]. There is no 24-hour electricity 
supply and no telecommunication service.  Some families have generator sets to 
generate power, but few families can afford this. The Penans in Long Lamai were 
nomadic, but have settled down in the area for over 50 years.  They still return to the 
forest to hunt and to gather jungle produce.  There are still Penans in other villages 
who are nomadic, and depend totally on the forests for their livelihood. 

 

Fig. 1. Participatory action Research In Software development Methodology Augmentation 
(PRISMA) 

4.1 PRISMA in eToro  

The details below describe the use of PRISMA in developing eToro. Please refer to 
Figure 1 for the steps in PRISMA.  

 
Step 1: Community Selection. The community was selected in 2007 to take part in a 
telecentre project. The Long Lamai community was chosen as it is a cohesive com-
munity, and it met the remoteness criteria (difficult to access and lacking infrastruc-
ture and communications).   
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Step 2: Rapport Building. There exists good rapport between UNIMAS and the 
community given the telecentre project. There is mutual respect between the two; 
both parties contributing their respective knowledge and expertise. The Long Lamai 
community has access to the Internet since 2009 after the inauguration of the eLamai 
telecentre. The majority of the younger generation are active users of Internet while 
the community elders consider the telecentre as major catalyst in boosting the local 
economy. The idea of documentation of Indigenous Knowledge (IK) has been in-
itiated by the community elders during one of our visits in August 2011; they were 
aware that ICTs may be able to assist them to preserve their IK.   

Step 3: Problem Exploration. Like other indigenous communities, the rapid change 
of the Penans’ way of life has largely accounted for the loss of their IK [25]. Among 
other causes, elders were reluctant to transmit IK to younger generation who were not 
interested in learning and preserving the IK [26].  The community selected four eld-
ers and four youths as representatives to negotiate, discuss and help in the develop-
ment of eToro. Through a series of meetings, the problem on IK was confirmed. They 
also discussed ways to capture and transfer the IK from old to the young, and settled 
on the idea of using the concept of Toro, which is familiar to the Penans. The Penans 
depend on the forest for hunting and for collecting various forest products. Toro is a 
joint activity of Penan family and it also works as an activity-based knowledge shar-
ing and mentoring journey of the forest which links community elders to members of 
the younger generations in grooming future guardians of the rainforest. Mentoring 
includes lessons on livelihood combined with a notion of stewardship, incorporating 
conservation ethics and ownership. The journey is performed by a family including 
the parents and children. Normally, the parents do not bring children below the age of 
seven. There are six activities in the Toro journey. The activities start from leaving 
the lamin toto (house in the village) and finding the place in jungle which has enough 
food such as fruit trees, fishes in nearby river, sago plants, and animals for hunting. 
When a family finds the place, they establish their lamin Toro, or traditional tempo-
rary hut. The next activities are extracting sago, cooking food, catching fishes and 
hunting.  

Step 4: Hypothesis Formation. Further discussions were held to decide which type 
of IK to focus on. They decided upon Indigenous Botanical Knowledge (IBK) and 
refer to it as the identity of the Penans.  According to Garen Jengan, a local cham-
pion, “if you don’t know about the plants, you are not a Penan”. Another perceived 
benefit of eToro is to cover the knowledge gap between the young and old genera-
tions. The youths have ICT skills. Thus, they will be more confident in helping in the 
documentation process; ultimately, they will be a part of the learning cycle. The col-
lected data, pictures and videos can also be used in tourism promotion activities. eTo-
ro can also help in training of young people so the community will have more trained 
human resource as guardians of the rainforest. 

The researchers who were interested in the preservation of IK agreed on the focus 
on IBK. The research question used was: can an Indigenous Knowledge Management 
Sytems (eToro) be developed to capture the IBK, involve the young and is usable to 
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the community?  Expected outcomes of this exploratory study would include identi-
fying current knowledge structures, existing/traditional intergenerational transfer 
processes, as well as, identifying how existing ICT knowledge can be employed in the 
development of eToro. The community will benefit (all going well) from having a 
system which would allow them to preserve the IBK, as well as an opportunity to 
bring the young and old together.  

Step 5: Design/Methodology. Two activities, the design of the solution and identify-
ing the approaches to achieve the solution, are conducted in this Step.  The resulting 
design has to be acceptable to both the community and the researchers/developers; 
that the developers can build the eToro, and that the eToro will actually be used. In 
further discussions, it was realized that Penans are quite sensitive about their plants’ 
knowledge and there is a strong social belief system which governs the knowledge 
management processes in the community. Through the various deliberations, a num-
ber of items was agreed upon. This discussion involves not only the community and 
researchers, but also software developers, knowledge engineers, botanists, environ-
mentalists, as well as the diaspora of Long Lamai. The output of discussion includes 
the types of users of eToro, the access to this information (refer to Table 1), types of 
plant data to collect, as well as the processes needed for the collection, classification 
and verification of the plants. 

Table 1. IKMS user types 

User type Rights. 
IKM Manager Full access. 
Community elders Browse all information. 
Youth Browse all information but have limited 

access to piousness plants information 
Botanist Browse the Pictures of the plant and enter 

the scientific name  
 
From the researchers’ perspective, a series of formalized methodology was identified 
(for details see [29]). These are: (1) Designing Process Flow Diagrams: For under-
standing processes, roles, actions & rights of stakeholders; (2) Developing Cultural 
Protocols (Free, Prior and Informed Consent agreement and guidelines): For commu-
nity, researchers and data engagement. (3) Designing Data Instruments: For eliciting 
community needs and acquisition of IBK management system. (4) Developing Proto-
types for Indigenous Knowledge Management System: For digital data collection and 
indigenous content management; the formats of the data (text, video, sound, images) 
and (5) Capacity Building Program: For participatory digital data collection and 
processing.   

The researchers and developers also determined the datasets required, the Dublin 
Core [27] elements, and meta-data structure of IBK (which was translated to Penan, 
as not all Penans are literate and/or speak English or Malay, the national language of  
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Malaysia). The design of eToro will accommodate the characteristics of Penans IBK 
and also incorporate the social, cultural and belief systems which governs the Penans 
IBK.  

Step 6: Tools and Techniques. Given the design, requirements and methodologies 
from Step 5, the tools employed and the techniques in the development and data col-
lection processes were identified in Step 6. For instance, in data collection, we used 
Android based Tablet PCs and Open Data Kit (ODK). ODK is an extensible, open-
source suite of tools designed to build information services for Android system. 
Created by developers at the University of Washington's Computer Science and Engi-
neering Department and members of Change, Open Data Kit is an open-source project 
available to all (opendatakit.org). The Data collection form has been manually de-
signed by the community so ODK is used to build function help in integrating the 
manual data collection form into the digital ODK survey form for mobile device.  

 

Fig. 2. Components and Services of IKMS 

Step 7: Implementation and Testing. This step involves the implementation and the 
testing of the system. Figure 2 shows the components and services of eToro project 
which was implemented. The documentation activities consist of three phase. In the 
first phase, the young community members travelled to forest with the old folks to 
collect and document about plants data. Here the data is considered as part of know-
ledge which is shared by the old folks during the process of documentation. This data 
includes the text, images, video and Global Positioning System (GPS) coordinates of 
the plants. In the second phase, the collected information is manually verified in 
community meetings and in the third phase, an indigenous Content Management Sys-
tem (iCMS) is used to store the data on an external hard drive with e-insitu approach. 
The e-insitu approach is the facility for the community to have the physical control  
of the data and storage device in addition to logical data protection mechanisms.  
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Under e-insitu approach the hard drive would be kept under custodianship of a com-
munity appointed member.  

After the prototype development, both the data collection software and iCMS have 
been tested on real data by collecting 30 plants information in three cycles (10 plants 
per cycle). The test has been conducted to confirm the usability of the software’s 
functions. In the first two cycles, we accompanied the team in the data collection and 
data management process. The third cycle is performed in the absence of researchers. 
As the community language do not have a standard spelling system, in first cycle of 
data collection, 8 errors spellings have been reported in the data collection form. In 
second cycle, only 3 errors were reported and in the third cycle, no errors were re-
ported; i.e. they are improving and learning to work independently. 

Step 8: Evaluation/Reflection. The evaluation conducted in this step determines 
whether it has achieved the goals set. For example, the software is evaluated to dete-
mine if it is usable and accepted by the target community. In general, the team mem-
bers for eToro were satisfied with the processes and features of eToro; as 67% of their 
responses are ‘strongly agree’ indicating that they were satisfied with eToro, while 
15% ‘agree’, 11%  ‘undecided’. The responses of ‘disagree’ and ‘strongly disagree’ 
were negligible, as less than 1%. Among some of the feedback received, was that the 
system could be more interactive, and that it should be used deep in the jungle (i.e. 
need to resolve the power problem). From the researcher’s response, the key difficul-
ties were to understand how the local system works. There was also the language 
barrier, and the lack of equivalent terminology in Penan to describe the ICTs. The 
elders also had to be open to changes; not all community members were privy to all 
the data collected. Thus, with the system, the elders now had to explicitly state who 
should have access to what information.  

eToro showed that an Indigenous Knowledge Management Systems (eToro) can be 
developed; and it can capture the IBK, involve the young and is usable to the commu-
nity. Reflecting on how the project went, this study showed that ICTs can be em-
ployed to not only develop the IKMS but also with the right processes, develop a 
product that is accepted by the community, as well as bringing the young and old 
together. The project also underlined the importance of having a local champion to 
help to move the project along, and the importance of elders in supporting the project.  
The rapport UNIMAS has with the community also ensured that discussion about 
typically sensitive information was made available due to the trust that exists between 
the two parties. Community participation is also crucial, without whom, the project 
design would be unacceptable, and do not address the community’s needs. Multidis-
ciplinary teams were needed as the project involved not only IK experts, but also 
botanists, environmentalists in addition to the ICT experts.  

5 Conclusion and Future Directions 

This paper has demonstrated that working with the Penans, PRISMA can be em-
ployed to develop a usable Indigenous Knowledge Management System; a system 
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that the community can and are using.  PRISMA may also be applicable to other 
indigenous communities and be used to develop solutions in different domains. The 
next steps include refining the steps further, especially social component of PRISMA. 
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Abstract. We have been studying the use of “rich media” to support creative 
and intelligent human activities. Over the past ten years we have focused on the 
3D space as one of “rich media” and have developed many sketch systems that 
support the design of 3D objects. However, long-term evaluation has revealed 
that they are not used by designers in the field on an ongoing basis. Even worse, 
they are treated as if they were merely attractions in an amusement park. The 
fundamental problem was the lack of an indispensable function that needs a 3D 
space. To overcome this problem, we previously developed a system that incor-
porates two new functions, “life-size” and “operability,” to make a 3D sketch 
system that is indispensable to designers. We have now enhanced the system by 
extending these two functions to overcome problems identified in the previous 
system. 

Keywords: 3D sketch, Life-size, Operability, Professional designer, Mixed  
reality. 

1 Introduction 

“Media” is an artifact that expands our creativity and intelligence. The oldest media is 
words and numbers. The computer is now widely used as a media. 

We have been studying a wide range of creativity-centered media to ensure that the 
systems fully support creative and intelligent human activities. They range from those 
used by knowledge workers to those used by car-exterior designers [1–9]. Specifical-
ly, for over ten years, we have been developing sketch systems that support the design 
of 3D objects because a 3D sketch cannot be realized without the power of advanced 
information communication technology (ICT) [6–9]. We regard the 3D sketch made 
possible by the power of ICT as a drastic extension of traditional “pen and paper” 
media. However, long-term evaluation has revealed that our 3D sketch systems were 
not being used by designers in the field. Even worse, they are treated as if they were 
merely attractions in an amusement park. This shows that while rich media may fas-
cinate the ordinary user, it is often ignored by the professional user. This is a serious 
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problem because there are many systems that blindly utilize rich multimedia without 
long-term user evaluation. 

Our analysis of the fundamental problems preventing 3D sketch systems from be-
ing used professionally revealed that it was the lack of an indispensable function that 
needs a 3D space. We thus developed a design concept inspired by “mixed reality” 
that makes the 3D sketch system indispensable to designers [10]. It extends the basic 
design concept by incorporating “life-size” and “operability” functions to better sup-
port human-computer interaction. 

2 Related Work and Common Problem 

Conventional research into 3D sketching can be categorized into two types. The  
first is generating 3D sketches from 2D sketches [16, 17]. The designer draws a 2D 
sketch, and then the system converts it into a 3D sketch on the basis of certain as-
sumptions, and finally the system displays it in a 3D space. The second is drawing the 
3D sketch directly in midair [11–15, 18]. The 3D lines are displayed as they are or as 
transformed smooth lines and converted into the model description in some systems 
[15, 18]. 

Although each type has its own strengths and has been successfully evaluated by 
the designers, there is a common problem—they are not utilized over the long term by 
professional designers for daily design tasks. They are missing something that would 
make them indispensable to professionals.  

3 Motivation: Drawback of Previous 3D Systems 

We have developed a series of 3D sketch systems [6–9] of both types. For example, 
our first prototype system, “Godzilla,” was designed to support creative design, spe-
cifically that of car-exterior designers [6]. The designer draws a concept image on a 
2D pad (a tablet with an LCD), grasps the sketch, and holds it in midair, and the im-
age appears as a 3D image on a 3D pad. 

The short-term user test we conducted for each system showed that the user inter-
face was promising. All the evaluators welcomed the novel interaction. However, 
they stopped using the 3D space after a while. For examples, with Godzilla, the users 
were fascinated by the display of the 3D sketch. Some were even surprised by this 
function. Nevertheless, sooner or later, they realized that they did not need to look at 
it in the 3D space as a 3D sketch. They could look at it on the 2D pad and rotate it in a 
similar manner. The difference was whether the image was displayed in 3D (stereos-
copic) or in semi-3D on the 2D plane (perspective 2D image). 

The designers eventually stopped using the 3D space because they could do their 
work without it. In other words, our systems did not provide designers with an indis-
pensable function that truly needs a 3D space.  
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4 3D Sketch System Incorporating Life-Size and Operability 
Functions [10] 

4.1 Indispensable Functions in 3D Space 

We identified two indispensable functions that need a 3D space. The first is a life-size 
3D sketch function. If a 3D sketch is life-size, the user can evaluate its size by com-
paring his/her body with the sketch shown in midair in front of the user. Without this 
life-size presentation, the user cannot evaluate the sketch on the basis of a bodily 
comparison, so there is no need for a 3D sketch.  

The second one is a function that enables the user to “operate” the 3D sketch, that 
is, touch it, push it, move it, and so on. If the 3D sketch is operable, the user can eva-
luate the ease of use by operating it while stooping down, extending a hand, twisting 
his/her body, etc. 

4.2 New Design Process 

We developed a design process that incorporates these two functions (Fig. 1). The 
flow is illustrated using a copy machine design example in Fig. 2.  
 
 
 
 
 
 
 
 
 
 
 
 

   Fig. 1. New design process                  Fig. 2. Copy machine design example 

The designer starts by considering the shape of the copy machine, asking him  
or herself, “What copy machine looks smart?” while drawing the idea life-size in  
mid-air.  

The designer then considers the machine’s operation by operating the sketch, 
thinking to him or herself, e.g., “This tray is difficult to pull out. It’s too low. Pushing 
this button will eject the paper.” He/She can then formulate the machine’s operation 
rules by grasping and moving the sketch shown in 3D.  

Next, the designer checks the machine’s usability by operating the sketch while sit-
ting down, stooping down, extending an arm, and so on. The designer may find, for 
example, that a button is hard to push because it is inconveniently located or that a 
tray is hard to pull out because the user has to get into an uncomfortable position. The 
designer can then simply erase the 3D sketch and start over. 
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4.3 Examples of Design Process 

As shown in Fig. 3, this process can be used for various applications. It is particularly 
useful for control room design because it is very important to design a usable control 
room from the safety point of view, and it is prohibitively expensive to construct a 
complete mock-up. The designers would normally design it using a 3D-CAD system, 
which limits their ability to fully comprehend its size and operability.  

In contrast, a designer using the latest version of our system would start by making 
a rough sketch of the control room (Fig. 3(a)). He/She would then define the opera-
tions of the levers, buttons, and warning lights (Fig. 3(b)). If any problems are found 
(Fig. 3(c)), they can be eliminated by redrawing the sketch (Fig. 3(d)).  

Note that all this is done using hand-drawn sketches. The process can be completed 
in less than one hour. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Control room design example 

4.4 Previous Prototype 

We previously built a prototype system that includes life-size and operability func-
tions and identified several problems. 
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First of all, designers complained that it was bothersome to always draw the image 
life size. Since the design process usually consists of several phases, they selected the 
design space that best matched the current design phase.  

From our analysis of the design process, we had identified five attributes of the de-
sign space: dimension, quality, size, operability, and tactile. As shown in Fig. 4, “di-
mension” means that the designer works in a flat space, i.e., paper, or in 3D space. 
“Quality” means the level of design preciseness, such as rough sketch or detail. Our 
previous prototype supported only one combination of the attributes, the one shown 
by the red blocks in Fig. 4. That is why the designers complained. Although the  
total number of possible spaces is 32 (25), it is not necessary that the system support 
every one.  

 
 
 
 
 
 
 
 
 

 

Fig. 4. Attributes of design space 

The concept of “operable sketch” is attractive to designers. It is natural that the 3D 
sketches and the operation rules (i.e., trajectories) are displayed in single 3D space. 
However, the sketches are so attractive that confusion can arise between two types of 
sketches, as illustrated in Fig. 5. Since there are many operation rules in an actual 
design, the 3D sketch can become complicated if it and the definition of the opera-
tions are displayed in one space. We thus needed to simplify how the appearance and 
operation rules are sketched.  

Moreover, since the users have to sketch the appearance and the operation rules, it 
is very difficult to sketch in 3D space directly. We thus needed to improve how lines 
are drawn in 3D space before simplifying how the appearance and operation rules are 
sketched.  

 
 
 
 
 
 
 

 

Fig. 5. Complicated sketch operation 
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5 Improved System 

To address the designers’ complaints, we developed an enhanced system that over-
comes the problems we identified. 

5.1 Extension of Life-Size Function 

We identified the three most useful combinations of spaces and extended the design 
space on the basis of our findings. 

(i) Design in 3D space should be both in life-size and sometimes in small size. 
Design in 2D should be in small size only. 

(ii) Design in life-size 3D should support both operability and haptic nature. De-
sign in small (miniature) 3D should support operability only. 

(iii) Rough and detail design should be supported in all design spaces. 

The first finding, that it should support 2D space and a miniature 3D space as well as 
a life-size 3D space, means that the system should support three spaces. 

The second finding, concerning operability and tactile nature, means that the life-
size 3D space needs both functions, that the miniature 3D space needs operability 
only, and that the 2D space needs neither of them.  

The third finding means that the rough design and the detail design should be easy 
to traverse. The designer should be able to draw a handwritten sketch in any design 
space, and the sketch should be automatically converted into a detailed expression, 
such as font, straight line, circle, figure, and photo-realistic image , at any degree of 
detail and vice versa. The function should be supported in all three design spaces.  

The structure of the three design spaces and the functions that each should have are 
illustrated in Fig. 6.  

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Three design spaces and their supported functions 

As illustrated in Fig. 7, we assigned three rough and detail design spaces: the desk-
top as the 2D space, the space above the desktop as the miniature 3D space, and the 
rest of the room as the 3D space. The corresponding experimental system is shown in 
Fig. 8. 
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Fig. 7. Spatial assignment Fig. 8. Experimental system 

The new extended design flow containing a life-size 3D space is shown in Fig. 9. 
Note that the traverse between the rough design and the detail design is controlled by 
moving the pen “up and down.” The degree of preciseness is controlled by adjusting 
the height of the pen. The designer can traverse to another design space by “throwing” 
the design to the target space. In the life-size 3D space, the sketch can be attached to 
the real object. The result is an operable and haptic object and sketch. For example, if 
the user turns the real object handle (shown in Fig. 8) the sketch attached to the  
handle rotates automatically.  
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Fig. 9. New design process 
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5.2 Extension of Operability Function 

(i) Improve how to draw lines in 3D space 
There are two fundamental problems with 3D sketching: (1) it is difficult to perceive 
depth (distance) due to poor depth cues; (2) it is difficult to sketch on a flat plane in 
midair. 

Our basic idea for overcoming these problems is to use a “virtual 2D plane” and an 
“auxiliary line.” As illustrated in Fig. 10, the user freely controls the position and 
orientation of the virtual 2D plane by using his/her non-dominant hand. The virtual 
2D plane can be seen as an extension of his/her palm. The user can easily perceive the 
depth of the target 3D sketch since the shadow of the target sketch is displayed on the 
virtual 2D plane, which continuously moves in synchronization with the hand.  

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 10. “Virtual 2D plane” and “auxiliary line” 

There are two types of auxiliary line. As shown in Fig. 11, a perpendicular one is 
used to draw a line in 3D space directly, and the shadow is displayed on the virtual 
2D plane. This line connects the pen point and the shadow point. As shown in Fig. 12, 
an extended line enables the user to easily draw a line on a specific plane, i.e., the 
virtual 2D plane defined by the non-dominant hand. The virtual 2D plane improves 
the 3D drawing. 
 
 
 
 
 
 
 
 
 

Fig. 11. Perpendicular line mode Fig. 12. Extended line mode 
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(ii) Revise how to sketch appearance and operation  
As shown in Fig. 13, we divided the design environment into two spaces, i.e.,  
the appearance design space and the operation design space. In the appearance design 
space, the user concentrates on drawing the appearance. In the operation design  
space, the user can easily define the operation rules by drawing iconic symbols and 
trajectory lines.  

Appearance design Operation design
 

Fig. 13. Separate of appearance design and operation design 

6 Summary 

To address the problem of 3D sketch systems not being used by designers in the field, 
we implemented “life-size” and “operability” functions in a 3D sketch system. Proto-
type testing revealed several problems that were overcome by enhancing these two 
functions. The enhanced system should be a useful and effective tool for professional 
designers. 

References 

1. Dzulkhiflee, M., Tano, S., Iwata, M., Hashiyama, T.: Effectiveness of Annotating by Hand 
for non-Alphabetical Languages. In: CHI 2006, pp. 841–850 (2006) 

2. Iwata, M., Sasaki, Y., Tano, S., Hashiyama, T., Ichino, J.: A Sketch Support System Based 
on Behavior of Designers. In: IEEE International Conference on Progress in Informatics 
and Computing, pp. 1298–1304 (2010) 

3. Ichino, J., Makita, T., Tano, S., Hashiyama, T.: Support for seamless linkage between less-
detailed and more-detailed representations for comic design. In: CHI 2009, pp. 3979–3984 
(2009) 

4. Tano, Kamura, Iwata, Hashiyama: Digital Paper Concept for Reflective Writing by Seam-
less Traverse between Handwritten and Coded Information. In: HCI International 2005,  
E-book (2005) 



 Enhanced 3D Sketch System Incorporating “Life-Size” and “Operability” Functions 489 

 

5. Tano, S.: Quantitative Study on the Effectiveness of Pen-based Computing on Experiential 
and Reflective Cognitive Modes. In: Mobile Computing in Education, pp. 46–49 (2009) 

6. Tano, Kodera, Nakashima, Kawano, Nakanish, Hamagishi, Inoue, Watanabe, Okamoto, 
Kawagoe, Kaneko, Hotta, Tatsuoka: Godzilla: Seamless 2D and 3D Sketch Environment 
for Reflective and Creative Design Work. In: INTERACT 2003, pp. 131–138 (2003) 

7. Tano, S., Komatsu, Y., Iwata, M.: Extended Godzilla: Free-form 3D-object Design by 
Sketching and Modifying Seven Primitives at Single 2D-3D Seamless Display. In: Masoo-
dian, M., Jones, S., Rogers, B. (eds.) APCHI 2004. LNCS, vol. 3101, pp. 471–480.  
Springer, Heidelberg (2004) 

8. Tano, Sugimoto: Natural Hand Writing in Unstable 3D space with Artificial Surface. In: 
CHI 2001, pp. 353–354 (2001) 

9. Tano, S., Matsumoto, T., Iwata, M.: Quantitative Analysis of Human Behavior and Im-
plied User Interface in 3D Sketching. In: Masoodian, M., Jones, S., Rogers, B. (eds.) 
APCHI 2004. LNCS, vol. 3101, pp. 481–490. Springer, Heidelberg (2004) 

10. Tano, S., Yamamoto, M., Dzulkhiflee, M., Ichino, J., Hashiyama, T., Iwata, M.: Three De-
sign Principles Learned through Developing a Series of 3D Sketch Systems: “Memory Ca-
pacity”, “Cognitive Mode”, and “Life-size and Operability”. In: IEEE SMC 2012, pp. 
880–887 (2012) 

11. Wayne, et al.: Interactive Augmented Reality Techniques for Construction at a Distance of 
3D Geometry. In: Eurographics 2003, pp. 19–28 (2003) 

12. Steven, et al.: Surface Drawing: Creating Organic 3D Shapes with the Hand and Tangible 
Tools. In: CHI 2001, pp. 261–268 (2001) 

13. Gerols, et al.: Free Drawer: A Free-Form Sketching System on the Responsive Work-
bench. In: VRST 2001, pp. 167–174 (2001) 

14. Daniel, et al.: A Fully Immersive 3D Artistic Medium and Interactive Experience. In: Pro-
ceedings 2001 ACM Symposium on Interactive 3D Graphics, pp. 85–93 (2001) 

15. Tovi, et al.: Creating Principal 3D Curves with Digital Tape Drawing. In: CHI 2002, pp. 
121–128 (2002) 

16. Shin, H., Igarashi, T.: Magic canvas: interactive design of a 3-D scene prototype from 
freehand sketches. In: GI 2007, pp. 63–70 (2007) 

17. Olsen, L., Samavati, F.F.: Stroke extraction and classification for mesh inflation. In: Proc. 
of SBIM 2010, pp. 9–16 (2010) 

18. Perkunder, K., Israel, J.H., Alexa, M.: Shape modeling with sketched feature lines in  
immersive 3D environments. In: Proc. of SBIM 2010, pp. 127–134 (2010) 

 
 



M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2013, LNCS 8004, pp. 490–499, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

An Interface Prototyper Supporting Free Design 
Components Specification 

Pedro M. Teixeira-Faria1 and Javier Rodeiro-Iglesias2 

1 School of Technology and Management - Polytechnic Institute of Viana do Castelo, Portugal 
pfaria@estg.ipvc.pt 

2 School of Informatics Engineering, University of Vigo, Spain 
jrodeiro@uvigo.es 

Abstract. Complex components allow increasing the abstraction in a visual  
interface specification process, with independence of any platform or program-
ming language to represent an user interface. In order to support this type of 
components a XML specification was created which allows specifying compo-
nents visual appearance, composition and dialog. It provides a user interface ab-
straction to free design components (without any dependency of libraries of 
predesigned user interface components – toolkits). All information containing 
in the specification allows showing what will be the user interface final visual 
aspect, using a handmade or a computer technique (this is the objective of this 
paper). Using complex components, being incrementally more complex, simpli-
fies the user interface designing and prototyping processes. In order to demon-
strate the possibility to show the visual appearance of an interface and to  
validate the specification, a prototype to visualize any user interface specified 
using UIFD was created. 

Keywords: User Interface Prototyper, Visual Appearance, User Interface Free 
Designer. 

1 Introduction 

In our days, direct manipulation interfaces [5] are virtually universal. Interfaces that 
use windows, icons and menus have become a standard in traditional computational 
systems. The process of building that final user interfaces can be represented by mod-
els. Usually, a model is supported in some user interface specification and according 
with [1][7][9] there are three elements that must be considered on a user interface 
specification: 

─ Interface graphic elements definition (visual presentation); 
─ Component composition; 
─ User interaction over the referred components (dialog). 

In previous studies [10] the creation of a simple game for younger children was pro-
posed, using DGAUI (Abstract Definition of Graphical User Interface) [9]. The inter-
active visual user interface prototype was created from an abstract representation 
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containing visual elements representing sport balls and sport fields that the user 
should connect with each other. After the interface has been implemented it was con-
sidered that certainly the implementation work could have been reduced if the 
DGAUI system embraced the complex component concept [13]. It was questioned if 
eventually could be possible to reduce the representation complexity in terms of num-
ber of states and visual transitions, through identification and grouping of visual ele-
ments which have a common logic. The complex component concept evolved from 
other abstract interaction objects concepts (AIOs) [2][3][11]. Basically, is a compo-
nent composed of other components (simple or/and complex) which interact with each 
other through its self and delegate events/actions working toward a common goal (e.g. 
a toolbar allows a user to select a specific tool to perform some task at a given time). 

The complex components creation process is based on a XML specification (UIFD 
– User Interface Free Design) developed to allow representing visual components 
freely designed. The specification has a structure divided in three fundamental parts: 
repository, library and interface. It allows increasing the abstraction level on the 
components representation process used to design the final user interface. Following, 
in order to verify and validate the XML specification, a prototyper was developed. An 
example of a game interface for younger children was used to verify loading compo-
nents into a memory structure, to obtain the global visual states and to represent the 
visual components on the display, in order the user start interact with the interface. 

1.1 Study Motivation 

The term user interface is most of the times associated to what a user see and interact 
with. [6] for example, gives us an interesting interface definition: “interface is where 
people and bits meet”. Thus, is imperative that an user interface defining process al-
ways take in consideration the indications of user needs in order to successfully ac-
complish the tasks that he needs/wants. Since a long time, a technique to achieve that 
is used and is called low-fidelity prototyping (“lo-fi” for short): the idea is building 
prototypes on paper (e.g. sketches) and testing them with real users. The value of 
prototyping is widely recognized [8] because it effectively educates developers to 
have a concern for usability and formative evaluation, and because it maximizes the 
number of times we get to refine the design before commit to code. Following, the 
next step will be the translation of those sketches to user interface components, usual-
ly called widgets (windows gadgets) because most of the visual interfaces are created 
for the user to interact with them, using those kinds of interactive visual components. 
However, usually those visual components are not sufficient to represent a complete 
user interface (regarding the visual appearance, the components composition and the 
dialog) in many cases by the dependency of libraries of predesigned user interface 
components (toolkits) that not allow user interface customization, as a user interface 
designer would like. Thus, we would like to focus this study on the importance for an 
interface designer, on having the possibility to design free visual components, to be 
used to represent complete interfaces prototypes. 
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1.2 Defined Problem 

We developed a process which allows, from a XML representation, to test and to 
validate how a free component (simple or complex) would appear and could be used 
in a visual user interface. And, thereby, it is possible to refine the components (and 
consequently the user interface) according with user needs. However, we had the need 
to create a prototyper, in order to validate the specification previously created. The 
main question to be solved and presented in this study is the following: it is possible 
to obtain and to represent the global visual states of an user interface though grouping 
the visual states of individual components, designed with a XML specification and 
responding to user interaction through events over those components? The answer to 
this question must be considered under our concept in which we treat global visual 
user interface states as groups of visual components states. For example, a typical web 
form represents a single web state, but a form has several possible states, in result of 
user interaction with it. In result of this study we developed a prototyper to represent 
complete visual user interfaces obtained from the UIFD specification. 

2 Free Design Components 

Lately, to specify user interfaces using XML (XML-UIDL) is considered to be one 
solution for the standardization and interoperability between applications [4][12]. 
However, as previously referred, most of current approaches to interface complex 
components usage, refer using pre-defined widgets, which limits the designer ability 
to do components customization (at both visual appearance and dialog levels). Thus, a 
specification to support free design of user interface complex components was estab-
lished (UIFD). It is a structure divided in three parts: 

─ Repository: contains components nominal definition (simple and complex) to be 
used on the library; 

─ Library: contains complex components complete description, ready to be used on 
the interface design. It is possible to use multiple instances of the same repository 
component to create a library component; 

─ Interface: this structure supports the interface (obtained from library components). 

It is possible to verify below a XML structure (Fig. 1) of a library component. In this 
case is one of the sport fields’ components (CC_Field_1). 

Each one of the referred three specification parts is supported in a XML [14] file 
with the correspondent DTD validation. The XML files constructing process is 
triggered by the designer when he’s constructing personalized complex components 
during the user interface design process. 

From the referred previous study [10] we verify that knowing in advance the user 
interface functionality, it is possible to obtain a visual representation of it (in a form 
of a state diagram) having the states and the transitions between them, in result of user 
interaction. 
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Fig. 1. Example of a complex component designed using the UIFD specification (simplified) 

We verify that the visual interface representation is simplified, although increasing 
the complexity of the components used to represent it. In order to measure the 
simplification obtained with our specification we must look at the decreasing number 
of components available as the abstraction level increases. This happens in virtue of 
encapsulation property available in complex components. We are using fewer 
components from lower to higher abstraction level, in result of the components being 
contained inside other components at a higher level. The use of this component type, 
being incrementally more complex and at the same time being at a more abstract 
level, simplifies the process of designing and prototyping the user interface. 

Taking as an example the game interface for younger children previously men-
tioned, on (Fig. 2) is shown a simple schema of the process to increase the simplifica-
tion on a user interface representation, while the abstraction level to represent visual  
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components increases. At the top of the figure is possible to verify the existence of 15 
simple components (on the left side) that will successively be grouped into complex 
components (6 in the first abstraction level, 2 in the second and 1 complete complex 
component that represents the final user interface). At the bottom of the figure two 
examples of complex components (CC_Ball_1 and CC_Field_1) are shown. For each 
complex component it is possible to verify the visual states it contains, the restrictions, 
the internal visual transitions and the events it supports (user events, and delegate 
events). Thus, we verify the amount of information that is encapsulated in each com-
plex component, and we also perceive that as complexity increases (as abstraction 
increases) at the same time the components are simplified to be used representing an 
user interface. 

 

Fig. 2. Decreasing number of components as the abstraction level increases 

Another important feature provided by complex components usage is their possibil-
ity of being reused (at semantic and functional levels). All components to be used  
are available in the common repository and the components personalization is done  
at the library level, promoting components reuse and also contributing to simplify  
the interface design and behavior, which can be freely established by the interface 
designer. 
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3 Interface Prototyper 

In order to validate the XML specification previously indicated, an automatic inter-
face prototyper was created. The developed tool allows reading an interface specifica-
tion in XML and following, to represent the prototype of a concrete interface. The 
prototype obtained is a functional representation of a component visual appearance 
and behavior, which is also a complete user interface (complete complex component). 

 

Fig. 3. Complex component core class architecture (simplified) 

One of the major advantages of using complex components is the independence of 
any platform or programming language that can be used to represent an user interface. 
From several technologies available, it was decided to implement a first version of a 
prototype using Adobe Flash. Some advantages of this technology are: 

─ Currently, to be a technology widely distributed and able to be used by a large 
number of users; 

─ Supporting the visual design of graphical primitives and thereby to enable 
complex components visual representation, obtained from data structures (from the 
preloaded XML files). Despite being vector-based, allows bitmaps incorporation 
where needed; 

─ Its flexibility allows to export exactly the same content through web browsers and 
platforms, without any extra code; 

─ Supports video, audio, animation, and advanced interactivity, which provides 
flexibility for future evolution of complex component concept. 
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A simplified diagram of the class main architecture, respecting to the design and im-
plementation of the interface prototyper is depicted in (Fig. 3). The diagram 
represents an overview of the application main classes that were used to achieve the 
experimental results here presented. The resulting framework architecture is rather 
flexible, enabling easy integration of new modules in the complex components con-
text. The UIFD_UI_Node class supports all user interface global visual states and the 
connection between those states in result of user interaction is stored by 
UIFD_UI_Arc class. The UIFD_CC class is responsible for managing the simple and 
complex components. On the case of simple components, several classes are available 
to support any graphical primitives (the UIFD_Visual_App_SC_Enumeration class 
is one of these examples, used to represent the images employed in the game interface 
for younger children previously created). On the case of complex components, the 
UIFD_CC class manages his visual states in UIFD_CC_State class, which supports 
the self events triggered by the interface user (UIFD_CC_State_Dialog) and the 
visible and active properties of each simple component available on a complex com-
ponent (UIFD_CC_State_Status). Finally, the delegate events/actions of a complex 
component are respectively managed by UIFD_CC_Trigger_DE and 
UIFD_CC_Trigger_DA classes. 

 

Fig. 4. User interface simple components arranged in a tree 

Initially, the prototyper reads the .XML files, structured into a hierarchy of one 
components tree (Fig. 4). As we can verify on the figure the logical data structure of 
the game interface, which is composed of two complex components (CC_Balls and  
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CC_Fields) each one having three other complex components. Each ball (CC_Ball_) 
has three simple components and each sport field (CC_Field_) has two simple compo-
nents. In order to simplify the global visual states generation, the following step of the 
algorithm is to convert the components tree into a data structure in memory, which is 
this case is a linked list (Fig. 5). Each list node (left side) represents all the complex 
components connected in sequence. And, each node has a list of connected arcs, 
representing the components (simple or complex) inside each one of the nodes. 

CC_UI

CC_Ball_1

CC_Ball_2

CC_Ball_3

CC_Field_1

CC_Field_2

CC_Field_3

CC_Balls

CC_Fields

CC_Balls CC_Fields

CC_Ball_1 CC_Ball_2 CC_Ball_3

CC_Field_1 CC_Field_2 CC_Field_3

SC_Ball_1_CSC_Ball_1_SSC_Ball_1_N

SC_Ball_2_CSC_Ball_2_SSC_Ball_2_N

SC_Ball_3_CSC_Ball_3_SSC_Ball_3_N

SC_Field_1_N SC_Field_1_C

SC_Field_2_N SC_Field_2_C

SC_Field_3_N SC_Field_3_C
 

Fig. 5. Linked list obtained from components tree 

After concluding the first step of uploading the components hierarchy into the 
memory structures, is necessary to calculate the user interface global visual states and 
relate each other according with the dialog events established to change from one 
visual state to the other. The objective is to obtain a state diagram representing the 
user interface functionality, with the global visual states (UIFD_UI_Node) and the 
existent transitions between them (UIFD_UI_Arc). 

As previously indicated, we are at this step trying to obtain user interface states as 
groups of components states. Thus, an algorithm to traverse the memory structure and 
to obtain the global visual states was created. Basically, the algorithm follows the 
steps: 

1. For each self event (SE) available in (UIFD_CC_State_Dialog) representing the 
dialog produced by user interaction over a complex component state, the algorithm 
will verify if any delegate action (DA) exists in (UIFD_CC_Trigger_DA), related 
to that state; 
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2. For each one of these (DA) found on the state dialog, which executes a delegate 
event (DE) the algorithm will look for what is necessary to change on the other af-
fected complex component; 

3. One global state will be the result of the changes caused by a (SE) on the complex 
component which it belongs plus the changes caused by (DE) triggered by other 
components. 

 

Fig. 6. User interface represented by the UIFD prototyper 

After running the algorithm to obtain the global visual states, the prototyper will 
graphically represent the visual interface (Fig. 6), in order the user may interact with 
it and test the interface prototype, which in this case is the game interface previously 
referred. 

4 Conclusions 

In previous studies a XML structure/specification to design user interfaces was 
created. That specification allows specifying simple and complex components. Based 
on these components, an user interface was created and then loaded by the developed 
prototyper in order to visually represent the user interface. Having a first version of a 
prototyper, which allows simulating all the global visual states and all the interaction 
with his components, the following study line will be to upgrade it, developing tech-
niques and integrating a no-heuristic evaluation module, in order to obtain usability 
results from multiple interface users. Thus, will contribute to detect errors on interfac-
es under tests and consequently to improve user interfaces efficiency. 
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Abstract. Experience Vision is a comprehensive design method to innovative 
services, systems and products which reflect upon potential stakeholders’ expe-
riences and company mission and vision. It encompasses the entire human-
centered design process and presents a new vision with experiential value for 
both the user and business sides. It then produces users’ values, activities, and 
interactions in scenario format as part of design activities. It finally specifies re-
quirements specifications for the innovative services, systems and products. In 
this paper, we introduce a Structured Scenario-Based Design Method (SSBDM) 
as part of Experience Vision. SSBDM employs personas and scenarios as hu-
man-centered representations for the innovative services, systems, and products. 
It contains three layers of scenarios: value scenario, activity scenario, and inte-
raction scenario. Using an example of its application in a household account 
book, we demonstrate how the three layers of scenarios are specified and  
evaluated in SSBDM. 

Keywords: experience vision, service design, scenario, scenario-based design. 

1 Introduction 

The social, economic environments and technological environments — centering on 
the information and communications technology (ICT) environments — around us 
today are rapidly changing. In addition, Japan has experienced the Great East Japan 
Earthquake and this has accelerated movements there that aim for a safe, secure and 
sustainable society. There are high expectations for ways to handle social issues that 



 Structured Scenario-Based Design Method for Experience Vision 501 

 

are becoming increasingly complex, such as security measures, disaster measures and 
responses to problems with the global environment. To deal with environmental 
changes and new requirements such as these, it is thought that it will be important to 
not think of products, systems and services from the viewpoint of technology, but to 
anticipate future societies and human life and realize a vision-proposal type of design 
development that depicts services, systems and products for humans. To that end, we 
have proposed a Vision Centered Design method as a new approach to design [Fig. 1]. 

In the Vision Centered Design method, scenarios (which are described from the 
user’s perspective) will be introduced as a tool to describe and convey a vision of the 
future. Using scenarios for the design of services, systems and products has been a 
commonly addressed issue in the field of Human-Centered Design (HCD). 

In this paper, we introduce a Structured Scenario-Based Design Method (SSBDM). 
It contains three layers of scenarios: value scenario, activity scenario, and interaction 
scenario. Using an example of its application in a household account book, we dem-
onstrate how the three layers of scenarios are specified and evaluated in SSBDM. 

 

 

Fig. 1.  Framework for Vision Centered Design Method and formats 

2 Scenario for Design 

A scenario is a story. When it is used for designing an artifact such as a service, sys-
tem, or product (artifact), a scenario might contain a description of its use. For exam-
ple, scenarios for designing a mobile phone might include information about who is 
the user, what is the mobile phone, in what situation it is used, what goal or expecta-
tion the user wishes to achieve, and how it is done. To summarize, a scenario is a 
description that includes actors, their background information, and assumptions about 
the environment, actors’ goals, objectives or expectations, and sequences of actions 
and events. Some applications might omit one element or might express it implicitly. 

2.1 Scenario Properties for Design Development 

When conveying the general outline and features of services, systems and products,  
it is important to appropriately communicate the value which can be obtained by  
utilizing them. Explaining the practical procedures and relationships in due order will 
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naturally compose a story. This is the scenario. It is used when creating ideas at an 
early stage of development, when explaining the idea to someone, and when keeping 
a written record of the idea. Thus, the scenario is first shared within the organization 
involved in the development. Then, when the services, systems and products are pro-
vided to the user, the scenario is utilized to explain how to use them. Promotional 
brochures and catalogues, for instance, explain concepts and features in a narrative 
form, and instruction manuals explain how to use a product step-by-step in an orderly 
sequence. In this way, scenarios are used in various situations that involve services, 
systems and products[1]. 

In the field of technical communication, it is conventionally said that using 5W1H 
(when, where, who, what, why, and how) is the most effective way to express an idea. 
The same applies to describing a scenario. For a product scenario, “When” and 
“Where” indicate the situation, “Who” indicates the user, “What” indicates the tar-
geted services, systems and products, “Why” indicates the user’s goals and expecta-
tions, and “How” indicates how to use the services, systems and products. Asking the 
question of “Who” leads to determining what is specifically described as a “persona,” 
and therefore, scenarios and personas are closely related. Alternatives are comic style, 
or storyboard-style approaches that put photos and sketches in chronological order. 

Scenarios are also effective for showing a clear vision of a concept in the phase of 
developing services, systems and products. The scenario indicated here will be used 
for subsequent development as the common viewpoint of the people involved in the 
development. The scenario can also be presented to the user at an early phase of de-
velopment and feedback can be given on it. This shows that user evaluation is  
conducted at an early phase of design. 

2.2 Design Approach and Using Scenarios 

There are different ways of using scenarios in a problem-solving design approach and 
vision-centered design approach. In the problem-solving design approach, a scenario 
is used for describing the problems. If a system used by users does not meet their 
expectations due to an operation problem, a scenario (problem scenario) will be 
created to explain the problematic situation. If this situation is understood by the 
designer, the act of designing will be the problem-resolution tool. And if modifying 
the design of the system provides an immediate solution to the operation problem, a 
new design will be considered. In order to simply describe the new design in contrast 
to a problem scenario, a scenario (solution scenario) will be created to explain a 
situation where the users’ expectations were met. 

In the design action, the approach of using a scenario as a description of an 
intermediate product is called “scenario-based design”[2]. In some cases, scenarios 
are used in fragments of the design process but they can also be used as the main 
product. 

3 Structured Scenario-Based Design Method 

In the vision-theme design approach, however, a scenario is used to describe  
a vision. That is, a scenario is created to explain the future goal resulting from the 
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development. In this case, the scenario will function as a development goal. Unlike 
the problem-solving design approach, the act of designing will not always begin based 
on a scenario which describes the problematic situation, and the action can begin 
according to the designer’s free, original idea and technology seeds. As a result of the 
design, visualization is required to share and assess the effect on users. 

3.1 Scenario Structure 

With the vision-centered design method, the scenario will be classified according to 
the hierarchy and then structured. Classifying the function of a services, systems and 
products with the focus on its components will make it easier to understand. It can be 
classified into three hierarchies here: (1) value, (2) activity, and (3) interaction. This is 
because there are three hierarchies to actualize the overall function: (1) one that 
shapes value, (2) one that shapes the action to realize value, and (3) one that shapes 
the operation to realize action [Fig. 2]. Moreover, these hierarchies are not always 
structured in a top-down form — from value, to activity, and then to interaction — 
but are also repeatedly structured and re-structured in a top-down and bottom-up 
form, which leads to the actualization of the eventual overall function. Based on this 
viewpoint, each functional hierarchy of services, systems and products is clarified by 
writing the scenario according to the features. This is called a “structured scenario.” 
 

(1) Value scenario — Deals with value 
(2) Activity scenario — Deals with activity 
(3) Interaction scenario — Deals with operation 

Fig. 2. Functional hierarchy of scenario 

A structured scenario is a scenario classified into one of three types which corres-
pond to the above hierarchy: (1) value scenario, (2) activity scenario, and (3) interac-
tion scenario. Based on these scenarios, user requirements specifications, and project 
proposals including business plans can be obtained. 

The value scenario corresponds to the description given for value hierarchy. This 
scenario describes an intrinsic value for users and business value as a provider. Here, 
a business goal and user’s expectations are pictured. In this hierarchy, rather than 
minute technical requirements, categories with a relatively high level of abstraction 
will be determined; this can be the developmental goal. In this sense, the focused 
evaluation viewpoint is the business viewpoint. Attraction and novelty, which reflect 
user satisfaction in human centered design (HCD), are also the evaluation viewpoints 
discussed in this hierarchy. 

The activity scenario corresponds to the description given for activity hierarchy. 
This scenario embodies scenes where the services, systems and products are used, 
which are the development objects, and visualizes the user’s activity. The exclusive 
activity flow and the user’s emotions are specifically visualized as a scenario. While a 
business viewpoint is also described, the main objects of description are the user’s 
concrete image and its activity. The focused evaluation viewpoint is the effectiveness 
in HCD. 
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The interaction scenario corresponds to the description given for interaction with 
the hierarchy. In particular, a practical operation to make users head toward goals is 
pictured here, indicating the function of the services, systems and products. The fo-
cused assessing viewpoint provides efficiency in HCD. 

3.2 Features of Structured Scenario-Based Design Method 

Next, the features of each scenario in structured scenarios will be shown [Fig. 3]. 
With regard to the above scenarios, an image of realization from services, systems 
and products is described in the user requirements specifications and project proposals 
including business plans. The main object of description is the technology component, 
which is assessed from the viewpoint of feasibility. Alternatively, a structured scena-
rio constitutionally fits the usability definition of ISO924-11. As previously stated, 
usability is defined as “effectiveness, efficiency, and satisfaction when a certain prod-
uct is used by a designated user under a designated usage condition to achieve a  
designated goal.” 

The structured scenario clearly describes the user information in detail as a persona. 
The interactive scenario specifically and chronologically visualizes the users’ goal 
and the activity process as they head towards the goal using the services, systems and 
products. Thus, efficiency can be evaluated here. The activity scenario describes the 
user experience to the abstract level which shows the overall activity flow, and effec-
tiveness will be evaluated. The value scenario describes and assesses the users’ satis-
faction from the viewpoint of value provided to them. As stated above, the evaluation 
items in the usability definition are allocated to each hierarchy. 

Type of 
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Fig. 3. Features of each scenario in structured scenarios 
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4 Features and Example of each Scenario 

Here are the general outlines and features of the value scenario, activity scenario,  
and interaction scenario using a simple example. The example given here is a house-
hold account service for individual users, which will be used to differentiate between 
scenarios. 

4.1 Value Scenarios 

The value provided to the user is examined, generated, and described in the value 
scenario. As stated earlier, the necessary information is described in the value scena-
rio focusing on the user’s essential demands and the business provision policy. In 
particular, three items will be mainly described: 1) details of user information,  
2) business information and 3) the scenario. 

For details of the user, the participants involved in the services, systems and prod-
ucts will be listed. The user events obtained from interviews, observations, and inner 
comprehension will be recorded as user information. Also, the user’s essential de-
mands, which were abstracted by ranking the needs based on user information, will be 
described. 

As for business information, the basic information on the business such as the busi-
ness domain, business environment (opportunity/threat), management resources 
(strength/weakness), and business strategy is described. It is also effective to describe 
the results of SWOT (Strengths, Weaknesses, Opportunities, and Threats) analysis. In 
addition, there will be description of providing the policy of value based on business 
information, that is, providing business policy. 

Lastly, the provided value will be described as a scenario. There is a particular fo-
cus on value here, and it is important not to describe the specific user image or servic-
es, systems and products. This is to keep from restricting implementation tools at the 
phase of examining the later services, systems and products. An example of a value 
scenario is shown below [Fig. 4]. 

 
Value Scenario 
User Information 
Beginners in handling household accounts: would like to manage the payment 
balance, but do not want to make too much effort. 
Business Information 
Has advanced image analysis technology. 
Providing policy: Enable simple entry and data browsing with a high operability 
user interface (emphasize customer satisfaction). 
Scenario 
Beginners in handling household accounts accurately manage payment balance 
with fuss-free entry. 

Fig. 4. Example of a value scenario 
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When evaluating the value scenario, confirmation is required to see whether the user’s 
essential demand and the provision policy by the business are properly reflected. The 
specific evaluation viewpoints are as follows: 

• Whether the project goal is achieved; 
• Whether the user’s essential demands are satisfied; 
• Whether it corresponds with the provision policy of the business; and 
• Whether it is consistent with the cast. 

In the value scenario, effectiveness and satisfaction from the user’s perspective is 
recognized, and efficiency is outside the scope for this hierarchy. Similarly, business 
strategy attribution, business attribution, and sociality are recognized from the  
business perspective, but feasibility is outside the scope in this hierarchy. These out-
side-the-scope viewpoints are the evaluation viewpoints that depend on the imple-
mentation of products, systems and services, which are addressed in the interaction 
scenario. 

4.2 Activity Scenarios 

In the activity scenario, one scene is set based on the value scenario, and the overall 
activity flow of that scene and the user’s emotion is described so that the entire image 
can be visualized. A concrete persona is also introduced in the activity scenario. 

In particular, the details of three items — user information, scene information, and 
scenario — will mainly be described. 

As the user information, a candidate of a persona is chosen from the cast set in the 
value scenario and a specific persona will be pictured. If there are multiple casts, one 
activity scenario will be created for each one. 

The scene assumed from the value scenario is described as the scene information. 
A number of scenes can be assumed to realize the value depicted in the value scena-
rio; thus one activity scenario will be created for each scene. Multiple activity scena-
rios will, therefore, be created from one value scenario. 

Based on the above information, the activity flow of the persona in the set scene 
and the emotion will be described in the scenario based on the goal of the persona. Be 
aware that in the activity scenario, the experience of the persona is focused on and the 
services, systems and products are not substantiated. Therefore, the activity scenario 
is not dependent on implementing the object and many possibilities for implementa-
tion remain. An example of an activity scenario is shown below [Fig. 5]. 

A concrete image of user information is introduced in this activity scenario. The 
expense record is assumed as a scene. Also, Takuya’s activities are described at the 
abstract task level. You can see his attitude from his awkwardness. 

In an activity scenario, the experience of a persona in the subject scene is valued, 
and the activities and the user’s emotion are clearly described based on the person’s 
goal. These must reflect the content of the premising value scenario. The viewpoint, 
therefore, is whether these are properly reflected when evaluating the activity scena-
rio. Specifically, the points to examine are as follows: 
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• Whether the project goal is met; 
• Whether (the scene written in) the value scenario is achievable; and 
• Whether the persona is reflected. 

In the activity scenario, the effectiveness and satisfaction from the user’s perspective 
are recognized, and efficiency is outside the scope for this hierarchy. Similarly, the 
business strategy attribution, business attribution, and sociality of the business pers-
pective are recognized, but feasibility is outside the scope in this hierarchy. These 
outside-the-scope viewpoints are the evaluation viewpoints that depend on the im-
plementation of the services, systems and products, which are addressed in the  
interaction scenario. 

 
Activity Scenario 
User Information 
Takuya, a young second-year college student, lives in an apartment and studies 

in the faculty of engineering at a college in the suburbs. He works hard at his part-
time jobs as he receives a small allowance from his parents and wants to socialize 
with his friends. He manages his income and expenses to avoid hassles at the end 
of the month. 

Scene Information 
Record expenses. 
Scenario 
Takuya uses this system to manage his balance. He sees the amount left in his 

monthly budget through this system. He also records his income and expenses. He 
wants to input the data discreetly and quickly as he feels awkward being seen re-
cording such small amounts of money. 

During lunchtime, Takuya bought a boxed lunch at a convenience store near the 
college. He paid with cash and received a bag with the boxed lunch, change, and 
receipt. He had thrown away receipts in the past, but since he began keeping track 
of his household account, he has been recording the amount written on the receipt. 

Fig. 5. Example of an activity scenario 

4.3 Interaction Scenarios 

Interaction scenarios describe a scenario of concrete interactions between persona and 
services, systems and products written in sequential order. At this point, the functional 
features of the services, systems and products and the activities of the target users 
must be clearly defined. In particular, three items will be described mainly — details 
of user information, business information, and scenario. 

User information is written in the same way as activity scenarios. If an activity 
scenario is fully complete, the description of the persona can be transcribed from the 
activity scenario. If there is another description about the persona, information refe-
rencing the subject persona can be indicated. 

As the next step, the tasks associated with the activity scenario are detailed. Mul-
tiple tasks are assumed in order to realize the activity depicted in the activity scenario; 
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thus, one interaction scenario will be created for each task. Therefore, multiple inte-
raction scenarios can be generated from a single activity scenario. 

Interaction scenarios are described based on these sets of information. Here, the re-
lationships between the persona and services, systems and products are described in 
sequential order based on the task. When describing, it is especially important to ex-
press the ideas to realize the services, systems and products concretely and clearly. 
These realization ideas allocate functions and roles by properly factoring in the  
characteristic features of hardware, software, and humanware. 

Interaction scenarios describe the relationships between persona and services, sys-
tems and products based on tasks in sequential order. These scenarios apparently need 
to contain the content of previously created activity scenarios. Therefore, an interac-
tion scenario is evaluated from the perspective of whether these activity scenarios are 
properly reflected in it. Specifically, the points to examine are as follows: 

• Whether the project goal is met; 
• Whether (the tasks described in) the activity scenarios are realized; and 
• Whether the persona is reflected. 

All evaluation points are subject to evaluation in the interaction scenario. The effi-
ciency of the user’s perspective and the feasibility of the business perspective, neither 
of which are considered for value scenarios and activity scenarios, are assessed from 
the viewpoint of implementation. The following is an example of an interaction  
scenario [Fig. 6]. 

 
Interaction Scenario 
User Information 
Takuya, a young second-year college student, lives in an apartment and studies 

in the faculty of technology at a college located in the suburb. He works hard at his 
part-time jobs as he receives a small allowance from his parents and wants to so-
cialize with his friends. He manages income and expenses to avoid hassles at the 
end of the month. 

Task Information 
Input information from receipts. 
Scenario 
Takuya took out his smartphone and started up an app by tapping the house-

keeping book icon. A list of records was displayed in graphs and numbers by item 
and the current balance — 22,700 yen — was shown on the display. Takuya tapped 
the big “Payment” button. 

The camera function was then started and a photo was taken. He took a photo by 
putting the camera on the receipt he had in his hands. The receipt was shown on the 
display and the amount paid — 480 yen — was highlighted with a thin frame line. 
Takuya tapped on the frame and selected “Lunch” from the menu displayed. The 
display changed to a record list view and he confirmed that the graph and numbers 
for food expenditure had increased. 

Fig. 6. Example of an interaction scenario 
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Interaction scenarios are described with concrete actions. This example illustrates 
an individual action to achieve the subsidiary goal — to track expense amounts — 
which is derived from the main goal — to manage the balance of payments accurate-
ly. That is to say, it illustrates the action of inputting information from receipts.  
Efficiency can be evaluated because concrete actions are described in chronological 
order. 

Project proposals containing user requirements specifications and business plans 
are created using the three types of scenarios above. 

5 Conclusion 

In this paper, we have described the role and characteristics of the structured scenario 
in the Vision Centered Design method. In addition, we have mentioned some cases 
and specifically given some descriptive content and shown the point of view used in 
evaluation for each of the three tiers in the structured scenario. 

As a result of this study, we confirmed that it is possible to utilize the structured 
scenario method to state some ideas for vision-centered development. Moreover, we 
also confirmed that it is possible to elaborately expand ideas by describing the scena-
rio in a hierarchical way. Further, we found that it is possible to describe multiple 
activity scenarios from one value scenario, that it is also possible to describe multiple 
interaction scenarios from one activity scenario, and that it is possible to generate 
multiple ideas and evaluate them. 

We believe that a Structured Scenario-Based Design Method (SSBDM) as part of Expe-
rience Vision (Vision Centered Design method), is an effective way to efficiently  
produce sophisticated ideas. 
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Abstract. Patterns for visual GUI design propagate the specification of user 
interfaces with proven usability and motivate model-based development 
processes with increased reuse of GUI component compositions. However, a 
common structure, that captures all the reusability and variability demands, 
neither has been established for the descriptive form nor the generative kind of 
user interface patterns. Dedicated GUI specification languages like UIML and 
UsiXML fail to express pattern definitions that can be instantiated in varying 
contexts. Thus, model-based processes are required to introduce own media to 
store those patterns. With our approach, we review the state of the art for 
generative user interface pattern definition and derive requirements which we 
refine by a Global Analysis. Finally, we developed a model that accommodates 
primary factors and their impacts towards the concept for a more sophisticated 
generative user interface pattern definition. 

Keywords: HCI patterns, user interface patterns, GUI generation. 

1 Introduction 

For systems which are intended to provide a direct support for users in their operative 
tasks the user interface is of highest importance. The developers of the user interface 
have to be aware of three different basic requirements. Firstly, the user interface has 
to provide an effective and task-adequate access to the functional layer and data of a 
given system. Moreover, the user interface has to be visually designed and 
implemented in a way that enables the user to work with the system efficiently. 
Lastly, a business information system has to meet the before mentioned requirements 
after incremental adaptations to new demands imposed by the changed business 
processes and their environment. 

Finally, these requirements for user interface systems lead to high efforts in initial 
development and the further lifecycle of the system. During the adaptation of a user 
interface to user requirements some aspects of the presentation layer essentials may 
see a potential for increased reuse. For these aspects, the basic layout of dialog types, 
their arrangement and navigation mechanism as well as reoccurring user interface 
controls (UI-controls) and their data type processing are considered to see more reuse 
in the future. System specific patterns seem to be helpful for the reuse as these aspects 
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feature a high variability, e.g. the content data of dialogs as well as the associated UI-
controls and navigation options highly depend on the task to be supported. Finally, a 
need has emerged to both decrease the efforts for GUI development or individual 
customization and enable a homogenous assembly for of the architecture comprising 
the user interface components. 

HCI-Patterns. The deployment of patterns for GUI development has been discussed 
for more than a decade now [1][2][3]. Besides architectural patterns that can be relied 
on for the definition of basic structures for GUI components, various definitions, 
approaches and modeling process have emerged from the application of patterns that 
provide solutions for the visual and interactive parts of the GUI, which are not 
addressed by the basic design patterns. However, no consistent definition for patterns 
dedicated to GUI development has been established yet. 

In general, as increased reuse is propagated here and by other approaches applying 
model-driven processes [4], there is a need for a dedicated pattern definition. The 
pattern conception has to ensure that a GUI system will be developed homogenously 
along its hierarchy of visual and non-visual components, meaning that architecture 
and GUI patterns have to be comprehensive. If the pattern concept was not able to 
cover every context of application and thus in need for specialized solutions, the main 
problem of GUI development related efforts would persist. We claim that this is an 
issue for current research projects that may enable pattern-based solutions for GUI 
systems but at some point have to revert to manually refined structures not covered by 
mere pattern instantiation. 

User Interface Patterns. To begin with, “user interface pattern” (UIP) [5] is used as 
a term for the further discussion of GUI specific patterns. UIPs are intended to aid in 
adaptation and creation of user interfaces with a similarity in task or data processing, 
visual and interaction design. Currently, UIPs are not considered as a strong asset as 
architectural or design patterns for enabling reuse of concepts and context aware 
instantiation. It is our goal to encourage a basic conceptual view on UIPs that may 
pave the way for their assured and unified integration as an artifact in development 
environments. Moreover, we strive for the elaboration of a requirement model for 
UIPs that should be able to capture all essential aspects and needs for context-specific 
application and instantiation of UIPs. GUIs created by generators tend to lack 
usability what could be improved by the involvement of established UIPs [6]. In sum, 
a process that enables the instantiation of UIPs and their composition to form a user 
interface of high usability and adaptability altogether would be of great value. 

Objectives. As our objective, we see the review of the state of the art in the area of 
implementation related UIP approaches. After a problem analysis concerning the 
formalization of abstract UIPs, we formulate requirements that reflect the exploits of 
UIPs. During the analysis of requirements, we derive influence factors that are 
systematically presented via a Global Analysis. 

Our aim is to raise the awareness of expert groups to focus on UIPs and their 
abstract pattern nature. The purpose behind UIPs was to act as patterns describing 
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user interface commonalities and allowing instantiation. A first step for the 
formalization of UIPs required for automated processing is the identification of their 
characteristics and traits which embody the reusable aspects of a user interface. 

2 State of the Art Review 

2.1 UIP Definition and Collections 

Stating a UIP definition is not easily done since a standardization of this term has yet 
to be reached [7]. What can be assumed is a separation of UIPs between their usage in 
specification or generation of software, hence the pattern idea for GUI systems found 
its roots in HCI [8] and now evolves towards automated or generative development 
[9]. As a result, UIPs have been separated into two types by Vanderdonckt: 

Descriptive UIPs. Serving mainly as illustrative examples for GUI specification, 
descriptive UIPs are described and interpreted by human-beings and thus act as 
inspirations or best-practices for usability proven GUI design.  

Generative UIPs. For our objective, the generative type of UIPs is of greater 
importance since these patterns have to store all relevant information for the 
automated processing by generators. For a set of given generative UIPs a defined set 
of design patterns or architectural structures have to be instantiated in source code. 
Each type of UIP determines a certain quality of architecture part. The final choice of 
UIP instances to be used for a part of GUI system merely determines the quantity of 
code structures to be instantiated by the generator. As reuse should be increased, the 
manual addition of linking code (glue code) must be omitted. 

PLML. The descriptive specification of UIPs already poses an issue which is caused 
by the lack of a proper definition for this artifact. There have been attempts to create a 
unified description scheme with the introduction of PLML (pattern language markup 
language) in 2003 [10]. Engel, Herdin and Märtin conducted an investigation of 
common description schemes in [7]. Descriptive UIPs are established as specification 
elements and supported by the HCI community. Thus, one could be tempted to 
abstract the common structure of UIPs from the existing UIP collections. Following 
this course, Engel, Herdin and Märtin have discovered that a full compilation of 
necessary elements is difficult, since the patterns are still presented in a rather 
unstructured form [7] and missing attributes for technical considerations. In addition, 
PLML never was supported by a unified metamodel that satisfies all generative UIP 
needs. Several extensions have been proposed but there are still enhancements which 
have to be incorporated [7]. Furthermore, implementation aspects and relationships 
among UIPs are neither sufficiently nor clearly mentioned by PLML. With this status 
quo on the specification level, a proper formalization of UIPs as generative artifacts is 
hindered at an early stage. 
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UIP-Libraries. To some extent, descriptive UIPs have been filed in UIP-libraries like 
[11] and [12]. In contrast to the weaknesses of their content structure, UIP-libraries do 
motivate our approach towards a clearer definition of generative UIPs. They drive the 
pattern-based application of UIPs by depicting GUI example layouts, that do feature 
stereotype visuals and interactions which may be adapted to individual application 
contexts. Thus, UIP-libraries inspire the idea to compose individual GUI dialogs by 
choosing from the available pattern palette. 

2.2 Modeling Processes Involving UIPs 

A sophisticated development environment for generative UIPs was created by the 
University of Rostock [4]. Their example proves that UIPs can be instantiated to 
various application contexts and thus facilitate reuse in GUI development. However, 
the used presentation model implicitly defined the UIP to be applied. Consequently, a 
selection of a different UIP had to be done via a manual replacement by pre-defined 
GUI components (PICs) already resembling certain instances of UIPs. Thus, the 
variability was restricted to few applications. Besides, not all types of UIPs were 
supported or manual adjustments still were needed. Later on, a vote for the closer 
integration of model- and pattern-based processes was raised [13]. This goal 
implicitly demands for a mature definition of generative UIPs as there was still 
potential to increase reuse and lessen efforts for linking and integration models to be 
generated. In this context, UIPs were to be stored in an abstract form so that they 
could be instantiated. Finally, options for their formalization had to be considered. 

Following this idea, modeling frameworks and processes for GUIs [14][15][16] are 
advancing and have already introduced their own notations for generative UIPs. 
However, these approaches are difficult to judge, since they are mostly presented as 
drafts and miss profound code examples. In fact, there exists no common requirement 
model for the common or similar goals they are striving to achieve. Their individual 
notations for UIPs are either based on customizations [14][16] of available GUI 
specification languages or even own XML language conceptions [15]. 

2.3 UIP Formalization 

GUI Architecture Concerns. To assess the applicability of GUI specification 
languages for generative UIPs, feasible criteria have to be sourced. As the 
requirements and responsibilities for a component-based GUI system [17] alone are 
extensive, the patterns, which are intended to drive the creation of those components 
in a generative way, also have to be capable of supporting several concerns at once. 
Due to the fact that architectural patterns like MVC, PAC or the Quasar reference 
architecture for clients [18] are needed as additional mental models framing the rather 
elementary and universal structures of classes and components, the target architecture 
is of a complex basis, which rarely has been unified in its details. Without this unity 
of a common architectural basis and the dilemma concerning reference architectures 
[18], a formal UIP definition faces the problem to be acceptable for different 
architectural pattern interpretations and implementations. 
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Criteria. To avoid those architecture related issues, we first set up three fundamental 
criteria to be met by formal UIPs and came up with a generalized reflection of the 
variability concerns of UIPs by referring to a simplified MVC model covering basic 
responsibilities needed in most applications [19]. The interrelation of the criteria and 
variability demand for UIPs that can be combined freely and integrated in GUI 
entities without manual design modeling, as it would be needed for common 
architectural and design patterns. Formal UIPs have to enable at least the two criteria 
“reusability and variability of stored user interface patterns” and “ability of user 
interface patterns to be composed in order to form a hierarchy of GUI components” 
out of their pure pattern form. The latter is a main issue when UIP instances have to 
be created from their formal XML specifications. 

Formal Languages for GUI Specification. In our previous work [5][19], we already 
went into the possibilities to express generative UIPs with the means of mature GUI 
specification languages UIML (User Interface Markup Language) [20] and UsiXML 
(USer Interface eXtensible Markup Language) [21]. Although these XML languages 
are focused on platform-independent GUI specification and intended to be machine 
processed, our assessment of UIML and UsiXML revealed that both languages failed 
in architecture and specification experiments to fully express UIPs with the two 
considered criteria. We assume that the languages are sophisticated tools for GUI 
specification and may be used as external domain specific languages for GUI 
generation, but they are not based on abstract patterns and do lack a conceptual 
definition of UIPs. However, developers have to revert to existing GUI specification 
languages, as there is still no dedicated language for UIP formalization.  

UsiXML. The abstract user interface model (AUI) suggested by UsiXML sounds 
promising for storing UIPs. However, the facets and abstract interaction objects [9] 
used as elements therein create a model that is way too abstract to express the 
elements of specific UIPs, as their general types of UI-controls are mostly known and 
thus definable. In contrast, the concrete user interface model (CUI) of UsiXML can 
express platform specific instances of the AUI model contents, e.g., how an input or 
output facet is structured by certain UI-controls. In this respect, the CUI acts as a 
direct instantiation of the AUI and no longer resembles a pattern as the visual 
structure and behavior cannot be parameterized or reused for other contexts. Finally, 
both models are not suitable for storing UIPs as their abstraction level is not 
appropriate. 

UIML. The UIML language also offers promising features for UIP formalization. 
With the <structure> section a “virtual tree” [20] of UI-controls is arranged. This tree 
can be sourced from more than one UIML file at once. In contrast, UsiXML models 
are stored in a single file. The UIML “virtual tree” can be modified by sub-sections or 
even other UIML files as they may restructure given parts (repeat, delete, replace and 
merge sub-trees) of the main tree [20]. Templates and their variables can be applied to 
adapt reoccurring UIML tree parts to various GUI descriptions. With those features, it 
is possible to assemble a GUI virtual tree by integration of several UIML files under 
utilizing most restructuring options. The style of UI-controls can also be governed by 
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a global UIML definition to ensure a uniform presentation look. Nevertheless, the 
UIML mechanisms always need concrete inputs for the elements to be processed. For 
instance, template parameters of UIPs being sourced by other UIPs forming a 
composite pattern specification have to be specified with constant data like the 
number of elements to be included. As the UIML file is being specified, the developer 
has to provide certain input to govern the occurrences of UIML elements or 
templates. Therefore, the effect of a pattern featuring structural variability is neglected 
for UIP compositions. In addition, UIML provides no facilities to describe behavior 
for elements that are abstract and yet to appear when the UIP is instantiated. In the 
end, UIML specifications will tend to be too concrete to store the abstract UIPs. 

To conclude, the main disadvantage of both languages lies in the incapability to 
provide a separation of UIP definition and instantiation. UIPs need to be specified in a 
concrete manner in order to be compatible with the schema definitions of the 
languages. Invariant UIPs like “Date Selector” [11] or “Input Prompt” [12] can be 
specified by the languages as there is no need for variability. Concerning UIML, 
elementary UIPs may be expressed by using templates along with parameters, but 
nested UIPs pose a problem as included UIPs have to resemble a specific instance. 

3 Our Approach 

Requirements. A first step towards a more sophisticated UIP model definition was  
the elicitation of requirements. To source the appropriate information, we relied on 
our previous work [5][19], an industry project in the E-Commerce domain and the 
presented state of the art. Since the requirements were scattered across concerns and 
could not be mapped easily to artifacts or rationale, we decided to apply the Global 
Analysis [22] as a method to create another view on the requirements so that they 
could be analyzed concerning their impact, relations and strategies. 

Global Analysis. The Global Analysis originally serves as a method to systematically 
derive and describe the leading factors for architecture design. With this analysis, the 
given set of requirements is assessed concerning the impact of individual 
requirements on the system design. Requirements with significant impact are marked 
as factors, which are classified to one of three factor types. For a set of factor impacts, 
design strategies are elaborated to realize the specific requirements or overcome their 
restrictions. The method provides steps to relate requirements to certain decisions and 
high level system artifacts that drive the design of multiple system components. 
Following this consideration, it is attempted to limit the impact of factors to artifacts 
or system structures which can be handled more easily. 

In our application of the method, we incorporated some adjustments differing from 
the original source. In short, factors may be detailed as they are composed of nested 
factors, they may be operationalized by other factors when they cannot be associated 
to impacts clearly, and finally, the design rationale is incorporated as an additional 
artifact influenced by the design strategies. An overview of the method we applied for 
requirement elicitation is provided in Fig. 1, which also serves as a legend. 
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Fig. 1. Metamodel of our customized Global Analysis method 

4 Global Analysis Results 

The Global Analysis we conducted resulted in the factors presented in Fig. 2. Most 
factors were derived from the industry project. Consequently, the essential model [23] 
of the E-Commerce software was to be included as an important factor, since the UIPs 
should be reused to support existing tasks, functions and objects of that domain. As 
the user interface needs to be related to a user model [23] and thereby to the essential 
model, UIPs may be promising, as they may replace the need for a dedicated user 
model [5]. Hence, UIPs have to be mapped to the essential model. Concerning this 
matter, extensive work has been conducted by the University of Rostock [4]. 

The technical factors are based on our consideration to apply XML languages for 
UIPs already instantiated and thus the description of a concrete GUI [19]. Therefore, 
the generation of XML code was chosen as an approach which requires a detailed 
definition of UIPs as shown in Fig 2. 
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Fig. 2. Influence factors elaborated for the UIP analysis 
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The UIP definition factor was based on our previous work, as we enriched the 
three UIP aspects described in [19] with impacts, which provide a more detailed 
description of their influence on UIP specification models. Concerning the view 
factor, the impacts are mostly apparent. A view structure has to be defined, along with 
the layout and style information as the foundation of each UIP. Additionally, 
parameters have to be considered for the former to enable the adaptation to various 
contexts. 

Being determined by user input the interaction aspect demands for the binding of 
view structure elements to certain data and presentation actions. The latter may trigger 
a change of view structure states, e.g., manipulating single UI-controls or interfering 
with multiple UIPs within hierarchical view structures and their lifecycle. 

The control aspect poses the most demanding impacts. For each UIP of a certain 
class, a corresponding control flow on the same abstraction level has to be defined. In 
order to allow both the collaboration of composite UIPs and their versatile 
combination, the encapsulation of UIPs is necessary as well as the communication via 
defined events. Embedded UIPs are supposed to send events to their controlling UIPs 
and the latter require to communicate with the dialog controller, which governs the 
application related states and data. 

The reusability factor was derived from the two criteria in Section 2.3. Two other 
factors, composition ability and variability, were nested in this factor. The former was 
mainly operationalized by the control factor which already detailed most of the 
necessary impacts. Initially, the primary requirements of the project were of non-
functional kind and have been used to underline the benefits of UIPs. In Fig. 3 the 
operationalization of these factors is shown. 
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UIP 
definition

View aspect
UIP 
aspects

Reusability of UIPs

Variability of UIP 
instances

UIP classification for 
the essential model

Composition ability of UIPs to form 
GUI component hierarchies

Generation of GUI system parts based on UIP instances

Application of proven 
interaction designs

Interaction 
aspect

 

Fig. 3. Operationalized non-functional requirements 

Actually, the UIPs were introduced to realize the main projects needs. As 
considerable HCI specification units, UIPs were supposed to ensure a high degree of 
usability. Important and at the same time difficult to master requirements on the left 
hand side in Fig. 3 should be realized by the composition of reusable and generative 
UIPs. 

Design Strategy. The result of the Global Analysis emerged as a solution strategy 
which demands for the design of a basic UIP description model. As another 
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requirement model closer to a formalization artifact, it should be able to capture all 
mandatory characteristics of generative UIPs within a structure. For our objective, we 
need a general model that represents the requirements more clearly and structured in 
model whose elements and relationships can be transferred to a formal UIP modeling 
approach. In this regard, the model has to be independent from GUI specification 
language definitions of UIML or UsiXML, hence it should be used to overcome the 
limitations of the former concerning UIP expression. Consequently, the primary 
concern is to capture the requirements for formal UIPs in a model that may share 
structural analogies with future formalizations. Furthermore, generative solutions for 
UIPs are rather seldom and cannot be sourced for our objective. Therefore, the 
description model should serve as a further enhancement in the assessment of 
formalization options for generative UIPs and their properties. Finally, it should prove 
to be applicable in different domains rather than just for one specific application 
infrastructure. 

5 Conclusion and Future Work 

With our contribution, a model consisting of influence factors and their impacts 
related to UIP instantiation, reuse and variability is presented. In the first place, this 
model can be used to judge to capabilities of available formal languages to express 
the defined characteristics of a UIP. Besides the judgment, the model can propose 
applicable enhancements to used languages and models in an environment based on 
UIPs. In this context, the model also may serve for verification.  

The remaining problem is embodied by the need to find an abstract formal 
representation of generative UIPs. Deploying this form of UIPs, developers will be 
able to create instances of the same UIP but for a multitude of applications or 
variations. To establish a new representation of generative UIPs, the final outcome of 
our Global Analysis suggests to further detail the gathered factors and their impacts 
with a structural analysis model. The model should fill a gap, where there has not 
been presented a general model, which describes the structure, elements and 
relationships of UIPs, yet. So the analysis model will have to consider the following 
questions: 

• How abstract UIPs and their concrete instances can be separately defined? 
• Which instantiation parameters are to be defined in abstract UIP specifications? 
• How UIP compositions are to be compiled and interaction events are defined in the 

resulting GUI element cascade? 

In any case, a new language or extensions for the XML languages are to be sought 
after. The new media must facilitate the expression of the generative UIPs, their 
variability and composition options. For that purpose, a unified UIP model has to be 
established, which holds all information for the definition of generative UIPs in an 
abstract form, augmented with parameters allowing for their transformation to single 
instances or compositions forming a concrete GUI model. To progress towards this 
goal, existing approaches like [14][15][16] have to be analyzed in detail in order to 
enhance the presented factor model and discover limitations yet to overcome. 
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Abstract. Incident reporting is a very well-known technique in application 
domains such as air traffic management and health, where specialized users are 
trained to provide detailed information about problems. Incident reporting 
systems are indeed complex systems that include many actors including the 
users reporting incidents, user’s colleagues and neighbors, stakeholders, 
policymakers, systems integrations. Incident report systems might change 
(positively or negatively) the users’ environment in many ways. In recent years, 
this kind of technique has been also been used in crisis management such as the 
hurricane Katrina. However, despite the fact that incident reporting systems 
using mobile technology are becoming more common, little is known about its 
actual use by the general population and which factors affect the user 
experience when using such system. In this paper we discuss the use of incident 
reporting system in critical context of use. In this paper we discuss the use of 
incident reporting system in several application domains. In particular we report 
findings in terms of dimensions that are aimed to identify social and technical 
aspects that can affect the design, development and use of incident reporting 
systems.  

Keywords: Incident reporting, mobility, geo-localization, user interface 
patterns, m-government, e-government. 

1 Introduction 

Incident reporting is a very well-known technique in application domains such as air 
traffic management [6] and health [7], where specialized users are trained to provide 
detailed information about problems. What has been found in these areas is that 
incident reporting is an important means to improve safety by enabling authorities to 
improve technical systems, design or (work) procedures based on the incident reports. 
Incident reporting in these safety-critical domains is characterized by being part of the 
work routine, enabling special benefits for users reporting incidents. 

However, in more recent year, incident reporting system has been extended to be 
used for ordinary people outside of their working settings. In recent years, this kind of 
technique has been also been used in crisis management such as the hurricane Katrina 
[11]. Many governments have also started to make use of mobile technology for 
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allowing citizens to report incidents in their neighborhood (e.g. broken street lamps, 
street water leak) to the local administration [13]. These applications (featuring 
crowdsourcing systems [3]) are part of a variety of initiatives for promoting active 
participation of citizens in the actions of the government through the use of 
information and communication technology (e/m-government) [4][9]. The latest 
generation of mobiles device include touch interaction, GPS and camera, so that 
mobile phones (smartphones) provide users/citizens with means to report incidents by 
specifying location (e.g. typing on a map), sending a precise location (e.g. using GPS) 
and providing photos or videos of incidents. Such as information enhance the quality 
of incident descriptions and can be used as proof/evidence such as demonstrated by 
the applications ispot [5] which illustrates how ordinary people can contribute to 
conservation initiatives by reporting bird’s migration. Thus, despite the fact that 
incident reporting systems are often associated to safety-critical domains, there is no 
reason they could not be used to report less critical incidents in users’ life.  

Nonetheless, reporting incidents in a mobile setting seems to be a quite complex 
activity as it requires a certain amount of knowledge to describe successfully the 
observed problem (attributes enabling the identification of the incident itself), time 
and spatial constraints (ex. incident reporting might not occur by the time/space of the 
incident itself), privacy issues. Moreover, the importance of these dimensions might 
vary accordingly to user needs and the application domain. For example, contrary to 
the work-oriented incident reporting in the safety-critical domain, any mobile phone 
application for the general public must support the privacy of the citizens/users. In 
order to analyze the similarities and idiosyncrasies of different implementations of 
incident reporting system, we propose in this paper a domain space for characterizing 
incident reporting systems. Such domain space is based on a review of the literature 
and it provides a synthesis of our previous work on the field [1][14]. In section 2, we 
start presenting a model-based task analysis of incident reporting systems using 
mobile phones; this section is aimed to show how generic user tasks can be used to 
extract a large set of scenarios that can accommodate a large set of scenarios for 
reporting an incident. In section 3, we discuss a set of dimensions that can influence 
the decision to implement a particular scenario. Lately in section 4 we present 
conclusions and future work.  

2 Report Incident with Smartphones: Task Model  

Task analysis is widely recognized as one fundamental way to focus on the specific 
users’ needs and to improve the general understanding of how users may interact with 
a user interface to accomplish a given interactive goal [2]. In this section we present a 
generic task model for incident reporting systems. The main goal of this model-based 
task analysis is to describe all possible scenarios leading users to successfully report 
an incident. The current task model assumes the use of mobile phones as a possible 
target platform for the system.  



 Characterizing Incidents Reporting Systems across Applications Domains 523 

 

2.1 Characterization of User Tasks when Reporting Incidents  

Despite that incident reports might be virtually used in different situations, let us 
assume a simple case of incident reporting system allowing a citizen (i.e. a user) to 
digitally declare, in a mobile context, an urban incident. This activity involves several 
preconditions: First, a citizen must identify something that matches his mental 
representation of what is an incident. Mental representations are strongly depended on 
background, education, cultural values, demographics, involvement, and many other 
factors. Classical approaches to solve these difficulties should be (a) the clinical 
approach allowing people to explain their own point of view of an incident, (b) the 
classification approach providing citizens with a taxonomy from which the users can 
infer the possible occurrence of an incident (e.g. beach incident category will fit Rio 
de Janeiro, Cannes, etc. but will not fit Madrid or Washington DC). Second, the 
citizen must be aware of the existence of the incident reporting service, and then 
estimate that that service can solve the incident better than any other effort from the 
citizen him/herself.  Third, the citizen must dispose of a device and a service to report 
the incident.  

For the declaration there are three subsequent questions to take into account: What 
is an incident?  Several attributes can be used to characterize an incident. It is often 
mandatory to know where the incident occurred and what its nature is. The 
localization of the incident is a mandatory attribute to report an incident, even if the 
location is approximated. If this information is not provided, it will be difficult to 
solve the incident. Knowing the nature of the incident also helps to solve it more 
efficiently, so an incident report needs a description (either informal or derived from 
taxonomy of known types of incidents). When the incident occurred? The accuracy of 
time might differ accordingly to the type of incidents. Whilst some incident reporting 
will contain exact data and time (e.g. witnessing car crashing) other might be 
unknown (e.g. when a pothole appears in the lane). The frequency of incidents might 
also be requested as a mean to better characterize the incident. Who reports the 
incident? Declaration might be anonymous but identification of users reporting 
incidents might be necessary to prevent spam or trust on the information provided. 
How the incident is reported? Users can describe the incident by writing a note in a 
paper, sending an email or using a dedicated mobile application featuring a structured 
form. Devices and technological means will heavily affect the user activity. 
Technology that supports human memory, provide sense of orientation and the 
categorization tasks will be useful in this activity. Furthermore, technology is aimed 
at conciliating space and time between the incident observation and the incident 
report. At this point, the users have all they need to digitally report an urban incident. 
To complete the task there would be still the post-condition to this activity. It 
concerns the feedbacks about the report and refers to the resolution of the incident. 
This point mainly depends on the back-office activity (e.g. authorities that collect the 
reports). 
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2.2 Model-Based Task Analysis   

In order to describe the tasks we employ a task model notation called HAMSTERS 
(Human-centred Assessment and Modelling to Support Task Engineering for 
Resilient Systems) [8]. Task models described in HAMSTERS feature a hierarchical 
graph decomposing complex tasks into more simple ones. Tasks are depicted 
accordingly to the actors involved in the task execution (i.e. the user, the system or 
both at a time). Complex tasks are called abstract tasks. In additional to hierarchical 
decomposition of tasks, it is possible to connect two tasks using logical and temporal 
operators for expressing dependence between task execution (ex. sequence, choice, 
order independence). Hereafter we only provide the basic constructs of the notation 
that are necessary for understanding our models. For further information about the 
HAMSTERS notation please refer to [8].   When reporting an incident the following 
three main tasks have to be performed: (1) to detect the incident, (2) to submit an 
incident report and (3) to follow up on an incident report. Figure 1 illustrates the 
hierarchical organization of these tasks using the HAMSTER notation. The operator 
>> indicates that these tasks should be performed in a sequence. The execution of the 
task detect incident is the first step towards incident reporting. Once an incident is 
detected, users can submit an incident report. As users might edit a report several 
times before effectively submitting it, this task is set to be iterative (see the left-hand 
side symbol ). Once it has been sent, the user can follow up an incident report; this 
task is represented as optional (see right-hand side symbol ) as not all citizens will 
be interested in the outcomes of an incident report. 

 

Fig. 1. Main tasks for reporting an incident 

Figure 2 provides a more detailed view of user activity by decomposing all 
complex tasks into more simple ones. Thus the task detect incident is decomposed in 
several cognitive sub-tasks including the perceptive sub-task recognize an incident 
and the cognitive sub-tasks identify who should solve an incident and decide to report 
the incident. These tasks aim at capturing the main issues that occur on the users’ side 
before reporting an incident. For example, to identify who should solve an incident is 
necessary for determining a system or at least destination for the incident report. 
Moreover, users should decide [if it is worthy or not] to report an incident. If the user 
is able to solve these questions he can proceed with the description of the incident. 

Generally speaking, the information requested in the identification of the incident 
includes a description, a location, the time associated to the occurrence of the incident  
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and the identification of the person reporting the incident. Not all this information is 
mandatory; however at least the description and the location of the incident should  
be provided. The task “submit an incident” is set as iterative, which means it can  
be revised until users send the report. It is noteworthy that a user might decide  
to cancel the submission at any time; this feature is supported by the operator 
disabling ([>).  

Users describe an incident by informing the incident category rating the perceived 
severity or providing a description for it. For the description, users can perform a 
textual description, provide a picture/video that shows the problem or incident or call 
a hot line. The operator |=| indicates these activities can be done in any order. The 
location of an incident is mandatory; otherwise it would be very difficult to put the 
means in place to fix it. However, accordingly to the context, users can provide 
diverse information about the position of the incident: for example by performing the 
task to provide an address, pinpoint it on a map, use landmarks (ex. in front of the 
Eiffel tower) or solve GPS coordinates. A report can be completed by adding optional 
information about the time and the user. In some situations, users are able to report 
the time for the incident, which implies the user task tell when the incident occurred 
and the system task record when the incident is reported. The sub-task report time for 
the incident is optional because it is very likely that incidents occur without any 
witness so that the exact time for an incident is unknown.  

Users might be requested to provide personal identification either by identifying 
themselves or allowing the system to use personal coordinates already known by the 
system (ex. cellphone number). Identification of users can vary considerably from a 
system to another. Precise user identification might help to prevent spam and false 
reporting, or to contact users if needed. However, we shall notice this is a requirement 
for the authorities, not for the users. Indeed, incidents description might remain 
accurate and valid even if reported anonymously. After submitting a report, some 
users might want to follow up an incident report. It is worth noting that the 
subscription for a notification might also engage users in a communication with the 
back-office. Some users might also want to share reports using a social network or 
just be interest in to see reports sent by others users. Of course not all users will 
follow up an incident report so closely, so this and all subsequent sub-tasks are 
described as optional. The task model presented in Figure 2 provides a comprehensive 
view of tasks related to incident reporting; however it does not impose any particular 
design for the system. Using the simulator embedded into the HAMSTER editor it is 
possible to extract 122 alternative sequences of tasks leading to the same goal. For 
example, from our task model we could extract a simple scenario that requires very 
few information through basic text fields to report an incident. Another scenario 
extracted from the model integrates tasks allowing users to provide pictures for the 
incident and allowing the system to solve GPS coordinates that will be automatically 
added as part of the incident report. We assume that by extracting the appropriate 
scenarios from this task model we are able to describe a large set incident reporting in 
various applications domains such as health, ATM, e/m-government.   
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3 Dimensions Characterizing Incident Information Systems 

This section presents a set of dimensions for characterizing incident reporting 
systems. These dimensions are heavily inspired from the task analyzed presented in 
previous sections but also from our previous work [1][14] and review of the literature, 
in particular [10][12]. Table 1 provides a view at glance of the dimensions including 
possible values for each category.  

Table 1. Domain space for incident reporting systems 

In
ci

de
nt

s 
ch
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te
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Type uncategorized user's categorization Taxonomy  

Severity minor incident important dangerous safety-critical 

Inconvenience none low medium high 

Location address GPS coordinates contextual location moving incident 

Frequency one shoot recurrent event based unpredictable 

Duration 
undefined punctual fixed duration evolving 

Level of accuracy informal 

description 
structured description evidence (photo) certified report 

 

U
se

rs
 

ch
ar

ac
te

ri
st

ic
s 

Identification Anonymous profile role person 

User's 

involvement 
none observer witness responsible for 

User's motivation  
none low medium high 

T
ec

hn
ol

og
y 

Technologies 
paper desktop application Website 

smartphone 

application 

Outcomes 
no feedback 

system 

acknowledgment 

personalized 

feedback 
follow up incident 

Proactivity no prompt help safeguarding prompting 

3.1 Incident Characteristics 

The following dimensions are used to define the characteristics of an incident:  

• The type of an incident concerns a graduation of incidents categorizations that 
would be used to classify incidents. This follows a scale that ranges from less 
accurate to more accurate categorizations: Uncategorized incident, Incident 
categorized directly by users and finally using taxonomy of incident types. 

• Location refers to the different means and characteristics of incident location. The 
localization of the incident is a mandatory issue to report an incident. If this issue is 
not completed, it will almost be impossible to solve the incident. This dimension 
also follows a graduation: address, GPS, contextual location and finally a moving 
incident (e.g. a stray dog). 



528 M. Winckler, C. Bach and R. Bernhaupt 

 

• Severity. We assume that users differentiate incidents with different degrees of 
severity ranging from a minor incident to dangerous incidents. The report of a 
minor incident will generally be driven by the perception that it is a users’ duty. 

• Inconvenience. The level of inconvenience is characterized by the troubling nature 
of the incident either from an organizational point of view or in terms of moral or 
material values. Inconvenient incident may damage equipment or disturb the peace. 
It would be range from none inconvenience to variable scale that is illustrated here 
as high inconvenience.  

• Frequency is a temporal dimension aiming at defining the repetition of an incident. 
Possible values include one shoot (single occurrence), recurrent id users said that 
this is not the first time it occurs, event based when users are able to identify the 
event that triggers the incident, and or unpredictable.  

• When the incident occurs. This is another temporal dimension. Possible values for 
duration might include: undefined when users cannot tell it, punctual when the 
date/time can be determined as a unit of time, fixed duration when users can 
inform the beginning and the end of an incident, and evolving when the incident is 
a continuous event that users cannot inform either the start and/or the end.  

• Accuracy refers to the quality of the information in an incident report. Possible 
values are informal description of an incident, clear and structured description 
(possibly characterizing all attributes of an incident), and evidence such as photos 
or factual data provided by the users, and certified report when users can provide a 
proof of the occurrence of the incident or when the user is a certified expert whose 
reports are legally trusted by authorities.  

3.2 Users Characteristics 

The following dimensions characterize the users that report an incident:  

• Identification refers to which extension a person can be associated to an incident 
report. For example, the report can be anonymous, identified by a user profile such 
as a young/elder user, a role, the attributes such as name, sex, addresses that 
provides a clear identification of a person.  

• User’s involvement in the incident describes the particular role of a user in the 
incident such as observer, witness or responsible for the incident.  

• User’s motivation might encompass one of the following: (a) identification of an 
event that could be perceived as a nuisance/problem, (b) detection of an event that 
could prevent the occurrence of an likely nuisance/problem, and (c) identification 
of something worthy reporting that could improve the quality of the environment 
and/or its management. The detection of an incident is based on tangible 
characteristics identified in the environment and how an individual interprets them 
in the respective location. The perception of an individual of the nature of an 
incident appears to have an impact on its level of involvement in the reporting 
process, it also influencing the time and the number of operations a user is willing 
to spend and to perform an incident report. 
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3.3 Technology  

Technology covers three main dimensions that characterize the technological means 
used with incident reporting systems.  

• Technologies. This dimensions includes the diversity of platforms (e.g. Android, 
iPhone, Windows Phone,...) and the types of communication means (i.e. direct 
interaction as on desk in a city hall, use of paper forms, synchronous 
communication such as in phone call or asynchronous as in text message) seems to 
affect the effective use of incident report systems. This dimension follows a 
graduation of different technical means as desk, paper forms, website, and 
smartphone application. 

• Outcomes refers to the type of feedback users can get after reporting an incident. It 
might include: no feedback, system acknowledgment, personalized feedback and 
the possibility for a user to follow up incident.  

• Proactivity refers to the level on which the system implements features for 
prompting users to report incidents. Possible values are: no prompt, help is 
provided when users ask for it, safeguarding users from performing dangerous 
tasks, or prompting when the systems explicitly request users to provide 
information.  

4 Discussions and Future Work 

Incident reporting systems can be used in different context such as reporting problems 
in working setting, promote citizens involvement with governmental initiatives, 
monitoring the environment, etc. In this paper we have discussed dimensions involved 
in incident reporting activity. We have presented a task model from which we can 
extract a large set of scenarios that can accommodate many types of incident reporting 
systems. Moreover, we have provided a preliminary domain space model with the 
main dimensions that can be used to tune the profile of scenarios supported by 
incident reporting systems. By extracting the appropriate scenarios and using the 
values associated to which dimension of the domain space we are able to characterize 
a large set of incident reporting systems. This is first step leading to the comparison 
between different incident reporting systems across application domains.  

We also have discussed several concerns that should be taken into account when 
designing the user interface. Our results are very preliminary but they raise several 
questions of both scientific and practical significance: what are the user needs for 
reporting incidents? What are the dimensions and how do they affect the user 
experience when reporting incidents? How to reduce training with the user interface 
for reporting incidents and still provide accurate description of problems? How to 
handle localization issues on urban context of issues? How to cope with temporal 
constraints related to the occurrence of the incident and the time of reporting it? What 
is the minimal information for identifying incidents? What is the role of social 
networking activities in policing incident reports? How to compare incident reporting 
systems used for different purposes and in different application domains? Can design 



530 M. Winckler, C. Bach and R. Bernhaupt 

 

solutions for reporting incidents in a domain be transferred to another application 
domain? How mobile technology might affect users’ tasks for reporting incidents?  

The present work is a first step forwards the identification of best (and bad) 
practices for the design of user interface of critical incidents. Most of the analysis held 
in the current paper is based on user requirements and analysis of user tasks. Our 
future work will include the validation of the dimensions of the information space 
with more real case studies. The goal is to make sure that none dimension necessary 
to characterize the information space was let out. 
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Abstract. The “Experience Vision: Vision Centered Design Method” is a com-
prehensive method which makes it possible to propose new and innovative 
products, systems and services that are currently unavailable, as well as propos-
ing advances for those that currently exist.  It encompasses the entire HCD 
(Human Centered Design) process, and presents a new vision with experiential 
value for both user and business from an HCD viewpoint. 

This paper discusses a set of eight formats developed as a practical design 
tool for implementing this method.  They include Goal setting of the project, 
Intrinsic user value, Policy of business value, Persona, Value scenario, Activity 
scenario, Interaction scenario and Experience vision (summary). Case studies 
showed effectiveness and usefulness of the formats as a design tool for this  
method. 

Keywords: experience vision, vision centered design method, structured  
scenario. 

1 Introduction 

In the present day, product development for matured markets requires a research me-
thod of user needs that even users do not yet anticipate. In order to create attractive 
experiential value, it is necessary to develop products, systems and services not from 
the viewpoint of technology, but from the viewpoint of value to be provided. 

Under such circumstances, it often happens that the problem solving design  
approach for existing products, systems and services no longer works sufficiently, and 
therefore a new design approach is expected as a complement. This is a vision  
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centered design approach that can create new products, systems and services which 
propose new visions from the viewpoint of HCD (Human Centered Design) and are  
sure to be introduced and attractive to people and society in general. Since 2007, the 
authors organized a working group within the Ergonomic Design Research Group of 
the Japan Ergonomics Society. In 2012, we completed development of the “Expe-
rience Vision: Vision Centered Design Method”, a comprehensive design method 
which consistently allowed for the introduction of HCD into the design process 
[1][2][3]. 

In this paper, the formats prepared for this method are first explained, and then the 
effectiveness of the formats are confirmed by showing examples in which the formats 
have been used. 

2 Framework for Vision Centered Design Method and Formats 

The following eight formats are available within the vision centered design method 
and can be utilized in the design processes.  

1. Goal setting of the project 
2. Intrinsic user value 
3. Policy of business value 
4. Persona 
5. Value scenario 
6. Activity scenario 
7. Interaction scenario 
8. Experience vision (summary) 

By superimposing each format on the relevant component of the framework for the 
vision centered design method, the location of each format can be illustrated (Fig. 1). 
Proceed with processes from the left side of the framework to the right side using the 
formats, and the information to be used in the investigation of user requirement doc-
uments and business planning documents can finally be output. Each format will be 
explained in detail hereinafter.  

   

 

Fig. 1. Framework for Vision Centered Design Method and formats 
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2.1 Goal Setting of the Project 

At the beginning of the process, set the goal of the project. Summarize the outline of 
the project, basic information, goal, contents of activities and schedule, members, and 
budget plan from the viewpoint of users and business (Fig. 2).  

2.2 Intrinsic User Value 

Identify the intrinsic user value by reading out the users' needs from the user informa-
tion and analyzing them hierarchically. First, position the user facts obtained through 
interviews, observation and introspective research in the lowest fields of the format as 
the lowest base needs. Subsequently, utilize the Superior-Subordinate Relationship 
Analysis Method [4] to search for the needs of the upper hierarchy. The users' activity 
goal is located in the upper field of the user facts as medium needs and the intrinsic 
user value is extracted above that. It is not always necessary to have three hierarchies. 
The number of hierarchies differs depending on the result of the analysis (Fig. 3).  

 

       

  Fig. 2. Goal setting of the project format              Fig. 3. Intrinsic user value format 

2.3 Policy of Business Value 

The policy of the business value demonstrates the strategy for the  project theme, and 
thus the policy is to be identified based on the business information including the 
business domain, business environment (opportunity and threat), management re-
sources (strength and weakness) and business strategy. In the format there is a list of 
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Created by Date Ref. No.

Title
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items for each piece of information. These items are to provide general viewpoints for 
investigation, and therefore it is acceptable to make a choice or study other items 
depending on each project. The policy of business value is described in the lowest 
field of the format (Fig. 4). 

2.4 Persona 

Set up the persona from the user information. The persona should finally be devel-
oped by elaborating the image of the intended users step-by-step from the list of users 
and stakeholders, the cast and then to persona.  

In addition to the goal of the persona, basic information, characteristics, roles and 
preferences should be described in the format while considering the relationship with 
the project theme. To promote understanding of persona by members of the develop-
ment team, enter a key phrase which simply illustrates characteristics and the goal of 
the persona in the upper field of the format. Furthermore, to imagine a visual under-
standing of the persona, a photograph or an illustration should be inserted. When us-
ing images and graphic content, it is important not to infringe on any copyrights and 
portrait rights. 

The persona format is especially prepared for the development of the persona, 
however, it can also be utilized in the cast phase by changing the degree of detail of 
user information (Fig. 5). 

 

       

Fig. 4. Policy of the business value format                   Fig. 5. Persona format 
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       Fig. 6. Value scenario format                   Fig. 7. Activity scenario format 

2.5 Value Scenario 

The value scenario illustrates the images of users and concepts on products, systems 
and services by focusing on the values. In the upper field of the format there is the 
area to be used for investigation on intended users. Enter elaborated content along 
with the project theme in the sequence of the list of users and stakeholders and cast 
from the left. On the middle left side of the format there is the field for the intrinsic 
user value of the user aspect and the policy of business value of the business aspect. 
The respective content studied in the previous processes should be transcribed and 
checked. Based on this input information, derive a value scenario for both user  
and business viewpoints. Specific user images and ideas for products, systems  
and services should not be described here as they have yet to be materialized in this 
phase. This is in order to prevent any restrictions which could happen in the subse-
quent idea generation phase. Once the value scenario has been fixed and described  
in the center field, study for envisioned scenes and describe them in the field at the 
right end.  

Evaluate the value scenario from both user and business aspects using the evalua-
tion field at the bottom of the format. The user aspect evaluation puts an emphasis on 
satisfaction for the HCD, and thus attractiveness and novelty become important  
viewpoints (Fig. 6). 
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2.6 Activity Scenario 

The activity scenario describes the affectivity flow and emotion of the persona  
in relevant scenes based on the goal of the persona. First, transcribe the scene to be 
investigated from the value scenario format into the field at the left end of the format. 
Next, narrow down the essential points of the persona for the scene from those in the 
persona format, and then describe them in the upper persona field. Here, the goal of 
the persona should be described in a form of activity level. Based on the input infor-
mation, create and fill in the activity scenario which describes what sorts of activities 
are utilized for the persona to achieve the goal in the relevant scene. Here again, spe-
cific products, systems and services are not to be described as they are still in a stage 
prior to the creation of ideas. Subsequently, extract the tasks from the activity scena-
rio as parts of the activities, and then enter them in the task field at the right end. The 
user aspect evaluation of the activity scenario should be emphasized on effectiveness 
of HCD (Fig. 7).  

2.7 Interaction Scenario 

The interaction scenario shows the interaction between the persona and product, sys-
tem and service. First, transcribe the tasks abstracted from the activity scenarios to be 
investigated in the right end field of the format. In the upper part of the persona field, 
a persona which is the same as the activity scenario format is normally described. 
Here, the goal of the interaction should be specified. Describe the interaction scena-
rios chronologically in detail by considering the interaction which occurs in the 
course of the utilization of products, systems and services by the persona in accor-
dance with tasks. Within this, specific products, systems and services, as well as ideas 
of the interaction, are expressed, therefore, technical factors required for the specifica-
tions is also identified. For a more detailed investigation without missing descriptions, 
investigate using features of hardware, software and human-ware. Abstract require-
ments for tangible specifications from the described interaction scenarios, and then 
enter them in the field of comments for specifications at the right end. The user aspect 
evaluation of the interaction scenario should be emphasized on efficiency of HCD 
(Fig. 8). 

2.8 Experience Vision (Summary) 

The contents studied using the seven formats so far are summarized in the experience 
vision format. Transcribe each item of the format by phase or after the completion of 
all phases. For the last, fill in the user requirements and the business plans in the 
planning document field at the right end of the format. The experience vision format 
is used to overview the entire field and to confirm and investigate the proposed expe-
rience vision. This is also effective not only to study one proposal but to study and 
compare multiple numbers of proposals (Fig. 9). 
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    Fig. 8. Interaction scenario format                Fig. 9. Experience vision format  

3 Three Scenario Formats 

The three scenario formats have the same item layout as the framework for the Vision 
Centered Design Method so the interrelationship of the scenarios can easily be  
understood. The entire structure can be tracked simply by placing the three formats 
side-by-side (Fig. 10). At the upper part of each scenario format there is a field for 
objective users. These are elaborated upon step-by-step as they move from the left 
side to the right side and become persona in the end. In the middle there is the field in 
which scenarios are described. At the beginning, enter two items of information; the 
intrinsic user value and policy of business value in the left end. While continuing to 
work from the left to the right by inputting entries of user settings from the top, three 
scenarios can be derived in three layers over the three formats. At this time, the busi-
ness setting can be input from the bottom, as shown in the framework of this method, 
although there are no business fields within the format. 
 

 
Fig. 10. Correlation between three scenario formats 
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Fig. 11. Completed formats and an image of the product, system and service created by the case 
example 
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The interfaces for these three scenarios are scenes and tasks. The specification 
comments which are output at the end are the link between the structured scenario and 
the next planning document.  

There is a field for the evaluation of derived scenarios below each scenario format.  
The Vision Centered Design Method emphasizes evaluation from both user and busi-
ness aspects including four viewpoints of the user aspect and five viewpoints of the 
business aspect as general evaluation viewpoints. Utilize these viewpoints by marking  
their boxes considering the theme and goal for the project. It is also possible to add 
new viewpoints along with each project theme and goal. The evaluation viewpoints 
can be weighted and scored. Enter comments for each evaluation viewpoint in the 
comment field, fill in the total comment and then move to the next phase. 

4 Application of the Method and the Formats 

The case example shown here is created to verify usefulness and effectiveness of the 
formats. In this case example, the new experience values are created from the intrinsic 
user value and the policy of business value relevant to the theme “Washing,” and then 
“A wardrobe-type washing machine using an air washing function and a collaborative 
laundry service” are proposed as an idea for a definite product, system and service in 
accordance with user activities and interactions (Fig.11). 

5 Summary and Future Work 

In this paper, eight different types of formats developed as practical tools for the vi-
sion centered design method have been illustrated. In addition to this, a case example 
using these formats showed usefulness and effectiveness of the formats. We continue 
our activities to advance this method and its formats through a wide range of practices 
including practical workshops intended for business and academic parties and  
information exchanges. 
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Abstract. It is challenging to do a thorough user-centered innovation process in 
the PC industry due to the very fast paced product development cycle and the 
nature of how innovations are usually technology driven. User-centered innova-
tion activities can be held before the start of each project to overcome these 
challenges. And in the end, applications of technology must be able to be traced 
back to user insights. User Experience Innovation Process (UXIP), a three-
phase innovation process is proposed in this paper. UXIP can help incorporat-
ing the Experience Vision approach into the PC industry. This process is  
consisted of three phases: research, create, and strategy. During the process, sets 
of flashcard that captures user insights and concept scenarios are used. Through 
the innovation tools, new user experience-based and technology-related con-
cepts can be captured early on. UXIP was able to help companies save time and 
make better decisions. The results were remarkable. The company was able to 
lunch incredibly innovative PC products in a very short period of time since the 
concepts behind the product were already produced a year before hands. 

Keywords: User experience, scenario-based design, product innovation. 

1 Background 

The personal computer industry is a highly competitive industry with very fast paced 
product development cycles. However, when doing user-centric innovations, the de-
sign process could be time consuming due to all the research, creativity, and prototyp-
ing involved. Designers in a PC company are often asked to come up with a solution 
quick because of the competitive nature of the personal computer industry. Therefore 
all the front-end work that focuses on user-centric innovations are often sacrificed.   

In addition, the PC industry innovation is majorly driven by the development of PC 
components technologies instead of user experiences. When designers are asked to do 
design making use of the latest technology, it could be difficult to incorporate the 
perspective of user-centric design. 

For integrating the Experience Vision approach into the PC development process, 
the key challenges are how to provide a way to make use of user experience innova-
tion in the fast paced product development cycle, and how to provide technology-
oriented ideas that also provides valuable user experience perspective. 
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2 The User Experience Innovation Process 

The User Experience Innovation Process (UXIP) is an innovative development 
process developed by Scenario Lab and Asus. The goal is to capture user’s insight and 
give big organizations, such as a company, that during the long process of decision-
making, they can always make sure that all decisions can be tied back to user’s in-
sights. 

The framework of the UXIP consists of three different phases of: research, create, 
and strategy (Figure 1). While each phase offers unique contributions to the process, 
two different tools are used to make connections between the different contributions 
each phases provide. The two different tools are the “User Experience Knowledge 
Module” and the “Corporate Idea Knowledge Module”. These are both organized 
through the form of flashcards. The former focuses on capturing and organizing user 
insights while the latter focuses on gathering concepts that were generated from user 
insights. By using these two tools, it is possible to make sure that all the findings and 
concepts from the earlier phases can be translated into the later phrases during the 
whole process. So at the end of the day, any end result can be linked back to the users. 
With the three phases and two tools, the UXIP provides an innovative process that 
translates user insights into company’s decision-making. 

 

Fig. 1. User Experience Innovation Process 

Research Phase 
 

The goal of the research phase is to select a specific user group and understand them 
thoroughly. This step can be done through research methods such as User Diary, 
Guided Tour, Depth Interview, etc. No matter how the information is gathered, in the 
end all these information can be analyzed and synthesized into user insights. The user 
insights can then be made into User Experience Knowledge Module flashcards. 

 
User Experience Knowledge Module (UXKM) 

 

User insights that were gathered through the research phase can be organized and 
made into flashcards, one insight per flashcard. These flashcards can later be used to 
teach people about the user groups and help people generate creative ideas. 
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Create Phase 
 

The goal of the create phase is to help companies generate new ideas from user in-
sights. To achieve this goal, corporate can do workshops by using the UXKM flash-
cards. By using the UXKM flashcards, not only can people have a better understand-
ing of their user groups, most important of all, they can be inspired and create new 
innovative concepts. Each concept that people come up with can be categorized as 
either Function, Interaction, Channel, or Service. Then each concept can be captured 
by being turned into scenarios. In each scenario, concepts will be described in terms 
of users, occasions, locations, objects, and activities. Each scenario can then be made 
into Corporate Idea Knowledge Module flashcards. 

 
Corporate Idea Knowledge Module (CIKM) 

 

Scenarios that depict the concepts can be organized and made into flashcards, one 
scenario per flashcard. These flashcards can later help companies make more precise, 
faster, and better decisions (Figure 2). 

 
Strategy Phase 

 

The goal of the strategy phase is to ensure that corporate can make decisions that are 
faster and true to their user groups. By referencing back to the proper categories 
(Function, Interaction, Channel, Service) in the CIKM flashcards, not only companies 
can find inspirations and be faster when doing decision-making, they can also have a 
peace of mind because there will be a reasoning behind each decision-making.    

 

Fig. 2. UXKM flashcards and CIKM flashcards 
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3 SSBD and UXIP 

Structural Scenario Based Design (SSBD) is a process that helps transforming a user-
experience design concept into a thorough written document. Through the process of 
SSBD, the results from the UXIP can be captured in terms of Business Data, User 
Data, Persona, Value Scenarios, Activity Scenarios, Interaction Scenarios and  
Product/Service, Specification.  

Since the scenario has been already further developed by SSBD, we are able to ap-
ply even higher level of methods, such as Scenario Planning Workshop or Scenario 
Walk-through Workshop, to develop an ever more detailed and mature concept  
(Figure 3).  

 

Fig. 3. CIKM in use 

 

Fig. 4. Vision Proposed Method  



544 D.-J. Yu, M.-C. Chuang, and S. Tseng 

 

By combining the process of UXIP and SSBD, companies can form and design 
new experiences with examples of existed experiences. The flexibility of the UXIP 
can also provide creativity inspirations for the development of concept. Then, through 
doing UX prototyping several times around, companies would be able to realize a 
higher level of value when designing and see a wider perspective with the addition of 
user insights (Figure 4).   

4 The ASUS Cases 

May 2010, Asus performed the UXIP process to investigate on new concepts for PC 
laptops. During the first phase, the research phase, a focus group session was held. 14 
users participated. Out of the 14 participants, 6 participants were selected to perform 
further research activities. 60 UXKM flashcards were created after collecting, analyz-
ing, and synthesizing all the information from the users.  

Then Asus moved into the second phase of UXIP, the create phase. Using the 
UXKM flashcards, they held 8 creative workshops within two months. After having a 
better understanding of their user, Asus was able to come up with over a hundred new 
innovative concepts. These concepts were later made into CIKM flashcards for future 
references.  

In 2011, several successful products that were released on the market were very 
similar to concepts that Asus generated during the UXIP Create Phase back in 2020. 
For example, Transformer, the laptop model that allows users to take the keyboard 
apart and use the screen as a tablet device. This concept was already captured in one 
of the CIKM flashcards a year ago. This CIKM flashcard is the flashcard that cap-
tured the idea of a “separable laptop”, which can be referenced back to the UXKM 
flashcard that depicts the phenomenon of how users position themselves in all possi-
ble way when they are trying to relax.  

 

Fig. 5. ASUS Transformer tablet and related CIKM, UXKM flashcards 

In their marketing campaign, Asus also did an event where they had their chairman 
Mr. Jonney Shih conducted a concert with an orchestra of laptops with the famous 
singer Jay Chou. This concept was also captured in one of the CIKM flashcards that 
were generated during one of the creative workshops Asus held. The CIKM flashcard 
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is called the “N-concert”, which can also be traced back to one of the UXKM flash-
card. The corresponding UXKM flashcard is a flashcard that depicts the idea of how 
things seem to go well when there’s fitting music. Just like how the Asus concert was 
held to build the image of how their laptop would produce high quality media output, 
which would help make things go well for their users. 

 

Fig. 6. The marketing campaign and related CIKM, UXKM flashcards 

In 2011, Asus preformed a process of innovation for UX prototyping and evalua-
tion. They first combined the method of scenario planning with the outcome of CIKM 
that was generated when they first preformed UXIP. Then sets of strategy plans were 
developed and tested out with paper mockup and SSBD’s scenario methods. That 
time, core members of the company and some end users were invited to evaluate the 
results. It is proven that the UXIP workshops were able to produce a lot of value and 
insights, and the results could influence future product and innovative concepts. For 
example, the PADFONE concept was actually an outcome of the workshops. 

5 Conclusions 

Because of the emphasis that is put on fast production in the PC laptop industry, it 
would be effective to have a pool of innovative concepts available for the company. 
That’s one of the benefits UXIP can bring to a company. UXIP can also provide com-
pany members with bigger visions. Visions that can help the company realize user 
needs and produce more innovative concepts. Being able to put company members in 
the innovative mode is another benefit that UXIP can bring to a company. 

As a saying goes, opportunities are only for the people who are prepared. The 
UXIP process is a way to prepare companies, so that when opportunity comes, they 
have the ability to react quickly with effective user experience proposals.   
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Abstract. The purpose of this study is to compare the effects of the two font 
styles (serif and sans-serif) on the users' perception of visual aesthetics of web-
site interface design.  Two font types were tests in this study, namely: "Time 
News Roman" representing the "serif" style and "Calibri" representing the 
"sans-serif" style. They were chosen because they are two of the widely used 
font types on the web and because they are the default font types of many of the 
most popular word processing and web developing software.  Analysis of re-
sults showed that font type has a statistically significant effect on perceived vis-
ual aesthetics. The designs with the Time New Roman font was perceived as 
having better visual aesthetics. However, this effect was only significant on the 
overall perception of visual aesthetics; it wasn't significant in each of the four 
facets of visual aesthetics tested in this study. 

Keywords: font style, font type, perceived visual aesthetics, website interface 
design. 

1 Introduction 

Most of font types used in printing and on screen belong to two font styles: serif and 
sans-serif. A "serif" is a French term for a short decorative line (edge) at the start or 
finish of a stroke in a letter, and "sans-serif" is a French term meaning "without-serif".  
i.e.  the serif style has edges that project from the main letter block, while the sans-
serif style doesn't have these edges.  

The effect of each style on readability and legibility is one concern of the field of 
document, screen and interface design, finding of related studies mostly agree that on 
printed papers the serif style gives better readability and legibility than the sans-serif 
style [1], while; on a computer screen this advantage of the serif types is reduced, and 
findings of several studies indicated that the sans-serif types have more readability 
and legibility [1, 3, 4 and 7]. This is due to the fact that on computer screens each 
character is displayed as dot-matrix (or pixels), which results on the character with the 
edges "serif" appears jagged. This effect increases with low resolution of the screen 
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and should be reduced with higher screen resolutions. As screen resolution increases 
this jagged effect should be eventually eliminated [1]. 

Other than the issues of readability and legibility, there is the issue of which font 
style would be more aesthetically appealing for the users and how it would affect the 
overall visual appeal and aesthetics of the interface. This issue is the concern of this 
study. The purpose of this study is to compare the effects of the two font styles (serif 
and sans-serif) on the overall perception of visual aesthetics of website interface  
design.   

Two font types were tests in this study, namely: "Time News Roman" representing 
the "serif" style and "Calibri" representing the "sans-serif" style. They were chosen 
because they are two of the widely used font types on the web and because they  
are the default font types of many of the most popular word processing and web  
developing software.   

2 Method 

2.1 Design of the Experiment 

An experiment was designed and conducted to test the effects of font type on partici-
pants' perceived visual aesthetics of website design. 

A one- factor (font type) within subject design was utilized with two levels asso-
ciated with the two font types to be tested (Times New Roman and Calibri).  Two 
designs of a webpage were prepared to represent the two levels. Both designs have 
identical formats (colors, menus ...etc); the only difference is the font type used in 
each design; in one design the Times New Roman font type  was used in all text in 
the webpage, in the other design the Calibri font type was used. 

User perception of visual aesthetics was measured using the VisAWI (Visual  
Aesthetics of Website Inventory) questionnaire [6]. The instrument is based on four 
interrelated facets of perceived visual aesthetics of websites: simplicity, diversity, 
colorfulness, and craftsmanship. Simplicity comprises visual aesthetics aspects such 
as balance, unity, and clarity. The Diversity facet comprises visual complexity, dy-
namics, novelty, and creativity. The colorfulness facet represents aesthetic impres-
sions perceived from the selection, placement, and combination of colors. Craftsman-
ship comprises the skilful and coherent integration of all relevant design dimensions. 
Each of the first two facets is presented by five items in the questionnaire, while each 
of the last two facets has four items.  

The font type with its two levels (Times New Roman and Calibri) is the indepen-
dent variable. Questionnaire scores represent the dependent variable. Fig. 1 shows 
screen shots of the two designs of the webpage. The webpage represents a homepage 
of a hypothetical website that talks about the ancient history of a certain region of 
North Africa.  
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Fig. 1. Screen shot images of the two designs of the webpage 

The Times New Roman design 

The Calibri design 
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2.2 Participants 

Participants were recruited online. Email invitations were sent to a total of 201 indi-
viduals with the choice of entering a lottery to win 100 US dollars. A total of 30 res-
ponses were received, from which 22 were valid responses. All invitations were sent 
to audience within the United States. Average age of participants with valid responses 
is 49.7 years with a standard deviation of 4.8 years. 10 were males and 12 were  
females.   

3 Results 

Images of screen shots of the two designs were presented to each participant one at a 
time with an on screen size of 800X600 pixels. The questionnaire was placed under 
each image. Each participant had to answer the questionnaire for each design using a 
seven-point Likert scale. Both images and questionnaire items were presented in ran-
dom orders for each participant.  

Table 1 summarizes average scores per each scale (aesthetic facet) and for the total 
score. The averages were presented per each design (Roman and Calibri).  Cron-
bach’s α was used to measure reliability of the questionnaire. All calculated values 
were larger than 0.86 for the different scales of the questionnaire, indicating an ac-
ceptable level of reliability. 

It can be seen that with all scales and with the total, slightly higher average scores 
were recorded in the Roman design. However; results of the paired-t test, also given 
in Table 1, indicate that only with the average total score, statistically significant dif-
ference between the two designs was found (p-value = 0.038). The total average score 
for the Roman design (4.33) was significantly higher than the total average score for 
the Calibri design (4.16), Participants perceived the Roman design as having better 
visual aesthetics than the Calibri design.   

It can also be noticed form the table that a close to significant difference was rec-
orded with the craftsmanship scale (p-value = 0.055).  

Highly significant differences were found among the different scales (p-values < 
0.001), as results of analysis of variance among the average scores of the scales for 
each design in Table 2 show.  With both designs, pair-wise comparisons were signif-
icant between all scales (p-values < 0.05) except the diversity scale and the color 
scale. The simplicity scale was given the highest average score in both designs (5.18 
in the Roman and 4.98 in the Calibri) followed by craftsmanship with average scores 
of 4.59 and 4.29 for the Roman and The Calibri designs respectively, than diversity 
(3.89 in the Romans and 3.18 in the Calibri), and last colorfulness with average scores 
of 3.66 and 3.57 for Romans and Calibri respectively.     

Both of the simplicity scale and craftsmanship scale are related to the classical di-
mension of visual aesthetics, while the diversity and colorfulness are considered to be 
representatives of the expressive dimension of visual aesthetics [5]. The higher aver-
age scores given to the simplicity scale and the craftsmanship scale indicate that par-
ticipants perceived the two deigns of the webpage as more classical than expressive. 
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Table 1. Average questionnaire scores and results of the paired-t test 

Scale Font Style Average 
Standard 
Deviation 

T P-value 

Simplicity 

Roman 5.18 1.21 

1.50 0.147 

Calibri 4.98 1.16 

Diversity 

Roman 3.89 1.21 

0.63 0.267 

Calibri 3.18 1.37 

Colorfulness 

Roman 3.66 1.57 

0.66 0.259 

Calibri 3.57 1.55 

Craftsmanship 

Roman 4.59 1.44 

2.02 0.055 

Calibri 4.29 1.49 

Total 

Roman 4.33 1.17 

2.20 0.038 

Calibri 4.16 1.20 

Table 2. Results of analysis of variance for scales 

Case F P-value 

Roman 16.20 < 0.001 

Calibri 12.27 < 0.001 

4 Conclusions 

The purpose of this study was to study the effects of the two font styles (serif and 
sans-serif) on the perception of visual aesthetics of website interface design.  Two 
font types were tests in this study, namely: "Time News Roman" representing the 
"serif" style and "Calibri" representing the "sans-serif" style. 
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Analysis of results showed that font type has a statistically significant effect on 
perceived visual aesthetics. The designs with the Time New Roman font was per-
ceived as having better visual aesthetics. However, this effect was only significant on 
the overall perception of visual aesthetics (the overall questionnaire score); it wasn't 
significant in each of the four parts of the questionnaire (representing the facets of 
visual aesthetics).   

Regarding the visual aesthetics design of the webpage used in this study, results 
showed that participants perceived the design as more classical than expressive. It 
would be interesting to see if the above results (regarding font styles) would hold in 
cases of more aesthetically expressive designs. 

Several previous studies have found evidences of possible effects of context of use 
(serious context vs. funny and pleasurable context) on perception of visual aesthetics 
of webpage design [2 and 8]. The context of use in the current study can be consi-
dered as a more serious one; would the outcomes of the test change in case of a more 
pleasurable context? This needs further experimental investigation. 

Finally, it would be also interesting to see how using a mixture of different font 
styles and font types in the same webpage (compared to the single styles and types 
used in the current study) would affect perception of visual aesthetics of the page 
design. 

References 

1. Bernard, M., Chaparro, B., Mills, M., Halcomb, C.: Comparing the effects of text size and 
format on the readability of computer-displayed Times New Roman and Arial text. Int. J. 
Human-Computer Studies 59, 823–835 (2003) 

2. De Angeli, A., Sutcliffe, A., Hartmann, J.: Interaction, usability and aesthetics: what influ-
ences users’ preferences? In: Proceedings of the Sixth ACM Conference on Designing In-
teractive Systems, PA (June 2006) 

3. Dix, A., Finlay, D., Abowd, G., Beale, R.: Human-Computer Interaction, 3rd edn. Pearson 
Education (2004) 

4. Ling, J., Van Schaik, P.: The influence of font type and line length on visual search and in-
formation retrieval in web pages. Int. J. Human-Computer Studies 64, 395–404 (2006) 

5. Laviea, T., Tractinsky, N.: Assessing dimensions of perceived visual aesthetics of web sites. 
Int. J. Human-Computer Studies 60, 269–298 (2004) 

6. Moshagen, M., Thielsch, M.T.: Facets of visual aesthetics. Int. J. Hum.-Comput. 
Stud. 68(10), 689–709 (2010) 

7. Sheedy, J., Subbaram, M., Zimmerman, A., Hayes, J.: Text Legibility and the Letter Supe-
riority Effect. Human Factors 47(4), 797–815 (2005) 

8. Van Schaik, P., Ling, J.: The role of context in perceptions of the aesthetics of web pages 
over time. Int. J. Human-Computer Studies 67, 79–89 (2009) 
 
 



 

M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2013, LNCS 8004, pp. 555–564, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Color Schemer for Webpage Design  
Using Interactive Mood Board 

Zhenyu Gu, Zhanwei Wu, Jiamin Yu, and Jian Lou 

Shanghai Jiao Tong University,  
Dong Chuan RD, 800, Shanghai, China 

{zygu,zhanwei_wu}@sjtu.edu.cn 

Abstract. In this paper, we present a web tool called Webpage Color Schemer 
(WCS), which enables people to easily redefine an existing webpage’s color 
scheme. WCS can adapt the webpage’s color scheme towards a new visual ef-
fect expressed nonverbally with an interactive mood board, which is actually a 
collage of sample images or design examples reflecting designer’s preference.  

WCS is simple and fun to use. It has two major functionalities: an interactive 
mood board with a color quantization algorithm for extracting color themes; A 
genetic algorithm for generating best assignment of the theme colors from the 
mood board to the web page, with respect to necessary design objectives. The 
objectives are formulated as fitness functions for the evolutionary optimization. 
Our initial experiments show that three fitness functions are essential for the 
color scheme optimization: histogram evaluator, contrast evaluator and harmo-
ny evaluator, to make sure the scheme has a preferable color tone, legible  
contrast ratio and harmonious color matching, respectively. The evaluators are 
generally devised in the light of some well-established color design theories. 
Some efforts of this research, however, has moved towards using computational 
model to uncover design knowledge depositing in large set of design cases. 
WCS uses a kind of RBF network predicting proper contrast ratio of certain 
class of page elements, regarding its measurable features and context. The  
performance of the model is encouraging.  

Keywords: Website color, Adaptive webpage scheme, CSS. 

1 Introduction 

Color is undoubtedly the essential means to touch the emotions of website viewers[1]. 
Our visual and cognitive systems have adapted to perceive and process color informa-
tion, which is contained in every visual stimulus we encounter, calm or excite, arouse 
plenty of feelings and stimulate to actions [2]. Color scheme is an important aspect of 
designing a visually pleasing website. Quite a lot empirical methods and theories of 
color have been presented in design literatures [3, 4]. 

Choosing the right color combinations for a website can be difficult even for pro-
fessional designers. Some efforts have been made to use computational models to 
support color designs of graphics and websites [5-8] . In this paper we present a tool 
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called Webpage Color Schemer (WCS), which enables people to intuitively redefine a 
webpage’s color scheme online. The tool we developed has two major functionalities:  

The first is an interactive mood board that allows people interactively to create a 
color palette (color theme). Mood boards are often used by graphic designers to illu-
strate the direction of visual style, which they are pursuing[9]. A mood board is usual-
ly a rough collage of colors, textures and pictures to evoke specific feelings. It is  
extremely useful for establishing the aesthetic feel of a web site. Things that can be 
explored in the mood board include photography style, color palettes, typography, and 
the overall look and feel of the site. In WCS, a digital mood board is firstly devised to 
enable a user interactively produce and refine a color theme. The second, more impor-
tantly, WCS recolors a targeting webpage by transferring the color theme to the web 
page. That means to generate a color scheme based on the wireframe of the page by 
intelligently assigning the colors from the palette to certain figural or background 
areas of the page. The process is a multi-objective combinational optimization led by 
some aesthetic and accessibility criteria, such as rules of color harmony and contrast. 
And the recolored webpage must also approximate the color tone of the mood board 
as closely as possible. The mood board and its resulting color palette are interactively 
editable. It enables the user to seek intuitively for a desirable color theme and then  
a satisfactory color composition of the webpage. For those web pages with  
pre-specified color contents, such as pictures and logos, WCS is especially useful 
approach to find harmonic colors compatible with them.  

1.1 Related Work 

Modern color theory, which was developed at the beginning of the 20th century, deals 
mainly with visual design in which color is relevant. Itten inductively elaborated the 
principles of color contrast and harmony using musical chord metaphors to explain 
harmonious principles of chroma [10]. Munsell’s color space based on pigment and 
dye color [11]. Colors in isolation or unrelated to a layout composition will fail to 
provide all the necessary information to make a color choice[5]. People rarely deal 
with a single color in isolation. Most of the time, they deal with a composition of 
colors, also called color scheme. The colors in the scheme are seldom haphazard, 
usually they have to fulfill some constraints like being in harmony or contrasting[12]. 
Kagawa et al. proposed a color design supporting method that help users to obtain 
various color patterns from pictures[6]. The method implements an interactive evolu-
tionary algorithm. The users can easily find a new color pattern by selecting a picture 
with most pleasant color design in a database or from web. Hu et al. presented an 
interactive visualization tool for generating color schemes for novice designers based 
on two color harmony principles from conventional color theories[8]. The interactive 
tool enables users to efficiently generate color palettes containing harmonic color 
combinations in the HSL (hue, saturation, and lightness) space.  

There are a number of online tools that can help people to create or share their col-
or themes, such as the websites: Adobe Kuler, COLOURlover, ColorSchemer, Colo-
rExplorer and so on. Most of them provide tools that can abstract color themes from 
images or graphics. All the researches so far are mainly focusing on the problem of 
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color harmony, which is undoubtedly one of key issues of generating a color scheme. 
Most of them adopt the idea of color quantization[13], a simple approach using im-
ages to generate color sets, in the belief that main colors extracted from a beautiful 
image must be harmonious anywhere else. This is actually not always true. A color 
palette from a harmonious image does not always assure a harmony when it is applied 
to different situations. One problem existing in present researches and tools is that the 
color scheme creation isolated from its context of use, therefore may be difficult for 
designers to make right decisions and fine tunings. 

2 The Framework of WCS 

To solve this problem, we developed a new tool WCS, which supports the evaluation 
of a color scheme in a real composition of webpage. The tool enables designers to 
create and edit color theme in a mood board and meanwhile to view the feedback of 

the consequent visual effect on the web 
page. The system is illustrated in Fig. 1. It 
consists of client zone (the upper block) 
and a server zone (the lower block). The 
communication between client and server 
is xmlrpc. The client zone has an interac-
tive Mood Board and a browser for a 
webpage waiting for recolor. The server 
zone has three major modular: the evolu-
tionary design module GA, which repro-
duces better color combinations 
(schemes) for the webpage; the color 
quantizer, which extracts a color theme 
from the Mood Board, therefore defines 
an available color set (palette) for the 
webpage; the Style Analyzer, which 
parses the webpage’s CSS file to get all 
existing variables of colors for change.  

The user creates a desirable mood on 
the Mood Board by interactively pasting 

certain effects of images on the board (see Figure 2). Quantizing representative colors 
from the mood board, the system generates a palette of colors using the K-means 
algorithm in the HSV color space. More details of the Mood Board are given in Sec-
tion 3. The Main Controller encodes all solutions to assign some of the colors on the 
palette to the color variables in the CSS. With the encoded solution set, the Genetic 
Algorithm keeps regenerating new color style definitions of the web page, and  
sends them to the Main Controller. The Main Controller uses JavaScript simulator to 
rewrite the web page with new color styles, and saves the page into MEMCACHE. 
Evaluation Dispatcher fetches every new page in MEMCACHE and sends it to three 
fitness evaluators: Histogram Evaluator, Contrast Evaluator and Harmony Evaluator.  

 

Fig. 1. WCS system framework 
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The detailed explanations of the evaluators are given in Section 4. The fitness evalua-
tions will be fed back to GA for further selection and reproduction. After a number of 
iterations, The GA will converge to an optimum solution of color scheme. And the 
best solution of the recolored webpage will be presented to the user. 

2.1 The Interactive Mood Board 

The mood board (fig. 2) provides an intui-
tive way for designers to visualize and 
refine the “mood” of color. The board  
also provides an interface for users to inte-
ractively abstract the mood board to be  
a color theme, a row of color patches.  
The color theme are extracted using  
k-means color quantization algorithm [13]. 
Designers can interactively sample the 
color points on the mood board to pick 
color clusters he want, specify the number 

of total clusters in a quantization process, delete unfavorable colors, and merge some 
color patches to be a blended one.   

2.2 Transfer the “Mood” to a Webpage 

The ultimate goal of WCS is to transfer the “mood” to a webpage. As we mentioned 
in last section, the color theme can only be evaluated in its context of use. Thus we 
need an efficient approach to quickly apply the color theme, a palette of color samples 
from the Mood Board onto the webpage that we intend to design. Traditionally, de-
signers do the process in trial and error based on their experience and sensitivity. In 
WCS, a genetic algorithm is devised to complete this work automatically. To imple-
ment the algorithm, the WCS need to complete following two key tasks: 

Encode All Possible Solutions. WCS style analyzer automatically goes through the 
html DOM tree to sort out all existing the tags of color values that are editable. Colors 
on the color palette of the mood board are indexed with a series of binary numbers. 
Suppose the palette has n colors on it, and the webpage has m tags of color value, then 
the size of solution set is ݊௠ . The chromosome of the genetic algorithm is con-
structed with a binary string, which consists of m serial numbers (genes). Every time 
a legal gene randomly generated at a certain position in the chromosome, the value of 
a corresponding color tag on the DOM tree will be defined. The n colors are encoded 
respecting to their relative positions in HSV color space.  

Evolve under a Number of Fitness Functions. In real design activities, adjusting of 
a website color scheme usually follows designers’ intents, obeys some design rules 
and constraints. In WCS, to find an optimum solution, the evolution should also fol-
low some objectives, which are concluded from interviews and discussions with some 
professional graphic designers: 

 
 

Fig. 2. The interactive Mood Board 
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• The recolored webpage must have an overall color tone as close as possible to the 
original mood board. That means the componential colors of both are roughly in 
same proportion 

• The recolored webpage must follow some harmony rules of color matching. 
• To be accessible, the webpage must have proper color contrast ratio between back-

ground and foreground items, such as texts, buttons, images, etc. 

To fulfill those objectives, several fitness functions are formulated for the genetic 
algorithm. 

3 Fitness Functions 

There are three fitness functions in respect to three objectives mentioned above. 

3.1 Histogram Evaluator 

The Main controller calculates both the color histograms of the webpage and the 
Mood board. The two histograms are discrete bins indexed with the color palette. By 
comparing the two histograms, we can evaluate how similar the two color tones are. 
The difference between two histograms can be calculated using Earth Mover’s Dis-
tance [14] or Histogram Intersection Distance. Here we simply use intersection of two 
normalized color histograms 1ܧ ൌ ∑ ∑ minሺ ு௖௠௕೔|ு௖௠௕| , ுೕ|ு|௝ ሻ ௜,௝ଷൗ௜ܦ   , ݅, ݆ א ሺ1, … ݇ሻ                                 (1) 

Suppose there are k colors on the palette. ܾ݉ܿܪ௜  and ܪ௝  are heights of ith and jth bin 
in the color histograms of the mood board and the web page correspondingly. |Hcmb| 
and |H| gives the magnitude of each histogram, which is equal to the number of  
samples.  

3.2 Contrast Evaluator 

Contrast ratios of colors on a web page are relevant to visual saliences distribution. To 
set proper contrast ratios for different elements on a web page is important for both 
visual pleasure and accessibility. Strong Contrast Insures Legibility and proper con-
trast is important for harmony [15]. Graphical elements such as menus and page 
headers usually use more notable color, which can either be a stronger tint or a con-
trasting color on a neutral background. High contrast ratio is used for elements that 
require more attention. Text has high contrast ratio leads to greater readability. For the 
main body of the content frame, it should be clear but calm, rather than with an active 
tint. Designers believe that contrast ratios for different kinds of elements on a web-
page have some regular patterns. And the contrast as one property of the elements has 
relation with their other properties like: type, location, occupied area, content and on.  
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Therefore, in this research, we try to formulate a model of contrast ratio, so that WCS 
can predict proper contrast ratios for different kinds of elements on the page. A large 
set of design cases are collected. (So far we have collected and analyzed the pages of 
Fortune 500 companies.) 

To distinguish different elements on a web page, we first need to segment a web 
page into a set of blocks. Our method for web page segmentation is a DOM tree based 
segmentation[16]. By parsing the DOM tree, the method divides the webpage into a 
number of visible blocks. From calculated styles of every block, we extract the prop-
erties like: ID, tag, class, position, scrollWidth, scrollHeight, parent node, number of 
siblings, and some color properties: background-color, background-image, color etc. 
the contrast ratio of each element is defined as a vector, which is calculated from four 
consecutive color pairs: P1: color/background-color; P2: color/parent node’s color; 
P3: background-color/1px border color; P4: background-color/parent node’s color.  

Contrast ratio C = (L1+ 0.05) / (L2 +0.05) , where L1 is brighter color of the pair, 
while L2 is dark one. L = 0.2126 * R + 0.7152 * G + 0.0722 * B. it is brightness value 
calculated from weighted linear combination of RGB channels. 

A data set of samples of webpage elements is established. All samples can be 
represented with data pairs (X, C) where X is the normalized feature vector represents 
measurable properties and C is the corresponding color contrast ratio.  

A kind of neural network is adopted to learn the general contrast ratio models. The 
model, once be trained, must has an desired output Ce that approximates the condi-
tional mean of the response C, that is, the regression of C conditioned on X. 

 Ce = E [ C | X ]  (2) 

Ce is expected C conditioned on X. 
With this model, WCS can evolve a webpage’s color following some expected lo-

cal contrast ratios. Here is a fitness function of contrast ratio  

2ܧ  ൌ ∑ ԡ஼௘೔ି஼௥೔ԡ௡௡௜ୀଵ  (3) 

where, Cr is current real contrast ratio of ith element on the webpage. Ce is expected 
contrast ratio predicted with the regression model. The n is total number of elements 
on the webpage. 

The regressor is Radial basis function (RBF) network. RBF network places Gaus-
sian kernels centered at some clusters of the samples. The number of kernels, center 
of the kernels, and weights of connections to output layer must been optimized in 
offline learning process. As a special type of RBF network, General Regression Neur-
al Network (GRNN) simplifies the learning by placing a Gaussian at every sample 
point x and with connection weight equal to corresponding output C 

                        Ceሺxሻ ൌ ∑ ஼೔ୣ୶୮ ሺିቚห௫ି௫೔หቚమ/ଶఙమ೔∑ ୣ୶୮ ሺିቚห௫ି௫೔หቚమ/ଶఙమ೔                           (4) 
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where x is a new case, ݔ௜  is ith sample in training dataset X, ܥ௜ is ith sample’s  C. 
Both networks are testified in our experiments. The RBF network has much more fast 
response speed while GRNN is more safe and reliable to predict.  

3.3 Harmony Evaluator  

Besides the contrast, harmony is also important for pairwise matching on a webpage. 
To sort out harmonic colors from the color palette, a harmony evaluator would be 
necessary. Harmonious colors are sets of colors that provide a pleasant visual percep-
tion. Harmony among colors is not determined by specific colors, but rather by their 
relative position in color space[17]. 

The notion of color harmonization in this work compromises the Moon-Spencer 
model and the schemes developed by Matsuda [18]. Color harmony is mainly affected 
by the hue channel. Matsuda’s model presents nine templates of color distributions on 
the hue wheel. The harmonic templates may consist of shades of the same colors 
(types i, V and T), possibly with complementary colors (templates I, Y, X) or more 
complex combinations (template L and its mirror image). Among those templates, 
O’Donovan’s research further shows that monochromatic, analogous, and comple-
mentary templates are the most popular[19]. This statement are coincident to the 
Moon-Spencer model which induces three types of color harmonic relations of any 
color pair: ‘Contrast,’ a state the two color are significantly different from each other, 
‘Similarity,’ a resembling state, and ‘Identity,’ a state with an identical hue.  

Based on the notions of the three basic types of color harmony, we formulated a 
color compatibility measurement for a color pair. Suppose we have a color pair P, 
then the compatibility measurement ܪሺܲሻ ൌ argminఈ൫|ԡ݄ሺܲሻԡ െ |ߙ · ܵሺܲሻ൯ , ߙ א ቄ0, గସ ,  ቅ                      (5)ߨ

where H denotes the hue channel. ԡ݄ሺܲሻԡ denotes the arc-length of the color pair P 
on the hue wheel. The angle ߙ represents three harmonious templates: monochromat-
ic 0= ߙ; analogous ߙ =

గସ; and complementary ߨ = ߙ . The argmin determines the 

template that best fits the color pair, and the difference is regarded as the deviation 
from the harmonic state. The less the deviation is measured, the more harmony the 
pair has.   

Note that the above formula also take into account the channel of saturation de-
noted with S, since the hue distances between colors with low saturation are percep-
tually less noticeable than the distances between those of high saturation. The S(P) 
represent the sum of two colors’ saturations in [0 ,1.0].  Also note that the formula 
implies that two colors with same hue value are absolutely harmony. And two colors 
along the gray pole (with S=0) are absolutely harmony. That is reasonable from de-
signer’s point of view. 

Then, by summing up all local color pairs’ harmony values of a webpage, the over-
all color harmony of the page can be roughly assessed.  
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3ܧ                           ൌ ∑ ∑ ௝ସ௜ୀଵ௡௝ୀଵܪ  ሺ ௜ܲሻ                              (6) 

Suppose there are n visual segments on the webpage. And each segment has four 
layered fore-background color pairs as we mentioned in contrast evaluator. Probably 
some of the pairs have identical colors and therefore score zero.  

M. Nishiyama et al [20] demonstrated that the sum of the color harmony scores 
computed from local regions of an image is positively correlated with the overall 
aesthetic quality of the image. An image with high (low) aesthetic quality often con-
tains a large number of local color patterns with high (low) color harmony scores. The 
harmony model they adopted is the Moon-Spencer model. 

3.4 Multi Objective Optimization  

With three fitness functions: E1, E2 and E3 and a well-encoded solution set, we cast 
web color scheme creation as a constrained multi objective optimization problem, 
which tries to strike a balance among the desirable color “mood”, the spatial harmo-
nious pairwise color combination as well as necessary figural-background color con-
trast for legibility and saliency. The energy function is defined as 

 E = αE1 + βE2 + γE3 (7) 

where α, β and γ are the weighting coefficients of E1, E2 and E3 respectively. The 
changes of the coefficients shift the minimum of the energy function. To determine 
the proper values of them, we fix one of them and manually adjust the other two, 
meanwhile, to observe the resulting outcomes of the evolutionary algorithm. In our 
experiments, we set α to -1, γ and β are varies in between 5~10. These three terms 
altogether make the system converge to an expected state, fulfilling all the three  
objectives. 

4 Results and Application 

We conducted an informal experiment to test the usefulness of the WCS in the con-
text of a webpage design. We found that most color schemes generated by the tool are 
aesthetically preferable. Sometimes the evolution may be stuck in a local optimum, 
with one or two parts of the webpage not so well settled. With the proper weights of 
the energy function and a well-encoded solution set, the optimal color schemes pro-
duced by evolutions in different sessions are pretty consistent. 

Initial experiments show that the three fitness functions are all essential for the op-
timization of the color scheme. Removing any one of them, the results of the evolu-
tion are not so acceptable, especially the E1 and E2. Changing the weights of the 
functions, the resulting schemes could be slightly different. The interactive Mood 
Board is easy and intuitive to use. WCS demonstrates that novice users can compose 
desirable color schemes for webpages as easily as professional designers do. 
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assessing the color contrast and harmony of webpages. The effectiveness of the mod-
els needs to be cross-validated. This research is funded by ministry of education of 
China (11YJCZH044) and SJTU art-science joint research fund. 
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Abstract. In this paper, the authors have focused on effects of text decoration 
function on text based communication system in education. In recent years, 
chance of the text based communications between a teacher and students in 
face-to-face lessons has increased. However, there are few investigations of the 
effects mounting text decoration function in education. Therefore, the authors 
performed the experiment to investigate effects of text decoration function us-
ing text based communication system in face-to-face lessons. As a result of the 
experiment, it was clarified that there are a wide variety of the expressions  
in text messages, which made by students using text decoration function.  
And most of them have felt strongly the necessity of text decoration function. 
Furthermore, it was clarified that several in them felt “Interest for the text  
decoration” and “Affinity with the teacher”. 

Keywords: decoration, text, message, expression, necessity, interest, affinity. 

1 Introduction 

In recent years, chance of the text based communications using information 
communication technology between a teacher and students in face-to-face lessons has 
increased. Most of the text messages are plain text. The text decoration function (e.g., 
font settings of emphasis, size and color, or insertion of pictorial symbols) is standard 
mounted in smart phone, which have installed a text based communication application 
program. However, there are few investigations of the effects mounting text 
decoration function on text based communication system in education. Therefore, the 
purpose of this study is to investigate effects of text decoration function. The authors 
performed the experiment to compare effects of text decoration function using text 
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based communication system in face-to-face lessons. In this paper, the authors 
reported on result of the experiment and the effects of text decoration function in 
face-to-face lessons. 

2 Interactive Communications in Education 

Messages such as question and impression about a lesson from students become key 
indicators for teacher as the formative evaluation of instruction [1]. On the other hand, 
messages such as answer and encouragement from teacher become key factors for 
students to improve the level of understanding and the willingness to learn [2]. Inter-
active communications are very important in education. 

However, the interactive communications between a teacher and students are  
limited compared with the one direction communication such as presentations con-
cerning course content from a teacher to students in face-to-face lesson in Japan. The 
reasons are much of lesson time that is spent on presentations concerning course  
content. And many students behave shyly in face-to-face class. 

2.1 One-to-One Text Based Communications Process 

To overcome such problems, in Japan, the one-to-one text based communication 
methods with the paper card and the questionnaire is proposed [3-4]. The methods are 
as follows. First, a student writes and hands the text messages to a teacher just before 
the end of a lesson. Secondly, the teacher receives and reads the text messages from 
the students after the lesson ends. Thirdly, the teacher writes the answer to the 
student’s text messages until upcoming a lesson. Finally, the teacher hands the answer 
to the students, and the student reads the answer from the teacher in the beginning of 
upcoming a lesson. In one semester, these are repeated for usual lessons. Recently, the 
cases that replaced from the paper card and the questionnaire to the text based 
communication system on the computer is increasing [5]. 

2.2 Plain Text Messages and Text Decoration Function 

Most of the text messages in text based communications are plain text. Nonverbal 
messages (e.g., voice and countenance, and gesture, etc.) in face-to-face 
communications are limited in text based communications. To overcome such 
problems, we contrive arrangements by a combination of some characters in the text 
message instead of the nonverbal message. For examples, as a result of the 
experiment in the discussion board, it is clarified that the user puts space between 
characters, and makes emoticon that combines characters [6]. Recently, the text 
decoration function is standard mounted in smart phone, which have installed the text 
based communication application program. 
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2.3 Effects of Text Decoration Function in Education 

There are few investigations of effects mounting text decoration function on text 
based communication system in education. Then, the authors have tried to perform 
the experiment to investigate effects of text decoration function in face-to-face 
lessons. The authors pay attention in effects of the students’ side. The authors have 
made the following four hypotheses about effects mounting text decoration function 
on the students’ side. 

The hypotheses shown in (i) and (ii) are expected to become materials for a teacher 
who guesses a student’s understanding level, willingness to learn, and feelings, etc. 
And (iii) is expected to activate communications with a teacher. And (iv) is expected 
to become an additional resource that improves a student’s willingness to learn [6-9]. 

(i) A student will use a wide variety of expressions such as emphasis and feelings 
in text messages. 

(ii) Amount of a student’s text message will increase, and the topic will be 
diversified. 

(iii) Text base communications with a teacher will become interesting and happy 
impressions for a student. 

(iv) A student’s affinity with the teacher will rise. 

3 Experiment to Investigate Effects of Text Decoration 

The authors performed the experiment to investigate effects of text decoration 
function using text based communication system in face-to-face lessons. In the 
experiment, the authors used text based communication system that developed 
originally. The system was named “iConversation” (interpersonal-Conversation 
system for teacher-learner human relations) (the following describes it as “iCon”). 
The authors developed the iCon for one-to-one text communications between a 
teacher and a student in face-to-face lessons. The iCon has been used in 11 classes at 
four universities in Japan since fiscal year 2012. 

3.1 A Text Based Communication System : iConversation 

The authors modified two kinds of the iCon with a different feature for the 
experiment in this study. It is “iCon-plain” and “iCon-decoratable”.  

The iCon-plain hasn’t mounted text decoration function to change font settings and 
to insert pictorial symbols. Figure 1 shows an interface of the iCon-plain for a student. 
An interface of the iCon for a teacher is basically same for a student. A student can 
input text messages to area of “Message to the teacher”, and can input 18 Japanese 
characters in one line to the area (Case of the alphanumeric characters; 36 characters). 
The text of 12 lines can be input to the displayed the area. And more characters can be 
input when scrolling. In area of “Conversation log”, a student can read his/her last 
messages and answer from a teacher. The messages exchanged between a teacher and 
a student in past is displayed like “discussion board” in the area. 
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Fig. 1. An interface of the iCon-plain for a student 

 

Fig. 2. The iCon-decoratable : The iCon with Additional Component for Text Decoration 

On the other hand, the iCon-decoratable has mounted text decoration function to 
change font settings (e.g., emphasis, size and color) and to insert the pictorial 
symbols. The iCon-decoratable and the iCon-plain are same interfaces basically. The 
iCon-decoratable has an addition of text decoration function to the iCon-plain. An 
interface of the added text decoration function is shown in Figure 2. When the user 
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clicks button of decoration function, the characters is decorated with font settings, or 
pictorial symbols are inserted. These message areas of the iCon-decoratable are 
achieved with various tags conforming to HTML 4.01 in order to obtain font settings 
and pictorial symbols. Therefore, various tags are recorded in text messages. Of 
course, the users can use decoration function without thinking about various tags, and 
the users cannot see various tags. 

3.2 Outline of the Experiment 

The experiment that used the iCon was performed by two classes of face-to-face 
lessons in which 1 teacher and about 20 students participated. These are same course; 
it is conduct a lesson respectively at first term and latter term. This course is a practice 
to learn the base of server-client system for students of third grader or more. The 
teacher of this course was one person in authors. In the classroom, each one has one 
desk-top PC for a teacher and students, and all PC is connected with Internet. When a 
usual lesson was begun and ended, a teacher and students used the iCon with a 
browser installed in desk-top PC. 

In the experimental group, a teacher and students used the iCon-plain for six times 
of first half, and used the iCon-decoratable for six times of latter half (The students 
kept free whether to use the text decoration function, though the teacher had the text 
decoration function used without fail). On the other hand, in the control group, a 
teacher and students used the iCon-plain for 12 times in total. Just before the end of a 
lesson, it was demanded that students make text messages concerning free topics 
(questions on the lesson, consultation of worry, and topics concerning hobby each 
other, etc.) at the time of about ten minutes. 

In this paper, the authors reported on the result that is analyzed with three points 
shown as follows. 

(a) Analysis concerning signs of decoration recorded in text messages 
The HTML tags as signs using text decoration function are extracted from text 
messages and the authors analyzed the tags to investigate the hypothesis “(i) A 
student will use a wide variety of expressions such as emphasis and feelings in 
text messages” described in paragraph 2.3. 
 

(b) Analysis concerning quantity and content in text messages 
The authors analyzed the number of characters and the topics of text messages 
to investigate the hypothesis “(ii) Amount of a student’s text message will 
increase, and the topic will be diversified” described in paragraph 2.3. 
 

(c) Consciousness survey by questionnaire 
The questionnaire is performed for students and the authors analyzed the 
answer to investigate the hypothesis “(iii) Text base communications with a 
teacher will become interesting and happy impressions for a student” and “(iv) 
A student’s affinity with the teacher will rise” described in paragraph 2.3. 
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Table 1. Result of utilization the text decoration function in the experimental group 

 
15-

Jun-12 
22-

Jun-12 
29-

Jun-12 
 6- 

Jul-12 
13- 

Jul-12 
20- 

Jul-12 Total 

Student who sent 
message 

18 20 18 19 17 17 109 

Student who used 
decoration function 

17 16 15 16 17 11 92 

Ratio of student who 
used decoration function 

94.4% 80.0% 83.3% 84.2% 100% 64.7% 84.4% 

Total of used decoration 
function 

103 75 52 60 79 67 436 

Average of used 
decoration function / a 
person 

6.06 4.69 3.47 3.75 4.65 6.09 4.74 

Table 2. Summary of the quantity consumed of each kind of the decorations 

Emphases Size settings Color settings

Bold 
Under 
line Large Small Orange  Red  Blue  Green Yellow 

30 5 35 9 30 34 33 23 6 

Pictorial symbols

Total 
 

pleasure 
 

joy 
 

surprise 
 

interest 
 

sadness 
 

anger 
 

abashment 
 

worry 

88 55 6 8 17 2 14 41 436 

3.3 Result of the Experiment 

The lessons of the experimental group were conducted between April and July, 2012, 
and 22 students participated. The lessons of the control group were conducted 
between September, 2012 and January, 2013, and 24 students participated. (It omitted 
students who were participating in both classes from the analysis object.) 

(a) Analysis concerning signs of decoration recorded in text messages 
The result of utilization the text decoration function (The HTML tags in 
messages are counted.) in the experimental group is shown in Table 1. The 
students of 84.4% in average were using text decoration function in usual 
lessons. And the students were using 4.74 kinds of text decorations in average 
per person by usual lessons. 

The summary of the amount used of each kind of text decorations is shown 
in Table 2. Most decorations used by the students were a pictorial symbol of 
meaning of “pleasure”. Moreover, there was a lot of font settings in which  
the emphases was set to Bold, the size was set to Large, and the color was set  
to Red. 
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On the other hand, in the both groups, there were emoticons and the gestures 
which expressed by composing of a combination of characters in text messages 
instead of nonverbal messages. Many of cases were about 1-2 kinds of a 
combination of characters per one direction communication from a student to a 
teacher in a lesson. The total of communications in the experimental group 
were only about 31 (The first half is 22, and the latter half is 9.). And the total 
of communications in the control group were only about 25 (The first half is 9, 
and the latter half is 16.). These are littler than scales using 436 text decoration 
function. 
 

 

Fig. 3. The average transition of number of the character 

(b) Analysis concerning quantity and content in text messages 
The average transition of number of the characters that the student input to text 
messages in usual lessons is shown in Figure 3. A big difference was not seen 
between the average value at the first term and latter term in the experimental 
group, and a big difference was not seen it in the control group, too (t-test and 
Wilcoxon test). When the experimental group was compared with the control 
group, an especially big difference was not seen it excluding the final day (t-
test and Mann-Whitney test). 

On the other hand, a significant difference was seen in 5% level as a result of 
comparing the average value between the control group and the experimental 
group only at the final day (t-test, p<0.05).  

To clarify reasons for the difference, contents of the text messages on the 
final day were analyzed. As a result, most of the students in the experimental 
group were almost inputting about the impression for the lesson and the word 
of thanks to the teacher. Half of the students in the control group were inputting 
about the impression for the lessons and the word of thanks to the teacher.  
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On the other hand, the more than half of the students in the control group were 
inputting about the topic concerning the examination and the academic 
achievement. Only the students of 20% in the experimental group were 
inputting about the topic concerning the examination and the academic 
achievement. 
 

(c) Consciousness survey by questionnaire 
The authors surveyed concerning the necessity of text decoration function by 
the questionnaire at final day. The question sentence for the control group  
was “Do you think that the text decoration function in text communications  
to a teacher is necessary?”, and the question sentence for the experimental 
group was “Do you think that the text decoration function in text 
communications to a teacher was necessary?”. The 5-point Likert Scale was 
used at the questionnaire. The answer distribution of the control group and the 
experimental group is shown in Figure 4. A significant difference was seen in 
5% level as a result of comparing the difference of the median between the 
control group and the experimental group (Mann-Whitney test, p<0.05). 

In addition, the authors analyzed the contents of description about selected 
reason in these questions. In the both groups, there were a lot of descriptions of 
purport like “Because I can convey my feelings with text decorations, it was 
necessary”, and “Because I think that the kind of the expression became rich, it 
is necessary”. However, several in the students of the control group have 
described purport like “There was no necessity because it was impolite to the 
teacher”, and “Enough only in the plain-text”.  On the other hand, several in 
the students of the experimental group have described purport like “I feel 
affinity with the teacher”, and “I’m interesting in the decoration”. 

 

Fig. 4. Distribution of the questionnaire concerning the necessity 
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3.4 Discussion 

The hypotheses described in paragraph 2.3. were considered based on the results of 
the experiment. 

(a) Analysis concerning signs of decoration recorded in text messages 
In the both groups, the number of nonverbal messages which expressed by 
composing of a combination of characters was little amounts. On the other 
hand, the students in the experimental group of 80% or more were using text 
decoration function in usual lessons. And the students were using 4.74 kinds of 
text decorations in average per one person in usual lessons. It is guessed that 
the students in the experiment group tried to express the emphasis and feelings 
in variegation by using text decoration function. In addition, it is necessary to 
survey the intention of these expressions. 
 

(b) Analysis concerning quantity and content in text messages 
When the average value of number of characters that the students in the 
experimental group input was compared with it that the students in the control 
group input, an especially big difference was not seen it excluding at the final 
day. On the other hand, a significant difference was seen in 5% level as a result 
of comparing the average value between the control groups and the 
experimental group only at the final day. The content of topics was some 
different tendency in the comparison between the experimental group and the 
control group. In addition, it is necessary to perform the subsequent analysis of 
the content of topics. 
 

(c) Consciousness survey by questionnaire 
As a result of the survey, it was clarified that the students of the control group 
did not strongly feel the necessity of text decoration function. On the other 
hand, it was clarified that most students of the experimental group strongly feel 
the necessity of it. In addition, there were some students in the experimental 
group have felt “Interest” for the use of the text decoration function, and have 
felt “Affinity” with a teacher. In the experimental group, it was confirmed that 
impression of interest to text decoration and sense of affinity with a teacher 
improved. 

4 Conclusion 

The authors performed the experiment to compare effects of text decoration function 
using the text based communication system in face-to-face lessons. As a result, it was 
clarified that the students of 80% or more was using the text decoration function, and 
the students tried to express the emphasis and feelings in variegation by using text 
decoration function. And they strongly felt the necessity of text decoration function. 
Furthermore, it was clarified that several in them felt “Interest for text decoration” 
and “Affinity with the teacher”. 
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The experiment reported with this paper was small-scale. The authors think that the 
result of the reported this paper should confirm whether to be reproduced in other 
classes in the future. 
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Abstract. Correlations between subjective ratings of interface usability and ap-
peal have been frequently reported. This study examined the possibility that the 
relationship between usability and appeal are underpinned by implicit percep-
tions of ease of processing which act as a heuristic in making judgments of  
appeal. Ease of processing was manipulated by varying the amount of expe-
rience participants gained with icons in a search task prior to judging appeal, as 
well as varying the familiarity and visual complexity of the icons presented. 
These manipulations systematically affected response times in the search task 
(an objective measure of usability). The effects observed in appeal judgments 
followed the same pattern as for search times, demonstrating that ease of 
processing predicts judgments of appeal. This suggests that our understanding 
of interface appeal needs to be predicated on an appreciation of the factors  
affecting the ease with which information on an interface is processed.  

Keywords: Interface appeal; usability; processing fluency; icons. 

1 Introduction 

1.1 The Relationship between Usability and Appeal 

Interface usability typically refers to the ease with which an interface can be learned 
and how swiftly and accurately it can be used [1,2]. It is now recognized that enhanc-
ing the aesthetic appeal of an interface may be just as important as improving its usa-
bility [3].  Recent research has therefore often focused on how interface appeal can 
be enhanced [4-8].   

A number of studies have observed a relationship between ratings of perceived 
usability and ratings of aesthetic appeal.  These studies have typically obtained rat-
ings of usability and ratings of appeal for interfaces such as websites, MP3 players, or 
mobile phones and analyzed the correlation between ratings [9-11].  In a recent re-
view Hassenzahl & Monk [12] found that correlations between ratings of usability 
and appeal are commonly reported and that the strength of the correlation varied in 
accordance with the context, the nature of the interface, and the task demands. 

1.2 Using Ease of Processing as a Heuristic to Judge Appeal 

The relationship between usability and appeal may be explained by ease of processing 
accounts of aesthetic appeal. The ease of processing of a stimulus has been suggested 
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as a potential general heuristic which may influence judgments of appeal [13, 14]. 
Alter & Oppenheimer [13] argued that the ease with which stimuli can be processed 
generates a corresponding fluency experience.  It is this fluency experience which 
then acts as a heuristic in determining judgments of appeal.   

This rationale can be used to explain the observed correlation between interface 
usability and appeal.  If interfaces are easy to use (i.e. facilitate ease of processing 
and generate a corresponding fluency experience) then they will be judged as more 
appealing. Conversely, if interfaces are difficult to use (i.e. are difficult to process, 
generating a poor fluency experience) then they will be judged as less appealing.  

1.3 Factors Influencing Ease of Processing  

The aim of the current study was to examine the hypothesis that ease of processing 
can indeed influence judgments of appeal, using icons as stimuli. Ease of processing 
was measured objectively - rather than subjectively - by measuring performance dur-
ing a search task. The search task, in which participants were asked to search for icons 
in an array, was designed to be analogous to the everyday task of searching for icons 
on an interface. Ease of processing was manipulated experimentally by varying (a) the 
amount of experience users gained with icons before rating appeal and (b) the nature 
of the icons presented in the search task (i.e. their familiarity and visual complexity).   

 

Experience with the Icons. Icons were presented to participants over 9 blocks of 
search trials.  Ratings of appeal were obtained after the first and ninth blocks of tri-
als. It was expected that ease of processing, and hence ratings of appeal, would im-
prove as they gained experience with the icons over blocks of trials.  
 

   

Men’s restroom 
(a) 

Zoom 
(b) 

Female 
(c) 

Fast processing 
(d) 

Fig. 1. Examples of icons 

Familiarity with the Icon. Familiarity is one of the most important predictors of 
speed and accuracy of icon processing [15, 16]. For example, our familiarity with the 
icon for men’s restroom allows us to search for it more quickly in an array in compar-
ison to an icon representing the ‘zoom’ function on cameras (c.f. Fig. 1a and b).  This 
cannot be accounted for simply because one icon is pictorial and the other is not: our 
familiarity with the abstract icon representing ‘female’ (Fig. 1c) allows us to identify 
it more quickly and effectively compared with the pictorial icon representing ‘fast 
processing’ which is not familiar (Fig.1d; see [15]).  

On the basis of previous research it was therefore expected that familiar icons 
would be found faster in the search arrays in comparison to unfamiliar icons.  As a 
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result, participants’ fluency experiences between these types of icons would differ 
resulting in familiar icons being rated more positively for appeal than unfamiliar 
icons. 

 

Visual Complexity of the Icon. The visual complexity of an icon or picture can be 
measured in a number of ways but generally can be taken to refer to the level of intri-
cacy or detail in a stimulus [c.f., 17-19]. Simple icons can enhance performance  
because they can be discriminated more easily in arrays [20] and are located more 
easily, or pop-out, in visual search [20-23]. It was expected that simple icons would 
be regarded as more appealing than complex icons because of the relative ease with 
which they may be processed. 

Prior familiarity and visual complexity of the icons were varied orthogonally  
(see Figure 2). Icons were either simple or complex, familiar or unfamiliar.  

 
 Visual Complexity 

Familiarity Simple Complex 

 
 

Familiar 
 

 
 Picnic Area Risk of explosion 
 
 

Unfamiliar 

  

 Balance Rinse 

Fig. 2. Types of icons presented in the visual search task which varied orthogonally on fami-
liarity and visual complexity  

1.4 Controlling Icon Appeal  

Importantly, the appeal of icons prior to the experiments was held constant across all 
4 types of icon presented to participants. This is because both the visual complexity 
and our familiarity with a stimulus are known to affect judgments of appeal. 

 
Familiarity with the Icon. Stimulus familiarity is an important predictor of appeal 
judgments with familiar stimuli rated more highly than unfamiliar ones and correlates 
significantly with ratings of appeal [24-30]. 
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Visual Complexity of the Icon. Similarly, visually simple stimuli tend to be pre-
ferred or rated more highly on appeal than visually complex ones [26, 31, 32]. 

Mean ratings of appeal obtained previously from an icon corpus were therefore 
used to ensure that icons in all four experimental conditions shown in Fig. 2 did not 
differ in appeal (see Materials for details). This meant that differences in appeal 
which emerged during the study could be attributed to differences in ease of 
processing rather than merely being the result of prior differences between experi-
mental materials.  

To summarize, if ease of processing during the search task determines perceptions 
of appeal we should expect the following:-  

(a) If response times are lower for simple and familiar icons then ratings of appeal 
will be higher 

(b) Ratings of appeal will increase as we gain experience with icons. 

2 Method 

2.1 Participants 

Forty-two undergraduate and postgraduate students from Bournemouth University 
took part in this experiment. Twenty-one participants provided ratings of appeal after 
completing 1 block of experimental trials. Their mean age was 20.83 years (12 fe-
males, 9 males). Twenty-one participants provided ratings of appeal after completing 
9 blocks of experimental trials.  There mean age was 22.33 years (13 females, 8 
males). Each participant received £12 or course credits for taking part in the study.   

2.2 Procedure 

Participants carried out a search task designed to be analogous to searching for icons 
on an interface. They searched for a pre-determined target icon among an array of 
nine icons. Participants were initially shown the target for 2 seconds and, once it dis-
appeared from the screen, an OK button appeared. Participants then pressed the OK 
button to display the search array and used the mouse to click as quickly as possible 
on the icon they had seen where it was displayed in the array. Once participants had 
clicked on an icon in the array, the array disappeared and the next experimental trial 
began. 

There were 9 blocks of trials, with 40 trials per block. In each block, 40 icons were 
search targets, 10 icons of each icon type shown in Figure 2. Appeal judgments were 
obtained from two separate experimental groups, one providing ratings at block 1, the 
other at block 9. 

Ease of processing was measured as the time taken by participants to search for an 
icon in an array (a task similar to searching for icons on an interface).  Participants 
were asked to rate icons on a 1-5 scale (from really dislike to really like) either  
after completing 1 block of experimental trials or after completing 9 blocks of  
experimental trials.  
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2.3 Design 

Participants completed two tasks, a search task and a rating task. The search task was 
based on a repeated-measures design manipulating three within-participants indepen-
dent variables. These were icon familiarity with 2 levels (familiar and unfamiliar), 
icon complexity with 2 levels (simple and complex), and blocks of trials with 9 levels 
(Blocks 1-9). The combination of icon familiarity and icon complexity gave rise to 
four icon types which were presented in each of 9 blocks of trials. The dependent 
measure for the search task was the response time taken to find the target icon in an 
array of icons. 

In the rating task there were also three independent variables: icon familiarity  
(familiar and unfamiliar) and icon complexity (simple and complex) were within-
participant variables (as in the search task), but blocks of trials was manipulated be-
tween-participants and it had only two levels (block 1 and block 9). The dependent 
measure for the ratings task was mean appeal rating per condition per block. 

2.4 Materials 

Icons were selected from a corpus of 239 icons rated for familiarity, complexity and 
appeal [26, 33].  As shown in Fig. 2, 40 icons were presented in the visual search 
trials which varied orthogonally in their familiarity and visual complexity: they were 
(a) 10 familiar and complex icons, (b) 10 familiar and simple icons, (c) 10 unfamiliar 
and complex, and (d) 10 unfamiliar and simple icons. A further 60 icons were used in 
the ratings booklet which participants were asked to complete after blocks 1 and 9.  
These included a matching set of 40 icons of the same 4 types which participants had 
not seen before, as well as a set of 20 previously unseen ‘neutral’ stimuli whose fami-
liarity and complexity fell in the mid-range.  Data analyses reported here refer only 
to the 40 icons shown to participants. 

A series of one-way analyses of variance followed by Newman-Keuls comparisons 
was conducted to ensure that ratings differed in accordance with the requirements of 
each experimental condition. Ratings of familiarity differed significantly, F(3,36) = 
25.20, p < .001.  Newman-Keuls comparisons revealed that familiar simple and com-
plex icons had significantly higher familiarity ratings than unfamiliar icons;  
M(complex/familiar)=3.41, M(simple/familiar)=3.61, M(complex/unfamiliar)=2.01, 
M(simple/unfamiliar)=2.04. Ratings of visual complexity also differed significantly, 
F(3,36) = 63.88, p < .001.  Newman-Keuls comparisons revealed that complex famil-
iar and unfamiliar icons had significantly higher complexity ratings than simple icons;  
M(complex/familiar)=3.44, M(complex/unfamiliar)=3.47, M(simple/familiar)=2.00, 
M(simple/unfamiliar)=2.02. Ratings of icon appeal did not differ significantly, 
F(3,36) = 2.69, p > .05; M(complex/familiar)=2.96, M(complex/unfamiliar)=2.68, 
M(simple/familiar)=3.29, M(simple/unfamiliar)=2.90. 
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3 Results 

3.1 Response Times 

An analysis of variance was conducted to examine the effects of experience (blocks of 
trials 1-9), icon familiarity (familiar vs. unfamiliar) and icon complexity (simple vs. 
complex) on participants’ response times. 

As expected, response times reduced as participants gained experience with icons 
in the search task, F(8,320) = 13.05, p < .001, M(block 1)=1239 ms, M(block9)=1101 
ms. Response times were faster for familiar in comparison to unfamiliar icons, 
F(1,40) = 79.69, p < .001, and faster for simple in comparison to complex icons, 
F(1,40) = 91.40, p < .001. An interaction between familiarity and complexity was 
observed, F(1,40) = 10.47, p = .002. This interaction is shown in Figure 3a.  Further 
analyses revealed that the difference in response times between familiar and unfami-
liar icons was greater for simple icons than for complex icons, t(41) = 3.27, p = .002. 
No other interactions were significant. 

3.2 Ratings of Appeal 

A similar analysis of variance was conducted to examine the effects of experience 
(block 1 vs. block 9), icon familiarity (familiar vs. unfamiliar) and icon complexity 
(simple vs. complex) on participants’ ratings of appeal. 

There was a significant main effect of blocks of trials, F(1,40) = 5.46, p < .001. 
Participants who had gained more experience with the icons gave them higher ratings 
of appeal, M(block 9)=3.06, than those with less experience of the icons, M(block 
1)=2.81. Ratings were higher for familiar than for unfamiliar icons, F(1,40) = 17.55, p 
< .001, and for simple as opposed to complex icons, F(1,40) = 8.87, p < .001.  Fur-
thermore, there was a significant interaction between familiarity and complexity, 
F(1,40) = 4.77, p = .035 (see Figure 3b). A paired t-test was carried out to examine 
the interaction further and showed that the difference in ratings between familiar and 
unfamiliar icons was greater for simple icons than for complex icons, t(41) = 2.17, p = 
.035.  No other interactions were significant. 

 

   

Fig. 3. Interactions between icon familiarity and complexity for (a) response times in the search 
task and (b) ratings of appeal 
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The findings for ratings of appeal mirror those found for response times. Because 
participants were not given any information about the visual complexity or familiarity 
of icons, it is difficult to explain these findings in terms of explicit awareness. This is 
particularly true of the interaction observed between familiarity and complexity. Par-
ticipants’ judgments of appeal appeared to be determined by an implicit awareness of 
the ease with which items had been processed as measured the time they took to re-
spond in the search task.  Furthermore, despite the fact that ratings were obtained 
from two participant groups either after 1 or 9 blocks of experimental trials, ratings of 
appeal were higher at block 9 than block 1.   

4 Discussion 

In their recent review of the literature examining the role of processing fluency on our 
judgments, Alter & Oppenheimer [13] stated the following: 

Processing fluency, or the subjective experience of ease with which people 
process information, reliably influences people’s judgments across a broad 
range of social dimensions. Experimenters have manipulated processing flu-
ency using a vast array of techniques, which, despite their diversity, produce 
remarkably similar judgmental consequences. For example, people similarly 
judge stimuli that are semantically primed (conceptual fluency), visually 
clear (perceptual fluency), and phonologically simple (linguistic fluency) as 
more true than their less fluent counterparts. ... Because every cognition falls 
along a continuum from effortless to demanding and generates a correspond-
ing fluency experience, [the authors argue that] fluency is a ubiquitous meta-
cognitive cue in reasoning and social judgment.  p. 219 

Given the diversity and extent of research examining how fluency affects cognition, it 
is perhaps surprising that it has not informed our understanding of individuals’ judg-
ments about interfaces, particularly given the current focus on interface appeal. 

4.1 Usability, Processing Fluency, and Appeal  

The aim of the current research was to explore the possibility that processing fluency 
could be used as a way of explaining the relationship between perceived usability and 
appeal that has been observed in a number of studies. Rather than relying on subjec-
tive measures of usability (i.e. ratings of perceived ease of use), response time in a 
search task was used as the index of ease of processing.  The search task was de-
signed to be analogous to our everyday search for icons on interfaces. 

The results showed that the factors affecting ease of processing – experience and 
the familiarity and complexity of the icons – can predict judgments of appeal.  Spe-
cifically, icon familiarity and complexity influenced both response times and appeal 
ratings.  Most surprisingly, familiarity interacted with complexity in the same man-
ner for both response times and appeal ratings (Fig. 3). In other words, appeal ratings 
for icons that were pre-experimentally equated in terms of appeal, followed the exact 
same pattern as the pattern of performance. This demonstrated that implicit awareness 
of ease of processing was driving judgments of appeal.   
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At a practical level, we therefore suggest that in order to optimize interface design, 
the current focus on interface appeal needs to be closely tied to a sound understanding 
of the factors influencing speed and efficacy of responding to interfaces, i.e. ease of 
processing. 

4.2 Fluency Discounting in Judgments of Appeal – Future Research 

While the current findings suggest that processing fluency can be a strong driver of 
appeal judgments, evidence to date suggests that fluency may be discounted in favor 
of other, more salient, cues for decision making [e.g. 34, 35].  Current research in our 
laboratory is focussing on what cues might be used to decouple ease of processing 
information from appeal judgments. It seems likely that this will be relatively nuanced 
and situation specific and may well be in accordance with the pattern of correlations 
found by Hassenzahl and Monk [12] in their recent review of correlations between 
ratings of usability and appeal.  
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Abstract. In the 21st century, the importance of kansei (affective) values has 
been recognized. However, since few studies have focused on kawaii as a kan-
sei value, we are researching its physical attributes of artificial products. We 
previously performed experiments on kawaii shapes, colors, and sizes. This ar-
ticle describes our experimental results on kawaii feelings in material percep-
tion using virtual objects with various visual textures and actual materials with 
various tactile textures. 

Keywords: kansei (Affective) value, kawaii, texture, visual sensation, tactile 
sensation. 

1 Introduction 

Recently, the kansei (affective) value has become crucial in industrials in Japan. The 
Japanese Ministry of Economy, Trade and Industry (METI) determined that it is the 
fourth most important characteristic of industrial products after function, reliability, 
and cost [1]. According to METI, it is important not only to offer new functions and 
competitive prices but also to create a new value to strengthen Japan’s industrial 
competitiveness. Focusing on kansei as a new value axis, METI launched the “Kansei 
Value Creation Initiative” in 2007 [1][2] and held a kansei value creation fair called 
the “Kansei-Japan Design Exhibition” at Les Arts Decoratifs (Museum of Decora-
tive Arts) at the Palais du Louvre in Paris in December 2008. Launched as an event of 
the “Kansei Value Creation Years,” the exhibition had more than 10,000 visitors dur-
ing its ten-day run and was received favorably [3].  

In Japan, the cute aesthetic is widely used by many organizations and for many 
purposes, including police mascots [4] and warnings for dangerous areas [5]. Al-
though using cute to motivate and inform might seem strange, cute offers potential. 
Dr. Cheok et al. at the National University of Singapore argued that Japanese kawaii 
embodies a special kind of cute design that reduces fear and increases the appeal of 
dreary information [6]. Various Japanese kawaii characters such as Hello Kitty and 
Pokemon have become popular all over the world. In this article, the cuteness of those 



586 M. Ohkura and T. Komatsu 

 

characters is called kawaii, which is a Japanese word that represents an affective val-
ue; it has such positive meanings as cute, lovable, and small.  

For the past several years, we have been focusing on the kawaii attributes of indus-
trial products or the interfaces of interactive systems, because we consider kawaii  
a kansei value. However, since few studies have focused on kawaii attributes, we 
systematically analyze the kawaii interfaces themselves: the kawaii feelings caused by 
such attributes as shapes, colors, and materials. Our aim is to clarify a method for 
constructing a kawaii interface from our research results. We believe that kawaii has 
the potential to become an important kansei value for future interactive systems and 
industrial products. 

We previously performed experiments and obtained interesting tendencies about 
kawaii attributes [7][8][9][10][11]. For example, such curved shapes as tori and 
spheres tend to be evaluated as more kawaii than straight-lined shapes [8][9].  

This paper describes our basic study about the kawaii feelings of material percep-
tion. The former part describes our experimental results on kawaii feelings for various 
visual textures of virtual objects, and the latter part describes our experimental results 
on kawaii feelings for various tactile textures of actual materials. 

2 Background Survey 

One of the authors lectured on kawaii research and asked the undergraduate students 
to list five kawaii products or living creatures and to explain their reasons. The listed 
goods were classified into three categories: living creatures, artificial products, and 
cartoon characters (Table 1). We morphologically analyzed their explanations for the 
kawaii feelings and made histograms of the morphemes.  Fig. 1 shows histograms  
of the physical attributes for the three categories. We confirmed that shape, color,  
and size were important attributes for feeling kawaii. Our next target is material  
perception. 

Table 1. Classification of Kawaii Goods 

Class Examples 

Living ceatures (LC) 
ant, dog, cat, penguin, bird, sparrow, frog, child, girl, baby, 
hamster, panda, chick 

Artificial products (AP) 
iPod, mobile phone, strap, round button, cake, necklace, 
stuffed animal 

Cartoon characters 
Doraemon, Pikachu, Winnie the Pooh,  Donald Duck, 
Stitch, Moomin 
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Fig. 1. Histogram of physical attributes 

3 Kawaii Feeling in Material Perception for Virtual Objects 

3.1 Method 

We employed a 46-inch-LCD monitor and polarized glasses to stereoscopically show 
virtual objects for the experimental setup. Based on th results of our previous expe-
riments, we employed a cylinder for the shape of the objects, and pink for their color. 
We employed nine textures (Fig. 2). Participants were randomly presented nine ob-
jects one by one for 20 seconds to evaluate their kawaii degree on a 7-point Likert 
Scale, where -3 is extremely non-kawaii, 0 is neutral, and +3 is extremely kawaii. 
Participants also justified their evaluations. 

 

Fig. 2. Nine displayed objects 
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3.2 Results and Discussion 

We performed our experiments with nine female and nine male students in their 20s. 
Fig. 3 shows the results for each texture, where the vertical axis shows the kind and 
the horizontal axis shows the ratio of each scale. 

• Each texture got both scores of the kawaii group such as +3, +2, and +1 and the 
non-kawaii group such as -3, -2, and -1. 

• Textures #9, #8, #3, and #4 have relatively high scores. 
• Textures #2, and #5 have relatively low scores. 

We obtained the following results: 

• Although each texture has both positive and negative scores, a large difference 
exists among the averages of the textures; a product’s texture affects its kawaii de-
gree. 

• Textures evoking words related to such tactile sensation as soft, furry, and tangible 
are generally kawaii. 

• Textures #2, and #5 have relatively low scores. 

 

Fig. 3. Questionnaire results for each texture 

4 Experiment of Kawaii Feeling in Material Perception for Real 
Tactile Materials 

From the results of the above experiment, we performed the experiment using real 
tactile materials. 
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4.1 Method 

We employed 109 materials with different tactile sensations [12]. The features of 
those materials were that they were linked to Japanese onomatopoeias such as “mo-
komoko” and “zarazara” [12]. Examples of tactile materials are shown in Fig.4. 
Blindfolded participants were shown paired materials one by one and asked to deter-
mine which is more kawaii. The answer of participant was “Right,” “Left,” or 
“Same.” All materials were ranked by a quick sort algorithm (Fig. 5). 

 

Fig. 4. Examples of tactile materials 
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Fig. 5. Quick sort algorithm 

4.2 Results and Discussion 

We performed experiments with two female and two male participants. It took 2 to 3 
hours for each experiment and learned that four materials were deemed kawaii the 
first two times by all participants and eight materials by three out of four participants. 
On the other hand, no materials were deemed not-kawaii the first two times by all 
participants and four materials by three out of four participants. Table 2 shows four 
kawaii and four not-kawaii materials with linked onomatopoeias. These results indi-
cate that we can define kawaii (and not-kawaii) tactile materials using the materials 
we employed. 

Table 2. Outline of kawaii and not-kawaii tactile materials 

Kawaii/not-kawaii Tactile materials Onomatopoeia 1 Onomatopoeia 2 

Kawaii 

Yarn, 
Cotton, 
Sheep boa fabric,  
Cotton cloth 

Jashijashi 
Fukafuka 
Pofupofu 
Fusafusa 

Wasawasa 
Mokomoko 
Mofumofu 
Mosamosa 

Not-kawaii 

Large drop of sand, Gra-
nite stone,  
Vibration-absorbing pad, 
Sand paper 

Jarijari 
Gorogoro 
Kunikuni 
Jusajusa 

 
Zaguzagu 
Pokopoko 
Jorijori 

 
From the comparison results for each participant, we ranked the kawaii degree of 

each material, where the ranks were identical when the materials were judged the 
same by the participants. Then we averaged the kawaii ranks of all the participants. 
We defined the materials from the top and the 20th as the kawaii group, and materials 
from 90th to the bottom as the non-kawaii group. By comparing these two groups, we 
obtained the following: 
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• Kawaii group has such features as bushy, fluffy, soft, smooth, and elastic. On the 
other hand, non-kawaii group has such features as crumbly, hard, and rough. 

• The onomatopoeias of the kawaii group have such consonants as /f/, /m/, and /p/. 
On the other hand, those of the non-kawaii group have /z/, /j/, and /g/.  

These results resemble those of the experiment for virtual visual objects and suggest 
that common features of kawaii feeling exist in material perception. 

5 Conclusions 

We performed two experiments about the kawaii feelings of material perception. The 
first experiment was on kawaii feelings for various visual textures of virtual objects, 
and the second experiment was on kawaii feelings for various tactile textures for ac-
tual materials. We can confirm that common features of kawaii feelings exist in  
material perception. 

Future work includes more detailed experiment and analysis. 

Acknowledgments. We thank Prof. Sakamoto of The University of Electro-
Communications for supplying tactile materials with related onomatopoeia as well as 
the students of Shibaura Institute of Technology for their taking parts as experimen-
ters and participants of our experiments. 

References 

1. Kansei Value Creation Initiative,  
http://www.meti.go.jp/english/information/downloadfiles/ 
PressRelease/080620KANSEI.pdf 

2. Araki, J.: Kansei and value creation initiative. Journal of Japan Society of Kansei Engi-
neering 7(3), 417–419 (2007) (in Japanese) 

3. Announcement of the “Kansei Value Creation Museum”,  
http://www.meti.go.jp/english/press/data/20090119_02.html 

4. Metropolitan Police Department, “Pipo town” (in Japanese),  
http://www.keishicho.metro.tokyo.jp/sikumi/pipo/pipo.htm 

5. Doanigochuui (in Japanese),  
http://mito.cool.ne.jp/busbybus/doanigochuui.html 

6. Cheok, D.A., Ohkura, M., Fernando, O.N., Merritt, T.: Designing cute interactive media. 
Innovation 8(3), 8–9 (2008) 

7. Ohkura, M., Aoto, T.: Systematic study for “kawaii” products. In: Proceedings of the 1st 
International Conference on Kansei Engineering and Emotion Research 2007 (KEER 
2007), Sapporo. Japan Society of Kansei Engineering, Tokyo (2007) 

8. Ohkura, M., Konuma, A., Murai, S., Aoto, T.: Systematic study for “kawaii” products 
(The Second Report) -comparison of “kawaii” colors and shapes-. In: Proceedings of SICE 
Annual Conference 2008, Chofu, pp. 481–484. SICE, Tokyo (2008) 

 
 



592 M. Ohkura and T. Komatsu 

 

9. Murai, S., Goto, S., Aoto, T., Ohkura, M.: Systematic study on kawaii products (The Third 
Report) –comparison of kawaii between 2D and 3D-. In: Proceedings of Annual Confe-
rence of the Virtual Reality Society in Japan 2008, Nara, pp. 544–547. The Virtual Reality 
Society in Japan, Tokyo (2008) (in Japanese) 

10. Ohkura, M., Goto, S., Aoto, T.: Systematic study for ‘kawaii’ products: study on kawaii 
colors using virtual objects. In: Proceedings of the 13th International Conference on  
Human-Computer Interaction, San Diego, pp. 633–637. Springer, Heidelberg (2009) 

11. Komatsu, T., Ohkura, M.: Study on evaluation of kawaii colors using visual analog scale. 
In: Smith, M.J., Salvendy, G. (eds.) HCII 2011, Part I. LNCS, vol. 6771, pp. 103–108. 
Springer, Heidelberg (2011) 

12. Watanabe, J., Kano, A., Shimizu, Y., Sakamoto, M.: Relationship between judgments of 
comfort and phonemes of onomatopoeias in touch. Transactions of the Virtual Reality  
Society of Japan 16(3), 367–370 (2011) (in Japanese) 

 
 



 

M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2013, LNCS 8004, pp. 593–600, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Centrality of Visual Aesthetics in the Online Context:  
An Assessment and Empirical Evidence 

Supavich Pengnate, Rathindra Sarathy, and Todd Arnold 

Spears School of Business, Oklahoma State University, Oklahoma, U.S.A.  
{fone.pengnate,rathin.sarathy,todd.arnold}@okstate.edu 

Abstract. This research investigates individual differences in the centrality of 
visual aesthetics (CVA) in the online context. The study examines the influence 
of CVA on online user responses, namely perception of website visual appeal, 
trust, and intention to use websites. A series of three experiments provide evi-
dence that CVA  influence user responses, especially when users’ CVA is as-
sessed by the indirect measure developed in this study. The results indicate that 
the impact of CVA on user responses is stronger among users with high CVA 
than those with low CVA, and especially when the users are exposed to website 
with relatively low visual appeal. 

Keywords: Centrality of Visual Aesthetics, Website Design, Visual Appeal, 
Trust, Intention to Use. 

1 Introduction 

Several studies in Information Systems (IS) and human-computer interaction (HCI) 
domains have attested the significance of website visual appeal such that it produces 
significant effects on user responses and behavioral intentions [1, 2]. In an analysis of 
website credibility, Fogg et al. [3] found the quality of website visual design to be the 
most important determinant of e-retailers’ credibility. Researchers have found that 
website visual design influences user evaluations of e-retailers because it impacts the 
users’ emotional responses [4] which consequently shape the users’ perceptions of 
website and e-retailer quality [5]. 

In the marketing literature, product visual appeal has been found to influence con-
sumers’ perceptions in several ways. Studies have suggested that products with supe-
rior visual designs distinguish themselves from those of competitors and help gain 
recognition in a crowded marketplace [6, 7]. Visual appeal influences the formation 
of consumer/product relationships since it is the first attribute of a product that con-
nects with potential buyers through a sensory experience, which further shapes their 
judgments of the product regardless of product class [8]. In addition, successfully 
implementing an visual design strategy can create identity for the organization and its 
brands, as well as providing value by satisfying customers’ aesthetic needs [7]. This 
notion of visual appeal from the marketing literature has been embraced by the IS and 
HCI communities in the development of products (interactive systems) such that the 
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systems should no longer be seen as simply providing functional features, but should 
also dazzle users’ senses, touch their hearts, and stimulate their minds [9].  

In the online context, although website visual design features have been explored 
extensively in the past decade, most studies focus on the impact of website design 
from the perspective of the designer, for example, color [10], layout [11], and the use 
of images [12]. However, an empirical study on user perspectives which can provide a 
better understanding of how website visual design features influence users’ percep-
tions has received much less attention from researchers in the IS and HCI domains. 
Previous studies investigating website visual design features from the user aspects 
include cultural differences [1, 10], gender [13], and disposition [14]. 

Consequently, it is important to take into account individual differences when 
studying user perspectives on website visual design. In particular, this study has two 
objectives. The first objective is to empirically investigate the role played by individ-
ual differences in the centrality of visual aesthetics in the online context. In addition, 
based on literature in the marketing domain, the second objective of this study is to 
develop a scale to indirectly measure differences in this centrality across users in the 
online context. 

2 Theortical Background and Hypotheses 

2.1 Online User Characteristics and Aesthetic Perceptions 

According to Tractinsky and Lowngart [15], user perception of website visual 
aesthetics is considered as a function of website design characteristics and user 
characteristics. The website design characteristics are objective properties of the 
visual design (e.g., shape, color, or layout) and may be used to intentionally affect 
user percpetions by the designer. However, users may not have the same 
interpretation or aesthetic perception as intended by the designer since the users’ 
peceptions may be influenced by dispositions of the users (e.g., individual differences, 
nationality, or prior experience).  Empirical evidence of the effect of user 
characteristics has been reported in the HCI literature [16, 17], such that ratings of 
website visual appeal are not consistent across different user groups. Accordingly, it 
is suggested that the differences in the ratings of visual aesthetics found in their study 
should be further investigated. 

Alhough several studies in the IS and HCI areas have exlored the impact of website 
aesthetics on user responses, those studies focused largly on website design 
characteristics (e.g., [1, 11, 18]); however, there are relatively few studis examining 
the relationships between customers’ characteristics and their aesthetic percpetions 
[19]. Therefore, the current study aims to empirically investigate such effects. 

2.2 Individual Differences in the Centrality of Visual Aesthetics (CVA) 

We account for individual differences in users, as they relate to visual aesthetics, by 
drawing on the concept of the centrality of visual product aesthetics (CVPA) from the 
marketing literature [20]. According to Bloch et al. [20], CVPA is defined as “the 
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level of significance that visual aesthetics holds for a particular consumer in his/her 
relationship with products” (p. 552). They suggest that CVPA encompasses three 
related dimensions: (1) acumen, or the ability to recognize, categorize, or evaluate 
product designs, (2) the value a consumer assigns to product appearances in enhanc-
ing personal and even societal well-being, and (3) the level of response to visual  
design aspects of products. Table 1 represents CVPA items from Bloch et al.’s [20] 
study. 

2.3 Perceived Website Visual Appeal and User Responses 

In this study, we aim to investigate the effect of CVA on the relationship between 
website visual appeal and user responses, namely trust and intention to use websites. 
In the IS domain, trust and intention to use websites have been considered as key 
factors in the success of online vendors [21, 22]. The influence of website visual  
appeal on user responses can be explained by the affect-as-information model [23]. 
According to the affect-as-information model, a person’s emotional state alters the 
assessment of new stimuli by pushing them into the direction of the valance of the 
emotion (positive or negative) that is already being experienced. As a result, emotion-
al states can bias individuals’ cognitive process in the evaluation of new stimuli. With 
respect to website visual appeal, visually-pleasing websites can invoke users’ positive 
emotional states [4], which subsequently positively influence the users’ evaluation of 
website trust as well as intention to use websites. 

2.4 Hypotheses 

According to the of affect-as-information model and users’ differences in the centrali-
ty of visual aesthetics as mentioned in the previous section, we  hypothesize that  
individual differences in the centrality of visual aesthetics (CVA) moderates the rela-
tionship between website visual appeal, perceived visual appeal, trust, and intention to 
use websites as follows: 

Hypothesis 1: CVA moderates the influence of website visual appeal on users’ per-
ceptions of visual appeal; that is, website visual appeal will have a greater effect on 
the users’ perception of visual appeal for users with higher CVA as compared to users 
with lower CVA. 

Hypothesis 2: CVA moderates the influence of website visual appeal on trust; that is, 
website visual appeal will have a greater effect on the users’ trust in website providers 
for users with higher CVA as compared to users with lower CVA. 

Hypothesis 3: CVA moderates the influence of website visual appeal on intention to 
use websites; that is, website visual appeal will have a greater effect on the users’ 
intention to use websites for users with higher CVA as compared to users with lower 
CVA. 
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3 Methodology 

Overall, three experiments were conducted to examine the impact of CVA on users’ 
perceptions of websites by using different CVA measurement approaches. Partici-
pants in all experiments were asked to perform the same hypothetical task, which was 
to consider making an online donation to Japan’s tsunami victims in 2011. According 
to the theoretical frameworks of website visual appeal, trust, and behavior, an identic-
al set of independent variables and dependent variables were used across the three 
experiments. The independent variable included website visual appeal, while the de-
pendent variables included users’ perception of visual appeal, trust, and intention to 
use the website. 

An experimental website unfamiliar to participants was created to avoid the effects 
of content and branding. However, we retained the realism of the website by mimick-
ing an existing website. Three versions of the charity website were created. They vary 
only in terms of visual appeal, all three providing the same information, content, and 
features to avoid the effects from other variables that may impact the observed  
variables. 

In Experiment 1, we tested the effect of CVA on Web users’ perceptions of the ex-
perimental website using a direct self-reported CVA measure adapted from Bloch et 
al. [20]. The effect of CVA was in the expected direction, but it was not strong 
enough to elicit a statistically significant impact of CVA in shaping user evaluations 
of websites. Even though many studies in behavioral science typically use traditional 
self-reported measures to assess individual differences, naturally, the results obtained 
by such direct measures can be susceptible to measurement bias and error [24, 25]. 
Therefore, in Experiment 2, in addition to the direct self-reported measure of CVA 
used in Experiment 1, we developed an alternative measurement approach to indirect-
ly measure CVA. The indirect measure of CVA was developed based on the original 
CVA measure adapted from Bloch et al. [20] used in the previous experiment. 

In Experiment 2, CVA was indirectly measured by involving a task that requires 
participants to rate visual appeal of 18 websites (9 high-visual-appeal websites and 9 
low-visual-appeal websites). The 18 websites were selected by website design ex-
perts. Each of the 18 websites was displayed for 7 seconds with a semantic differen-
tial question. The semantic differential questions were developed based on the three 
dimensions of CVA (acumen, value, and response) used in Experiment 1. The terms 
for the semantic differential questions included Ugly-Beautiful, Terrible-Wonderful, 
Worst-Excellent, Fear-Joy, Pain-Pleasure, Dislike-Like, Avoid-Approach, Abandon-
Adopt, and Leave-use. These terms were tested by graduate students in the English 
major to assure that the semantic terms match the CVA items. Two conditions (high 
vs. low visual appeal) of the charity website used in Experiment 1 were used as the 
stimuli in this experiment. The experimental task remained the same as in Experiment 
1. Convergence of the results from the indirect CVA measure substantially increased 
the findings’ validity of the experiment. The results were then compared to the direct 
CVA measure used in Experiment 1. 

In general, the results of Experiment 2 suggest that the indirect CVA measure tends 
to perform better in assessing users’ CVA. More specifically, the results indicate that 
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CVA produces a stronger impact on users’ perceptions and responses when website 
visual appeal is relatively low. Therefore, Experiment 3 was designed to investigate 
the following questions such influences of CVA in the low visual appeal website set-
ting. The only website condition with low visual appeal was used in the experiment. 
The indirect CVA measure developed in Experiment 2 was used in Experiment 3. 

4 Results 

4.1 Experiment 1 

A total of 99 undergraduate students enrolled in a major Midwestern university parti-
cipated in the experiment (25 females and 74 males). The CVA measure was assessed 
for construct quality by testing reliability and convergent validity by a confirmatory 
factor analysis (CFA). The results demonstrate relatively high correlations between 
items of the same construct. Construct reliability of the CVA items was assessed by 
Cronbach’s Alpha (0.811), suggesting that the items have relatively high internal 
consistency. 

In order to test the proposed hypothesis, a 3 × 3 factorial design was used. An 
overall CVA score was computed for each subject from the items highly loaded on 
the three sub-dimensions of the CVA measure. The mean CVA score for this sample 
is 6.42 (SD = 1.21). The sample was divided into three groups by CVA scores, and a 
series of two-way ANOVA was conducted using 3 × 3 design (3 levels of website 
visual appeal vs. 3 levels of CVA). The mean scores for the high CVA subject group 
(n = 30), moderate CVA subject group (n = 30), and low CVA subject group (n = 31) 
were 7.69 (SD = 0.48), 6.57 (SD = 0.23), and 5.06 (SD = 0.78), respectively. 

The results of a series of ANOVA on perceived visual appeal, trust, and intention 
to use indicate that the three conditions of website visual appeal are significantly dif-
ferent on perceived visual appeal (F=80.04, p < 0.000), trust (F=16.50, p < 0.000), 
and intention to use (F=28.06, p < 0.000). With regard to the interaction effects of 
CVA and website visual appeal, even though some of the effects are in the predicted 
direction, the interaction effects are not statistically significant on perceived visual 
appeal, trust, and intention to use.  

4.2 Experiment 2 

The dataset contained 77 usable responses. The sample consisted of 29 females and 
48 males. In order to test the proposed hypothesis, a 2 × 2 factorial design was used (2 
levels of visual appeal × 2 levels of CVA). Two types of overall CVA scores were 
computed for each subject from the indirect CVA measure and the direct CVA meas-
ure. The sample was then divided into terciles by CVA score and only the high CVA 
group and the low CVA group were used in the analysis. According to the results of a 
series of ANOVA on perceived visual appeal, trust, and intention, the indirect CVA 
measure tends to perform better in discriminating participants’ CVA than the direct 
CVA measure, especially in the low visual appeal website condition. In the indirect 
CVA measure, the interaction effects of CVA on trust (F=6.082, p=0.017) and  
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intention to use (F=7.309, p=0.010) are statistically significant at the level of 0.05. 
However, none of the interaction effects of CVA assessed by the direct measure are 
statistically significant.  

4.3 Experiment 3 

The dataset contains a total of 87 usable responses. The CVA scores for both indirect 
and direct measures were calculated according to the procedure used in Experiment 2. 
The sample was then divided into terciles by CVA score for both the indirect and 
direct CVA measures. A series of one-way ANOVA was conducted on perceived 
visual appeal, trust, and intention to use across three CVA groups. As expected,  
univariate tests show significant differences of perceived visual appeal, trust, and 
intention for the high and low CVA groups assessed by the indirect CVA measure. 
However, such effects are not found in the CVA groups assessed by the direct self-
reported CVA measure. Overall, according to the indirect CVA measure, the results 
suggest that high CVA subjects discriminate more strongly than low CVA subjects 
across all the dependent variables (F=4.005, p=0.22 for perceived visual appeal; 
F=7.305, p=0.001 for trust; and F=6.764, p=0.002 for intention to use). 

5 Contributions and Conclusions 

Based on this study, CVA appears to be both a theoretically and managerially relevant 
variable. This result is in line with the original CVA study in the marketing literature 
[20]. The major theoretical contribution of this study is establishing the CVA con-
struct in the IS and HCI domains, such that CVA influences online users’ perceived 
visual appeal, trust, and intention to use websites. The results suggest that future stu-
dies on website visual appeal should take CVA into account as a moderating variable. 
In addition, the results of this research also reveal that the effects of CVA may be 
more salient when using indirect measurement. 

As for practical contributions, the outcome of this research will be of interest to 
managers and web designers. The present study has direct application to the mana-
gerial question of how to effectively design websites  targeted to a specific user seg-
ment, which can help managers create websites that improve user experience and, 
consequently, elicit desired behaviors. As indicated by the results of this study, CVA 
produces a stronger impact on user responses when website visual appeal is relatively 
low. Therefore, managers need to be more careful when making any changes to the 
design of their website, since they may unintentionally attenuate visual appeal and,  in 
turn, affect their users, especially the users with high CVA.  

In summary, in order to develop truly effective and efficient websites, it will be 
essential for online vendors to understand their users’ characteristics and preferences 
since the users rely on different website attributes as signals in making decisions  or 
website and vendor evaluations, which subsequently, are critical factors of online 
commerce success. 
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Abstract. The author discusses the structure of the feeling of kawaii to clarify 
that it is a function of interaction. Interaction in this paper has a broader mean-
ing, which is communication between a character and a person, while its gener-
al definition is mutual communication between a person and a person, or a  
person and a machine (computer). Clarification of the structure of the kawaii 
system is also useful in specific system structures in terms of engineering. The 
main outcome of this paper is a conclusion, based on a discussion of interaction 
and sensitivity, that interaction occurs where the recipient’s sensitivity reso-
nates with the sender’s sensitivity, and consequently, its inclusive relation with 
the factors around kawaii is elucidated. 

Keywords: Kawaii, interaction, sensitivity, visual communication. 

1 Introduction 

The Japanese adjective, kawaii, is characterized by its uniqueness to Japanese culture. 
The word kawaii was exported to English and French-speaking cultures and has found 
a place as is, without recourse to translation. The word “cute” may be regarded as an 
English counterpart of the Japanese kawaii, but this adjective implies quick-witted 
prettiness or vivaciousness on the part of girls, and does not contain the nuance of 
“infantile prettiness” that characterizes many Japanese anime characters. Thus, ka-
waii, written in the Roman alphabet, has gained currency outside Japan. Kawaii is 
often used in the titles of English-language websites describing anime works. 

Whether or not you feel kawaii or how much you feel it varies from person to per-
son. In this sense, it is a matter of sensitivity or sensibility and is subtly related to 
certain specific concepts. 

The author proposes that omoshirosa, or “amusingness,” occurs as a result of inte-
ractivity, and that kawaisa, which is the noun form of kawaii (hereinafter “kawaii-
ness,”) similarly occurs as a function of interactivity [1-2]. I propose that, to be able 
to clarify its essence, it is essential to discuss the concept of kawaii from the cultural 
or semantic viewpoints hidden in its background. I believe that discussion of this 
question centering on the concept of “interaction” will produce the most useful re-
sults, centered on the notion of the Shannon-Weaver communication model, by which 
a message is transmitted through a medium between the designer and the recipient as 
a mechanism of our feeling kawaii from a character or artifact [1]. 
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In this paper, I discuss the structure of the feeling of kawaii to clarify that it is a 
function of interaction. Interaction in this paper has a broader meaning, which is 
communication between a character and a person, while its general definition is mu-
tual communication between a person and a person, or a person and a machine (com-
puter). In discussing the relationship between interactivity and kawaii-ness, I focus on 
following subjects: (a) interactive loop, (b) amount of information and narrativity. 

Conventionally, the constituting factors of kawaii-ness are discussed from the psy-
choanalytical viewpoint. This feeling is composed of several terms, all of which are 
inextricably linked. As mentioned earlier, clarification of the relationship between 
kawaii-ness and “interaction” will be useful for future research on kawaii and may 
promote new developments in kawaii theory. Clarification of the structure of the ka-
waii system is also useful in specific system structures in terms of engineering. 

The main outcome of this paper is a conclusion, based on a discussion of interac-
tion and sensitivity, that interaction occurs where the recipient’s sensitivity resonates 
with the sender’s sensitivity, and consequently, its inclusive relation with the factors 
around kawaii is elucidated. 

2 The Character Transmission Model 

According to Kojien, one of the major dictionaries of the Japanese language, pub-
lished by Iwanami Shoten, character as a Japanese word has the following meanings: 
(1) character or personality, (2) character in a novel, movie, theatrical play or manga, 
and its role, and (3) character, letter, or sign. In analyzing the word “character” in this 
paper, the generic definition that contains all of these is used. Today, we have quite a 
large number of characters, including what are called “local characters” [3]. 

There are no end of questions to be answered about characters, such as “What are 
the factors common to popular characters?”, “What has made a specific character so 
popular?,” and “What are the differences between popular characters and other cha-
racters?.” Communication between people and characters may be regarded as visual 
communication [4]. 

There are no generally known methods of identifying specific characteristics from 
these characters. In general, characters are often created based on the experience and 
hunches of their designers. It is important to think about how those characteristics are 
transmitted to the audience. 

Now let’s use the concept of Shannon-Weaver’s transmission model of communi-
cation, as shown in Fig. 1(a), as the transmission model of information [5]. Applying 
this model to the design process, we get (b) of Fig. 1. The messages and ideas of a 
client are converted by the designer. There are three levels around the designer: tech-
nical, effective, and semantic, as shown in Fig. 1 (c). These levels are subject to cor-
rection or modification in response to feedback from the audience. Considering this 
condition, it suggests a greater reduction in the importance of the role of the designer. 
In other words, the expectations of the audience are fed back into the design to  
eventually determine its final form. This feedback loop promotes the evolution of the 
character. 
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Fig. 1. Change from the original Shannon-Weaver version to the modern post-Shannon version 

When this concept is applied to a character, the source of transmission in the left 
half in Fig. 1 is the core idea of the character. It is manifested as a character in one 
way or another (encoding) and transmitted by the sender (transmitter) to the general 
public. Some noise is contained in the transmission process (transmission route) that 
is interpreted (decoded) when received by the audience. It is logical to assume that 
redundancy and entropy influence this noise. 

The problem here is how the audience interprets the character when the character is 
shown to them (sensitive evaluation). That is, the key question is how to create a cha-
racter with less noise. The question here is how to connect the character’s interactivity 
to the audience’s interpretation. 

When designers create designs, they tend to create simple versions that contain as 
little noise as possible. This is because the simpler the design, the better it is transmit-
ted to the receiver. In other words, noise (N) has to be low to increase the strength of 
the signal to be sent (S). 

Transmitter 

Source of 
noise

Receiver 

Encode Decode 

(a) Shannon-Weaver's transmission model of communication 

Designer/ 
artifact 

Media  
outlet Audience 

(b) Visual communication process 

Client 

Designer/
artifact 
Semantic  
level 

(c) Addition of three levels (technical, effective, and semantic) that makes the 
designer's role look smaller 

Media  
Planner 
/technical 
level  

Market 
Surveyor 
/level of 
 effect 

Feedback

Source of 
noise

Client 

Source of 
noise

Source  Destination 

Audience 
Media  
outlet 



604 H. Shiizuka 

Is the S/N ratio of a hit character small? Quantitative verification of this question 
requires determination of what to evaluate about the character. I believe a qualitative 
research approach is effective in answering this question [6]. 

3 Interaction 

When a person carries out an action (operation or movements), their counterpart 
(equipment or system) reacts to that action. This is the basis of the concept of interac-
tion. In the field of human-computer interaction (HCI), when a person inputs data into 
a computer or its peripheral equipment, the purpose of HCI is to improve ease of use 
of the equipment by optimizing and automating the relationship with the reaction of 
the equipment or system. Since in this field, interaction addresses an artifact, specifi-
cally a computer, the idea of interaction applies very elegantly. However, the question 
naturally arises about whether or not interaction is a concept specific to computers or 
their peripherals. In ISO 13407, the definition of interaction is limited to “interactive 
computer-based systems.” However, the understanding that this concept of interaction 
can be applied more broadly has become generally accepted by the people in this 
field. The question is, then, as to how far we can include artifacts as subjects of inte-
raction. It appears that this question has been long discussed by the relevant ISO  
standard committee [7]. 

One notion is that, from the viewpoint of information processing, the definition of 
interactivity should include mechanically or electrically constituted interactivity in 
addition to electronically constituted interactivity. Let us then look at things from the 
viewpoint of “interactive equipment.” A bicycle, which is not an item of electronic 
equipment, travels at different speeds in response to different degrees of pressure 
being applied to its pedals, and therefore can be regarded as a form of interactive 
equipment. By the same token, wheelchairs, cigarette lighters, ballpoint pens, scis-
sors, umbrellas, and even zippers and buttons on clothes also fall into the category of 
interactive equipment. This concept appears to be more or less accepted by interface 
field people as a broad definition of interactive equipment. 

The question of whether or not a character is interactive naturally falls within this 
discussion. To be specific, a character is just a doll if it is simply placed in a location, 
as it contains no interactivity. However, if one reaches out for the character, the cha-
racter can create the effect of soothing or curing one’s personal feelings according to 
how one holds it or talks to it. A specific operation, then, generates a specific effect. 
In this sense, this set of conditions may be also regarded as interactive. 

Seen from a different angle, if you do not properly connect to the character or you 
do not talk to it, you will not be able to achieve the expected result. In other words, 
these “visible objects” in a sense exert effects that are specific to how they are treated, 
and in this sense, they can be regarded as “interactive equipment” or “interactive 
tools.” 

Based on the above concept, a broader sense of interaction is therefore used in this 
paper. 
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Fig. 2. Concept of interactive loop 

4 Kawaii-ness and Interactivity 

When information is cyclically exchanged between two people, as shown in Fig. 2(a), 
it is interactive. An interactive loop is formed when two people individually think or 
listen to and speak to each other. Information is exchanged via this interactive loop, 
so it is also an information flow loop.  

It is logical to assume that this kind of interactive loop is also formed when the 
counterpart is a character, as shown in Fig. 2(b).  
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character. The character may thus be understood to play the role of “medium.” Since 
it is necessary to dynamically change the character to make it more attractive in the 
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interaction is necessary, and so it does, in fact, take place. In addition, as shown in 
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Fig. 2(c), when the audience contacts a character and is mentally soothed by it, it 
means they are subject to some action from the character. As a result, a change occurs 
in the audience that makes them want to feel more soothed. This indicates an ongoing 
change on the part of the audience, providing evidence of interaction between the two. 
It is then natural to believe that some kind of information exchange has occurred be-
tween the person and the character. 

5 Interactivity and Kawai-ness 

What is the relationship between interactivity and kawaii-ness? I’d like to discuss this 
question using “Homo Ludens,” a book written by Johan Huizinga [8]. 

In his work, Huizinga points out that we find play present everywhere. He defines 
play as “a free activity conducted within its own proper boundaries of time and space 
according to fixed rules.” He also discusses various concepts of play observed in dif-
ferent human activities. In particular, he provides a very thought-provoking sugges-
tion about the universality of play that “we find play present everywhere.” 

In fact, this play has a very important relation with interactivity. The relation with 
kawaii-ness” will be clarified, with play serving as an intermediary. 

Huizinga notes that the ancient Greeks differentiated play into two forms: agon and 
paidia. Agon is play as a competitive activity, a deadly serious pursuit within certain 
constraining rules, whereas paidia is play as a joyful activity. A track and field event 
at the Olympic Games is agon, while children playing ball is paidia. There is nothing 
in common between them. Agon and paidia sharing nothing in common means that 
track and field athletes cannot play together with children. They cannot coexist simul-
taneously. Interactivity may be regarded as a catalyst that puts these two very differ-
ent things together. Let’s think about a disagreement in intentions among adults. If the 
adults fully share the same opinion, their intentions run in parallel. If their opinions 
are far apart, their intentions collide head-on. There is an intermediate situation 
somewhere between them. When the intentions of the two parties are the same and 
run in parallel, there is no wonder, and nothing to learn. They just nod and agree with 
each other. In other words, nothing is created from a shared identical status. The 
ground for interaction is produced in a situation where people feel some disagreement 
in intentions. That is, no interaction will be created if everything is already known [9]. 
It is also reasonable to assume that interaction occurs where there is high entropy. 

Here is one familiar example of interaction. A child deliberately fakes a disagree-
ment in intentions to start an interaction with his parents. That is, the child sometimes 
plays a little trick to draw their attention. This is a typical example of interaction that 
occurs when there is a disagreement of intentions between two people.  

The origin of the feeling of kawaii crucially needs an element of discommunica-
tion. The feeling of kawaii holds a fragile balance between the feeling of childishness 
that is totally devoid of the property of being empathized with, and a sense of  
eeriness. To engage in interaction with a character, a disagreement in intentions is 
necessary that can correspond to discommunication. I mentioned earlier that Sanrio 
characters are metonymic (animal-like) because of their inability to be emphasized 
with. 
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Japanese characters are established as extremely distinct signs. They are over-
whelmingly emotionless, as you can see from the faces of Rilakkuma, Banao, or Ca-
pybara-san. What you sense from them is a childish feeling, devoid of the property of 
being empathized with, which is considered to create the kawaii property. Based on 
the relational chains of kawaii, “lack of sympathism,” “disagreement in intentions,” 
and “interaction,” the kawaii property may be taken as a function of interaction. 
Hence, 

Degree of kawaii property = f (interaction)   (1) 

This leads to the structure shown in Fig. 13. 

 

Fig. 3. Structure of the kawaii system 

It is speculated that when people find a subject kawaii, they want interact with it 
and reinforce that interaction. What is called the “creation of kawaii-ness” or consti-
tuting the “function of kawaii-ness (function f)” needs to be analyzed from the view-
point of the kawaii system.” An approach from the engineering aspect should be  
useful for specific system configuration. For instance, if you find bread that is shaped 
like a certain character kawaii, you may feel an unavoidable urge to pick it up and eat 
it. On the other hand, you may want to keep it without eating it. This is an example of 
the urge to engage in interaction. 

6 Interaction and Sensitivity 

There are two kinds of sensitivity: the sensitivity of the recipient and that of the send-
er. Interaction occurs where the sensitivity of those two parties resonates. Sensitive 
deviation from this expectation causes a disagreement in intentions. Unless either the 
sender or the recipient has a degree of sensitivity, no interaction will occur. If the 
measure of the sender’s sensitivity and the measure of the recipient’s sensitivity de-
viate from the expected value (the criterion for our finding something kawaii in gen-
eral), two conditions occur: the subject is “not kawaii” or the subject is “very kawaii.” 
As indicated in Fig. 14, “the lack of the property of being empathized with” is a suffi-
cient condition of kawaii,” “a disagreement in intentions” is a sufficient condition of 
“the lack of sympathism,” and “a disagreement in intentions” is a sufficient condition 
for “interaction.” In other words, it reveals the condition to be in the following inclu-
sive relation: kawaii ⊂ lack of the property of being empathized with ⊂ disagreement 
in intentions ⊂ interaction. However, a detailed discussion of “necessary condition” 
and “sufficient conditions” related to those items is clearly needed. 
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Fig. 4. Inclusive relation for kawaii 

 

Fig. 5. There is a disagreement in intentions between the boy and the ball, since the ball 
bounces back in unexpected directions. Hence, there is interaction. 

Interaction occurs in various situations. Take the case in Fig. 15, for instance. 
When a child throws a ball toward the wall, he throws it over and over because he 
finds it very interesting, since ball does not bounce back to where he would expect, 
but bounces back in unforeseen directions. This means there is a disagreement in 
intentions between the child and the ball. Hence, there is interaction. But if the child 
eventually realizes that the ball bounces back according to a physical rule, the instant 
he realizes this, he stops throwing the ball. The child has understood the reason why 
the ball comes back in different directions (which means there is no disagreement in 
intentions), and so that particular interaction has disappeared. 
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7 Conclusion 

The author studied, from several viewpoints, the conceptual structure of the feeling of 
kawaii, which may be able to provide underlying basic knowledge related to the dis-
cussion of products and affective engineering. To begin with, a study from the view-
point of interaction with characters (products) successfully clarified the relationship 
between kawaii-ness and interactivity. 

Shannon-Weaver’s model of communication was then applied to the transmission 
model between the sender (designer) and the recipient, and the author successfully 
proved that the model can be further evolved to a more general model that includes a 
feedback loop. 

It is still necessary to develop an algorithm that conducts actual calculations using 
a definitional equation of the degree of interactivity. Application of an algorithmic 
approach to subjects that cannot readily undergo visualization by the name of interac-
tion is an interesting task that remains to be tackled. 

Since interaction occurs between the creator and the recipient, with a character 
serving as an intermediary, it is now clear that extending the definition of interaction 
to include visible objects is a natural process. Reinforcement of interaction means 
increase in entropy; otherwise, the kawaii property diminishes. Characters are evolved 
to create such a dynamic situation. Simply creating them without any follow-up will 
not do. In other words, the key point is that there must be interaction between the 
creator and the recipient, since the characters (products) must constantly evolve. 

Analysis of kawaii from the viewpoint of Peirce’s semiotics allows us to expe-
rience the sense of kawaii as a process of awareness in brand recognition within the 
concept of brand awareness. It therefore successfully provides a new aspect of kawaii 
research. 

One of the major outcomes of this paper is the clarification of the inclusive relation 
of “kawaii lack of sympathism disagreement in intentions interaction.” This result 
will has great potential usefulness for future research on kawaii. The most important 
task is to elucidate what kind of interaction creates kawaii. 
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Abstract. This research was designed to investigate the relationships between 
Kansei information and movement characteristics in dance. The purpose is to 
specify the parameters contributing to the perception and identification of joy 
and happiness from dance movements. Professional and expert dancers ex-
pressed joy and happiness without using facial expressions. For capturing and 
recording expressions, we used a 3D motion capture system and digital video 
cameras. There were 54 observers who rated 50 items of Kansei information in 
both expressions. The results showed the scores of Kansei information for joy-
ful expressions—happy, dynamic, energetic, strong, accelerated, decelerated, 
extended, high, asymmetrical, fast, accented, big, down, and sudden—were 
higher than those for happy expressions. We calculated acceleration for  
kinematic features, and the results showed that acceleration in joyful expres-
sions was higher than in happy expressions. Our findings demonstrated the dif-
ferences in strength of movements and emotions between joyful and happy  
expressions in dance. 

1 Introduction 

Previous studies of nonverbal expressions of feelings and emotions have examined 
various aspects of body movements. Observers have been found to be able to identify 
joy from gestures [1]. High levels of activity and large movements were perceived to 
express joy and anger in the performances of actors [2]. Previous studies tried to iden-
tify some emotions from valence and action level [3]. Moreover, for positive emo-
tions, it is not clear which bodily movements should be associated with an emotion 
[4], and errors occurred more for the positive than for the negative emotions when 
observers identified actors’ emotions [3]. 

Some dance studies focus on the relationship between audience perception and the 
movement characteristics of dance. A previous study [5] investigated the relationship 
between feelings and movement characteristics using three elements: time, energy, 
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and design. Observers evaluated dance movements that expressed seven feelings  
and classified their interpretations based on the elements. Their results showed that 
expressions of happiness involve high speed, high energy, skipping, jumping, and 
turning, with many changes. In contrast, other studies [6] reported on emotionally 
expressive movements. The expression of joy was associated with many changes in 
the tempo of movements or extended movements from the center of the body. A study 
using kinematic data [7], [8] showed an association between three emotional expres-
sions (joy, sadness, anger) and arm movement characteristics. This study found that 
three parameters of movement characteristics—speed, force, and directness—were 
useful for discriminating emotional expressions. Another study also showed a rela-
tionship between Kansei information and movement characteristics of the whole body 
by using motion capture [9], [10]. 

Although these previous studies have reported that body movements in dance have 
characteristics related to clear emotions which are not difficult to identify, it remains 
difficult to specify the distinctive parameters when using the whole body to convey 
similar expressions of feelings and ambiguous emotional expressions, particularly 
positive emotions. The purpose of this study is to specify the information and parame-
ters that contribute to the perception and identification of joy and happiness from 
dance movements. 

2 Methods 

2.1 Dancers 

Three dancers were asked to express joy and happiness through dance. One was a 
professional dancer, and the others were expert dancers, (a) and (b), with an average 
of six years of experience in varying forms of dance. 

2.2 Procedure for Recordings to Joy and Happiness 

Each dancer performed 3 different short dances to express joy and happiness. They 
were instructed to use their entire bodies. A total of 18 trials (2 expressions × 3 varie-
ties × 3 dancers) were recorded. Each trial was performed twice and lasted for about 
15 seconds. Before recording, they were allowed to practice for as long as they 
wished. 

2.3 Apparatus 

A video camera and 3D motion capture systems (Motion Analysis Corp., California) 
with 15 cameras were used to capture and record the dances. The sampling rate was 
60 Hz. The acquired data were obtained as a time series of coordinate values (x, y, z) 
of each marker position in each frame. There were 32 reflective markers attached to 
the bodies of each dancer (Fig. 1). 
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and sudden—were higher than those for happy expressions. In addition, scores of 
Kansei information for happy expressions—flowing and smooth—were higher than 
those for joyful expressions. 

Table 1. Comparison of mean scores of Kansei information between joyful and happy 
expressions 

  Joyful expression Happy expression   
Items mean ( SD ) mean ( SD ) p 

happy 4.51 (0.56) 4.00 (0.00) * 

lonely 2.00 (0.58) 1.14 (0.38) ** 
sharp 2.57 (0.98) 1.57 (0.53) * 
solemn 3.00 (1.00) 3.43 (0.53) 
dynamic 4.57 (0.53) 4.00 (0.00) * 

flowing 4.00 (0.00) 4.57 (0.53) * 

usual 1.86 (0.90) 1.00 (1.00) 
pointed 2.00 (0.58) 1.43 (0.53) 
rounded 3.14 (1.21) 4.00 (0.00) 
dull 1.00 (0.00) 1.00 (0.00) 
energetic 4.57 (0.53) 4.00 (0.00) * 

depleted 1.00 (0.00) 1.29 (0.76) * 

strong 4.57 (0.53) 3.57 (0.53) ** 

weak 1.86 (0.38) 2.00 (0.82) 
liner 4.00 (0.00) 3.43 (0.98) 
flat 1.29 (0.49) 1.29 (0.49) 
tense 1.57 (0.98) 1.86 (1.07) 
relaxed 1.57 (0.98) 1.57 (0.98) 
accelerated 4.83 (0.38) 4.14 (0.38) ** 

decelerated 4.00 (0.82) 2.14 (1.21) ** 

large 4.29 (0.49) 4.00 (0.00) 
narrow 1.43 (0.53) 1.43 (0.79) 
extended 4.29 (0.49) 4.00 (0.00) * 

flexed 2.86 (1.07) 1.43 (0.79) 
lateral 4.29 (0.49) 4.00 (0.00) 
vertical 4.29 (0.49) 4.00 (0.00) 
high 4.43 (0.53) 2.50 (0.84) ** 

low 2.00 (1.29) 2.71 (1.38) 
regular 1.57 (0.79) 2.86 (0.38) ** 
irregular 4.00 (0.00) 3.71 (0.49) 
equal 3.14 (0.38) 3.14 (0.38) 
unequal 2.71 (0.49) 3.00 (0.58) 
complex 3.86 (0.38) 3.71 (1.25) 
simple 1.43 (0.53) 1.29 (0.76) 
symmetrical 1.29 (0.82) 3.00 (1.00) ** 
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Table 1. (continued) 

asymmetrical 4.00 (0.58) 2.00 (1.00) ** 

fast 4.77 (0.53) 4.00 (0.00) ** 

slow 2.00 (0.82) 2.41 (1.21) 
accented 4.14 (0.53) 2.00 (0.00) ** 

smooth 3.58 (0.90) 4.43 (0.49) * 

big 4.29 (0.49) 3.14 (0.38) ** 

small 1.43 (0.53) 1.43 (0.79) 
open 4.29 (0.49) 4.14 (0.38) 
closed 2.86 (1.07) 1.43 (0.79) 
up 4.29 (0.49) 4.00 (0.00) 

down 4.29 (0.49) 3.00 (0.00) ** 

sudden 4.57 (0.53) 3.71 (0.49) * 

constant 1.57 (0.79) 2.86 (0.38) * 
steady 1.57 (0.53) 3.14 (0.38) ** 
balanced 3.43 (0.53) 3.29 (0.76)   

* p < 0.05, ** p < 0.01 

3.2 Comparison of Acceleration between Joyful and Happy Expressions 

The results of 3.1 showed there are differences in Kansei information between joyful 
expressions and happy expressions. Because scores of Kansei information to joyful 
expressions—happy, dynamic, energetic, strong, accelerated, decelerated, extend, high, 
asymmetrical, fast, accented, big, down, sudden—were higher than those for happy 
expressions, we focused particularly on energetic, strong, accelerated, decelerated, fast, 
accented, and sudden. The information of energetic, strong, accelerated, and decele-
rated are related to dynamism [5], [12]. In addition, previous studies [7], [10], [13] 
have indicated that the relationship between the physical features of dance movements 
and their dynamism is driven by the velocity and acceleration of the bodies. We tried 
to find a relation between the dynamic elements of Kansei information for joyful  
expressions and happy expressions in these results and the acceleration as kinematic 
features. We compared the accelerations between joyful and happy expressions. 

The acceleration was calculated from motion capture data. Because dance move-
ments of 16 counts (8 counts × 2 times) take about 15 seconds, we determined the 
mean acceleration in 48 counts (16 counts × 3trials). The body parts used to calculate 
acceleration were the hip, right shoulder, and left shoulder (ROOT, RSHO, LSHO in 
Fig. 1). These parts are consisted as the body trunk which is important for moving in 
all kinds of dances. We compared the mean of each acceleration by the professional 
dancer and the expert dancers. We compared the acceleration between joyful and 
happy expressions using a t-test for each dancer. Table 2 shows the results for the 
professional dancer’s acceleration, and Tables 3 and 4 show the results for the expert 
dancers’ acceleration. 

As shown by Table 2, there are no differences in acceleration between joyful and 
happy expressions in expert dancers’ hip and both shoulders (hip: t (94) = 1.48, n.s., 
right shoulder: t (94) = 1.56, n.s., left shoulder: t (94) = 1.12 = n.s.). 



616 N. Shikanai and K. Hachimura 

 

However in the expert dancers, there are significant differences between joyful and 
happy expressions (Tables 3 and 4). For expert (a), the mean scores for acceleration in 
joyful expressions were significantly higher than those in happy expressions for the 
hip, right shoulder, and left shoulder (hip: t (94) = 3.76, p < 0.01, right shoulder: t 
(94) = 3.40, p < 0.01, left shoulder: t (94) = 4.37, p < 0.01) Also, for expert (b), the 
mean scores for acceleration in joyful expressions were significantly higher than those 
in happy expressions for the hip and left shoulder (hip: t (94) = 2.39, p < 0.05, right 
shoulder: t (94) = 1.14, n.s., left shoulder: t (94) = 2.12, p < 0.05). The expert dancers’ 
results showed that scores for acceleration in joyful expressions was higher than in 
happy expressions, which indicated that joyful expressions have dynamic movement 
characteristics compared to happy expressions regardless of focusing on the body 
trunk not the limbs. 

Table 2. Comparison of mean scores for acceleration between joyful and happy expressions by 
the professional dancer 

  Professional dancer   

Acceleration (cm/s2) 
Joyful expression Happy expression   

Mean (SD) mean (SD) p 

Hip (Root marker) 3.33  (2.32) 2.67 (2.13) n.s. 
Right shoulder 3.54  (3.67) 2.78 (2.10) n.s. 
Left shoulder 3.44  (3.76) 2.85 (2.22) n.s. 

Table 3. Comparison of mean scores for acceleration between joyful and happy expressions by 
expert dancer (a) 

  Expert dancer (a)   

Acceleration (cm/s2) 
Joyful expression Happy expression   

Mean (SD) mean (SD) p 

Hip (Root marker) 2.33  (1.67) 1.33 (0.91) ** 
Right shoulder 2.44  (1.76) 1.43 (1.14) ** 
Left shoulder 2.45  (1.67) 1.27 (0.90) ** 

** p < 0.01 

Table 4. Comparison of mean scores for acceleration between joyful and happy expressions by 
expert dancer (b) 

  Expert dancer (b)   

Acceleration (cm/s2) 
Joyful expression Happy expression   

Mean (SD) mean (SD) p 

Hip (Root marker) 2.41  (1.90) 1.66 (1.09) * 
Right shoulder 2.26  (1.55) 1.92 (1.25) n.s. 
Left shoulder 2.46  (1.82) 1.81 (1.12) * 

* p < 0.05 
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4 Discussion 

This experiment sought to determine the parameters that contribute to perception and 
distinction of Kansei information between joy and happiness in dance expressions. We 
used a multivariate dataset of dance expressions and analyzed Kansei information and 
kinematic features. The results of t-tests for acceleration of the hip (root of body) and 
shoulders indicated that expressions of joy and happiness in dance each have a particu-
lar parameter. 

Joyful expressions and happy expressions are both positive emotions, but we found 
that there are differences in the Kansei information. Kansei information for joyful 
expressions—happy, dynamic, energetic, strong, accelerated, decelerated, extended, 
high, asymmetrical, fast, accented, big, down, and sudden—were higher than those 
for happy expressions. Kansei information for happy expressions—flowing and 
smooth—were higher than those for joyful expressions. This indicated that joyful 
expressions have more strength, stimulus, or intensity than happy expressions. Be-
cause the degree of the happy item was stronger for joyful expressions, the score for 
the happy item may be higher for joyful expression. However, happy expressions do 
not instantaneously stimulate positive emotional expressions, but they may conti-
nuously stimulate constant positive emotional expressions. 

We found that the difference of acceleration between expressions, and the accelera-
tion for joyful expressions was higher than that for happy expressions. The accelera-
tion is a kinematic feature indicating a movement’s strength [7], [10], [13]. It was 
demonstrated that leg movements expressing anger were characterized by acceleration 
[8]. These previous studies convey information about strength and speed. In addition, 
we showed that joyful expressions have more strength than happy expressions. 

We can express delicate differences when we show positive emotions. We can ex-
press emotions bodily and not just with facial expressions. Facial emotional expres-
sions are identified basically as six emotions: happy, sad, angry, surprised, afraid, and 
disgusted [14]. Researchers have also tried to identify six bodily expressions of emo-
tions: joy, sadness, anger, anxiety, pride, and contentment [3], and to discover how 
positive and negative emotions might change due to their range in valence and action 
level. Of course, it is difficult to identify emotions only from bodily information 
(without facial expressions). It is not clear how to discriminate positive emotions from 
a specific action [3], [4]. However, we found a difference between joyful expression 
and happy expression from the point of view of Kansei information through observer 
evaluations, although the expressions were focused on positive emotions and dance 
movements. In addition, we used motion data and observed differences in acceleration 
as kinematic features. The relation of Kansei information to kinematic features con-
tributes to confusion in emotional perception and recognition of vague expressions. 
Moreover, our results encourage further research into addressing emotional expres-
sions in dance, and in the creation and reproduction of vague emotional expressions 
using computer-generated (CG) animation, game characters, and humanoid robots. 

Nevertheless, in the results for acceleration, there were no differences between  
joyful expressions and happy expressions in the data from the professional dancer. 
This reason may be that we were averaging the kinematic data. Because the standard 
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deviation of the acceleration of the professional dancer for all body parts was very 
large, this indicated that the professional dancer freely accelerated and decelerated his 
own body with breaks in his movements. Expressions by the professional dancer were 
specialized, meaning they were difficult to generalize. From an artistic point of view, 
it is necessary for professional dancers to show expressions which are different from 
those of other dancers. When investigating the expressions of professional dancers 
and artistic movements, we have to focus on different movements in each case and 
then analyze them. However, the expert dancers had the basics of movements and 
could do formulary expressions rather than free expressions. Particularly, novice 
dancers and dance students can use this expert dancer’s results as an example of mov-
ing well and recognizing well. This research demonstrated that it is also important to 
move the body trunk, hips, and shoulders as a way to express differences between joy 
and happiness. 
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Abstract. In this paper, as the second report of the study on Kawaii-ness in 
motion, we investigate the relationship between physical properties of motion 
and Kawaii-ness using Roomba.  Kawaii is one of the representative concepts 
of Japan-original Kansei.  First, we computed parameters of seven physical 
properties (position, velocity, acceleration, angle, angular velocity, angular 
acceleration, and time) from three types of motions of Roomba used in the first 
study.  Second, we composed 24 types of robot motions and asked the subjects 
to evaluate their impressions.  We asked the subjects to answer the 
questionnaire consisting of the 20 pairing adjectives prepared according to the 
SD method.  The extracted physical features in seven physical parameters in 
composed motions are correlated with the Kawaii-ness based on the result of 
the questionnaire.  We report our findings in detail in this paper. 

Keywords: Kawaii, Kansei values, Robot motion, Physical Property. 

1 Introduction 

In this study, we investigate Kawaii-ness in motion.  Kawaii, a Japanese original 
concept, is spreading around the world and became known to people in many 
countries.  Kawaii is one of the Kansei categories that describe favorable characters 
such as pretty, adorable, fairy-like, and cute.  Kansei is a Japanese word for 
expressing sensibility, sensitivity, feeling, emotion, and so on.  Kawaii is among the 
Kansei values that have become important in manufacturing in Japan.  The Japanese 
Ministry of Economy, Trade and Industry (METI) has been conducting a project 
called the "Kansei Value Creation Initiative” from 2007 [1] [2].  The main objective 
of the project is to introduce a new value axis in addition to the conventional value 
axes of reliability, performance, price and so on, which have been recognized in the 
manufacturing sector.  METI held a Kansei value creation fair, called the “Kansei-
Japan Design Exhibition,” at Les Arts Decoratifs (museum of decorative arts) in 
Musée du Louvre, Paris in December 2008.  Launched as an event of the “Kansei 
Value Creation Years,” the exhibition had more than 10,000 visitors during the ten-
day period and was received quite favorably [3].  Thus, “Kansei” is an important 
factor that increases the attractiveness of the products in Japanese manufacturing.   
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Japan also enjoys large attention from the world in robotics technologies.  
Robotics technologies have advanced to allow robots to work more closely with 
people.  Even if the robots, however, have acquired useful features and human-
friendly designs, that is not enough for them to commence smooth communication 
with humans and to become true coworkers of humans.  To achieve this goal, we 
believe that the robots must be able to communicate with humans at metaphysical 
level and must have software backbone to support such communication. 

Therefore, we have started studying Virtual Kansei for robots where robots can 
understand human emotions, can generate own (virtual) emotion and can express own 
emotion while performing given tasks [4] [5].  In the past, we had studied the 
estimation, the generation and the expression of (virtual) emotion, a part of the virtual 
Kansei, based on Ekman’s six basic emotions [6] [7].  We, however, are aware of 
that the emotion is not sufficient and that study on mood and Kansei itself are 
necessary. Our study on mood will be reported elsewhere.  We present our study on 
Kawaii-ness here.  

Researchers have started studying Kawaii-ness features from various directions. 
For example, colors and shapes have been studied by Ohkura and Murai [8] [9].  
Their results showed that curved shapes such as a torus and a sphere are generally 
evaluated as more Kawaii than straight-lined shapes.  Ohkura also studied Kawaii 
tactile sensation using tactile materials [10].  On the other hand, we focus on 
studying Kawaii-ness in motion because we are interested in applying the findings 
to robotics.  

In our first report [11], we segmented continuous motion of Roomba into 
identifiable motion parts and classified those motions to ten types.  We, then, asked 
the subject to choose Kawaii motions out of ten types and to answer a questionnaire 
consisting of pairs of adjectives with five notch scale prepared according to the SD 
method on the chosen motions.  The answers to the questionnaire were analyzed for 
common features of Kawaii motions and we found three factors that may influence 
Kawaii-ness.  They are “simple,” “regular,” and “smooth.” 

This paper investigates the relationship between physical properties of those 
motions of Roomba and impression of Kawaii-ness.   

2 Overview of Autonomous Mobile Robot – Create 

We adopted a robot called Create by iRobot, shown in Figure 1, as the robot for  
main experiment. Create is a programmable counterpart of Roomba, where 
programmability and space for more sensors are added in lieu of the cleaning function 
of Roomba.  This is a robot for education and research and sold by iRobot 
Corporation from 2007.  This robot can run at the maximum 500 mm/s and can 
detect objects and steps using infrared sensors.  Touch sensors on the front bumper 
and the wheel drop sensors are also equipped.  This robot has a two-wheel steering 
system.  It can rotate on a spot and can revolve around any point at the maximum 
2000 mm away.  In addition, it is also possible to use remote control, Home Base for 
charging and Virtual Wall (the invisible artificial electromagnetic wall).  We fitted  
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Fig. 1. Picture of Create for composing test motions 

Create with a plastic cover to hide internal parts such as the power button.  Thus, we 
have eliminated mechanical impression induced from the internal structure of the 
robot.    

3 Extraction of Physical Properties 

We extracted physical properties from Kawaii motions of Roomba used in our first 
report.   

3.1 Data Extraction 

We have analyzed three motions (Bounce, Spiral, Dizzy) chosen as the most Kawaii 
by male and female subjects.  Each motion is as follows:  

• Bounce: Roomba changes the direction of travel after colliding with an object. 
• Spiral: Roomba moves along an outward spiral. 
• Dizzy: Roomba wonders about at a nearly constant speed. 

 
This time, we decided to extract seven parameters (position, velocity, acceleration, 
angle, angular velocity, angular acceleration, and time) as the physical properties 
related to three elements (simple, regular, and smooth).  Here, the time parameter 
indicates the total length of the motion video. The reference coordinate system is 
discussed in the next section.   

3.2 Extraction Method 

We defined two coordinate systems; the world coordinate system fixed on the floor 
and the local coordinate system fixed on Roomba to extract the position and the angle 
from the recorded Roomba motions (Figure 2).  First, we computed the coordinate of 
the center of Roomba as the position of Roomba and of the infrared sensor on the 
surface of the front of Roomba.  Then the position and the relative angle of the local 
coordinate on Roomba can be computed from those two positions.  The positions  
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Fig. 2. The world coordinate and the local coordinate 

were sampled every one tenth of a second. The velocity was computed by the back 
difference of positions, namely, the difference of the current and the last positions.  
Similarly, the acceleration was computed by the back difference from the speed.  
The angular velocity and the angular acceleration were computed similarly.   

3.3 Properties of Extracted Data 

We first extracted characteristic portions of motions and then computed physical 
properties of those portions.  For example, the motion of “Bounce” is a rebounding 
motion after hitting the wall.  This motion has a rapid change in acceleration that 
called jerk.  Figure 3 shows the trajectory of Bounce and Fig. 4 shows the time 
history of the jerk of the center of Roomba.  Roomba collides with the wall and the 
obstacle in this motion and the sharp increases in jerk about four and seven seconds 
indicates those collisions.  Two large increases in the jerk near four seconds are 
caused by the collision itself and the sudden reversal of motion. 

 

Fig. 3. The trajectory of Bounce motion. The red and blue lines indicate the positions of the tip 
and the center of Roomba, respectively.  
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Fig. 4. Time history of the jerk of motion of the origin of the center coordinate system 

As a result, we obtained some properties of physical based on extracted data. 

• Almost constant velocity except at the start and end of the motion  
• Periodic variation of the angle  
• Changes of the jerk at collisions  
• Nominal speed of Roomba is approximately 300mm/s 

We, then, composed motions using extracted properties.   

3.4 Hypothesis Formulation  

According to our first report, many subjects commented that “the motion when 
Roomba collide the wall is Kawaii” against a question that “why did you feel the 
motion Kawaii?”  On other hand, we observed that the instantaneous changes of the 
acceleration are occurred when Roomba collide the wall. Consequently, we formed a 
hypothesis that changes in acceleration affect the Kawaii-ness.  We tested the 
validness of the hypothesis using the questionnaire.   

4 Composing Motions 

We composed 24 types of motions to use expression experiment based on the 
trajectories of the extracted motions.  We programmed these motions using 
application program interface (API) for Create, called iRobot Create Open Interface.  
We also used the serial connection using the 7pin MINI-DIN connector and Realterm 
software recommended by iRobot Corp.  The composed motions are as follows: 
 
• Attack: Create repeats the collision with the object at 300mm/s. 
• Straight_A: Create travels from left to right without stopping.  
• Straight_B: Create travels from left to right with deceleration, stop and acceleration 

phase in the middle. 
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• Straight_C: Create travels from left to right with a sudden stop in the middle. 
• Bounce_A: Create collides obliquely against the wall and travels again after 

rotating 90 degrees. 
• Bounce_B: Create stops 1.5 seconds after colliding obliquely against the wall and 

travels again after rotating 90 degrees. 
• Spin_A: Create spins around at a constant speed like a top spinning at a spot. 
• Spin_B: Create spins with gradually increasing speed from 0 to 500mm/s (LH) or 

gradually decreasing speed from 500 to 0mm/s (HL). 
• Spiral: Create moves along an outward spiral. 
 
All motions except Attack and Spin_B are composed with three speeds; 100mm/s, 
300mm/s, and 500mm/s.  Thus, we composed the total of 24 types of motions   

5 Main Experiment 

We produced video footages of the 24 types of motions using Create.  We conducted 
a survey to evaluate Kawaii-ness using the composed motions.  The experiment was 
carried out with one subject at a time, and was carried out using a PC with a touch 
panel display.  The touch panel display was used to simplify the I/O for the survey.  
The experimental procedure is as follows: 

1. The experimenter describes the experiment.  
2. The subject answers three questions relevant to Kawaii-ness.  
3. The experimenter shows a photo of Create.  
4. The subject answers the question “Do you think this robot is Kawaii?” by 

choosing one among (yes), (so so) (not really) and (no), then the second question 
“Why do you think so?”  

5. The experimenter describes how to use of the interface. 
6. The subject chooses one button from the four buttons on the display to choose the 

motion to watch.   
7. The subject answers a questionnaire about the presented motion video. 

Three questions in Step 2 are as follows: 

A) How many times do you use the word Kawaii on a daily basis?   
Choose from (often), (sometimes), (rarely) and (never). 

B) What do you use Kawaii for?  
Please describe the object that you use the word Kawaii.   

C) If you feel something moving is Kawaii, what motion could it be?  

In Step 2, we used the first question to investigate whether or not the subject is 
familiar with the concept of Kawaii.  The role of the second question in Step 2 was 
to find the types of Kawaii-ness used by the subjects.  The third question is the 
question to encourage the subjects to become more aware of Kawaii-ness of the 
motions.  Figure 1 in Chapter 2 is the photo image presented to the subjects at Step 
3.  Step 6 is inserted to let the subjects to choose the motion to watch by themselves 
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in order to let them feel like performing the experiment voluntarily.  Steps 6 and 7 
were repeated twelve times. The subject answered either “Kawaii” or “Not Kawaii” 
against the presented motion video one by one.  Similar to the methods used in the 
first report, we asked subjects to describe any part of motions that they felt Kawaii.  
We asked to identify those Kawaii motions using arrows of various shapes, such as a 
circular arrow for circling motion. Answers in the questionnaire were analyzed by the 
Semantic Differential method. Table 1 shows the 20 pairing adjectives in the 
questionnaire.  They were listed with 5 point scale.  The markings were converted 
to numbers of -2 to 2 from the left adjective to the right one.   

Table 1. The pairing adjectives used in the questionnaire 

No Adjective pairs No Adjective pairs 
1 Young – Elder 11 Fancy – Sober 
2 Speedy – Tardy 12 Free – Bound 
3 Serious – Sloth 13 Sensitive – Obtuse 
4 Smart – Stupid 14 Steady – Unstable 
5 Natural – Artificial 15 Hasty – Gradual 
6 Quick – Slow 16 Humanly – Mechanical 
7 Familiar – Unknown 17 Idle – Busy 
8 Obedient – Rebellious 18 Regular – Irregular 
9 Simple – Complicated 19 Yielding – Stubborn 

10 Smooth – Ragged 20 Dynamic – Static 

6 Result of Main Experiment 

There were 3 female and 17 male participants of twenties for the evaluation 
experiment. The answer on frequency of use of “Kawaii” is summarized in Figure 
5(a).  It is noted that 3/4 of all the subjects use frequently or sometimes.  In other 
words, it may be said that most people use Kawaii on a daily basis.  Table 2 lists top 
three objects for which subjects use Kawaii.  80% of all the subjects responded 
animals, and many answered dogs and cats.  Small objects were also answered by 
half the subjects. Figure 5(b) shows the aggregate results of the answer to Kawaii-
ness of Create.  80% of all the subjects responded No or Not really.  There was no 
Yes answer for this question.  Most of the subjects commented that Create does not 
have any standing features and that would be the reason why there was no Yes 
answer.   

Table 3 shows top three motions that are classified Kawaii.  An interesting 
observation here is that although 80% of all the subjects answered Create not Kawaii 
but 80% of them found Spiral (300mm/s) motion Kawaii.  Consequently, it means 
that Kawaii-ness is present in the composed motion rather than the robot itself.  
Figure 6 lists the degrees of Kawaii-ness of the composed motions.  The degrees of 
Kawaii-ness are defined as the ratio of the number of people who felt the motion 
Kawaii over the number of people who saw the motion.  It is noted that rotational 
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motions were found more Kawaii than linear motions.  When focusing on the 
rotational motion, slow motions (100mm/s) were evaluated more Kawaii than fast 
motions (500mm/s).  On the other hand, linear motions with sudden changes in 
acceleration are generally found more Kawaii, but not always.  Subjects evaluated 
the motion more Kawaii when the sudden changes in acceleration were caused by 
collisions.  This indicates that subjects found the motion more Kawaii when they felt 
those motions were of living creatures.  Medium (300mm/s) and high speed 
(500mm/s) linear motions were relatively evaluated Kawaii among the linear motions.  
However, the degrees of Kawaii-ness fluctuated.  This indicates the fact that each 
subject has own Kawaii speed of motion.  

In the free answer item, nearly everyone regarded Create an animal.  They also 
found motions Kawaii when they felt the motion biological and intentional.  This 
fact suggests that Kawaii-ness may be associated with animacy perception. 

 

Fig. 5. Response of the questions; (a) “How many times do you use the word Kawaii on a daily 
basis?” and (b) “Do you think this robot is Kawaii?” 

Table 2. Top three objects to use the work Kawaii 

Rank Score (%) Kawaii Target 
1st 80 % Animals 
2nd 50 % Small objects 
3rd 33 % Baby 

Table 3. Top three Kawaii motions 

Rank Score (%) Motion Type (Speed) 
1st 80 % Spiral (300) 
2nd 71 % Bounce_B (500) 
3rd 70 % Spiral (100) 
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Fig. 6. The degrees of Kawaii-ness of each motion 

7 Conclusions and Concluding Remarks 

In this study, as the second report of the study on Kawaii-ness in motion, we 
investigated the relationship between physical properties and Kawaii-ness using 
Roomba.  We first extracted physical properties from Kawaii motions of Roomba 
used in our first report.  Since the subjects found the motion with collision Kawaii 
where the instantaneous changes of the acceleration occurred, we formed a hypothesis 
that changes in acceleration will affect the Kawaii-ness.  We composed 24 types of 
motions to use in impression experiment to check this hypothesis.  We showed those 
motions to subjects and asked them to evaluate those motions they found Kawaii by 
marking between pairs of adjectives.   

It was observed that, although 80% of all the subjects answered Create (a 
programmable counterpart of Roomba) not Kawaii but 80% of them found Spiral 
(300mm/s) motion Kawaii. When focusing on the rotational motions, we found that 
slow motions (100mm/s) were rated more Kawaii than fast motions (500mm/s).  
With linear motions, many motions where the acceleration changes instantaneously 
were found Kawaii. The motions with instantaneous change in acceleration caused by 
collisions were evaluated more Kawaii than the motions without collisions.   The 
motions that gave biological and intentional impression were also evaluated Kawaii.  
In other words, Kawaii-ness may be associated with animacy perception.  Thus, our 
hypothesis was shown to be valid. 

It is our immediate task to increase the number of subjects and to investigate if the 
findings here are generalizable. A more important and interesting task is to investigate 
the effects of other physical properties on Kawaii-ness.  
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Stocklöw, Carsten IV-147
Storz, Michael V-196
Sturm, Christian III-352
Sugano, Shohei I-620
Sugiyama, Masayuki IV-456
Sun, Ming IV-107



Author Index 639

Sung, Tae-Eung V-362
Suzuki, Ayaka IV-469
Suzuki, Ryo IV-348

Tabak, Feride S. II-391
Tajima, Terumasa III-466
Takahashi, Katsumi I-77, I-119, I-137,

I-500, I-531
Takahashi, Nobumichi II-647
Takahashi, Shin IV-730
Takano, Kosuke II-493
Takao, Shizuka III-174
Takemura, Noriko V-270
Takeno, Hidetoshi I-159
Takimoto, Munehiro IV-235
Tamada, Takashi IV-722
Tamborello, Franklin P. IV-449
Tamura, Kazuki IV-740
Tan, Jun-Wen V-474
Tanaka, Jiro IV-196, IV-272, IV-281,

IV-416, IV-469, IV-712, IV-730, V-72
Tang, Honglin IV-243
Tanikawa, Kyohei III-314
Tano, Shun’ichi I-480
Tauchi, Hikaru II-398
Tavares, Tatiana A. II-197
Tawatsuji, Yoshimasa IV-398
Teixeira, Cesar Augusto Camillo III-227
Teixeira-Faria, Pedro M. I-441, I-490
Temperini, Marco II-351
Theng, Yin-Leng II-181
Thiel, Simon III-29
Thome, Rainer III-411
Tian, Yun V-280
Ting, Chih-Hung IV-506
Togawa, Satoshi II-503
Tokdemir, Gul I-310
Tokumaru, Masataka V-319
Tomimatsu, Kiyoshi IV-568, IV-578
Tomiyama, Ken I-620
Tong, Xin II-207
Torenvliet, Gerard I-109
Tornero, Josep I-231
Tortora, Genoveffa III-342
Tran, Minh-Triet IV-67, IV-513
Traue, Harald C. V-474
Traum, David II-266
Tripathi, Ramesh Chandra IV-497
True, Nicholas I-128
Truong, Chau Thai IV-513

Tsai, Shih-Lung III-78
Tsai, Teng-Yao IV-506
Tsai, Tsai-Hsuan III-359
Tsai, Yi-Chien III-199
Tseng, Steven I-540
Tsianos, Nikos II-418
Tsukada, Koji III-209
Tsumori, Shin’ichi II-511
Tsunoda, Koichi II-398
Tsuruda, Yu V-391
Tung, Fang-Wu III-237
Tung, Tony IV-408
Tzemis, Evangelos IV-358

Uang, Shiaw-Tsyr III-475
Ueda, Kazutaka II-398
Ueda, Yoshihiro I-77, I-119, I-137,

I-500, I-531
Uetsugi, Raku IV-312
Ushio, Shuhei II-647

Valla, Massimo V-122
Valverde, Lauralee II-408
Vedhara, Kavita II-36, II-189
Viard-Gaudin, Christian IV-77
Vilimek, Roman II-578, II-621
Viller, Stephen III-484
Vitiello, Giuliana III-342

Wachsmuth, Ipke IV-117, V-102
Wahab, Norshahriah IV-523
Wallach, Dieter I-451
Walter, Steffen V-301, V-474
Wang, Hongmei IV-135
Wang, Jan-Li III-193
Wang, Liang V-206
Wang, Lingyun (Max) I-350
Wang, Pengwei V-254
Wang, Qian V-216
Wang, Weizhong V-280
Wang, Wenzhong V-227
Wang, Yao-lien V-483
Wang, Yijun V-448
Wang, Yixue V-153
Wang, Yuping V-246
Wang, Zhaoqi V-227
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