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Preface

One of the grand challenges in our networked digital world includes the increas-
ingly large amounts of data sets. Most of these complex “big data” are weakly
structured or even unstructured. To gain insight into these data, to make sense
of these data, to gain new scientific knowledge out of them, we must proceed to
work on and aim to define efficient and user-friendly solutions to handle and to
analyze such data.

Pioneering into a previously unknown territory, there is a vast area of undis-
covered land to explore. Seeing the world in data is awesome, and it allows the
discovery of novel areas, unexpected facets, and intriguing insights of and into
the fascinating science of data, information, and knowledge. One success factor
is a cross-disciplinary approach – integrating and appraising different fields, di-
verse subjects, different perspectives, and different opinions, so as to have a fresh
look at novel ideas and at finding the methodologies on how to put these ideas
into business.

The task force HCI-KDD pursues the ultimate goal of combining the best
of two worlds: Knowledge Discovery from Data (KDD), dealing with computa-
tional intelligence and Human–Computer Interaction (HCI), dealing with human
intelligence.

Some of the most pressing questions of nature are interwoven in these areas:
What is information? What is life? What is computable? How can we build
systems to facilitate understanding and sensemaking?

The first international special session of this network of excellence was or-
ganized in Graz, Austria, in the context of USAB 2011 “Information Quality in
e-Health.”

The second session was organized in the context of the World Intelligence
Congress 2012 in Macau, China, in light of the Alan Turing centenary celebra-
tion.

This third special session was organized in the context of SouthCHI 2013 in
Maribor, Slovenia.

The mission is to bring together researchers from diverse areas in a cross-
disciplinary way, to stimulate new ideas, and to encourage multi-disciplinary
research. Working in an interdisciplinary area requires the ability to commu-
nicate with professionals in other disciplines and the willingness to accept and
incorporate their particular points of view.

The topics covered by this special session focused on aspects related to in-
teractive analytics of weakly structured or unstructured data, including under-
standing of human behavior, designing novel quasi-intelligent systems to support
interactive analytics, and applications involving novel interactions of humans
with a data mining or machine learning system. We emphasize the importance
of the human-in-the-loop, as we are of the opinion that the “real intelligence” is
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in the head of the people, but supporting this human intelligence with machine
intelligence can bring real benefits.

The special session received a total of 68 submissions. We followed a careful
and rigorous two-level, double-blind review, assigning each paper to a minimum
of three and maximum of six reviewers from our international scientific board.
On the basis of the reviewers’ results, only 20 papers were accepted for the
session HCI-KDD, resulting in an acceptance rate of 29 %.

On the basis of what we have seen from current scientific trends, we identified
five main topics for future research:

1) Interactive content analytics from “unstructured” (weakly structured) data
(e.g., interactive topological mining of big data)

2) Swarm intelligence (collective intelligence, crowd sourcing) and collaborative
knowledge discovery/data mining/decision making

3) Intelligent, interactive, semi-automatic, multivariate information visualiza-
tion and visual analytics

4) Novel search user interaction techniques (supporting human intelligence with
computational intelligence)

5) Modeling human search behavior and understanding human information
needs

Additionally to the papers of the special session HCI-KDD, this volume contains
the papers from the workshop Knowledge Discovery and Smart Homes and the
Special Session on Smart Learning Environments (SLE) organized by Kinshuk
and Ronghuai Huang.

The organizers see these special sessions as a bridge between the two worlds
dealing with “human intelligence” and with “machine intelligence” – all partic-
ipants who synergistically worked together to organize, participate, and attend
these special sessions showed great enthusiasm and dedication.

We cordially thank each and every person who contributed toward making
this session a success, for their participation and commitment: the authors, re-
viewers, partners, organizations, supporters, and all the volunteers, in particular
the marvelous host of this session—the team of the University of Maribor. Thank
you!

July 2013 Andreas Holzinger
Gabriella Pasi
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Visualising the Attributes of Biological Cells, Based on Human
Perception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386
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Hypothesis Generation by Interactive Visual

Exploration of Heterogeneous Medical Data

Cagatay Turkay1, Arvid Lundervold2, Astri Johansen Lundervold3,
and Helwig Hauser1
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{Cagatay.Turkay,Helwig.Hauser}@uib.no
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Abstract. High dimensional, heterogeneous datasets are challenging for
domain experts to analyze. A very large number of dimensions often pose
problems when visual and computational analysis tools are considered.
Analysts tend to limit their attention to subsets of the data and lose
potential insight in relation to the rest of the data. Generating new hy-
potheses is becoming problematic due to these limitations. In this paper,
we discuss how interactive analysis methods can help analysts to cope
with these challenges and aid them in building new hypotheses. Here, we
report on the details of an analysis of data recorded in a comprehensive
study of cognitive aging. We performed the analysis as a team of visual-
ization researchers and domain experts. We discuss a number of lessons
learned related to the usefulness of interactive methods in generating
hypotheses.

Keywords: interactive visual analysis, high dimensional medical data.

1 Introduction

As in many other domains, experts in medical research are striving to make sense
out of data which is collected and computed through several different sources.
Along with new imaging methodologies and computational analysis tools, there
is a boom in the amount of information that can be produced per sample (usu-
ally an individual in the case of medical research). This increasingly often leads
to heterogeneous datasets with very large number of dimensions (variables), up
to hundreds or even thousands. This already is a challenging situation since most
of the common analysis methods, such as regression analysis or support vector
machines [1], for example, do not scale well to such a high dimensionality. Con-
sider for instance applying factor analysis to understand the dominant variations
within a 500-dimensional dataset. It is a great challenge to correctly interpret
the resulting factors even for the most skilled analyst.

On top of this challenge, the number of samples is usually very low in medical
research due to a number of factors such as the availability of participants in

A. Holzinger and G. Pasi (Eds.): HCI-KDD 2013, LNCS 7947, pp. 1–12, 2013.
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a study or high operational costs. This results in datasets with small number
of observations (small n) but a very high number of variables (large p). Since
most of the statistical methods need sufficiently large number of observations
to provide reliable estimates, such “long” data matrices lead to problematic
computations [2]. Both the high dimensionality of the datasets and the “p � n
problem”, pose big challenges for the analyst and the computational tools. These
challenges lead to the fact that the experts tend to limit their analyses to a subset
of the data based on a priori information, e.g., already published related work.
Limiting the analysis to a subset of the data dimensions hides relations in the
data that can potentially lead to new, unexpected hypotheses.

At this stage, the field of visual analytics can offer solutions to analysts to
overcome these limitations [3] [4]. The visual analysis methods enable analysts
to quickly build new hypotheses through interaction with the data. The user also
gets immediate feedback on whether or not these hypotheses call for a further
investigation. Moreover, the interactive tools enable analysts to check for known
hypotheses and relationships that have been already studied and reported in the
related literature.

In this application paper, we discuss how interactive visual analysis meth-
ods facilitate the hypothesis generation process in the context of heterogeneous
medical data. We discuss how we utilize the dual analysis of items and dimen-
sions [5] in the interactive visual analysis of high dimensional data. We report
on the analysis of data related to a longitudinal study of cognitive aging [6] [7].
We demonstrate how our explorative methods lead to findings that are used in
the formulation of new research hypotheses in the related study. We additionally
showcase observations that are in line with earlier studies in the literature. We
then comment on a number of lessons learned as a result of the analysis sessions
that we performed as a team of visualization researchers and domain experts.

2 Interactive Visual Analysis Environment

The analysis of the cognitive aging study data is performed through a coordi-
nated multiple view system [8], that primarily makes use of scatterplots. The
user is able to make selections in any of the views and combine these selections
through Boolean operators, i.e., ∪,∩,¬. In order to indicate the selections and
achieve the focus+context mechanism, we employ a coloring strategy, i.e, the
selected points are in a reddish color and the rest is visualized in gray with a low
transparency (see Fig. 1-b) to aid the visual prominence of the selection. One
additional note here is that we use a density based coloring such that overlapping
points lead to a more saturated red color. We use Principal Component Analysis
(PCA) – on demand – to reduce the dimensionality of the data when needed.
Additionally, we use Multidimensional Scaling (MDS) directly on the dimensions
similar to the VAR display by Yang et al. [9]. In this visualization approach, the
authors represent a single dimension by a glyph that demonstrates the distribu-
tion of the items in the dimension. Later authors apply MDS on the dimensions
to lay them out on a 2D-display. Similarly in this work, we feed the correlations
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Fig. 1. Dual analysis framework where visualizations of items have a blue and those of
dimensions a yellow background. a) We employ a visualization of the dimensions over
their skewness and kurtosis values, where each dot represents a single dimension b)
We select a group of participants who are older and have a lower education. c) The
deviation plot shows how the μ and σ values change when the selection in (b) is made.

between the dimensions as a distance metric to MDS and as a result, it places the
highly inter-correlated groups close to each other. These computational analysis
tools are available through the integration of the statistical computation package
R [10].

The analysis approach employed in this paper is based on the dual analysis
method by Turkay et al. [5]. In this model, the visualization of data items is ac-
companied by visualizations of dimensions. In order to construct visualizations
where dimensions are represented by visual entities, a number of statistics, such
as mean (μ), standard deviation (σ), median, inter-quartile-range (IQR), skew-
ness, and, kurtosis are computed for each dimension (i.e., column of the data).
These computed statistics are then used as the axes of a visualization of dimen-
sions. In Fig. 1-a, the dimensions are visualized with respect to their skewness
and kurtosis, where each dot here represents a dimension.

An additional mechanism we employ is the deviation plot, which enables us
to see the changes in the statistical computations for dimensions in response to
a subset selection of items [11]. In Fig. 1-b, we select a sub-group of participants
(from the study data) who are older and have a lower education. We now compute
the μ and σ values for each dimension twice, once with using all the items
(participants) and once with using only the selected subset. We then show the
difference between the two sets of computations in a deviation plot (Fig. 1-c).
The dashed circle shows the dimensions that have larger values for the selected
subset of items, i.e., for the elderly with lower education. Such a visualization
shows the relation between the selection and the dimensions in the data and
provides a quick mechanism to check for correlations. Throughout the paper,
the views that show items have blue background and those that visualize the
dimensions have a yellow background. Further details on the methods could be
found in the related references [5] [11].
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3 Cognitive Aging Study Data

We analyze the data from a longitudinal study of cognitive aging where the par-
ticipants were chosen among healthy individuals [6] [7]. All the participants were
subject to a neuropsychological examination and to multimodal imaging. One of
the expected outcomes of the study is to understand the relations between image-
derived features of the brain and cognitive functions in healthy aging [7]. The
study involves 3D anatomical magnetic resonance imaging (MRI) of the brain,
followed by diffusion tensor imaging (DTI) and resting state functional MRI in
the same imaging session [12] [13]. In this paper, we focus on the anatomical MRI
recordings together with the results from the neuropsychological examination.
The examination included tests related to intellectual function (IQ), memory
function, and attention/executive function. IQ was estimated from two sub tests
from the Wechsler Abbreviated Scale of Intelligence [14]. The total learning score
across the five learning trials of list A (learning), the free short and long delayed
recall and the total hits on the Recognition scores from the California Verbal
Learning Test (CVLT) II [15] were together with the subtest Coding from Wech-
sler Adult Intelligence Scale-III [16] used to assess memory function. The Color
Word Interference Test from the Delis-Kaplan Executive Function System [17]
and the Trail Making Test A and B from the Halstead-Reitan Test Battery [18]
were used to assess attention/executive function.

The resulting dataset from the study contains information on 82 healthy indi-
viduals who took part in the first wave of the study in 2004/2005. T1-weighted
MRI images were segmented into 45 anatomical regions. For each segmented
brain region, seven features were derived automatically, namely: number of vox-
els, volume and mean, standard deviation, minimum, maximum and range of the
intensity values in the regions. All these automated computations were done in
the FreeSurfer software suite [19]. This automated process creates 45× 7 = 315
dimensions per individual. Additional information on the participants, such as
age and sex, and, the results of two neuropsychological tests are added to the
data. With this addition, the resulting dataset has 373 dimensions, i.e., the re-
sulting table’s size is 82 × 373. Moreover, meta-data on the dimensions is also
incorporated. This meta-data contains whether each dimension is a test score or
a brain segment statistic, which brain regions that dimension is related to, and,
which statistical feature (e.g., volume or mean intensity) is encoded.

4 Analysis of Cognitive Aging Study Data

In this study, our analysis goal is to determine the relations between age, sex,
neuropsychological test scores, and the statistics for the segmented brain regions.
The conventional routine to analyze this dataset is to physically limit the analysis
to a subset of the dimensions and perform time-consuming, advanced statistical
analysis computations on this subset, e.g., loading only the data on specific
brain regions and training a neural network with this data. In this setting, if
the same analysis needs to be applied on a slightly different subset (which is
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often the case), all the operations need to be redone from the beginning – a
considerably long time to build/evaluate a single hypothesis. On the contrary,
in our interactive methods, the whole data is available throughout the analysis
and analysts switch the current focus quickly through interactive brushes.

In order to direct the analysis, we treat age, sex, and the test scores as
the dependent variables and try to investigate how they relate to the imag-
ing based variables. Moreover, we investigate the relations within the brain
segments. In each sub-analysis, we derive a number of observations purely ex-
ploratively. We then discuss these findings as an interdisciplinary team of vi-
sualization researchers, experts in neuroinformatics and neuropsychology. We
comment on the observations using a priori information and suggest explana-
tions/hypotheses around these new findings. These hypotheses, however, needs
to be confirmed/rejected through more robust statistical and/or clinical tests to
be considered for further studies. Our aim here is to enable analysts to generate
new hypotheses that could potentially lead to significant findings when careful
studies are carried out.

Prior to our analysis we handle the missing values and perform normalization
on the data. To treat missing values, we apply one of the methods known as sta-
tistical imputation and replace the missing values with the mean (or mode) of
each column [20]. We continue with a normalization step where different normal-
ization schemes are employed for different data types. Here, dimensions related
to the imaging of the brain are z-standardized and the rest of the columns are
scaled to the unit interval.

Inter-relations in Test Results. We start our analysis by looking at the rela-
tions between the test scores. We first focus our attention on the results related
to IQ & Memory function and attention/executive functions related tests and
apply a correlation-based-MDS on the 15 dimensions. The rest of the dimensions
are not used in the computation and are placed in the middle of the view and
colored in gray in Fig. 2-a. Here, we choose to focus on the two large groups,
that are to the left and to the right of the view. For a micro analysis, one can
focus on the sub-groupings that are visible in both of the clusters. The first
group relates to test results assessing IQ and memory function (Group-1). The
second group relates to test scores assessing attention and executive function
(Group-2). This grouping is in line with the interpretation of these scores and
we investigate these two sub-groups separately in the rest of the analysis. We
interactively select these sub-groups and locally apply PCA on them. We then
use the resulting principal components (PC) to represent these two groups of
test scores. We observed that for both of the groups much of the variance is
captured by a single PC, so we decide to use only the first PC for each group.

Hypothesis 1: There are two dominant factors within the test results, IQ &
memory and attention & executive function.

Findings Based on Sex. As a continuation of our analysis, we now focus
on available meta-data on patients, such as age and sex, to derive interesting
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Fig. 2. a) MDS is applied on the test score dimensions, where related dimensions are
placed close to each other. Two groups for the test scores (Group-1: IQ and memory re-
lated, Group-2: attention) show up in the results. b) Each group is represented through
an application of PCA and the resulting first principal components are mapped to the
axes of the scatterplot. A group of participants, who are better in learning and at-
tentive function is selected. c) Some brain regions are smaller for this subgroup, i.e.,
have smaller median value. d) We select one of the dimensions that shrink the most,
right lateral ventricle volume (red circle), and visualize these values against the learn-
ing scores from CVLT. We notice that there is indeed a negative correlation with the
learning score from the CVLT.

relations. We begin by a visualization of age vs. sex and select the male par-
ticipants (Fig. 3-a) with a brush and observe how the test scores change in the
linked deviation view (Fig. 3-b). The visualization shows that the male partici-
pants performed worse in IQ & memory function related tasks. In tests related
to attention and executive function, however, there were no significant changes
between sexes. This is a known finding that has been already observed through-
out the study. Another observation that is also confirmed by prior information is
the differences in brain volumes between sexes. An immediate reading in Fig. 3-
c is that male participants have larger brains (on average) compared to women,
which is a known fact. We analyze further by selecting one of the regions that
changed the most, Thalamus volume, and look at its relation with sex (Fig. 3-d).
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Fig. 3. Male participants are selected (a) and the deviation plot shows that for IQ
& memory related tasks, males generally perform worse. However, for attentive and
executive function related tests, there is no visible difference (b). When the changes in
volume for the brain segments are observed, it is clearly seen that males have larger
brains (c). When the volume of one of the segments, thalamus, is visualized with a
linear regression line, the sex based difference is found to be significant.

We see that there is a significant change, however, this apparent sex difference in
thalamic volume has shown to be negligible when the intracranial volume (ICV)
difference between sexes are taken into account [21]. This finding could probably
be further explored by normalizing segmented brain volumes with the subject’s
ICV (if this measure is available).

Hypothesis 2: Males perform worse in IQ & memory related tests but not in
those related to attention & executive function.

Findings Based on Age. We continue our investigation by limiting our inter-
est to the elderly patients to understand the effects of aging on the brain and the
test results. We select the patients over the age of 60 (Fig. 4-a) and visualize how
brain volumes and test scores change. We observed no significant difference in IQ
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Fig. 4. Elderly patients (> 60 years old) are selected (a). No significant relation is
observed in the test scores (b). When we focus on the volumes of the segments, we
see most of the regions are shrinking with age, but some, especially the ventricles, are
enlarging (c). Apart from the expected enlargement of the ventricles, the right caudate
is also found to enlarge with age (d).

& memory and attentive functions for the elderly patients (Fig. 4-b). However,
when we observe the change in brain volumes, we observe that there is an overall
shrinkage in most of the brain segments with age. This is clearly seen in Fig. 4-c,
where most of the dimensions have smaller median values (i.e., to the left of
the center line). Although most of the brain regions are known to shrink with
age [22], some regions are reported to enlarge with age. When the dimensions
that have a larger median value due to the selection (i.e., enlargement due to
aging) are observed, they are found to be the ventricles (not the 4th ventricle)
and the CSF space. Since this is a known fact [22], we focused on the regions that
shows smaller enlargements and decide to look at the right caudate more closely.
When the right caudate is visualized against age, a significant correlation is ob-
served (Fig. 4-d). This is an unexpected finding that needs to be investigated
further.
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Hypothesis 3: There is no significant relation between age and performance
in IQ & memory and attentive & executive functions for individuals undergoing
a healthy aging. Moreover, in contrast to the most of the brain regions, there is
a significant enlargement in the right caudate in healthy aging individuals.

IQ & Memory Function vs. Brain Segment Volumes. We oppose the
first principal components for the two groups of test scores (Fig. 2-a) and select
the participants that show better IQ & memory function performance (Fig. 2-
b). A linked deviation plot shows the change in median and IQR values where
we observe the change in the imaging related variables (Fig. 2-c). We limit our
interest to the variables that are the volumes of the brain segments by selecting
the volume category through a histogram that displays the related meta-data
(not shown in the image). In the deviation plot, we see a sub-group of segments
(dashed circle) that have lower volumes for the selected participants (i.e., those
that showed better performance). Among those segments are the lateral ventri-
cles that show a significant change. Lateral ventricles are filled with cerebrospinal
fluid and have no known function in learning and IQ. We use the integrated lin-
ear regression computation on a scatterplot showing learning vs. right lateral
ventricle volume and observe that there is in fact a negative correlation. This
could be explained such that, when the ventricles have larger sizes, it indicates
less gray matter volume in the brain parenchyma responsible in cognitive func-
tion, and is thus associated with reduced performance in IQ & memory function.
However, although ventricles tend to grow with age, we observed no significant
relation between aging and the performance (See Hypothesis 3). These are now
two related observations that leads to an interesting hypothesis.

Hypothesis 4: Regardless of age, the larger sizes of the ventricles are associated
with low performance. However, the (expected) enlargement of the ventricles
with aging does not directly influence the overall performance.

Relations within Brain Segments. We continue by delimiting the feature set
for the brain regions to their volume and applyMDS on the 45 dimensions (one for
each segment) using the correlation between the dimensions as the distance met-
ric. We identify a group of dimensions that are highly correlated in the MDS plot
(Fig. 5-a). This group consists of the volumes for different ventricles (lateral, infe-
rior) and non-white matter hypointensities. We investigate this finding closely by
looking at the relations between left lateral ventricle and non-WM-hypointensities
and found a positive correlation relation (Fig. 5-b) due to a sub-group of patients
that have outlying values. This is an interesting finding since non-white matter
hypointensities (as segmented by FreeSurfer) might represent local lesions in gray
matter such as vascular abnormalities that have a predilection for involving the
thalamus and the basal ganglia. Such vascular abnormalities in deeper brain struc-
ture could then lead to substance loss and enlarged lateral ventricles. One might
further expect that this pathophysiological process would be increasingly frequent
with age, but such relationship between age and non-white matter hypointensities
was observed to be insignificant in our analysis.
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Fig. 5. After MDS is applied on the volume dimensions for brain segments, a correlated
group of brain segments is observed (a). Although most of these dimensions are related
to the volume of different parts of the ventricles (which is expected), non white matter
hypointensities (scars on the white matter) is also related. This is an interesting finding
which led to an hypothesis on the relation between the enlargement of the scars on the
white matter and the ventricles.

Hypothesis 5: There is a positive relation between lesions on brain tissue and
the volume of the ventricles. However, no significant relation with such lesions
and age has been detected, this is likely due to the fact that the study involves
only participants going through healthy aging.

5 Discussions, Lessons Learned and Conclusions

In a typical analysis of this data, domain experts usually utilize complex machine
learning methods, such as neural networks [1], to analyze the data and confirm
hypotheses. With such methods however, the process is not transparent and the
results can be hard to interpret.

Explorative methods, such as this one presented here, offers new opportunities
in building hypotheses. However, the hypotheses built in such systems may suffer
from over-fitting to the data, i.e., the finding could be a great fit for a specific
selection but harder to generalize [23]. In order to provide feedback on this
problem of over-fitting, interactive systems could include cross-validation (or
bootstrapping) functionalities to report on the sensibility of the results [24].
In these methods, the hypotheses are tested for several subsets of the data to
check the validity of the findings [24]. Another important feature that needs
to be present in such interactive systems is the immediate use of more robust
and solid statistical verification methods. In our current framework, we employ
linear regression to check for the statistical significance of certain relations (see
Fig. 4-d). Such functionalities, and even more advanced inferential statistics, are
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feasible to incorporate through the embedding of R. Such extensions are desirable
for domain experts and can increase the reliability of the results considerably in
interactive frameworks.

In this work, we only employed scatterplots and the deviation plot. One can
easily extend the selection of visualizations using more advanced methods dis-
cussed in the literature. The changes can be encoded by flow-based scatter-
plots [25] and the comparison of groups can be enhanced by using clustered
parallel coordinates [26].

In a significantly short analysis session, we were able to build 5 hypotheses
from the healthy aging data. Building this many potential hypotheses using
the conventional analysis process would require a considerable amount of time.
Throughout the analysis, we discovered relations that lead to novel hypotheses
for the healthy aging domain. In addition, we came up with a number of findings
that have been already confirmed in the related literature.
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Abstract. Medical professionals are confronted with a flood of big data
most of it containing unstructured information. Such unstructured infor-
mation is the subset of information, where the information itself describes
parts of what constitutes as significant within it, or in other words - struc-
ture and information are not completely separable. The best example for
such unstructured information is text. For many years, text mining has
been an essential area of medical informatics. Although text can easily be
created by medical professionals, the support of automatic analyses for
knowledge discovery is extremely difficult. We follow the definition that
knowledge consists of a set of hypotheses, and knowledge discovery is the
process of finding or generating new hypotheses by medical professionals
with the aim of getting insight into the data. In this paper we present
some lessons learned of ICA for dermatological knowledge discovery, for
the first time. We follow the HCI-KDD approach, i.e. with the human
expert in the loop matching the best of two worlds: human intelligence
with computational intelligence.

Keywords: Knowledge discovery, data mining, human-computer inter-
action, medical informatics, Unstructured Information Management,
Content Analytics.

1 Introduction and Motivation for Research

Electronic patient records (EPR) contain increasingly large portions of data
which has been entered in non-standardized format, which is often and not quite
correctly called free text [1, 2]. Consequently, for many years, text mining was
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and is an essential area of medical informatics, where researchers worked on
statistical and linguistic procedures in order to dig out (mine) information from
plain text, with the primary aim of gaining information from data. Although text
can easily be created by medical professionals, the support of (semi-) automatic
analyses is extremely difficult and has challenged researchers for many years
[3–5]. The next big challenge is in Knowledge Discovery from this data. Contrary
to the classical text mining, or information retrieval approach, where the goal
is to find information, hence the medical professional knows what he wants, in
knowledge discovery we want to discover novel insights, get new knowledge which
was previously unknown. To reach this goal, approaches from pure computer
science alone are insufficient, due to the fact that the “real” intelligence is in
the brains of the professionals; the next step consists of making the information
both usable and useful. Interaction, communication and sensemaking are still
missing within the pure computational approaches [6].

Consequently, a novel approach is to combine HCI & KDD [7] in order to en-
hance human intelligence by computational intelligence. The main contribution
of HCI-KDD is to enable end users to find and recognize previously unknown and
potentially useful, usable, and interesting information. Yet, what is interesting is
a matter of research [8]. HCI-KDD may be defined as the process of identifying
novel valid, and potentially useful data patterns, with the goal to understand
these patterns [9]. This approach is based on the assumption that the domain
expert possesses explicit domain knowledge and by enabling him to interactively
look at his data sets, he may be able to identify, extract and understand useful
information, as to gain new - previously unknown - knowledge [10].

1.1 The Challenges of Text

Text, seen as transcription of natural language, poses a lot of challenges for
computational analysis. Natural language understanding is regarded as an AI-
complete problem [11]. In analogy to NP-completeness from complexity theory
this means that the difficulty of the computational problem is equivalent to
designing a computer which is as intelligent as a human being [12], and which
brings us back to the very roots of the computational sciences [13].

It became evident over the past decades that the understanding of human
language requires extensive knowledge, not only about the language itself, but
also about the surrounding real world, because language is more than words,
and meaning depends on context, and “understanding” requires a vast body of
knowledge about this real world context [11] - we call this context-awareness
[14]. Consequently, natural language processing (NLP) is a term that does not
necessarily target a total understanding of language per se [15].

2 Theory and Background

In this section we define and describe the basic notions we use throughout this
paper. Our understanding of terms such as “data” is a little uncommon, but
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based on what we think are good reasons. One being that natural language
understanding is an AI-complete problem [11]. It makes more sense to ground
the semantics of those terms closer to human understanding rather than “tradi-
tional” computer models.

2.1 Unstructured Information Management

There is still no clear definition given so far and the few definitions are very
ambiguous (see a recent work as a typical example: [16]).

First, let us define our understanding of certain basic terms; namely data, in-
formation, and knowledge. These terms are interpreted quite differently through-
out the scientific literature [17].

We ground our definitions on Boisot & Canals (2003) [18] and their sources.
They describe data as originating in discernible differences in physical states-
of-the-world, registered through stimuli. Theses states are describable in terms
of space, time, and energy. Significant regularities in this data - whatever one
qualifies as significant - then constitutes information. This implies that the
information gained from data, depends on the agent extracting it - more pre-
cisely: his expectations, or hypotheses. This set of hypotheses held by an agent
can then be referred to as knowledge and is constantly modified by the arrival
of information.

Definition 1. If knowledge consists of a set of hypotheses, then knowledge
discovery is the process of finding or generating new hypotheses out of infor-
mation.

Since what qualifies as significant depends on the agents individual disposition,
information can only appear to be objective, if what constitutes as significant
regularities is established through convention [18].

It might be interesting to note, that based on these definitions, the commonly
used term “unstructured data” refers to complete randomness, or noise.

Unstructured information, on the other hand, often refers to natural language,
be it in the form of written documents, speech, audio, images or video. This
implicit definition makes sense, as it is used to split information into two easily
understood classes: databases content and everything else. The reason for this is
mostly business motivated, as the term “unstructured” is then used to convey the
message of computational inaccessibility through information retrieval methods
to the “stored” information, and hence a necessity for action.

Let us state a more precise definition:

Definition 2. Unstructured Information is the subset of information, where
the information itself describes parts of what constitutes as significant regularity.

What this essentially means, is that information and its structure are not com-
pletely separable. The best example for unstructured information is in text. The
meaning of the text - its nouns, verbs, markers and so fourth - partly depends
on the text itself - on the context and discourse. Even for humans it can be
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difficult. Sometimes sentences have to be re-read to be understood, or are mis-
understood completely. While processing text, our knowledge-base is constantly
being updated by the text itself, and a combination of our previous knowledge
and updated knowledge is used to overcome and interpret uncertainties.

2.2 Model Structure through Annotation

In linguistics, the term annotation most commonly refers to meta data used
to describe words, sentences and so fourth. The process of annotation is often
described as tagging, which is the automatic assignment of descriptors to input
tokens [19]. One prominent example is part-of-speech (POS) tagging, which maps
a natural language, such as english, to a meta-language made up of word classes,
such as nouns, verbs, adverbs and so fourth. We will describe POS tagging in
more detail later.

The idea behind tagging is to model human knowledge, be it about language
or another topic, in a computationally understandable way, in order to help the
computer process unstructured information. This is usually not a trivial task,
and its complexity strongly depends on the language, domain and the quality of
the text. An universal automatic solution would be desirable, but for now seems
out of reach.

However, it is our opinion, that by efficiently including the human in the loop,
the research progress of computational techniques can vastly be improved. On a
business perspective, a good user interface for the developers significantly speeds
up domain specific solutions for unstructured information management.

2.3 On the Origins of IBM Content Analytics

For many years, IBM research groups from various countries are working on the
development of systems for text analysis, and text-mining methods to support
problem solving in life science. The best known system today is called Biologi-
cal Text Knowledge Services and integrates research technologies from multiple
IBM research labs. BioTeKS is the first major application of the so-called Un-
structured Information Management Architecture (UIMA) initiative [20]. These
attempts go back to a text mining technology called TAKMI (Text Analysis and
Knowledge MIning), which has been developed to acquire useful knowledge from
large amounts of textual data - not necessarily focused on medical texts [21].

The subsystem of UIMA is the Common Analysis System (CAS), which han-
dles data exchanges between the various UIMA components, including analysis
engines and unstructured information management applications. CAS supports
data modeling via a type system and is independent of any programming lan-
guage. It provides data access through a powerful indexing mechanism, hence
provides support for creating annotations on text data [22].

BioTeKS was originally intended to analyze biomedical text from MEDLINE
abstracts, where the text is analyzed by automatically identifying terms or names
corresponding to key biomedical entities (e.g., proteins, drugs, etc.) and concepts
or facts related to them [23]. MEDLINE has been often used for testing text
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analytics approaches and meanwhile a large number of Web-based tools are
available for searching MEDLINE. However, the non-standardized nature of text
is still a big issue, and there is much work left for improvement. A big issue is
in end-user centred visualisation and visual analytics of the results, required for
the support of the sensemaking processes amongst medical professionals [24,25].

3 Related Work

Many solutions for data analytics are available either as commercial or open-
source software, ranging from programming languages and environments pro-
viding data analysis functionality to statistical software packages to advanced
business analytics and business intelligence suites.

Prominent tools focusing on statistical analysis are IBM SPSS, SAS Analytics
as well as the open-source R project for statistical computations. Each of the
aforementioned tools provides additional packages for text analysis, namely IBM
SPSS Modeler, a data mining and text analytics workbench, SAS Text Analytics
and the tm package for text mining in R.

Software focusing on text mining and text analysis like the Apache UIMA
project or GATE (General architecture for text engineering) are aimed at facili-
tating the analysis of unstructured content. Several projects based on the UIMA
framework provide additional components and wrappers for 3rd-party tools, with
the purpose of information extraction in the biomedical and the healthcare do-
main, including Apache cTAKES (clinical Text Analysis and Knowledge Extrac-
tion System) and the BioNLP UIMA Component Repository.

Other solutions for knowledge analysis utilize machine learning algorithms and
techniques, with the most prominent frameworks Weka (Waikato Environment
for Knowledge Analysis) and RapidMiner.

To our knowledge there are only a few publications concerning the integration
of UIMA into clinical routine:

Garvin et al. (2012) [26] built a natural language processing system to ex-
tract information on left ventricular ejection fraction, which is a key component
of heart failure, from “free text” echocardiogram reports to automate measure-
ment reporting and to validate the accuracy of the system using a comparison
reference standard developed through human review. For this purpose they cre-
ated a set of regular expressions and rules to capture “ejection fraction” using
a random sample of 765 echocardiograms. The authors assigned the documents
randomly on two sets: a set of 275 used for training and a second set of 490 used
for testing and validation. To establish a reference standard, two independent
experts annotated all documents in both sets; a third expert resolved any incon-
gruities. The test results for documentlevel classification of EF of < 40% had a
sensitivity (recall) of 98.41%, a specificity of 100%, a positive predictive value
(precision) of 100%, and an F measure of 99.2%. The test results at the concept
level had a sensitivity of 88.9% (95% CI 87.7% to 90.0%), a positive predictive
value of 95% (95% CI 94.2% to 95.9%), and an F measure of 91.9% (95% CI
91.2% to 92.7%) - consequently, the authors came to the conclusion that such
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an automated information extraction system can be used to accurately extract
EF for quality measurement [26].

4 Methods

In our project, we are using IBM Content Analytics (ICA) Studio 3.0, which
utilizes a UIMA pipeline as depicted in Fig. 1. This pipeline includes a set of
fundamental annotators. Note that the first two can not be changed, while the
other can be configured according to ones needs.

Language Identification Annotator. Identifies the language of the docu-
ment. This fundamental information can be utilized to branch in specialized
parsing rule sets.

Linguistic Analysis Annotator. Applies basic linguistic analysis, such as
POS, to each document.

Dictionary Lookup Annotator. Matches words from dictionaries with words
in the text. Note that stemming, as well as the definition of synonyms is
supported.

Named Entity Recognition Annotator. This annotator can only be
activated or deactivated and not configured as of now. It extracts person
names, locations and company names

Pattern Matcher Annotator. Identifies those pattern in the text that are
specified via rules, e.g. in the ICA Studio

Classification Module Annotator. Performs automatic classification. It uses
natural language processing as well as semantic analysis algorithms to deter-
mine the true intent of words and phrases. It combines contextual statistical
analysis with a rule-based, decision-making approach

Custom Annotator. Custom annotators are essentially java programs that
obey a given UIMA interface. This program has access to all annotations
made by the previous annotators.

The interesting idea behind ICA Studio, the development suit behind ICA, is to
efficiently include the human in the loop. It does that by offering the developer
a quick and easy way to model his knowledge into an UIMA conform format.

Through a mixture of dictionaries, regular expressions and parsing rules, an-
notation schemes can quickly be realized and instantly tested. With the pos-
sibility to plugin custom annotators (Java, or C++ programs) into the UIMA
pipeline, custom methods can easily be included and are able to access the re-
alized annotation schemes. This opens a quick and easy way to fast prototyping
and modular development, both while offering quality control.

In the following subsections we will describe and discuss some common com-
putational methods that are in one way or another utilized by ICA.

4.1 Morphology

Most natural languages have some system to generate words and word forms
from smaller units in a systematic way [19, 27]. The seemingly infinity of words
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Fig. 1. The document processor architecture in IBM Content Analytics

in a language is produced by a finite collection of smaller units called morphemes.
Simply put, morphology deals with the structure of words. These morphemes are
either semantic concepts like door, house, or green, which are also called roots,
or abstract features like past or plural [19]. Their realization as part of a word
are then called morph, such as door or doors.

The information expressed with morphology varies widely between languages.
In Indo-European languages for example, distinct features are merged into a sin-
gle bound form [19]. These languages are typically called inflectional languages.
Inflections do not change the POS category, but the grammatical function. In-
flections and derivations convey information such as tense, aspect, gender or
case.

When defining custom dictionaries, ICA Studio supports the manual defi-
nition of any custom morph or synonym, as well as providing the automatic
generation of inflections. The canonical form is then defined as the lemma. For
many supported languages, such as German and English, standard dictionaries
are already build-in.

Custom dictionaries are most useful to define specific classes. For example
a dictionary called “Defects”, that includes various words (and their morphs)
indicating a defect, such as “break”, “defect”, or “destroy”, could be used in
combination with other annotations to detect faulty products out of customer
reports or forum entries.

4.2 Lexicography

The term “computational lexicography” can have different meanings. Hanks [19]
listed two common interpretations:

1. Restructuring and exploiting human dictionaries for computational purposes
2. Using computational techniques to compile new dictionaries

In this paper we refer to the exploiting of human dictionaries for computational
purposes.
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The creation of dictionaries in ICA is useful to create word classes. For exam-
ple a dictionary “MonthNames” could be used to identify mentioning of months
within a text documents. The dictionaries also offer the possibility to associate
other information with other features. For example “Oktober” could then be
associated with “10” to in turn easily normalize date information.

The process of creating a dictionary is simply and supports the automatic
generation of inflections, as well as the manual definition of synonyms if so
desired.

4.3 Finite-State Technology

Many of the basic steps in NLP, such as tokenization and morphological analysis,
can be carried out efficiently by the means of finite-state transducers [19]. These
transducers are generally compiled from regular expressions, which is a formal
language for representing sets and relations [19].

ICA studio utilizes regular expressions to realize character rules. This is useful
to specify character patterns of interest such as dates or phone numbers. Those
character sequences following these patterns can then be annotated and that
way be used accordingly for relation extraction.

4.4 Text Segmentation

Text segmentation is an important step in any NLP process. Electronic text in
its raw form is essentially just a sequence of characters. Consequently it has
to be broken down into linguistic units. Such units include words, punctation,
numbers, alphanumerics, etc. [19]. This process if also referred to as tokenization.
Most NLP techniques also require the text to be segmented into sentences and
maybe paragraphs as well [19].

ICA has this functionality included. Beside tokenization, which can be influ-
enced by the means of special dictionaries or character rules, ICA splits the text
into sentences and paragraphs. It migh be interesting to note, that neither charac-
ter rules, nor dictionaries have to influence tokenization, it is a matter of choice.

4.5 Part-of-Speech Tagging

Most tasks NLP require the assignment of classes to linguistic entities (tokens)
[27]. Part-of-Speech (POS), for instance, is an essential linguistic concept in
NLP, and POS tagger are used to assign syntactic categories (e.g. noun, verb,
adjective, adverb, etc.) to each word [27, 28].

Automatic part-of-speech taggers have to handle several difficulties, including
the ambiguity of word forms in their part-of-speech [29], as well as classification
problems due to the ambiguity of periods (’.’), which can be either interpreted
as part of a token (e.g. abbreviation), punctuation (full stop), or both [27].

ICAprovides a POS tagger as part of the LinguisticAnalysis annotator included
in the UIMA Pipeline, and can overcome aforementioned classification difficulties
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by integration of the user. Default tagging can in later stages be influenced and im-
proved by defining own types, such as real numbers or dates, bymeans of character
rules for the disambiguation of punctations; custom dictionaries allow the user to
assign the part-of-speech to special words or word classes - if needed - which can
be later exploited in the process of designing parsing rules.

4.6 Information Extraction

The build-in tools of ICA follow the idea of information extraction (IE). Grish-
man (2003) [19, 27] defines IE as the process of automatically identifying and
classifying instances of entities, relations and events in a text, based on some
semantic criterion.

Typical task are name-, entity-, relation- and event extraction [27]. The first
two are integrated into the named entity annotator, while the others can be
defined within the studio.

The modeling of relations can be done by defining parsing rules, that can op-
erate on different levels, such as phrase or entity, as well as different scopes, such
as sentence, paragraph or document. These parsing rules can also automatically
be derived out of sample text passages and manually changed and optimized as
needed, speeding up the process.

An interesting functionality included in the ICA studio are the so called nor-
malizers. They can be used to convert different formats of the same concept into
one standardized format. For example: “12.10.1987” and “1987-10-12” describe
the same concept - a date. The normalizers can also be used to overcome differ-
ent points of reference, or units. For example: “100 pounds” could automatically
be tagged with the normalized feature “45.359 kg”.

5 Materials

In our experiment, we are interested to investigate the potential to support a
medical doctor (dermatologist) in his research by applying NLP techniques to
selected medical sample records. These records contain a number of structured
information, such as patient name and date of birth, but most of it is unstruc-
tured information in the form of written text.

The big challenge when confronted with text written by medical doctors, is
the large portion of abbreviations, that in turn are not standardized either.

The idea is to apply IE techniques, in order to associate patients with ex-
tracted information such as diagnosis, therapies, medicaments, changes in tumor
size, and so fourth. These information are then used to create a chronological
sequence to enable the medical professional to see trends and correlations - or
in other words: apply knowledge discovery.

6 Lessons Learned

Realizing an annotation scheme is an iterative task. Even though we as humans
know what information is important to us, for example the type and length of a
therapy, formulating a rule to identify such information is not a trivial undertaking.
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The simple and easy-to-use interface enables the developers to perform fast
prototyping. The on-the-fly testing gives you fast feedback of the “quality” of
your rules. On the other hand, a lot of basic - and needed - functionality, such
as POS tagging and named entity identification, is already build in.

Currently we are investigating different ways to realize our annotation schemes.
The big challenge in the biomedical domain is the high variance of medical “di-
alects” that exists between different doctors and even stronger between different
hospital. The most promising approach so far is based on layers of annotation
schemes. The lower the layer, the more reliable are the information. For example
numbers (such as “3”, “2.5” or “three”) and explicit dates (such as “12.10.2003”)
are on the lowest level, while length measurements (such as “3 cm” or “1.3 mm”)
are build on numbers and are a few level above them.We also try to separate more
or less standardized information from information that might be influence by “di-
alects”. For example when detecting examinations in combination with location:
“CT Thorso: ...” is a much more reliable link than “... Beside the previously men-
tionedCTwe also looked at the thorso ...”.We hope that this will render our overall
annotation scheme more robust, flexible and maintainable.

7 Conclusion and Future Research

Given its complex nature, general solutions to text understanding are not avail-
able yet, however, the business need is here now. This problem can meanwhile
only be successfully addressed with specialized approaches, such as rule-based or
statistical annotation schemes, to the domain or customer needs. This in return
shift the need to enable developers to quickly develop and test these annotation
schemes. By speeding up the development process and providing rapid feedback,
the developer can focus more time into building and improving the annotation
schemes themselves, since there are many possible solutions for a problem, but
most of them are imprecise. The quality of the annotations strongly depend on
the skills of the developer formulating them.

In the future we would like to take advantage of the build in functionality of
custom annotators and research possible topological or statistical methods while
having an annotated input.
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Abstract. Computer systems have long been promoted for their potential to 
improve the quality of health care, including their use in supporting clinical 
decisions. In this work, the need for developing the computer surveillance 
system, to support CV risk assessment procedure, according to the last update 
of the SCORE system of the European Society of Cardiology, is presented and 
documented. The key step, in transorming guidelines into the computer media, 
is designing the logical pathway diagram, to take structure and human 
reasoning into rules and recommendations provided by the guidelines. At this 
step, the role of the end user (clinician) is essential, to adjust human cognition 
with the computer-based information processing. The second benefit arises 
from the demand of the computer media for data standardisation and systematic 
documentation and screening of the whole population, as well, all together 
leading to the translation of a problem-solving approach, in a medical care 
domain, into a programed-practice approach. Beneficial is that programs allow 
follow-up, comparison, evaluation and quality improvement. 

Keywords: cardiovascular diseases, risk assessment, guidelines, primary health 
care, computer, decision support, human reasoning, programed-practice 
approach. 

1 Introduction 

There is a growing interest of the health care systems across countries in Europe to 
improve quality of care and patients` outcomes [1]. The focus is on prevention and 
optimal management of cardiovascular diseases (CVD) - a leading cause of morbidity 
and mortality in both, developed and developing countries [2]. As a way to adopt 
preventive strategies, to combat the deleterious effects of widespread CVD, is thought 
to be through consistent implementation of clinical guidelines in family medicine and 
primary health care (PHC) [3]. However, despite much efforts done to date, their 
implementation in a PHC setting is still low [4]. Key barriers, identified by 
physicians, include insufficient familiarity and time, inability to adjust guidelines with 
patients preferences, overestimation of risk, inconsistency among numerous 
algorithms available and low outcomes expectations [4,5]. Some other issues of a 
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practical concern include unpreparedness of health care systems to adopt preventive 
programs at a large scale and lack of cost-effectiveness analyses regarding guidelines 
implementation strategies [3,6]. An assumption, presented here, is that computer-
based clinical guidelines decision support systems could improve guidelines 
implementation and the usage justification, as much between different national health 
care systems as within practices inside a particular country.  

2 Guidelines on CVD Prevention between Intentions and 
Practical Usefulness  

During the last years, a number of guidelines on CVD prevention, dealing with 
dyslipidaemias, arterial hypertension, diabetes, or even prevention in general, have 
been issued in Europe [7]. Concerning the management of dyslipidaemias, guidelines 
are based on assessing the total (overall) 10-year risk for a fatal, or non-fatal CV 
event [8]. Risk graduation is important for physicians when making a decision on 
whether to recommend lipid-lowering drugs (mostly statins) to patients, or to provide 
them only with advises for healthy lifestyles. Such logic has been arising from the 
results of randomised studies showing much greater efficiency of statins, in 
preventing the onset of the first CV event, in high-risk, compared to intermediate- and 
low-risk patients [9]. Even only in the field of CV risk assessment, there is a flood of 
scores and estimates; according to the recent systematic review, more then 1900 
publications have been identified [10]. Moreover, there is no uniformity between 
guidelines, in regard to risk factors and risk stratification strategies and in setting 
target values for lipids and other risk factors [4]. Is it reasonable, then, to expect their 
wide implementation in every day practice?  

In order to overcome much of this inconsistency, two major joint updates, for the 
management of dyslipidaemias and CVD prevention in general, have recently been 
issued in Europe [7]. They are based on comprehensively presented knowledge, 
graded to assess the quality of evidence, allowing more accurate and credible 
recommendations. Being aware that guidelines should be as much as possible clear 
and easy-to-use, the expert bodies endeavour on concise messages, in the form of 
pocket, or PDA versions, or one page message. Even then, it is questionable whether 
guidelines can reach every working place and how much they are really accessible for 
routine use. Information in the guidelines are rather “flattened“, weakly semantically 
structured and provided as a set of general rules. Because of lack of the topology, a 
physician (end user) has to take substantial efforts when trying to read through 
guidelines by wisdom. He/She is faced with a hard task of transforming tables and 
recommendations into his/her natural mental working processes, in order to produce 
reasonable patterns [11]. This is a complex task [12]. That`s why a computer 
mediation is needed to stay in between.    
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3 SCORE (Systemic COronary Risk Evaluation) Algorithm of 
the European Society of Cardiology (ESC) and Its Last 
Update 

Due to its simplificity, SCORE algorithm has been widely used in many European 
countries [8]. Until recently, it was based on several traditional risk factors, including 
age, sex, total cholesterol level, systolic hypertension and smoking status. Similar to 
other available score systems, it suffers from some major shortcomings [8,13]. The 
first one is poor sensitivity for younger and middle-aged patients, who might have 
already acquired a cluster of risk factors. They are usually people having some other 
important risk factors, out of those included in the SCORE, such as diabetes, obesity, 
or chronic renal isufficiency. The opposite of this problem is the question of how to 
manage appropriately people of advanced age, who are often classified as high risk, 
despite only moderate risk factor make-up. This is due to the fact that age, by itself, is 
a very strong risk factor. In contrast, evidence indicates that there is only a limited 
effect of statin therapy in elderly population, accompanied with the increased risk of 
harmful side-effects. One more limitation of the available CV risk scores is that they 
do not account for the effect of treatment.  

With the aim of improving the accuracy of risk prediction, the SCORE system has 
recently been modified, by adding HDL-cholesterol into the former model [8]. The 
reason is increased knowledge, supported by a high level of evidence, on a causal 
relationship between low HDL-cholesterol and increased cardiovascular risk [14]. 
Data are consistent with the view that HDL-cholesterol can improve CV risk 
estimation, especially in patients with cardiometabolic syndrome and already 
achieved LDL-cholesterol goal. In addition, several clinical and socio-demographic 
conditions and markers have been recommended for a reclassification adjustment of 
individuals at intermediate risk [8]. Based on these modifications, 4 different risk 
levels can now be recognised (very high, high, intermediate and low), instead of 
standard 3 (high, intermediate and low), which is associated with more LDL-
cholesterol goal targeting refinement.  

     

Fig. 1. The SCORE chart. A risk function with different HDL-cholesterol levels, in countries 
with high CV risk (European Society of Cardiology Guidelines for the management of 
dyslipidaemias, 2011). 
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4 The Logical Pathway Diagram - A Clinician`s View 

The new SCORE guidelines, even in its pocket version, is the booklet encompassing a 
considerable amount of tables, charts and rules [8]. In this paper, there is an attempt to 
put structure and logic into the SCORE guidelines, preparing them for computer 
processing [15]. The ultimate goal is to help end users (medical doctors, practitioners) 
in their daily routines, by making guidelines to be mental-energy-saving and ever 
ready-to-use [7]. This is the first step on the pathway of transforming a weakly-
structured diagnostic and prediction tool to the user-centered automated approach 
[15]. By speaking in terms of the computer language, the SCORE system can be 
considered as a knowledge base for a computer-based problem solving [16]. In this 
case, however, the knowledge base has already been elaborated by the expert team. 
The next step, in the computer programing process, is a logical pathway analysis [17]. 
At this time point of the logical processing, the clinician`s (user`s) expertise is crucial,  
to provide the meaningful results, by bringing the designer`s model into a harmony 
with the user`s mental model [18,19]. The resulting diagram (the human mental 
model) can be then used for engineering, in order to put the inferred mental procedure 
into practice [19].  

Screening on high-risk patients for CVD, considered as the computer-based 
problem solving, should, in fact, answer the question: to whom to prescribe statin 
therapy?  

Subjects with very high and high risk have already been provided by the SCORE, 
in the form of well defined clinical conditions, and do not need the CV risk 
calculation (Table 1.) [8].  

Table 1. Criteria for very high and high CV risk and statin therapy, according to the SCORE 
(2011) 

• Diabetes type 2 (type 1 if microalbuminuria) + LDL-cholesterol >1.8 mmol/L 
• Uncontrolled hypertension + LDL-cholesterol >2.5 mmol/L 
• Evidence of preclinical atherosclerosis (e.g. carotid ultrasonografy signs) + LDL-

cholesterol >2.5 mmol/L 
• Moderate to severe chronic kidney disease (increased serum creatinine, or 

glomerular filtration rate (GFR) < 60 ml/min/1.73 m2) + LDL-cholesterol >1.8 
mmol/L 

• Total cholesterol ≥8.0 mmol/L - consider familial dyslipidaemias and causes of 
secondary hypercholesterolaemia 

 

Identification of subjects with very high and high risk who are candidates for statin 
therapy includes a step-wise reasoning (step 1).  
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Rest subjects, selected according to the “age“ criterium, but who did not fulfill 
other requested criteria, enter the next step of the logical pathway analysis (step 2).  
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Subjects not selected in step 2 of the pathway analysis, enter step 3, and the rest 
enter step 4, and then step 5, until all criteria for very high and high CV risk have 
been exhausted (Table 1.).  
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For all other subjects not being at very high and high risk, but aged 40 years and 
more (M), or 50 years and more (F), score should be calculated, if they fulfill at least 
one of the following criteria (step 6) 

1) Dg Hypertension

STEP 6
YES

2) Smoking cigarettes YES

3) Total cholesterol not
exists

calculate score

calculate score

LAB

a decision
checkpoint

exists

>=5,0   <=8,0 <5,0

YES calculate score

General data
patient e-health

record

LINK

4) BMI>25

5) weist circumference

M>94cm
F>80cm

YES

YES

calculate score

calculate score

 

Statin therapy should be recommended, if calculated SCORE is ≥10% and LDL-
cholesterol >1.8 mmol/L, or SCORE is ≥5<10 and LDL-cholesterol ≥2.5 mmol/L [8].  

As seen on the above graphs, some characteristics of the presented logical pathway 
analysis include:  

- For the purpose of designing, already existing data from the patient e-health 
record has been used (see LINKS “general data“ and “therapy“). 

- Constructed diagram can be further implemented into a computer application 
as a stand-alone version; however, it would be much more efficient, if 
inserted as a part of a larger application. To ensure communication to other 
guidelines (other stand-alone programs), LINKS have been provided, 
allowing programs comprehension at the individual patient level.  

- For the input, more easily available data indicating patients clinical 
characteristics have been preferentially used, over the laboratory-based data.  

- An attention has been made on using already existing Lab data, to avoid 
duplicates, which can be considered as a cost-effective saving approach. 

- A knowledge base, drawn from Evidence-Based-Medicine and integrated by 
the expert group, can ensure validity and credibility of the computer 
application at the large scale. To ensuring evaluation of changes in risk over 
time, including also the impact of treatment, trends and patterns in risk 
factors can be used [20].  



 Designing Computer-Based Clinical Guidelines Decision Support by a Clinician 31 

- Finally, by using widely available age criteria (M≥40, F≥50) to start the  
input, it is ensured that all patients from the patient list can easily be 
evaluated and reclassified.   

5 The Final Checkpoint 

Before making a decision on whether or not to prescribe statins, all selected subjects, 
potential candidates for statin therapy, should be checked on liver functions and heart 
failure, in order to avoid adverse reactions on statins (step 7) [8]. This checkpoint can 
also be linked to the drug interaction checklist and the patient list of already 
prescribed drugs. Finally, a caution should be paid in prescribing statins for all 
subjects old 70 years and more (step 7).  

1) Liver testing

STEP 7

2) Heart failure

N

No treat

Treat

YES

Treat

No treat

NO

Drugs
interaction

LINK

a decision
checkpoint

therapy-patient
e-health record

Drug interaction
checklist

age>=70
cautious prescription

 

6 Computer-Based Guidelines on CV Risk Assessment in the 
Context of Human-Computer-Interaction  

The expected benefit of the computer-based guidelines on CV risk assessment for the 
clinician`s every day work is not to enhance his/her strict adherence to the guidelines, 
the result of which might be an overwhelming promotion of drug use, but to have 
guidelines close to the clinician`s hand until there is a need for their use [7]. By 
getting the possibility of watching over the whole population that he/she is caring for 
and by being easily guided by the computer-based protocol, a clinician is likely to 
gain the capability of justifying his/her preventive work.  

It is expected that the computer-based CV risk assessment tool, a schemata for 
which is presented in this work, will be able to meet the end user requirements for the 
simplificity and straightforwardness in application use [21]. By only a few “clicks“ on 
the computer, a clinician will going through the large set of rules. This will not be a 
drop on the top of the overfull glass of the clinician`s daily work-load, but on the 
contrary, it will likely to save the time, tending to improve his/her professional self-
confidence and self-esteem [22].  
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From the patient perspective, visual presentation of the protocol may add to the 
transparency of a doctor-patient dialog, as both are equally informed on the 
procedure, parameters required and the results which they have got [19,20]. This can 
provide them with the realistic framework for the partnership and sharing the 
decisions. In addition, it has already been proved that pure awareness on risk factors 
existence, without any other medical procedure used, can be a sufficient trigger for 
patients to change their lifestyles [4].  

Not less important is the requirement of the computer system for systematic data 
collection and standardisation [19,20]. This, in turn, is the prerequisite to transforming 
the medical problem-solving into the programed practice approach, allowing 
programs comparison, combination, evaluation over time and quality improvement. In 
this context, this work can also provide a small contribution.      

7 Comments and Conclusions 

Primary prevention of CVD is in the focus of interest of PHC. Preventive activities 
involves lifestyle changes and use of medication for patients from high risk groups. 
The SCORE guidelines on CV risk prediction allow calculation of the total (overall) 
CV risk, by taking into account several major risk factors. Despite wide 
dissemination, their implementation into practice maintains low. Major physicians 
barriers include lack of familiarity, low outcomes expectations and insufficient time. 
Patient barriers include lack of awareness and understanding, limited access to care 
and low motivation for lifestyle changes and life-long medication use. The authors 
state that many of these barriers can be overcome by transforming guidelines into 
computer media. From the physician (end user) perspective, the emphasise is put on 
accessibility, simplificity and clearity of application and justification of a decision-
making. From the patient perspective, perception of risk, access to the procedure, 
understanding and visibility, provide conditions for sharing decisions and better 
compliance with treatment.  

Guidelines tend to bridge the gap between the scientific knowledge and its 
application. By speaking in computer language, guidelines may serve as a knowledge 
base for computation. The key step is designing the logical pathway diagram, in 
order to take structure and logic into numerous tables, rules and recommendations 
provided by the guidelines. At this step, the role of the end user (clinician) is 
essential, to allow adjustment of the human reasoning with the computer-based 
information processing.  

The second major benefit of guidelines computerisation is the demand for data 
standardisation and systematic collection and the involvement of the whole target 
population by screening. This is a way to translate a problem-solving  approach, in a 
medical care domain, into a programed-practice approach, allowing programs 
evaluation, comparison and follow-up. In terms of that, computerisation of guidelines 
is a prototype. On this background, research would be possible, based on using data 
from everyday practice.  
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Abstract. The field of opinion mining provides a multitude of methods and 
techniques to be utilized to find, extract and analyze subjective information, 
such as the one found on social media channels. Because of the differences 
between these channels as well as their unique characteristics, not all 
approaches are suitable for each source; there is no “one-size-fits-all” approach. 
This paper aims at identifying and determining these differences and 
characteristics by performing an empirical analysis as a basis for a discussion 
which opinion mining approach seems to be applicable to which social media 
channel. 

Keywords: opinion mining, user generated content, sentiment analysis, text 
mining, content extraction, language detection, Internet slang, text mining. 

1 Introduction and Motivation for Research 

Opinion mining (some authors use “sentiment analysis” synonymously), deals with 
analyzing people’s opinions, sentiments, attitudes and emotions towards different 
brands, companies, products and even individuals [1], [2]. The rise of the Web 2.0 
and its user generated content led to many changes of the Internet and its usage, as 
well as a change in the communication processes. The user created content on the 
Web 2.0 can contain a variety of important market research information and opinions, 
through which economic opportunities as well as risks can be recognized at an early 
stage. Some of the challenges for qualitative market research on the Web 2.0 are on 
the one hand the variety of information and on the other hand the huge amount of 
rapidly growing and changing data.  

Besides the typical challenges known from natural language processing and text 
processing, many challenges for opinion mining in social media sources make the 
detection and processing of opinions a complicated task: 
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• Noisy texts: User generated contents in social media tend to be less 
grammatically correct, they are informally written and have spelling mistakes. 
These texts often make use of emoticons and abbreviations or unorthodox 
capitalisation [3], [4]. 

• Language variations: Texts in user generated content typically contain irony 
and sarcasm; texts lack contextual information but have implicit knowledge 
about a specific topic [5]. 

• Relevance and boilerplate: Relevant content on webpages is usually 
surrounded by irrelevant elements like advertisements, navigational 
components or previews of other articles; discussions and comment threads 
can divert to non-relevant topics [5–7]. 

• Target identification: Search-based approaches to opinion mining often face 
the problem that the topic of the retrieved document does not necessarily 
match the mentioned object [5]. 

 
In the field of opinion mining, where language-specific tools, algorithms and models 
are frequently utilized, these challenges have quite an important impact on the 
properness of results, since the application of improper methods leads to incorrect or 
worse sentiment analysis results.  

1.1 Objective and Methodology 

The objective of this paper is to investigate the differences between social media 
channels and to discuss the impacts of their characteristics to opinion mining 
approaches. To attain this objective, we set up a methodology as follows: 

(i) In the first step, we identify the most popular approaches for opinion 
mining in the scientific field and their underlying principles of detecting 
and analyzing text. 

(ii) As a second step we identify and deduce criteria from literature to 
exhibit differences between the different kinds of social media sources 
regarding possible impacts on the quality of opinion mining.  

(iii) Subsequently, we carry out an empirical analysis based on the deduced 
criteria in order to determine the differences between several social 
media channels. The social media channels taken into consideration in 
the third step are: social network services (Facebook), microblogs 
(Twitter), comments on weblogs and product reviews (Amazon and other 
product review sites).  

(iv) In the last step, the social media source types need to be correlated with 
applicable opinion mining approaches based on their respective 
characteristics. 

The next section gives a short overview about related work and approaches of opinion 
mining; section 3 describes the empirical analysis and discusses impacts of the 
characteristics of user generated content to opinion mining. 
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2 Background, Related Work 

Opinion mining deals with different methods and algorithms from computational 
linguistics and natural language processing in order to find, extract and analyze 
people’s opinions about certain topics.  

2.1 Opinion Definition 

Liu defines an opinion as a quintuple (ei, aij, sijkl, hk, tl), where ei is the name of an 
entity, aij is an aspect of ei, sijkl is the sentiment on aspect aij of entity ei, hk is the 
opinion holder and tl is the time, when the opinion is expressed. An entity is the target 
object of an opinion; it is a product, service, topic, person, or event. The aspects 
represent parts or attributes of an entity (part-of-relation). The sentiment is positive, 
negative or neutral or can be expressed with intensity levels. The indices i, j, k, l 
indicate that the items in the definition must correspond to one another [1]. 

2.2 Main Research Directions and Technical Approaches 

Several main research directions can be identified [2], [8]: (1) Sentiment 
classification: The main focus of this research direction is the classification of content 
according to its sentiment about opinion targets; (2) Feature-based opinion mining (or 
aspect-based opinion mining) is about analysis of sentiment regarding certain 
properties of objects (e.g. [9], [10]) (3) Comparison-based opinion mining deals with 
texts in which comparisons of similar objects are made (e.g. [11]). 

Opinion mining has been investigated mainly at three different levels: document 
level, sentence level and entity/aspect-level. Most classification methods are based on 
the identification of opinion words or phrases. The underlying algorithms can be 
categorized as follows: (1) Supervised learning (e.g. [12], [13]), (2) Unsupervised 
learning (e.g. [14]), (3) Partially supervised learning (e.g. [15]), (4) Other approaches 
/ algorithms like latent variable models (hidden Markov model HMM [16]), 
conditional random fields CRF [17]), latent semantic association [18], pointwise 
mutual information (PMI) [19]. 

Due to the amount of different techniques, several researchers experimented with 
different algorithms and drew comparisions between them: [20–22]. 

2.3 Opinion Mining and Web 2.0 

A couple of research papers focus explicitly on Web 2.0: A considerably amount of 
research work covers weblogs, e.g. [23–26], but most of them investigate the 
correlation between blog posts and “real life”-situations. Only a few papers evaluate 
techniques for opinion mining in the context of weblogs; there is no main direction of 
used techniques. Liu et al. [27] compare different linguistic features for blog 
sentiment classification, [28] experimented with lexical and sentiment features and 
different learning algorithms for identifying opinionated blogs. Surprisingly, little 
research work can be found about opinion mining in the area of discussion forums 
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(e.g. [29], [30]). However, microblogs – in particular Twitter – seem to be quite 
attractive to researchers and a variety of papers focussing on microblogs have been 
published, e.g. [31–35]. The researchers mainly use supervised learning or semi-
supervised learning as the dominant approach to mine opinions on microblogs. 
Despite the popularity of social network services like Facebook, relatively little 
research work about opinion mining in social networks can be found (e.g. [36], [37]). 
There are numerous research papers that deal with product reviews, and there is not 
one specific approach that seems to perform best. Many authors use text classification 
algorithms like SVM or Naïve Bayes and combine different techniques to increase the 
quality of opinion mining results. A promising technique could be LDA (e.g. [38], 
[39]). [40] proposed an LDA-based model that jointly identifies aspects and 
sentiments. This model (also e.g. the approach of [41], [42]) assumes that all of the 
words in a sentence cover one single topic. 

3 Research Work and Results 

We conducted an empirical analysis in order to find differences between social media 
channels. The following section describes the empirical analysis as well as the 
impacts of user generated content on opinion mining. 

3.1 Empirical Analysis 

Methodology of Survey. When starting the empirical analysis, it lends itself to 
asking the question of how an appropriate sample should to be drawn in order to 
conduct a representative survey. Basically, a random sample is reasonable, but it is 
actually a challenge to draw a random sample. Therefore, we have decided to draw a 
sample of self-selected sources and to make a kind of quota sampling. In order to 
avoid confounders, systematic errors and bias we define the following constraints: we 
focus on one specific brand / company (in our case: Samsung) and on a specific time 
period (in our case: between June, 15th 2011 and Jan, 28th 2013) for all sources in 
social media. Within this time period we conduct a comprehensive survey; if there are 
too many entries to perform a comprehensive survey, we draw a random sample of 
the entries. As we do not want to analyze the official postings of the company, we 
exclude these postings from the analysis. The data sets were labeled manually by four 
different human labelers. Before the labeling started, we discussed and defined rules 
for labeling in order to make the labeling consistent among the labelers [11]. The 
statistical calculations were carried out using SPSS. 

The following sources have been surveyed in four different languages: social 
network service (Facebook; 410 postings), microblog (Twitter; 287 tweets), blog (387 
blog posts), discussion forum (417 posts from 4 different forums) and product reviews 
(433 reviews from Amazon, and two product review pages). The collection of the data 
was performed manually for the discussion forums and automated using the API 
(Twitter, Facebook) and a Web-crawler for the other sources (Amazon). 
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Evaluation Criteria. In order to compare different social media channels, we need to 
determine indicators. These indicators – shown in table 1 – are derived from two 
sources: (i) criteria based on simple frequencies from content analysis, and (ii) criteria 
derived from the definition of opinions (see section 2.1): 

Table 1. Evaluation criteria 

Criteria Description Scale type 
[43] 

Language Describes the language used, e.g. English, 
German, etc. 

Nominal 

Number of 
words 

How many words does a posting (e.g. blog 
posting, Facebook-post, product review, 
comment, etc.) contain? 

Metric 

Number of 
sentences 

How many sentences does a posting contain? Metric 

Number of 
Internet slang 
abbreviations 

How many typical Internet slang abbreviations 
(e.g. LOL, IMO, IMHO …) does the posting 
contain? 

Metric 

Number of 
emoticons 

How many emoticons (e.g. ;-) :-) :-o …) does the 
posting contain? 

Metric 

Number of 
incorrect 
sentences 

How many sentences contain grammatical and 
orthographical mistakes or typos per posting? 

Metric 

Subjectivity Does the posting contain an opinion? Is the 
posting subjective or objective? 

Nominal 

Opinion  
holder 

Is the opinion holder the author of the posting? Nominal 

Opinion 
expression 

Is the opinion implicitly or explicitly formulated? Nominal 

Topic-related Does the posting refer to the headline / overall 
topic? 

Nominal 

Aspect Does the opinion refer to one or more aspects of 
the entity? 

Nominal 

Results of Survey. All in all we analyzed 1934 postings; in the following section we 
give a short overview on some key findings: 

• Length of postings: As expected, the length of the postings differs between the 
social media channels. The average amount of words per posting is highest in 
product reviews (approx. 119 words), lowest in microblogs (approx. 14 words). 
Interestingly, the average amount of words per Facebook posting is only 19 words. 

• Emoticons and Internet slang: Emoticons are widely used across all analyzed 
social media channels, with approximately every third (Facebook: 27.8%, Twitter: 
24.4%, blogs: 27.6%) to fifth (discussion forums: 20.1%, product reviews: 15.5%) 
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posting containing them. Internet slang is not prominently featured in the analyzed 
channels, whereby no significant difference between them was detected. While 
Tweets contain the highest amount of typical abbreviations (20.2% of posting), 
they only occur in about 12.8% of all discussion forum posts, product reviews and 
blog comments. Surprisingly, only 8.3% of the analyzed Facebook comments 
feature Internet slang. 

• Grammatical and orthographical correctness: Postings across all social media 
channels contain many grammatical as well as orthographical errors. The error 
ratio (number of incorrect sentences divided by number of sentences) is highest in 
Twitter (48.8%), Facebook (42.7%) and discussion forums (42.3%), and lowest in 
product reviews (37.2%) and blogs (35.4%). The detailed correlations between the 
variables were tested with Post-Hoc-tests / Bonferroni: product review / Twitter 
(p=0.002), Twitter / blog (p=0.0). 

• Subjectivity: Across all analyzed channels 67.8% of the postings were classified as 
being subjective, as opposed to 18.1% objective ones. The remaining 14.1% of the 
postings contain both subjective and objective information. While the highest 
subjectivity can be detected on Twitter (82.9% of all analyzed Tweets), discussion 
forums not only features the fewest subjective posts (50.2%) but also the majority 
of objective ones (35.5%). Many of the postings in discussion forums do not 
contain an opinion, but questions, solution suggestions and hints how to solve a 
specific issue. An interesting discovery is the lack of exclusively objective product 
reviews – nearly two thirds (71.7%) of the analyzed reviews are solely subjective, 
while one quarter (25.4%) is based on both subjective and objective information. 
2.9% of the reviews are rated as being objective. The detailed correlations between 
the variables were tested with Post-Hoc-tests / Bonferroni: Facebook / discussion 
forum (p=0.001), Twitter / product review (p=0.0), Twitter / blog (p=0.033), 
Twitter / discussion forum (p=0.0). 

Table 2. Subjectivity in postings 

Social media channel Subjective Objective Subjective & objective 
Microblog (Twitter) 82,9% 12,8% 4,3% 
Product Review 71,7% 2,9% 25,4% 
Blog 69,3% 19,6% 11,1% 
Social Network 
(Facebook) 

67,3% 26,1% 6,6% 

Discussion forum 50,2% 35,5% 14,3% 

• Aspects and details: As expected, the social media channels that tend to feature 
longer postings contain more details on certain aspects of entities. The detailed 
figures are exhibited in Table 4. While product review postings go into detail 
(39.6%) and contain aspects as well as opinions on entity-level (27.0%), Twitter 
and Facebook-postings mainly contain postings on entity-level (56.6%, 65.4%).  
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Table 3. Opinions about entites and aspects 

Social media channel Contains one 
or more 
aspects 

Does not 
contain 
aspects 

Contains opinion 
about entity and 

aspect 
Discussion forum 60,6% 33,1% 6,3% 
Blog 55,3% 39,1% 5,6% 
Microblog (Twitter) 43,4% 56,6% 0% 
Product Review 39,6% 33,4% 27,0% 
Social Network 
(Facebook) 

33,0% 65,4% 1,6% 

• Opinion holder: The survey exhibited that in most cases the opinion holder is equal 
to the author of the posting; in Facebook, Twitter, product reviews and blogs 
between 95% and 97.6% of the postings reveal the author as the opinion holder. 
Only the postings in the discussion forums have a lower percentage (90.7%). 6.2% 
of the entries in discussion forums have several opinion holders, and 3.1% depict 
the opinion of another person. 

• Topic relatedness: At the beginning of our survey we were curious about the users’ 
“discipline” regarding the topic relatedness of their postings. Surprisingly, the 
postings in all the social media channels are highly related to the overall discussion 
topic. As shown in the following table, the highest relatedness can be found in 
discussion forums, which may be related to the presence of moderators and forum 
rules. 

Table 4. Topic relatedness 

Social media 
channel 

Topic 
related 

Not topic 
related 

Topic and non-topic 
related content 

Discussion forum 95.6% 3.4% 1.0% 
Microblog (Twitter) 95.3% 4.7% 0% 
Product review 93.1% 1.2% 5.8% 
Blog 92.6% 6.3% 1.1% 
Social Network 
(Facebook) 

82.3% 16.6% 1.1% 

Discussion of Survey. The criteria we used for the survey are often criticized in 
research papers for their ambiguity, e.g. subjective vs. objective. The team that 
conducted the survey exchanged their experiences and carried out multiple 
evaluations on the same sample set. There remains the question of how to conduct a 
survey that is both representative and accomplishable with manageable efforts. In our 
survey we used one brand from the electronic consumer market, but the results may 
vary depending on other market segments or genres.  
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3.2 Impact on Opinion Mining 

Based on the empirical analysis the following impacts can be derived for the opinion 
mining process: 

Impacts on Opinion Mining Process. Many research papers in the field of opinion 
mining assume grammatically correct texts [4], but as shown in the empirical 
analysis, user generated texts contain many mistakes, emoticons and Internet slang 
words. Therefore it is reasonable and necessary to preprocess texts from Web 2.0-
sources. In some cases the text languages changed on the same channel, e.g. some 
Facebook postings on the German Facebook site are written in English, Turkish and 
other languages. In these cases the application of language detection methods is 
reasonable. In general, because of the grammatical mistakes, grammar-based 
approaches (e.g. [44], [45]) are not appropriate. 

The above figures showed, that user generated texts contain Internet slang as well 
as emoticons. These text parts could be considered as input for feature generation to 
improve sentiment classification. Furthermore, people often use different names for 
the same object, e.g. “Samsung Galaxy S3” is also being called “Galaxy S3” or 
“SGS3”, which makes the extraction of entities or aspects more difficult. 

Characteristics and Impacts of Social Media Channels. The following table gives 
a short overview about the impacts of each investigated social media channel: 

Table 5. Social media channels and their impacts 

Social 
media 

channel 

Impact 

Discussion 
forum 

The empirical analysis revealed, that discussions in forums are 
often organized in discussion threads, users respond to other user’s 
questions and comments, and forum postings often contain 
coreferences – all these factors make opinion mining more difficult 
and a variety of approaches have to be adopted to discussion 
forums. More research work is required to evaluate, which 
methods perform best. 

Microblog 
(Twitter) 

The characteristics of Twitter can be summarized as follows: many 
grammatical errors, short sentences, heavy usage of hashtags and 
other abbreviations. That already led researchers to taking Twitter 
characteristics into consideration, e.g. Davidov et al. [46] use 
Twitter characteristics and language conventions as features, 
Zhang et al. [47] combine lexicon-based and learning-based 
methods for Twitter sentiment analysis. The usage of part-of-
speech features does not seem to be useful in the microblogging 
domain (e.g. [48]). 
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Table 5. (Continued.) 

Product 
review 

Several researchers proposed models to identify aspects and 
sentiments; a few of them assume that all of the words in a 
sentence cover one single topic. This assumption may be 
reasonable for product reviews, but this assumption has to be 
questioned for Facebook, because there are often missing 
punctuations and it is - even for humans – not easy to detect the 
boundaries of sentences and to find out the meaning of 
expressions.  

Blog Many research papers that focus on blogs do not unfold how 
comments to the blog posts are taken into consideration. The 
comments to blog posts vary in terms of length, coreferences, etc., 
and thus can be very short answers when the user replies with a 
short answer or quite long texts when users discuss a topic 
controversially for instance. From our point of view, depending on 
the type of the blog (corporate blog vs. j-blog) both the blog 
posting and the blog comments can be interesting sources for 
opinion mining.  

Social 
Network 
(Facebook) 

Because users can interact with each other, respond to questions and 
the amount of grammatical mistakes, there are similar challenges 
like with discussion forums. More research work is required. 

4 Conclusion and Further Research 

This paper discusses the differences of social media channels including microblogs 
(Twitter), social network services (Facebook), weblogs, discussion forums and 
product review sites. A survey has been conducted to exhibit the differences of these 
social media channels, and implications for opinion mining have been derived. The 
survey covers only the contents related to one specific brand, because the authors 
wanted to emphasize the viewpoint of a company; of course, the results could be 
different in other genres (e.g. political discussions), which would require more 
empirical analysis. The work shows that the dominant approach to mine opinions on 
microblogs is supervised or semisupervised learning; while for product reviews a 
wide range of techniques is applied.  

Further research work should be conducted: (i) Measure and compare the factual 
implications of the characteristics of social media on the performance of the different 
opinion mining approaches, and (ii) conduct more research work on alternative 
(statistical / mathematical) approaches. 
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Abstract. This paper presents the issues concerning knowledge protec-
tion and, in particular, research in the area of natural language process-
ing focusing on plagiarism detection, semantic networks and semantic
compression. The results demonstrate that the semantic compression is
a valuable addition to the existing methods used in plagiarism detection.
The application of the semantic compression boosts the efficiency of the
Sentence Hashing Algorithm for Plagiarism Detection 2 (SHAPD2) and
the w−shingling algorithm. All experiments were performed on an avail-
able PAN–PC plagiarism corpus used to evaluate plagiarism detection
methods, so the results can be compared with other research teams.

Keywords: plagiarism detection, longest common subsequence, seman-
tic compression, sentence hashing, w-shingling, intellectual property pro-
tection.

1 Introduction

The main objective of this work is to present recent findings obtained in the
course of research on more efficient algorithms used in matching longest com-
mon subsequences, as well as semantic compression. As signalled in the previous
publications introducing Sentence Hashing Algorithm for Plagiarism Detection
2 (SHAPD2) [1], this algorithm is capable of providing better results than the
most known alternatives operating on hash structure representing fragments
(usually n-grams) of a text document. By better, author understand a certain
set of features that the alternatives cannot deliver along with performance char-
acteristics surpassing known competitors. More details will be provided further.

One of important domains of the longest sequencematching is plagiarismdetec-
tion. It was observed that a solution that uses text hashing to detect similar docu-
ments can benefit greatly from the inclusion of a mechanism that makes it resilient
to a number of techniques used by those inclined to commit an act of plagiarism.

The common plagiarism techniques include changing the word order in a
plagiarised text, paraphrasing passages of a targeted work and interchanging
original words with their synonyms, hyponyms and hypernyms. Not all of the
above can be addressed at the moment, but the technique based of synonym
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usage can be easily detected when one is equipped with sufficiently large semantic
network that is a key requirement for the semantic compression.

Throughout the research activities author crafted a majority of the necessary
tools and methods vital in order to establish how well an application of the
semantic compression should level up the results of plagiarism detection efforts.

In order to provide a reasonable study three approaches were tested in detail:

– Sentence Hashing Algorithm for Plagiarism Detection (SHAPD2),
– w − shingling using 4-grams
– w − shingling using 6-grams

Each of them was used to gather results on detection of plagiarized documents.
The experiment was twofold: firstly, test data was run across the unmodified im-
plementations of the enlisted approaches, secondly the semantic compression was
introduced in several steps gauging at each step the strength of the compression.
The PAN-PC-10 plagiarism evaluation corpus [2] from Weimar University has
been utilised in order to run a benchmark. PAN corpora have been used since
2009 in plagiarism uncovering contests, gathering researchers from this domain
to evaluate their methods in comparison with others. The possibility to use the
same data sets and measures allows to perceive the results as reliable.

The SHAPD2 algorithm has been already evaluated using Clough & Stephen-
son corpus [3] for plagiarism detection and the results were published in [4]. The
results proved that the idea of combining sentence hashing and semantic com-
pression improves method’s performance in terms of both efficiency and results.

The first evaluation positions SHAPD2 as effective as w − shingling, or even
more for specific cases,while overrunningw−shinglingwhen considering run time
of comparisons of bigger document sets. In the course of experiments, Vector Space
Model has been checked, too, and combinedwith semantic compression turned out
to be ineffective when considering task precision - too many documents appeared
similar when processedwith semantic compression enabled. It may be argued that
not all the alterations are possible to be discoveredby the semantic compression. In
the current form, used semantic networks do not store data on whole phrases that
can be synonym or hyponym of any other given phrase. Such an extension should
provide even better results, yet the amount of work needed to craft such a resource
is at the moment beyond the grasp of the author.

The results obtained throughout the experiments show a great improvement
of SHAPD2 augmented with semantic compression over w−shingling. What is
more, time wise performance of SHAPD2 is far better than the w− shingling.

Article is structured as follows: related work section is given where the most
important algorithms concerned with a longest common sequence finding are
reviewed briefly. The discussion is accompanied by description of plagiarism de-
tection methods and some of the most important initiatives addressing the issue
of similarity of documents to one another. Following that, there is a brief presen-
tation of SHAPD2 and the semantic compression. The next section is devoted to
the experiments, test corpus used, implementations of benchmarked algorithms
and the obtained results. All is summarised in the final section extended with
plans of future research work.
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2 Related Work

The core of the work presented in this article is dependent on the SHAPD2
algorithm that allows for robust and resilient computation of a longest common
subsequence shared by one or many input documents. The task of matching
a longest common subsequence is an important one in many subdomains of
Computer Science. Its most naive implementation was deemed to have a time
complexity of O(m1 ∗m2) (where m1 and m2 are the numbers of terms in com-
pared documents). The question whether it is possible to achieve significantly
better results was stated first by Knuth in [5]. First affirmative answer was given
in [6] with time complexity O((m1 ∗m2)/log(m2)) for case when m < n and they
pertain to a limited sequence. One of the most important implementations of
a search for the longest common subsequence is to be found in [7]. This work
presents an application of the Smith-Waterman algorithm for matching a longest
common subsequence in a textual data, which is the fastest algorithm that does
not operate with text frames and their hashes. Other works such as [8] or [9]
prove that better efficiency is yielded rather by careful engineering strategies
than a fundamental change in time complexity. All of the above cited works use
algorithms whose time complexity is near quadratic which results in drastic drop
of efficiency when dealing with documents of considerable length.

It was first observed in [10] that introduction of a special structure that was
later known as shingling or chunks (a continuous sequence of tokens in a docu-
ment) can substantially improve the efficiency determining the level of similar-
ity of two documents by observing a number of common shinglings. Subsequent
works such as [11,12] introduce further extensions to the original idea. A number
of works represented by publications such as [13] provided plausible methods to
further boost measuring of the similarity between entities.

The importance of plagiarism detection is recognized in many publications. It
may be argued that, it is an essential task in times, where access to information
is nearly unrestricted and culture for sharing without attribution is a recognized
problem (see [14] and [15]).

With respect to plagiarism obfuscation further explanations are necessary.
Plagiarists often paraphrase or summarize the text they plagiarize in order to
obfuscate it, i.e., to hide their offense. In the PAN plagiarism corpus a synthe-
sizer, that simulates the obfuscation of a section of text sx in order to generate
a different text section sq to be inserted into dq, has been designed on the basis
of the following basic operations [16]:

– Random Text Operations. Given sx, sq is created by shuffling, removing,
inserting, or replacing words or short phrases at random.

– Semantic Word Variation. Given sx, sq is created by replacing each word by
one of its synonyms, hyponyms, hypernyms, or even antonyms.

– POS-preserving Word Shuffling. sq is created by shuffling words while main-
taining the original sequence of parts of speech in sx.

It is obvious that these operations do not guarantee the generation of humanread-
able text. However, automatic text generation is still a largely unsolved problem
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which is why we have approached the task from the basic understanding of
content similarity in information retrieval, namely the bag-of-words model.

In order to reliably compare the results with other methods submitted to
PAN-PC competitions in plagiarism detection, the same measures needed to be
employed in the evaluation. PAN–PC competitions use the following indicators
to determine methods’ performance: precision, recall, granularity and plagdet
score.

– precision and recall are standard measures used in Information Retrieval and
calculated here in a respective way. Precision is determined as a ratio of cor-
rect plagiarism detections to a total number of reported potential plagiarised
text fragments. Recall is a ratio of correctly reported plagiarism cases to a
total number of plagiaries, existing in the corpus. An aim is to achieve both
measures as close to 1.00 as possible.

precision =
rs
|R| (1)

recall =
rs
|S| (2)

where: rs is a number of correct plagiarism detections, R is a set of reported
suspicious plagiarism cases, S is a set of plagiarism cases

– as it’s possible, that some methods can report one plagiarised text passage as
multiple plagiarism detections, a measure of granularity is introduced. It can
be quantified as an average number of reported plagiarisms per one plagia-
rised text passage. SHAPD2 is always reporting subsequent or overlapping
detections as a single plagiarism detection, hence achieving granularity of
1.00.

– in order to balance precision, recall and granularity in one synthetic indi-
cator, a plagdet score has been introduced by PAN–PC authors. Plagdet is
calculated from the following formula:

plagdet =
H

log2(granularity)
=

=
2 ∗ precision ∗ recall

(precision+ recall) ∗ log2(granularity)
(3)

where H is a harmonic mean of precision and recall.

3 SHAPD2 Algorithm and Semantic Compression

3.1 Sentence Hashing Algorithm for Plagiarism Detection -
SHAPD2

SHAPD2 algorithm focuses on whole sentence sequences, calculating hash-sums
for them. It also utilizes a new mechanism to organize the hash-index as well
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as to search through the index. It uses additional data structures such as corre-
spondence list CL to aid in the process. The detailed description of SHAPD2
can be found in [1].

The SHAPD2 algorithm works with two corpora of documents which com-
prise the algorithm’s input: a corpus of source documents (originals) D =
{d1, d2, ..., dn}, and a corpus of suspicious documents to be verified regarding
possible plagiaries, P = {p1, p2, ..., pr}. SHAPD2 focuses on whole sentence se-
quences. A natural way of splitting a text document is to divide it into sentences
and it can be assumed that documents containing the same sequences also con-
tain the same sentences.

Initailly, all documents need to be split into text frames of comparable length
– preferably sentences, or in the case of longer sentences – split into shorter
phrases (long passages of text without a full-stop mark such as different types of
enumerations, tables, listings, etc.). A coefficient α is a user-defined value which
allows to set the expected number of frames whis a longer sentence is split into.

Then, each sentence in the whole document has to undergo a set of transfor-
mations in a text-refinement process which is a standard procedure in NLP/IR
tasks. The process of text-refinement starts from extracting lexical units (tok-
enization), and further text refinement operations include elimination of words
from the so-called information stop-list, identification of multiword concepts,
and bringing concepts to the main form by lemmatization or stemming. This is
an especially difficult task for highly flexible languages, such as Polish or French
(with multiple noun declination forms and verb conjugation forms). The last step
in this procedure is the concept disambiguation (i.e. choosing right meaning of
polysemic concept). As an output of the text-refinement process the system pro-
duces vectors containing ordered concept descriptors coming from documents.

In the next step, a hash table T is created for all documents from corpus
D, where for each key the following tuple of values is stored: T [ki,j] =< i, j >,
(document number, frame number). A correspondence list CL is declared, with
elements of the following structure: nd – document number,ml – local maximum,
and nl – frame number for local sequence match. For documents from the corpus
P are also created indexes containing hash values for all frames coming from
sentences from suspicious documents. As a result, every document from original
corpus, as well as all suspicious documents, is represented by index as a list of
sentence hashes.

Another data structure is the maxima array TM for all r documents in corpus
P , containing records structured as follows: mg – global maximum, ng – frame
number with global sequence match.

The comparison between corpus D and P is performed sequentially in phase
2 for all documents from corpus P . In phase 2 for all documents di from corpus
P (containing suspicious documents), the correspondence list CL and maxima
array TM are cleared. For each frame, set of tuples is retrieved from index table
T . If there are any entries existing, it is then checked whether they point to
the same source document and to the previous frame. If the condition is true,
the local correspondence maximum is increased by one. Otherwise, the local
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maximum is decreased. After all of the frames are checked, table TM storing the
correspondence maxima is searched for records whose correspondence maxima
are greater than a threshold set e (the number of matching frames to be reported
as a potential plagiarism). Frame and document number is returned in these
cases.

The important distinction between those given above and the SHAPD2 is
the emphasis on a sentence as the basic structure for a comparison of documents
and a starting point of a procedure determining a longest common subsequence.
Thanks to such an assumption, SHAPD2 provides better results in terms of time
needed to compute the effects. Moreover, its merits does not end at the stage
of establishing that two or more documents overlap. It readily delivers data on
which sequences overlap, the length of the overlapping and it does so even when
the sequences are locally discontinued. The capability to perform these, makes
it a method that can be naturally chosen in the plagiarism detection, because
such situations are common during attempts to hide plagiarism. In addition, it
implements the construction of hashes representing the sentence in an additive
manner, thus word order is not an issue while comparing documents.

The w−shingling algorithm runs significantly slower when the task is to give
a length of an extendedcommon subsequence. Due to the fixed frame orientation
when performing such operating w−shingling behaves in a fashion similar to the
Smith-Waterman algorithm resulting in a significant drop of efficiency. Quality
of the similarity measures is discussed in the experiments’ part, and execution
times for both algorithms are presented in Table 1.

Table 1. Processing time [s] for comparing 3000 documents with a corpus of n docu-
ments. Source: own elaboration.

n 1000 2000 3000 4000 5000 6000

w-shingling 5.680 8.581 11.967 16.899 23.200 50.586
SHAPD2 4.608 5.820 7.125 7.527 8.437 8.742

3.2 Semantic Compression

The idea of the global semantic compression has been introduced by the author
in 2010 [17] as a method of improving text document matching techniques both
in terms of effectiveness and efficiency. Compression of text is achieved by em-
ploying a semantic network and data on term frequencies (in form of frequency
dictionaries). The least frequent terms are treated as unnecessary and they are
replaced with more general terms (their hypernyms stored in semantic network).
As a result, a reduced number of terms can be used to represent a text document
without significant information loss, which is important from a perspective of
processing resources (especially when one would like to apply a Vector Space
Model [18] or [19]). Another feature of the emphasized concept level allows for
capturing of common meaning expressed with differently worded sentences.
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The semantic compression combines data from two sources: term frequen-
cies from frequency dictionaries, and concept hierarchy from a semantic net-
work. Usually, one extensive semantic network is used for a given language
(e.g. WiSENet [20] semantic network converted from WordNet for English [21],
SenecaNet for Polish [22]) and thus it is able to include linguistic knowledge
covering multiple domains.

Source Document (Fragment). As no appearance of change in the character
of the country within twenty or thirty miles was visible, and we had only two
days’ provisions left (not having expected the stream to extend so far), and the
camp at sixty miles distant, we were obliged to leave the farther examination
of the river to some future explorers; but we regretted it the less as, from the
nature of the gravel and sand brought down by the stream, there seemed great
probability that it takes its rise in large salt marshes similar to those known to
exist 100 miles east of the Irwin.

Subject Document (Fragment). As no appearance of change in the character
of the gravel sand brought down by the stream, there seemed worthy probability
that it takes its rise in large salt marshes similar to those known to exist 100
miles east of the Irwin.

Resumed our commute; passed two parties of natives; a few of them consti-
tuted us some distance, and having overcome their first surprise, commenced
talking in own language explorers; but we regretted it the less that, from the
nature of the country within twenty or thirty miles was visible, and we had ac-
tually two days’provisions left (not having expected the stream to extend merely
so), and the camp of seven hours we arrived at the river.

Comparison between Original and Subject Document after Semantic
Compression. appearance change character country twenty thirty mile visible
food left expected stream run camp adjective mile duty-bound leave adjective
investigation river future someone regret nature cover courage bring stream seem
suitable probability take rise large salt land similar known exist mile east Irvin.

Table 2. Similarity levels for a sample document (suspicious-document02234.txt)
compared to original article (source-document02313.txt). Source: own elaboration.

method no semantic
compression

compression
level 2000

compression
level 1000

w-shingling 0.271 0.567 0.585
SHAPD2 0.229 0.433 0.508

Table 2 gives an illustrative example of difference between original and subject
document before and after semantic compression. One has to understand that
semantic compression is a lossy one. Yet, the loss of information is minimal by
selecting the least frequent words and replacing them by more general terms,
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so their meaning remain as similar to the original as possible. The compression
ratio can be tuned easily, by setting a number of concepts to be used to describe
text documents. Experiments, that were conducted to measure quality of the
method in Natural Language Processing tasks showed, that the number of words
can be reduced to about 4,000 or even 3,000 without significant deterioration of
classification results.

4 Experiments

The algorithm’s performance has been evaluated using the PAN–PC plagiarism
corpus, which is designed for such applications. Available test data sets, source
and suspicious documents, have been downloaded and made available for the
implementation of the algorithm. A series of program executions have been run
in the course of the experiment with different level of semantic compression set.
This enabled to adjust the compression strength to gain optimum results.

Fig. 1. Comparison of synthetic plagdet indicator: SHAPD2 versus w − shingling
using 4-grams and 6-grams - for all cases of plagiarism in the PAN-PC corpus

In order to verify whether the semantic compression is a valuable addition
to the already available technologies a set of test runs was performed on the
mentioned corpus. The results are given in Tables 3 and 4. As one can easily see,
the results prove that SHAPD2 cope better with the task than w − shingling.

Another step in the experiments was an introduction of the semantic compres-
sion of varying strength (understood as a number of concepts from the semantic
network that were allowed to appear in final data). Data from this step are
provided in Table 2.

Fig. 1 shows the difference in the value of the plagdet in the PAN-PC corpus
of with the use of SHAPD2 and w-shingling algorithms. Is easy to see on Fig.
2 and 3 that the algorithm SHAPD2 produces better results of recall than w −
shingling. The results of corpus matching using SHAPD2 method employing
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the semantic compression with a compression force threshold set to 1000 are
especially worth noticing. Clough & Stevenson test corpus contains a subset of
non-plagiarism documents (ie. participants were to read and rewrite the article
using their knowledge, without any possibility to copy or modify the original),
which stands for 40% of the corpus. The remaining documents were created
by copying original articles and revising them to a certain extent: exact copy,
light revision, heavy revision - 20% of documents each. The results presented in
Table 3 show, that the method employing the semantic compression allows for
achieving the results structure very similar to the original one.

One of the test cases, which reveals a major improvement in recognizing an evi-
dent plagiarism is demonstrated in Table 3. The semantic compression enabled to
calculate similarity measures at around 0.6, while both methods (w− shingling
and SHAPD2) without semantic compression returned relatively low similarity
measures (about 0.3).

Fig. 2. Comparison: SHAPD2 versus w−shingling using 4-grams and 6-grams - recall
for simulated plagiarism cases in the PAN-PC corpus

Fig. 3. Comparison: SHAPD2 vs w − shingling 4-grams and 6-grams - recall for all
cases
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Generalization, which is a key operation in semantic compression, entails min-
imal information loss, which cumulates together with reducing target’s lexicon
size. It does not appear to deteriorate results of the experiments employing
SHAPD2 or w − shingling method (see Table 3). It is especially visible in
cases where the strong semantic compression was enabled (target lexicon size
below 1500 words), causing some non-plagiarized articles on the same subject to
be marked as highly similar and recognized as possible plagiaries (cf. Table 4).
This suggest, that for certain use cases the compression threshold needs to be
set carefully. Further research is necessary to identify the optimum compression
threshold for individual information retrieval tasks.

Table 3. SHAPD2 and w− shingling methods’ performance on the PAN plagiarism
corpus. The metrics used - precision, recall, granularity and overall mark: plagdet -
correspond to International Competition on Plagiarism Detection scores [23].

Method PlagDet Precision Recall Granularity

SHAPD2 (original text) 0.623 0.979 0.401 1.000

SHAPD2 (semantic com-

pression 1500) 0.692 0.506 0.945 1.000

w-shingling (4-grams) 0.633 0.955 0.419 1.000

w-shingling (6-grams) 0.624 0.964 0.404 1.000

Table 4. SHAPD2 performance with different thresholds of semantic compression.
Source: own elaboration.

Semantic compression level PlagDet Precision Recall Granularity

none 0.626 0.979 0.401 1.000

3000 0.676 0.974 0.469 1.000

2750 0.673 0.970 0.468 1.000

2500 0.671 0.966 0.466 1.000

2250 0.676 0.961 0.476 1.000

2000 0.682 0.957 0.486 1.000

1750 0.689 0.949 0.500 1.000

1500 0.692 0.948 0.506 1.000

1250 0.689 0.933 0.508 1.000

1000 0.667 0.917 0.485 1.000

750 0.650 0.877 0.482 1.000
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5 Summary

To summarize conducted research, the following should be emphasized:

– The SHAPD2 algorithm can be successfully employed in plagiarism de-
tection systems, giving results of competitive quality when compared to
w − shingling, while performing substantially better when taking into ac-
count time efficiency of the algorithms.

– Enabling semantic compression in w − shingling and SHAPD2 methods
improves the quality of plagiarism detection significantly. A combination of
SHAPD2 and semantic compression returns results which structure is very
close to experts’ assessment.

– For certain information retrieval tasks, semantic compression strength needs
to be adjusted carefully in order not to lose too much information, which may
lead to deterioration of retrieval precision. Semantic compression threshold
set to a level 1500–1250 words in the target lexicon seems to ba a safe value
when used for plagiarism detection.

– The designed SHAPD2 algorithm - employing semantic compression - is
strongly resilient to false-positive examples of plagiarism which may be an
issue in cases when competitive algorithms are used.

In the near future, author plans to further develop various algorithms and reor-
ganize of available assets so that the semantic compression can be applied in a
automated manner to text passages without introduction of hypernyms disrupt-
ing user’s experience. this might be achieved by introduction of information on
concept relevance in current culture and prohibition on archaic concepts.
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Jȩdrzejowicz, P. (eds.) ICCCI 2012, Part I. LNCS, vol. 7653, pp. 308–317. Springer,
Heidelberg (2012)

5. Chvatal, V., Klarner, D.A., Knuth, D.E.: Selected combinatorial research problems.
Technical report, Stanford, CA, USA (1972)

6. Masek, W.J., Paterson, M.S.: A faster algorithm computing string edit distances.
Journal of Computer and System Sciences 20, 18–31 (1980)

7. Irving, R.W.: Plagiarism and collusion detection using the Smith-Waterman algo-
rithm. Technical report, University of Glasgow (2004)

8. Grozea, C., Gehl, C., Popescu, M.: Encoplot: Pairwise sequence matching in linear
time applied to plagiarism detection. In: Time, pp. 10–18 (2009)

http://pan.webis.de/
http://ir.shef.ac.uk/cloughie/resources/plagiarism_corpus.html


58 D.A. Ceglarek

9. Lukashenko, R., Graudina, V., Grundspenkis, J.: Computer-based plagiarism
detection methods and tools: an overview. In: Proceedings of the 2007 Interna-
tional Conference on Computer Systems and Technologies, CompSysTech 2007,
pp. 40:1–40:6. ACM, New York (2007)

10. Manber, U.: Finding similar files in a large file system. In: Proceedings of the
USENIX Winter 1994 Technical Conference on USENIX, WTEC 1994 (1994)

11. Broder, A.Z.: Syntactic clustering of the web. Comput. Netw. ISDN Syst. 29(8-13),
1157–1166 (1997)

12. Andoni, A., Indyk, P.: Near-optimal hashing algorithms for approximate nearest
neighbor in high dimensions. Commun. ACM 51(1), 117–122 (2008)

13. Charikar, M.S.: Similarity estimation techniques from rounding algorithms. In:
Proceedings of the 34th Annual ACM Symposium - STOC 2002, pp. 380–388 (2002)

14. Ota, T., Masuyama, S.: Automatic plagiarism detection among term papers.
In: Proceedings of the 3rd International Universal Communication Symposium,
IUCS 2009, pp. 395–399. ACM, New York (2009)

15. Burrows, S., Tahaghoghi, S.M., Zobel, J.: Efficient plagiarism detection for large
code repositories. Software: Practice and Experience 37(2), 151–175 (2007)

16. Potthast, M., Stein, B., Barrón-Cedeño, A., Rosso, P.: An Evaluation Framework
for Plagiarism Detection. In: Proceedings of 23rd International Conference on Com-
putational Linguistics - COLING, Beijing, pp. 997–1005 (2010)

17. Ceglarek, D., Haniewicz, K., Rutkowski, W.: Semantic compression for specialised
information retrieval systems. In: Nguyen, N.T., Katarzyniak, R., Chen, S.-M.
(eds.) Advances in Intelligent Information and Database Systems. SCI, vol. 283,
pp. 111–121. Springer, Heidelberg (2010)

18. Manning, C.D., Raghavan, P., Schutze, H.: Introduction to Information Retrieval.
Cambridge University Press (2008)

19. Erk, K., Pado, S.: A Structured Vector Space Model for Word Meaning in Context,
pp. 897–906. ACL (2008)

20. Ceglarek, D., Haniewicz, K., Rutkowski, W.: Towards knowledge acquisition with
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Abstract. Learning analytics refers to the process of collecting, analyzing, and 
visualizing (large scale) data about learners for the purpose of understanding 
and pro-actively optimizing teaching strategies. A related concept is formative 
assessment – the idea of drawing information about a learner from a broad 
range of sources and on a competence-centered basis in order to go beyond 
mere grading to a constructive and tailored support of individual learners. In 
this paper we present an approach to competence-centered learning analytics on 
the basis of so-called Competence-based Knowledge Space Theory and a way 
to visualize learning paths, competency states, and to identify the most effective 
next learning steps using Hasse diagrams.  

Keywords: Learning analytics, data visualization, Hasse diagram, Competence-
based Knowledge Space Theory. 

1 Introduction 

Learning Analytics is a best practice and change on bringing together issues from 
human intelligence and computational intelligence, hence it fits perfectly in the HCI-
KDD approach [1, 2]. In principle, the idea is to find theoretical frameworks, models, 
procedures, and smart tools to record, aggregate, analyze, and visualize large scale 
educational data. The principal goal is to make educational assessment and appraisal 
more goal-oriented, pro-active, and beneficial for students. In short, learning analytics 
is supposed to enable formative assessment of all kinds of information about a 
learner, on a large basis . Usually, the benefits are seen in the potential to reduce 
attrition through early risk identification, improve learning performance and 
achievement levels, enable a more effective use of teaching time, and improve 
learning design/instructional design [3]. Methods used for learning analytics and so-
called “educational data mining” are extremely broad, for example, social network 
analyses, activity tracking, error tracking, keeping of e-Portfolios, semantic analyses, 
or log file analyses.  

On the basis of this kind and amount of data, smart tools and systems are being 
developed to provide teachers with effective, intuitive, and easy to understand 
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aggregations of data and the related visualizations. There is a substantial amount of 
work going on this particular field; visualization techniques and dashboards are 
broadly available (cf. [4, 5, 6]), ranging from simple meter/gauge-based techniques 
(e.g., in form of traffic lights, smiley, or bar charts) to more sophisticated activity and 
network illustrations (e.g., radar charts or hyperbolic network trees).  

A special challenge for visualizations, however, is to illustrate learning progress 
(including learning paths) and - beyond the retrospective view - to display the next 
meaningful learning steps/topics. In this paper we introduce the method of Hasse 
diagrams for structuring learning domains and for visualizing the progress of a 
learner through this domain. 

2 Displaying Learning: Past, Present, and Future 

A Hasse diagram is a strict mathematical representation of a so-called semi-order. 
The technique was invented in the 60s of the last century by Helmut Hasse; entities 
(the knots) are connected by relationships (indicated by edges), establishing a directed 
graph. The properties of a semi-order are (i) reflexivity, (ii) anti symmetry, and (iii) 
transitivity. In principle, the direction of a graph is given by arrows of the edges; per 
convention however, the representation is simplified by avoiding the arrow heads, 
whereby the direction reads from bottom to top. In addition, the arrows from one 
element to itself (reflexivity property) as well as all arrows indicating transitivity are 
not shown. The following image (Figure 1) illustrates such a diagram. Hasse diagrams 
enable a complete view to (often huge) structures. Insofar, they appear to be ideal for 
capturing the large competence spaces occurring in the context of assessment and 
recommendations of learning.  

In an educational context, a Hasse diagram can display the non-linear path through 
a learning domain starting from an origin at the beginning of an educational episode 
(which may be a single school lesson but could also be the entire Semester). The 
beginning is shown as { } (the empty set) at the bottom of the diagram. Now a learner 
might focus on three topics (K, P, or H); this, in essence, establishes three possible 
learning paths. After P, as an example, this learner might attend to topics K, A, or H 
next, which opens further three branches of the learning path until reaching the final 
state, within which all topics have been attended to (PKHTAZ). 

In the context of formative learning analytics, a competence-oriented approach is 
necessary. Thus, a Hasse diagram can be used to display the competencies of a learner 
in the form of so-called competence states. A common theoretical approach to do so is 
Competence-based Knowledge Space Theory (CbKST). The approach originates from 
Jean-Paul Doignon and Jean-Claude Falmagne [7, 8] and is a well-elaborated set-
theoretic framework for addressing the relations among problems (e.g., test items). It 
provides a basis for structuring a domain of knowledge and for representing the 
knowledge based on prerequisite relations. While the original Knowledge Space 
Theory focuses only on performance (the behavior; for example, solving a test item), 
CbKST introduces a separation of observable performance and latent, unobservable 
competencies, which determine the performance (cf. [9]). In addition, the approach is 
based on a probabilistic view of having or lacking certain competencies.  
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Fig. 1. An example for a directed graph, shown in form of a Hasse diagram 

Very briefly, the idea is that usually one can find a natural structure, a natural 
course of learning in a given domain. For example, it is reasonable to start with the 
basics (e.g., the competency to add numbers) and increasingly advance in the 
learning domain (to subtraction, multiplication, division, etc.). As indicated above, 
this natural course is not necessary linear. On this basis, in a next step, we obtain a 
so-called competence space, the ordered set of all meaningful competence states a 
learner can be in. As an example, a learner might have none of the competencies, 
or might be able to add and subtract numbers; other states, in turn, are not included 
in the space, for example it is not reasonable to assume a learner has the 
competency to multiply numbers but not to add them. By the logic of CbKST, each 
learner is, with a certain likelihood, in one of the competence states. This allows 
displaying and coding of the state likelihoods for example by colors and thereby 
visualizing areas and set of states with high (or vice versa low) probabilities. An 
example is shown in Figure 3, where in the lower right part a color coded Hasse 
diagram is shown. The darker the colors, the higher the state probability. The 
simplest approach would be to highlight the competence state for a specific learner 
with the highest probability. The same coding principle can be used for multiple 
learners. This allows identification of various sub-groups in a class, outliers, the 
best learners, and so on (Figure 2).  
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A second aspect comes from the edges of the graph. Since the diagram reads 
from bottom to top, the edges indicate very clearly the “learning path” of a learner. 
Depending on the domain, we can monitor and represent each learning step from a 
first initial competence state to the current state. In the context of formative 
assessment, such information elucidates efforts of the learners, learning strategies, 
perhaps used learning materials, but also the efficacy of the teachers (Figure 2). By 
this means questions such as what was the initial knowledge of a learner before 
entering the educational progress, how effective and fast was the learning progress, 
what is the current state, etc., can also be answered. 

Finally, a Hasse diagram offers the visualization of two very distinct concepts, 
the inner and outer fringes. The inner fringe indicates what a learner can do / knows 
at the moment. This is a clear hypothesis of which test/assessment items this learner 
can master with a certain probability. Such information may be used to generate 
effective and individualized tests. The concept of the outer fringe indicates what 
competency should or can be reasonably taught to a specific learner as a next step. 
This provides a teacher with clear recommendation about future teaching on an 
individualized basis. 

 
Fig. 2. Hasse diagram of a competence space; the left part illustrates an option to display a 
learning path from a starting state to the current competence state. The snapshot on the right 
illustrates a visualization of an individual (oval on the top) in comparison to the states 70 
percent of the class are in. 

The visualization in the form of Hasse diagrams was realized in the context of the 
European Next-Tell project (www.next-tell.eu) as part of the educational tool 
ProNIFA, which stands for probabilistic non-invasive formative assessment. The tool, 
in essence, establishes a handy user interface for services and functionalities related to 
learning analytics (in particular CBKST-based approaches). In principle the ProNIFA 
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Fig. 3. Screen shots of the ProNIFA tool 

tool is a front-end software for teachers and educators; the learning analytics services 
are running in the background on a server. ProNIFA provides several authoring, 
analysis, and visualization features. The tool is a Windows application that utilizes 
various interfaces and links to online-based contents. A distinct feature in the context 
of formative assessment is the multi-source approach. ProNIFA allows connection of 
the analysis features to a broad range of sources of evidence. This refers to direct 
interfaces (for example to Google Docs) and it refers to connecting, automatically or 
manually, to certain log files (cf. Figure 3).  

3 Conclusion 

There is no doubt that frameworks, techniques, and tools for learning analytics will 
increasingly be part of a teacher’s work in the near future. The benefits are convincing 
– using the (partly massive) amount of available data from the students in a smart, 
automated, and effective way, supported by intelligent systems in order to have all the 
relevant information available just in time and at first sight. The ultimate goal is to 
formatively evaluate individual achievements and competencies and provide the 
learners with the best possible individual support and teaching.   

The idea of formative assessment and educational data mining is not new but the 
hype over recent years resulted in scientific sound and robust approaches becoming 
available, and usable software products appeared.  

The framework of CbKST offers a rigorously competence-based approach that 
accounts for the latent abilities of students. This is in line with the fact that 
educational policies in Europe are presently moving from a focus on knowledge to a 
focus on competency, which is reflected in revisions on curricula in the various 
countries. In addition, the probabilistic dimension allows teachers to have a more 
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cautious view of individual achievements – it might well be that a learner has a 
competency but fails in a test; vice versa, a student might luckily guess an answer. 
The related ProNIFA software allows the collection of a broad range of information 
and with each bit of data that enters the model the picture of a learner becomes 
increasingly clearer and more credible. The visualization in the form of Hasse 
diagrams, finally, allows identifying the learning paths, the history of learning, the 
present state, and – most importantly, to find proper recommendations for the next 
and the very next learning steps.  
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Abstract. A classical application of biosignal analysis has been the psy-
chophysiological detection of deception, also known as the polygraph test,
which is currently a part of standard practices of law enforcement agen-
cies and several other institutions worldwide. Although its validity is far
from gathering consensus, the underlying psychophysiological principles
are still an interesting add-on for more informal applications. In this pa-
per we present an experimental off-the-person hardware setup, propose
a set of feature extraction criteria and provide a comparison of two clas-
sification approaches, targeting the detection of deception in the context
of a role-playing interactive multimedia environment. Our work is pri-
marily targeted at recreational use in the context of a science exhibition,
where the main goal is to present basic concepts related with knowledge
discovery, biosignal analysis and psychophysiology in an educational way,
using techniques that are simple enough to be understood by children
of different ages. Nonetheless, this setting will also allow us to build a
significant data corpus, annotated with ground-truth information, and
collected with non-intrusive sensors, enabling more advanced research
on the topic. Experimental results have shown interesting findings and
provided useful guidelines for future work.

Keywords: Human-Computer Interaction, Deception, Educational
Module, Biosignals, Pattern Recognition.

1 Introduction

Over the years, biosignals have seen an exponential growth in terms of applica-
tion areas. Nowadays they are extensively used in a broad array of fields, ranging
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from medicine and wellbeing, to entertainment and human-computer interaction
[1–3]. Biomedical signal processing and knowledge discovery have been pivotal for
this progress, since the extraction of meaningful information from the collected
data, often in a multimodal approach, is fundamental [4–6]. An interesting prop-
erty of some biosignal modalities is their relation with the psychophysiological
state of the subject, mainly due to the activity of the sympathetic and parasym-
pathetic branches of the Autonomic Nervous System (ANS) [7]; a classical, well
known use of biosignals and this relation is the polygraph test [8, 9].

Invented in early 1920’s, the so-called ”lie detector” has remained mostly
faithful to its original configuration, comprising the measurement of cardiovas-
cular, electrodermal and respiratory parameters, and a Q&A protocol, which, in
principle, enables an expert examiner to infer deception by analyzing differences
between the patterns of the measured parameters when the subject responds to
a set of questions known as relevant, and the patterns obtained for a series of
control questions [9]. The latter are selected to be neutral in terms of psychophys-
iological stimuli, while the former are the potentially deceptive questions.

The validity of the polygraph test for its original purpose has always been
surrounded by deep controversy, but the underlying psychophysiological princi-
ples in which the method is grounded, that is, the fact that some subjects may
exhibit differentiated psychophysiological responses when engaged in deceptive
processes, are still an interesting add-on for informal applications such as recre-
ational and educational activities. However, the dependency on a human expert
is major limiting factor in these contexts, although throughout the years several
authors have proposed automated recognition methods [10, 11]. Furthermore,
the instrument used to conduct polygraph tests consists of a physiological data
recorder with a set of four sensors that are applied to the trunk and upper limbs
of the subject [12], rendering it unpractical for such applications. These sensors
measure heart rate, blood pressure, skin impedance, chest respiration, and ab-
dominal respiration, and although for some parameters it is mandatory that the
sensor is applied to the body of the subject (e.g. blood pressure), others can be
measured in less intrusive ways (e.g. heart rate).

In this paper, we present a study and experimental setup, targeted at the
detection of deception in a role-playing interactive multimedia environment that
involves two character roles; one of the roles corresponds to the fictional char-
acter Pinocchio, which will be making use of deception when presented with a
set of specific situations, while the other character will play the role of an In-
spector, attempting to guess the situation in which the Pinocchio actually fakes
his answer. Our goal is to build an educational interactive module that will be
integrated in a science exhibition, to demonstrate the combination between psy-
chophysiology, biosignals and knowledge discovery techniques to children, and
create a competition where the Inspector tries to beat the machine (i.e. the
automatic recognition algorithms).
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We formulate the problem in a feature extraction and supervised learning
framework; a feature space derived from the collected raw data is proposed, and
we benchmark session-centric and answer-centric algorithms for pattern classifi-
cation, exploring different combinations of the derived features to automatically
detect the cases in which the Pinocchio is deceiving his answer to the Inspector.
Our paper is organized as follows: in Section 2 we describe the experimental
setup; in Section 3 a summary of the extracted features is presented; in Sec-
tion 4 we describe the devised classification strategies; in Section 5 we present
the evaluation methodology and preliminary results; and finally, in Section 6 we
draw the main conclusions and present guidelines for future work.

2 Experimental Setup

In our approach, the Pinocchio is monitored using only biosignals collectable in
an off-the-person approach, that is, that can be integrated in a surface or object
with which the participant interacts with. We devised a setup that can monitor
Blood Volume Pulse (BVP) and Electrodermal Activity (EDA) signals, which
are both influenced by the regulatory activity of the ANS, while the Pinocchio
is engaged in the interactive multimedia activity. Fig. 1 presents the proposed
experimental setup, together with the workflow that we follow for the auto-
matic biosignal analysis and classification process. The BVP and EDA signals
are acquired at the Pinocchio’s hand palm using a bioPLUX research biosignal
acquisition system, in a configuration where the analog-to-digital conversion is
performed at 1kHz and with 12 bits resolution per channel. These signals are then
transmitted via Bluetooth wireless to a base station, where after pre-processing
we perform feature extraction and classification.

Fig. 1. Overall physical layout, sensor placement, and workflow. The EDA is placed
on the second phalanx of the index and ring fingers, while the BVP is placed on the
first phalanx of the middle finger.
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The experimental protocol for the interactive multimedia activity was defined
as follows: Step 1) the Pinocchio is presented with a set of objects placed before
him in a random sequence; Step 2) the Pinocchio is asked to conceal an object
of choice; Step 3) the Inspector is informed about the initial set of objects
presented to Pinocchio; Step 4) the Inspector starts the interrogation by asking
the neutral question ”What is your name?”, to collect baseline data from the
Pinocchio; Step 5) sitting face-to-face before the Pinocchio, the Inspector asks,
in turn, whether a given object was concealed or not; Step 6) the Pinocchio
is required to always reply with the sentence ”I have not concealed the object
<name>”; Step 7) in the end, the Inspector is required to guess for which
object did the Pinocchio provide a deceiving answer.

For this paper, real-world data was collected within a total of 16 subjects that
voluntarily participated in two variations of the experimental protocol, one that
used 5 objects (9 subjects), and another that used 6 objects (7 subjects). To
increase the intensity and potentiate arousal in the Pinocchio character, an in-
timidating movie-like interrogation room environment was created, involving an
oscillating light bulb and a sound clip that was played every time the Pinocchio
character provided an answer. Ground-truth annotations were performed using
a manual record1, and the question transition events were marked synchronously
with the biosignal data using an analog switch connected to the biosignals ac-
quisition system.

3 Feature Extraction

The bodily regulatory effects of the Autonomic Nervous System (ANS) to endo-
somatic or exosomatic stimuli are often typified in the reference literature as two
different classes of responses [13, 14]: a) fight-or-flight, which result in positive
arousal, being characterized with respect to the modalities adopted in our work,
by an increase in the tonic and phasic behavior of the sweat glands, vasocon-
striction, and sudden heart rate variations; and b) rest-and-digest, which result
in a calming and return to a regular state, being characterized by the oposite
effects to those found in the fight-or-flight response.

Deception is generally thought to be an endosomatic inducer of the fight-or-
flight type of responses, thus sharing its properties in terms of biosignal behav-
ioral patterns. In our setup, the EDA sensor allows us to assess the sympathetic
nervous system responses, which regulates the sweat glands activity that in turn
provoke changes in the impedance of the skin due to increased or decreased mois-
ture. The BVP sensor allows us to access the cardiovascular activity through its
characteristic pulse wave, whose envelope reflects the blood vessel constriction
or dilation and the peak is directly correlated with a heart beat. Fig. 2 shows
an example of the EDA, BVP, and Heart Rate (HR) time series for one of the
experimental sessions, providing a glimpse of some of the changes that occur
throughout the interactive multimedia activity.

1 Given the experimental protocol, there will be only one object in which the Pinocchio
will be deceiving the Inspector.
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Fig. 2. Example of the EDA, HR, and BVP time series (from top to bottom), for one of
the experimental sessions. Each pair of vertical markers delimits the timeframe within
which the Pinocchio provides his answer after being queried by the Inspector, while
the dark gray timeframe indicates the [-2; 5] seconds window around the time in which
the Pinocchio started to state his answer and where we consider that he might have
tried to deceive the Inspector.

In our preliminary approach to the problem, we followed a feature-based
framework for the recognition of deceptive patterns in the biosignals. As such,
after a pre-processing step where the raw EDA and BVP signals are filtered
to remove power line noise and motion artifacts, we perform a feature extrac-
tion step, in which each time series is reduced to a set of features. Each of the
time series can be denoted as a set of samples, X [N ] = {x[n] : n ∈ N}, with
N = {1, · · · , t.fs}, t being the total duration of the session (in seconds) and fs
the sampling rate of the biosignal acquisition system (in samples per second).

For the feature extraction process, we considered the time span of inter-
est to correspond to the samples X [Q] : Q = {N [q] − 2.fs, · · · , N [q] + 5.fs},
N [q] denoting the sample index where the analog switch was triggered, sig-
naling the beginning of Pinocchio’s answer to question q. In general, the vari-
ations in the biosignals due to the ANS activity exhibit a high intra- and
inter-subject variability. As such, we focused on deriving relative measurements
from the signals; the time span Q enables the derivation of a set of relative
measurements between a segment which we believe to correspond to a relaxed
state, and a segment that may correspond to a deceptive state. We considered
the samples X [B] : B = {N [q] − 2.fs, · · · , N [q]} to be the relaxed or base-
line segment (that is, the 2 seconds preceding the answer), and the samples
X [S] : S = {N [q], · · · , N [q] + 5.fs} to be the deceptive or stimulatory segment
(that is, the 5 seconds immediately after the beginning of the answer).
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Let’s denote XEDA[N ] and XBV P [N ] as the pre-processed EDA and BVP
time series respectively, and XHR[R] = { 60

fs.(N [r]−N [r−1]) : (r − 1) >= 1} as

the tachogram, where r ∈ R ⊂ N is the sample index where a heart beat was
detected in XBV P [N ]. For a given answer to question q, we extract the features
presented in Table 1, which were selected based both on the evidence found
in the psychophysiology literature review [6, 7, 14–16], and also on the careful
inspection of the biosignals collected using the previously described setup.

4 Classification of Deception

Given the educational dimension of our work, we are focusing on the use of
conceptually simple algorithms, that can be easily explained to a child in laymen
terms. For that purpose, we experimented with a simple heuristic method and
also with a decision tree (DT) algorithm, in particular the CART (Classification
and Regression Tree), which constructs a binary tree using in each node the
feature that has the largest information gain [17–19].

4.1 CART Decision Tree

In this method we adopted a supervised learning approach, where the labeled
training data was used to predict if a given answer was deceptive or not using
the information contained in the extracted features. We build a matrix, where
each line (or sample) corresponds to one answer, and each column corresponds
to one of the features described in Section 3. The sample labels are defined as the
ground-truth annotations collected during the experimental procedure on wether
a given answer was deceptive or not. This method follows an answer-centric
rationale, assuming that the feature vectors for each answer contain enough
information discriminate between two classes (deceptive and non-deceptive).

We focused on binary trees, where the value of a feature is tested at each
node, and a partition optimizing the separability of the different classes is cre-
ated. The decision tree algorithm implicitly performs feature selection, and the
intermediate nodes provide the conditions to separate the classes based on a
common set of features shared by the samples of a given class (the leafs). In our
case, the leaf nodes will indicate if the answer was deceptive or non-deceptive.
For the context of our work we used the Python scikit-learn library [20].

4.2 Heuristic Method

Through a preliminary manual inspection of the data and feature space, we
observed that a recurrent pattern among the set of answers provided by the
Pinocchio (one per object), was that the deceiving answer would exhibit either
the 1st or 2nd highest values (maximum) in one or more of the extracted features
(Table 1). Furthermore, it is important to highlight again the high intra- and
inter-subject variability of the signals, which we found to be reflected also in the
relative measurements obtained from our feature extraction process.
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For our heuristic method, we constructed a binary matrix where each line
(or sample) corresponds to the whole session and where there are 20 columns, 2
per feature, associated respectively with the 1st and 2nd highest values of each
feature. For a given feature, the column associated with the 1st highest value
is marked as 1 if the answer where the maximum value is found corresponds to
deceptive answer, otherwise it is marked as 0. For a given feature, the column
associated with the 2nd highest value will be marked as 1 if the answer where
the 2nd highest value was found corresponds to the deceptive answer, otherwise
it is marked with 0. This method follows a session-centric rationale.

In this case, we performed feature selection as follows: a) we determine a
score for each training sample, computed as the column-wise summation of the
binary matrix, that is, we count the number of lines marked with 1 within each
column; b) we determine the maximum scores over all training samples; c) we
select the features in which the sum is greater than 50% the maximum score.

For the classification step we construct a new binary matrix where each line
corresponds to an individual answer provided by the Pinocchio, and each of the
columns represent the features selected. We mark with 1 the answers where the
features occur as the 1st or 2nd highest value, and finally we perform a sum over
each line of the matrix. The answer (or line) with the highest sum is classified
as the deceptive answer. When the maximum value occurs in more than one
answer, the deceptive answer is chosen randomly.

5 Results

Our algorithm was evaluated on the data collected according to the experimental
setup and procedure described in Section 2. We benchmarked the algorithms
described in Section 4 using a re-substitution method, where all the available
records are used simultaneously as training and testing data, and the leave-
one-out method, where each available record is isolated in turn as testing data
and the remaining records are used as training data. The re-substitution method
evaluates the specificity of each algorithm taking into account the available data,
while the leave-one-out method evaluates their generalization ability.

Table 2. Accuracy of the evaluated algorithms when compared to the random guess
probability of a human. The re-substitution (RS) method shows the specificity of each
algorithm given the available data, while the Leave-One-Out (LOO) shows the gener-
alization ability.

#Obj. #Users
Accuracy

Human
Heuristic Decision Tree

RS LOO RS LOO

5 9 20.0% 61.2±5.6% 50.0±5.6% 100.0% 33.3±47.1%

6 7 16.7% 50.0±7.1% 28.6±20.2% 100.0% 14.3±35.0%
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(a) Decision Tree

(b) Heuristic

Fig. 3. Histogram of the features selected when using the leave-one-out method for
benchmarking the decision tree and the heuristic approaches

Table 2 summarizes the performance of each algorithm devised in our prelim-
inary study when compared to a random guess, that is, the probability that the
Inspector has of correctly identifying the answer in which the Pinocchio tried
to deceive. As we can observe, with 100% accuracy in both the 5 and 6 objects
version of the experimental protocol, the DT algorithm has better specificity,
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although the heuristic algorithm provides better results than a random guess is-
sued by the Inspector, achieving 61.2% accuracy in the best case. Still, in terms
of the generalization ability, our heuristic method outperforms the DT, as shown
by the leave-one-out tests, which means that enough information must be gath-
ered before the DT can generalize well. The most relevant features selected by
each of the methods are summarize in Fig. 3.

We expect that these results can be further improved through future work on
the feature extraction and classification methods. Nonetheless, given the recre-
ational and educational purpose of our work, our goal is to devise a system that
can be better than a random guess while enabling the Inspector to be compet-
itive in terms of his performance on the interactive multimedia activity, rather
than achieving 100% recognition rates.

6 Conclusions and Future Work

Detection of deception has been a recurrent research topic for decades, mainly
associated with the recognition of lying behaviors in forensic scenarios. This ap-
plication has always been surrounded with skepticism, mainly due to the fact that
the biosignal modalities used in the polygraph test have a high intra- and inter-
subject variability, that does not guarantee fail-proof decisions. The underlying
principles are still appealing for scenarios where the recognition performance is
not the most important aspect, as in the case of interactive multimedia activities
for recreational and educational purposes. Still, in this context, the intrusiveness
of the sensors and complexity of the decision algorithms traditionally used in the
polygraph appear as the main bottlenecks.

In this paper, we presented an experimental setup based on biosignals col-
lectable in an off-the-person and non-intrusive way, namely the Blood Volume
Pulse (BVP) and Electrodermal Activity (EDA), which can both be acquired
at the hand, together with a set of classification algorithms whose principles are
easily explained to children of different ages. Our work is targeted at the cre-
ation of an educational module through which children can learn basic concepts
related with psychophysiology, biosignals and knowledge discovery. Children will
perform the tasks and overall setup described in Section 2, while their biosignals
are monitored and analyzed by the feature extraction and classification algo-
rithms. For convenience, the sensors will be integrated in a surface over which
the child playing the role of Pinocchio only needs to rest one of the hands.

We presented preliminary results obtained from real-world data collected
among 16 persons with which two different configurations of the role playing
task were tested. Using a combination of feature extraction and classification
algorithms, we were able to achieve results that are considerably better than
a random guess performed by a human subject. Tests were performed using
an heuristic session-centric algorithm, and an answer-centric algorithm based
on decision trees. Experimental results have shown that while the decision tree
approach is able to retain better that discriminative potential of the data, the
heuristic method is able to generalize better for the available set of records. We
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consider the best results to be provided by the heuristic algorithm, since the
leave-one-out evaluation revealed an average recognition accuracy of 50.0% for
the case in which the experimental protocol consisted of 5 objects, and 28.6%
for the case in which 6 objects were used.

Future work will be focused on increasing our real-world data corpus through
additional data acquisition sessions in order to further validate our results, on
further developing the feature extraction and classification techniques in order
to reduce the number of sensors and improve the recognition rates, and on the
introduction of a continuous learning method in which the automatic recognition
algorithms are updated after a new participant interacts with the system.
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Abstract. The application addressed in this paper studies whether Twitter 
feeds, expressing public opinion concerning companies and their products, are a 
suitable data source for forecasting the movements in stock closing prices. We 
use the term predictive sentiment analysis to denote the approach in which sen-
timent analysis is used to predict the changes in the phenomenon of interest. In 
this paper, positive sentiment probability is proposed as a new indicator to be 
used in predictive sentiment analysis in finance. By using the Granger causality 
test we show that sentiment polarity (positive and negative sentiment) can indi-
cate stock price movements a few days in advance. Finally, we adapted the 
Support Vector Machine classification mechanism to categorize tweets into 
three sentiment categories (positive, negative and neutral), resulting in im-
proved predictive power of the classifier in the stock market application. 

Keywords: stock market, Twitter, predictive sentiment analysis, sentiment 
classification, positive sentiment probability, Granger causality. 

1 Introduction 

Trying to determine future revenues or stock prices has attracted a lot of attention in 
numerous research areas. Early research on this topic claimed that stock price move-
ments do not follow any patterns or trends and past price movements cannot be used 
to predict future ones [1]. Later studies, however, show the opposite [2]. It has also 
been shown that emotions have an effect on rational thinking and social behavior [3] 
and that the stock market itself can be considered as a measure of social mood [4].  

As more and more personal opinions are made available online, recent research in-
dicates that analysis of online texts such as blogs, web pages and social networks can 
be useful for predicting different economic trends. The frequency of blog posts can be 
used to predict spikes in the actual consumer purchase quantity at online retailers [5]. 
Moreover, it was shown by Tong [6] that references to movies in newsgroups were 
correlated with their sales. Sentiment analysis of weblog data was used to predict mov-
ies' financial success [7]. Twitter1 posts were also shown to be useful for predicting 

                                                           
1 www.twitter.com 
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box-office revenues of movies before their release [8]. Thelwall et al. [9] analyzed 
events in Twitter and showed that popular events are associated with increases in aver-
age negative sentiment strength. Ruiz et al. [10] used time-constrained graphs to study 
the problem of correlating the Twitter micro-blogging activity with changes in stock 
prices and trading volumes. Bordino et al. [11] have shown that trading volumes of 
stocks traded in NASDAQ-100 are correlated with their query volumes (i.e., the num-
ber of users’ requests submitted to search engines on the Internet). Gilbert and Karaha-
lios [12] have found out that increases in expressions of anxiety, worry and fear in 
weblogs predict downward pressure on the S&P 500 index. Moreover, it was shown by 
Bollen et al. [13] that changes in a specific public mood dimension (i.e., calmness) can 
predict daily up and down changes in the closing values of the Dow Jones Industrial 
Average Index. In our preliminary work [14] we used the volume and sentiment polari-
ty of Apple financial tweets to identify important events, as a step towards the predic-
tion of future movements of Apple stock prices. 

The paper follows a specific approach to analyzing stock price movements, contri-
buting to the research area of sentiment analysis [15,6,16,17], which is aimed at de-
tecting the authors’ opinion about a given topic expressed in text. We use the term 
predictive sentiment analysis to denote the approach in which sentiment analysis is 
used to predict the changes in the phenomenon of interest. Our research goal is to 
investigate whether large-scale collections of daily posts from social networking and 
micro-blogging service Twitter are a suitable data source for predictive sentiment 
analysis. In our work we use the machine learning approach to learn a sentiment clas-
sifier for classification of financial Twitter posts (tweets) and causality analysis to 
show the correlation between sentiment in tweets and stock price movements. In addi-
tion, visual presentation of the sentiment time series for detection of important events 
is proposed. We analyzed financial tweets of eight companies (Apple, Amazon, Bai-
du, Cisco, Google, Microsoft, Netflix and Research In Motion Limited (RIM)) but 
due to space limitations, detailed analysis of only two companies (Google and Net-
flix) is presented in this paper. 

The paper is structured as follows. Section 2 discusses Twitter specific text prepro-
cessing options, and presents the developed Support Vector Machine (SVM) tweet 
sentiment classifier. The core of the paper is presented in Section 3 which presents the 
dataset collected for the purpose of this study, and the methodology developed for 
enabling financial market prediction from Twitter data. The developed approach pro-
poses positive sentiment probability as an indicator for predictive sentiment analysis 
in finance. Moreover, by using the Granger causality test we show that sentiment 
polarity (positive and negative sentiment) can indicate stock price movements a few 
days in advance. Furthermore, since financial tweets do not necessarily express the 
sentiment, we have introduced sentiment classification using the neutral zone, which 
allows classification of a tweet into the neutral category, thus improving the predic-
tive power of the sentiment classifier in certain situations. We conclude with a sum-
mary of results and plans for further work in Section 4. 
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2 Tweet Preprocessing and Classifier Training 

In this work, we use a supervised machine learning approach to train a sentiment clas-
sifier, where classification refers to the process of categorizing a given observation 
(tweet) into one of the given categories or classes (positive or negative sentiment 
polarity of a tweet). The classifier is trained to classify new observations based on a 
set of class-labeled training instances (tweets), each described by a vector of features 
(terms, formed of one or several consecutive words) which have been pre-categorized 
manually or in some other presumably reliable way. This section describes the data-
sets, data preprocessing and the algorithm used in the development of the tweet sen-
timent classifier, trained from a set of adequately preprocessed tweets. 

There is no large data collection available for sentiment analysis of Twitter data, 
nor a data collection of annotated financial tweets. For this reason, we have trained 
the tweet sentiment classifier on an available large collection of tweets annotated by 
positive and negative emoticons collected by Stanford University [18], approximating 
the actual positive and negative sentiment labels. This approach was introduced by 
Read [19]. The quality of the classifier was then evaluated on another set of actually 
manually labeled tweets. 

To train the tweet sentiment classifier, we used a dataset of 1,600,000 (800,000 
positive and 800,000 negative) tweets collected and prepared by Stanford University, 
where positive and negative emoticons serve as class labels. For example, if a tweet 
contains “:)”, it is labeled as positive, and if it contains “:(“, it is labeled as negative. 
Tweets containing both positive and negative emoticons were not taken into account. 
The list of positive emoticons used for labeling the training set includes :), :-), : ), :D, 
and =), while the list of negative emoticons consists of :(, :-(, and : (. Inevitably this 
simplification results in partially correct or noisy labeling. The emoticons were 
stripped out of the training data for the classifier to learn from other features that de-
scribe the tweets. The tweets from this set do not focus on any particular domain. 

The test data set collected and labeled by Stanford University contains tweets be-
longing to the different domains (companies, people, movies…). It consists of 498 
manually labeled tweets, of which 182 were labeled as positive, 177 as negative and 
the others labeled as neutral. The tweets were manually labeled based on their senti-
ment, regardless of the presence of emoticons in the tweets.  

As the Twitter community has created its own language to post messages, we ex-
plore the unique properties of this language to better define the feature space. The 
following tweet preprocessing options [18,20] were tested: 

• Usernames: mentioning of other users by writing the “@” symbol and the user-
name of the person addressed was replaced a unique token USERNAME.  

• Usage of Web Links: web links were replaced with a unique token URL. 
• Letter Repetition: repetitive letters with more than two occurrences in a word 

were replaced by a word with one occurrence of this letter, e.g., word loooooooove 
was replaced by love.  

• Negations: since we are not interested in particular negations, but in negation ex-
pressions in general, we replaced negation words (not, isn't, aren't, wasn't, weren't, 
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hasn't, haven't, hadn't, doesn't, don't, didn't) with a unique token NEGATION. This 
approach handles only explicit negation words and treats all negation words in the 
same way. Implicit negations and negative emotions presented in a tweet (e.g., 
Avoid CompanyX) are nevertheless handled to some extent by using unigrams and 
bigrams which assign negative sentiment to a word or a phrase in a tweet. 

• Exclamation and Question Marks: exclamation marks were replaced by a token 
EXCLAMATION and question marks by a token QUESTION. 

In addition to Twitter-specific text preprocessing, other standard preprocessing steps 
were performed [21] to define the feature space for tweet feature vector construction. 
These include text tokenization, removal of stopwords, stemming, N-gram construc-
tion (concatenating 1 to N stemmed words appearing consecutively) and using mini-
mum word frequency for feature space reduction. In our experiments, we did not use 
a part of speech (POS) tagger, since it was indicated by Go et al. [18] and Pang et al. 
[22] that POS tags are not useful when using SVMs for sentiment analysis.  

The resulting terms were used as features in the construction of TF-IDF feature 
vectors representing the documents (tweets). TF-IDF stands for term frequency-
inverse document frequency feature weighting scheme [23] where weight reflects 
how important a word is to a document in a document collection.  

There are three common approaches to sentiment classification [24]: (i) machine 
learning, (ii) lexicon-based methods and (iii) linguistic analysis. Instead of developing 
a Twitter-specific sentiment lexicon, we have decided to use a machine learning ap-
proach to learn a sentiment classifier from a set of class labeled examples. We used 
the linear Support Vector Machine (SVM) algorithm [25,26], which is standardly 
used in document classification. The SVM algorithm has several advantages, which 
are important for learning a sentiment classifier from a large Twitter data set: it is 
fairly robust to overfitting, it can handle large feature spaces [23,27] and it is memory 
efficient [28]. Given a set of labeled training examples, an SVM training algorithm 
builds a model which represents the examples as points in space separated with a 
hyperplane. The hyperplane is placed in such a way that examples of the separate 
categories are divided by a clear gap that is as wide as possible. New examples are 
then mapped into that same space and predicted to belong to a class based on which 
side of the hyperplane they are.  

The experiments with different Twitter-specific preprocessing settings were per-
formed to determine the best preprocessing options which were used in addition to the 
standard text preprocessing steps. The best classifier, according to the accuracy on the 
manually labeled test set, was obtained with the following setting: using N-grams of 
size 2, using words which appear at least two times in the corpus, replacing links with 
the URL token and by removing repeated letters in words. This tweet preprocessing 
setting resulted in feature construction of 1,254,163 features used for classifier train-
ing. Due to space limitations, the entire set of experimental results, including ten-fold 
cross-validation results, is not presented in the paper. Classifier testing showed that 
this preprocessing setting resulted in 81.06% accuracy on the test set, a result compa-
rable to the one achieved by Go et al. [18]. 
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3 Stock Market Analysis 

This section investigates whether sentiment analysis on tweets provides predictive 
information about the values of stock closing prices. By applying the best classifier 
obtained with the process explained in Section 2, two sets of experiments are per-
formed. In the first one, in which tweets are classified into two categories, positive or 
negative, the newly proposed sentiment indicators are calculated with the purpose of 
testing their correlation with the corresponding stock’s closing price. We also present 
a data visualization approach used for detecting interesting events. In the second set 
of experiments the initial approach is advanced by taking into account the neutral 
zone, enabling us to identify neutral tweets (not expressing positive or negative sen-
timent) as those, which are “close enough” to the SVM’s model hyperplane. This 
advancement improves the predictive power of the methodology in certain situations.  

3.1 Data Used in the Stock Market Application 

A large dataset was collected for these experiments. On the one hand, we collected 
152,572 tweets discussing stock relevant information concerning eight companies in 
the period of nine months in 2011. On the other hand, we collected stock closing pric-
es of these eight companies for the same time period. The data source for collecting 
financial Twitter posts is the Twitter API2, i.e., the Twitter Search API, which returns 
tweets that match a specified query. By informal Twitter conventions, the dollar-sign 
notation is used for discussing stock symbols. For example, $GOOG tag indicates that 
the user discusses Google stocks. This convention simplified the retrieval of financial 
tweets. We analyzed English posts that discussed eight stocks (Apple, Amazon, Bai-
du, Cisco, Google, Microsoft, Netflix and RIM) in the period from March 11 to De-
cember 9, 2011. The stock closing prices of the selected companies for each day were 
obtained from the Yahoo! Finance3 web site.  

3.2 Sentiment and Stock Price Visualization 

Using the best classifier obtained with the process explained in Section 2, we classi-
fied the tweets into one of two categories (positive or negative), counted the numbers 
of positive and negative tweets for each day of the time series, and plotted them to-
gether with their difference, the moving average of the difference (averaged over 5 
days), and the daily stock closing price. The proposed visual presentation of the sen-
timent time series for Google can be seen in Fig. 1. Peaks show the days when people 
intensively tweeted about the stocks. Two outstanding positive peaks can be observed 
in August and October 2011. One is a consequence of Google buying Motorola Mo-
bility and the other is due to recorded high increase in revenue and earnings for 
Google year-over-year. 

                                                           
2 https://dev.twitter.com/ 
3 http://finance.yahoo.com/ 
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Fig. 1. Number of positive (green) and negative (red) tweet posts, their difference (blue), the 
moving average of the difference (averaged over 5 days), and the stock closing price per day 
for Google 

 

Fig. 2. Number of positive (green) and negative (red) tweet posts, their difference (blue), the 
moving average of the difference (averaged over 5 days), and the stock closing price per day 
for Netflix 

This type of visualization can be used as a tool for easier and faster overview anal-
ysis of important events and general observation of trends. Relation of stock price and 
sentiment indicators time series provides insight into the reasons for changes in the 
stock price: whether they should be prescribed to internal market phenomena (e.g., 
large temporary buying/selling) or external phenomena (news, public events, social 
trends), which are expressed also in our sentiment indicators. It is interesting to ob-
serve how the tweet sentiment time series is often correlated with the stock closing 
price time series. For example, the sentiment for Netflix (Fig. 2) at the beginning of 
the year was mostly positive. As sentiment reversed its polarity in July, the stock 
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closing price started to fall. For the whole second half of the year, sentiment remained 
mostly negative and the stock closing price continued to fall. On the other hand, a few 
days correlation between the sentiment and the stock closing price cannot be observed 
with the naked eye. For example, in Fig. 1 “Google buys Motorola” event has high 
amount of positive sentiments but stock price seems to drop. To calculate the real 
correlation we employ causality analysis, as explained in the next section. 

3.3 Causality Analysis 

We applied a statistical hypothesis test for stationary time series to determine whether 
tweet sentiment is related with stock closing price in the sense of containing predic-
tive information about the values of the stock closing price or the other way around. 
To this end, we performed Granger causality analysis [29]. Time series X is said to 
Granger-cause Y if it can be shown that X values provide statistically significant in-
formation about future values of Y. Therefore, the lagged values of X will have a sta-
tistically significant correlation with Y. The output of the Granger causality test is the 
p-value. In statistical hypothesis testing, the p-value is a measure of how much evi-
dence we have against the null hypothesis [30]; the null hypothesis is rejected when 
the p-value is less than the significance level, e.g., 5% (p < 0.05). 

Positive Sentiment Probability. To enable in-depth analysis, we propose the positive 
sentiment probability sentiment indicator to be used in predictive sentiment analysis 
in finance. Positive sentiment probability is computed for every day of a time series 
by dividing the number of positive tweets by the number of all tweets on that day. 
This ratio is used to estimate the probability that the sentiment of a randomly selected 
tweet on a given day is positive. 

Time Series Data Adaptation. To test whether one time series is useful in forecast-
ing another, using the Granger causality test, we first calculated positive sentiment 
probability for each day and then calculated two ratios, which we have defined in 
collaboration with the Stuttgart Stock Exchange experts: (a) Daily change of the posi-
tive sentiment probability: positive sentiment probability today – positive sentiment 
probability yesterday, and (b) Daily return in stock closing price: (closing price today 
– closing price yesterday)/closing price yesterday. 

Hypotheses Tested. We applied the Granger causality test in two directions, to test 
the following two null hypotheses: (a) “sentiment in tweets does not predict stock 
closing prices'' (when rejected, meaning that the sentiment in tweets Granger-cause 
the values of stock closing prices), and (b) “stock closing prices do not predict senti-
ment in tweets'' (when rejected, meaning that the values of stock closing prices Gran-
ger-cause the sentiment in tweets). 

We performed tests on the entire 9 months’ time period (from March 11 to Decem-
ber 9, 2011) as well as on individual three months periods (corresponding approx-
imately to: March to May, June to August and September to November). In Granger 
causality testing we considered lagged values of time series for one, two and three 
days, respectively. The results indicate that in several settings sentiment of tweets can 
predict stock price movements. Results were especially strong for Netflix (Table 1), 
Baidu (all day lags for June-August and 2 and 3 day lags for March-May), Microsoft 
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(1 and 2 days lag for March-May and 1 day lag for the entire 9 months’ time period), 
Amazon (2 and 3 days lag for September-November and 3 days lag for March-May) 
and RIM (all day lags for the entire 9 months’ time period). For the given period, 
these companies had many variations in the closing price values (Baidu, Microsoft 
and Amazon) or a significant fall in the closing price (Netflix and RIM). On the other 
hand, the correlation is less clear for the other companies: Apple, Cisco and Google, 
which did not have many variations nor a significant fall in the closing price values 
for the given time period. This means that in the situations explained above, Twitter 
feeds are a suitable data source for predictive sentiment analysis and that daily 
changes in values of positive sentiment probability can predict a similar rise or fall of 
the closing price in advance. 

Table 1. Statistical significance (p-values) of Granger causality correlation between daily 
changes of the positive sentiment probability and daily return of closing prices for Netflix 

NETFLIX Lag Stocks = f(Tweets) Tweets =f(Stocks) 

9 months 1 day 0.1296 0.8784 
March - May 1 day 0.9059 0.3149 
June - August 1 day 0.1119 0.7833 

September - November 1 day 0.4107 0.8040 
9 months 2 days 0.0067** 0.6814 

March - May 2 days 0.4311 0.3666 
June - August 2 days 0.2915 0.0248** 

September - November 2 days 0.0007*** 0.9104 
9 months 3 days 0.0084** 0.6514 

March - May 3 days 0.6842 0.3942 
June - August 3 days 0.5981 0.0734* 

September - November 3 days 0.0007*** 0.8464 

*p < 0.1 
**p < 0.05 
***p < 0.001 

 
Second Experimental Setup Results, Using the SVM Neutral Zone. In this section 
we address a three class problem of classifying tweets into the positive, negative and 
neutral category, given that not all tweets are either positive or negative. Since our 
training data does not contain any neutral tweets, we define a neutral tweet as a tweet 
that is “close enough” to the SVM model’s hyperplane. Let us define the neutral zone 
to be the area along the SVM hyperplane, parameterized by t which defines its extent. 
Let dPa be the average distance of the positive training examples from the hyperplane 
and, similarly, let dNa be the average distance of the negative training examples from 
the hyperplane. Then, the positive bound of the neutral zone is computed as 

dP(t) = t · dPa   (2) 

Similarly, the negative bound of the neutral zone is computed as  

dN(t) = t · dNa   (3) 

If a tweet x is projected into this zone, i.e., dN(t)<d(x)<dP(t), then it is assumed to bear 
no sentiment, i.e., that it is neutral. This definition of the neutral zone is simple and 
allows fast computation. Its drawback, however, is its lack of clear and general inter-
pretation outside the context of a particular SVM classifier. 
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A series of experiments were conducted where the value for t, i.e., the size of the 
neutral zone, was varied and tested on manually labeled 182 positive and 177 nega-
tive tweets included in the test data set described in Section 2. Tweets were prepro-
cessed using the best tweet preprocessing setting described in Section 2. With every 
new value of t, we calculated the accuracy on the test set and the number of opinio-
nated (non–neutral) tweets, where the accuracy is calculated based on tweets that are 
classified as positive or negative by the SVM classifier described in Section 2. As a 
result of not taking neutral tweets into account when calculating the accuracy, the 
accuracy gets higher as we increase the t value (see Fig. 3). Hence, as we expand the 
neutral zone, the classifier is more confident in its decision about labeling opinionated 
tweets. As a negative side effect of increasing the neutral zone, the number of opinio-
nated tweets is decreasing. We show this phenomena in Fig. 3, where also the number 
of opinionated tweets (classified as positive or negative) is plotted.  

Accuracy is not a good indicator in the presented 3-class problem setting, therefore 
we experimentally evaluated the neutral zone according to its effect directly on stock 
price prediction. We repeated our experiments on classifying financial tweets, but 
now also taking into account the neutral zone. Since the Granger causality analysis 
showed that tweets could be used to predict movements of stock prices, we wanted to 
investigate whether the introduction of the neutral zone would further improve predic-
tive capabilities of tweets. Therefore, every tweet which mentions a given company 
was classified into one of the three categories: positive, negative or neutral. Then, we 
applied the same processing of data as before (count the number of positive, negative 
and neutral tweets, calculate positive sentiment probability, calculate daily changes of 
the positive sentiment probability and daily return of stocks` closing price) and Gran-
ger analysis test. We varied the t value from 0 to 1 (where t=0 corresponds to classifi-
cation without the neutral zone) and calculated average p-value for the separate day 
lags (1, 2 and 3). Results for Google and Netflix are shown in Fig. 4 and Fig. 5. 

From Fig. 3 it follows that it is reasonable to focus on the parts of the plots that 
correspond to narrow boundaries of the neutral zone, for which the number of opinio-
nated tweets is still considerable (for example up to 0.6). Slightly below 0.6 at 10% 
increase in accuracy, the loss of opinionated tweets is only at 20%. As for Google, 
shown in Fig. 4, the introduction of the neutral zone proved to be beneficial, as we got 
more significant p-values and the average p-value initially dropped. The best correla-
tion between sentiment in tweets and stock closing price is observed at t=0.2 where  
 

 

Fig. 3. The accuracy and the number of opinionated tweets while changing the value of t 
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Fig. 4. Number of significant p-values (less than 
0.1, column chart) and average p-values (line 
chart) for every day lag while changing the t
value for Google 

   Fig. 5. Number of significant p-values (less
than 0.1, column chart) and average p-
values (line chart) for every day lag while
changing the t value for Netflix 

 
for every day lag we obtained a significant result and at t=0.3 where the average p-
value is the lowest. Also for most of the other companies (Apple, Amazon, Baidu, 
Cisco and Microsoft), the neutral zone improved the predictive power of tweets, 
mostly for 2 and 3 days lags, given that the average p-value decreased when adding 
the neutral zone. Taking into account the number of significant p–values, the im-
provement was observed for Apple and Baidu, for Microsoft and Cisco there was a 
small and mixed improvement and for Amazon the number of p-values even dropped. 
In general, the best improvement was obtained with t=0.2. 

For Netflix (see Fig. 5) and for RIM the neutral zone did not prove to be so useful. 
The neutral zone had the most positive effect on the results of Baidu and the least 
positive effects on the results for RIM. By analyzing these two extreme cases we ob-
served that the closing price of Baidu had many variations and the RIM stock closing 
price has constant fall during a larger period of time. These observations of a relation 
between the impact of the neutral zone and the stock price variations hold also for 
most of the other companies.  

In summary, it seems that when there is no apparent lasting trend of the closing 
price of a company, people write diverse tweets, with or without sentiment expressed 
in them. In such cases, it is desirable to use the neutral zone to detect neutral tweets in 
order to calculate the correlation only between the opinionated tweets and the stock 
closing price. On the other hand, it seems that once it is clear that the closing price of 
some company is constantly falling, people tend to write tweets in which they strong-
ly express their opinion about this phenomenon. In this case, we might not need the 
neutral zone since there is no, or a very small number, of neutral tweets. The introduc-
tion of the neutral zone in such a situation may result in loss of information due to the 
tweets which get misclassified as neutral.  

4 Conclusions 

Predicting future values of stock prices is an interesting task, commonly connected to 
the analysis of public mood. Given that more and more personal opinions are made 
available online, various studies indicate that these kinds of analyses can be auto-
mated and can produce useful results. This paper investigates whether Twitter feeds 
are a suitable data source for predictive sentiment analysis. Financial tweets of eight 
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companies (Apple, Amazon, Baidu, Cisco, Google, Microsoft, Netflix and RIM) were 
analyzed. The study indicates that changes in the values of positive sentiment proba-
bility can predict a similar movement in the stock closing price in situations where 
stock closing prices have many variations or a big fall. Furthermore, the introduced 
SVM neutral zone, which gave us the ability to classify tweets also into the neutral 
category, in certain situations proved to be useful for improving the correlation be-
tween the opinionated tweets and the stock closing price. 

In future, we plan to experiment with different datasets for training and testing the 
classifier, preferably from a financial domain, in order for the classifier to be more 
finance adjusted since we are interested in this particular domain. Furthermore, we 
intend to expand the number of companies for further analysis to gain more insights 
in which situations our approach is most applicable. Finally, we plan to adjust our 
methodology to data streams with the goal to enable predicting future changes of 
stock prices in real-time. 
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Abstract. Microblogging platforms are at the core of what is known as the Live
Web: the most dynamic, and fast changing portion of the web, where content is
generated constantly by the users, in snippets of information. Therefore, the Live
Web (or Now Web) is a good source of information for event detection, because
it reflects what is happening in the physical world in a timely manner. Mean-
while, it introduces constraints and challenges: large volumes of unstructured,
noisy data, which are also as diverse as the users and their interests. In this work
we present a prototype User Interface (UI) of our TwInsight system, which deals
with event detection of real-world phenomena from microblogs. Our system ap-
plies i) emotion extraction techniques on microblogs, and ii) location extraction
techniques on user profiles. Combining these two, we convert highly unstructured
content to thematically enriched, locational information, which we present to the
user through a unified front-end. A separate area of the UI is used to show events
to the user, as they are identified. Taking into account the characteristics of the
setting, all of the components are updated along the temporal dimension. We dis-
cuss each part of our UI in detail, and present anecdotal evidence of its operation
through two real-life event examples.

Keywords: Spatiotemporal analysis, Emotions, Live Web, Event detection.

1 Introduction

To turn data into information and, eventually, knowledge, one needs to rely on tools that
facilitate these processes. Data and information visualization, and more recently visual
analytics [1,2], are well-known techniques towards this direction. Their aim is to present
information in a way that captures the underlying characteristics of the dataset, with a
specific goal in mind. For example, graph visualization may be useful when searching
for connectivity, distance properties or the existence of specific structure(s) [3]. Simi-
larly, human mobility patterns [4] or trajectories of wildlife [5] can make much more
sense, when presented on a map than as a raw sequence of 2 dimensional points.

Attempting to visualize microblogging data poses a lot more problems. Being at
the core of what is coined as the Live Web, i.e., the most fast paced, ever changing,
user generated portion of the contemporary Web, microblogs consist of highly noisy,
unstructured information. The content is as diverse in terms of topics and language as
the platform’s users, who are numerous and increasing. For instance, Twitter – the most
well-known microblogging service – now counts more than 200 million active users,

A. Holzinger and G. Pasi (Eds.): HCI-KDD 2013, LNCS 7947, pp. 89–100, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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with an approximate 340 million “tweets” on a daily basis 1. Moreover, their short
length makes it hard to understand what is being discussed when seen out of context.
Clearly, gaining useful insights from such voluminous data and presenting it in a user-
friendly way is a challenging task at best.

Trying to visualize all microblogging information would almost certainly result in
a lot of clutter, and would negate any advantages of data visualization. Therefore, a
better alternative would be to visualize what is important or significant in the aggregate.
Such information is usually the aftermath of an event. Event identification, and prompt
notification of their occurrence, is an important task for crisis management, decision
making and resource allocation, to name a few. However, we still lack the tools to
present such information extracted from microblogging data in a meaningful way. We
identify the main reasons to be: i) unstructured content, ii) high volume of data, iii)
real-time nature of medium.

In this work, we present a User Interface (UI) prototype, which is the front end of
TwInsight, an event detection system for the Live Web. Given the setting and our primary
objective, TwInsight is essentially targeted at knowledge discovery from big data. TwIn-
sight relies on Twitter data as its source of information and extracts emotional signals
from the received microblogs. Therefore, our system is inherently related to sentiment
analysis and text analytics methods. TwInsight also extracts information from a user’s
profile to map them to a location. Note that in both cases, the input data is in unstruc-
tured (textual) form. Combining these two, we are able to identify events by means of
a high deviation of the emotional state of users, usually dispersed over a geographi-
cal region. Therefore, TwInsight’s UI amasses all that information and presents it in a
unified way. The user is able to zoom-in / out of areas, to better understand how events
impact each region separately. They can also alter the temporal granularity at which mi-
croblogs are processed, to gain insights on the lasting effects of each event. Towards this
direction, we also visualize the emotional state of received microblogs on a world map.
Therefore, the UI serves not only as a front-end to event detection, but also as a real-
time, spatio-temporal hedonometer of the monitored users. Finally, identified events are
presented in a dedicated area of the UI, together with a brief description. This way, a
user will be notified about events of significance right away.

We integrate all of that information and present it through a custom Graphical User
Interface (GUI). Given the temporal dynamics of our data source, all components are
temporal, i.e., they change over time as needed. Our GUI is built in a way that reflects
the functionality of each component in a contextualized manner. For example, the lo-
cation extraction component places users on a Mercatorian map, whereas emotions are
shown in separate windows as they change over time, individually for each monitored
location. At the same time, the components interact with each other, so that the user can
maximize the information they obtain.

Overall, our UI integrates three distinct facets of representing tweets:

1. Emotional analysis, grounded on influential notions from affective and cognitive
theories from psychology. Sentiment analysis, text analytics, and classic data min-
ing methods are utilized for this purpose.

2. Location extraction and geocoding of users, placing them on a map.

1 https://business.twitter.com/basics/what-is-twitter/

https://business.twitter.com/basics/what-is-twitter/
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3. Describing events, as a result of their temporal, spatial and emotional characteris-
tics, thereby facilitating knowledge extraction from big data.

2 Related Work

Various systems and approaches have been proposed with the aim of identifying events
from microblogging services. For example, [6] was one of the earliest works, dealing
with the identification of earthquakes in Japan. Their approach was quite limited in the
sense that they were solely interested in earthquakes, thereby looking for events of a
very specific type. The authors also presented some pictures of a web-based earthquake
alerting service, but they did not give any additional information. Their interface also
looked rather simplistic, in that information was only posted to the website, without any
further interaction.

The work presented in [7] discusses an event identification technique from mi-
croblogs, regardless of type. Moreover, in an extended version of their work2, the au-
thors presented a User Interface to their approach, but in that case limited themselves
to a very specific event type: the SGE 2011 elections. A distinctive difference between
their work and ours, is that we do not constrain ourselves to events of a particular type,
when it comes to visualization. Most importantly, we are interested in providing as
much information regarding the event as possible, to help users make informed deci-
sions. We also map users to location, using custom location extraction techniques which
is assumed to be known a priori in [7]. Overall, visualizing events and their related in-
formation is the basic purpose of our research.

TEDAS [8] is another research approach for event detection from Twitter data. How-
ever, events are extracted from whitelisted sources, which are practically news reporting
agencies / channels. TwitterStand [9] does the exact same thing. Identifying events in
such a way is trivial. Most importantly, though, it does not consider the users’ reactions
to these events, which we do. We are also highly interested in the location of the users
and map them on a world map, which is not the case of [8].

Finally, the work in [10] has emotion extraction from tweets as its sole goal, and
monitors users from specific locations in the United Kingdom. The authors then gen-
erate plots based on the extracted emotions and their variation over time, but do not
try to correlate events with emotions in real time. Emotions have also been actively re-
searched as a standalone discipline of psychology [11], as well as for their implications
on usability and user experience issues [12]. Unlike these fields of research, emotions
are for us a tool that we rely on, to identify events. Emotion extraction is only one of
the three main components that we are interested in, which we monitor in real time.
In particular, we extract emotions from received tweets, and attribute sudden changes
to emotional states to external factors (events), which we try to identify automatically
through subsequent analysis. We then present this information in a unified UI, allowing
for multiple temporal and spatial scales to monitor events.

2 www.hpl.hp.com/techreports/2011/HPL-2011-98.pdf

www.hpl.hp.com/techreports/2011/HPL-2011-98.pdf
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3 The TwInsight UI

We start with a brief overview of the processes that take place, before presenting the
information to the user. Our only source of information is Twitter, and we receive tweets
through the Gardenhose, which gives us a 10% access to all public tweets. Each received
tweet undergoes the following two steps: i) emotion extraction to find out whether it
conveys an emotion ii) location extraction, to associate the tweet with a target location.
To identify events, we aggregate tweets over the temporal dimension, and process their
collective information at the end of each aggregation interval. For example, every 10
minutes, we process the tweets that we received during the last 10’ interval. This gives
a trade-off between real-time reporting and computational resources.

In addition to the temporal dimension, events are identified based on their spatial
coherence as well, which is why we need the loation extraction step. For event detection
purposes, mapping users at the town level should be sufficient, although higher levels
(e.g. county or state) could also be used, especially when aggregate information at the
lower levels is not enough. Users are mapped to as precise a location as possible (e.g.,
town or suburb), subject to the textual information that they provide. For instance, a
user indicating their location as “Athens, Greece”, can be mapped at the town level. On
the contrary, a user with “CA, USA”, can only be mapped at a state level. However, we
should find a way to present both of them to our UI. The reason is that the end-user
may see some patterns at a coarser / more fine-grained level than what they are already
monitoring, and they may want to switch between views.

Taking into account all of the above, we identify three major components that our
User Interface should have, which we describe in detail in the following paragraphs:

i) Location Extraction / Geocoding of users
ii) Emotion extraction from tweets

iii) Event description / summarization

We consider the model of 6 basic emotions proposed by american psychologist Paul
Ekman [11]. We also use a “Neutral” (or “None”) emotion, to indicate the absence of
an emotion, leading to a total of 7 target classes. Emotions have also been associated
with specific colors, through color psychology and other emotional theories. Both the
emotions and their mapping to colors shown in Table 1.

Table 1. Mapping of emotions to colors, and examples of corresponding tweets

Emotion Color Example

NEUTRAL White I am Dept. of Informatics & Telecommunications (Athens, Greece)
ANGER Red I hate it when I do something and everybody finds out! :@
DISGUST Purple RT Retweet this if you too are offended by #HoulaMassacre #Syria
FEAR Yellow I’m afraid this won’t work out well
JOY Green Goaaaaaaaaaaaaaaal!!!!! Let’s go @chelseafc!!! #cfc
SADNESS Blue I miss my baby :(
SURPRISE Orange @gvalk are you serious!?
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3.1 Location Extraction

It has been generally observed that users in social settings are unwilling to provide their
location. With the exception of 5% of all users, who provide highly accurate location
information, through GPS, the rest give textual descriptions of their location or do not
disclose it at all.

To address this problem, and be able to make use of the larger portion of the users,
we have built an custom service to extract locations from textual information [13]. This
process is also commonly known as geocoding. The reason we perform custom geocod-
ing is that querying web services in real time, is not only cost ineffective, but also very
time consuming, especially if we adhere to the politeness policy that web crawlers are
expected to. This policy, basically, dictates that a web crawler should not request data
from the same domain too aggressively, but should wait between consecutive requests.
Typical values are between 10 seconds to 1 minute. Geocoding all of Twitter’s currently
active users (more than 200M users) with a 1 second interval would take more than 6
years to complete. For similar reasons, we opt for a custom map display.

Using online resources, such as the GeoNames database3 and a dataset constructed
by crawling Flickr places to derive an administrative hierarchy, we are not only able to
geocode text locations, but we now have access to geodetic coordinates, i.e. (lat, lon),
of these locations. It is worth noting that the hierarchy could also be constructed al-
gorithmically (e.g. hierarchical clustering). Therefore, we can present this information
to the user in an easily perceived 2D World Map. Geodetic coordinates can be trans-
formed to cartesian ones (and vice-versa) using map projection equations, e.g. Mercato-
rian projections. The displayed world map is visualized using KML (Keyhole Markup
Language) files, thereby conforming to OGC-compatible Open Standards.

The middle area of Fig. 4 is covered by the initial map that is displayed to the user4.
The user is allowed to zoom in and out of areas, by selecting from a set of target
countries, for which we currently perform emotion detection. Once a tweet has passed
through emotional extraction and geocoding, it is displayed on the map in the following
way: Given the location where the tweet was mapped to, we descend the hierarchy, in
a random way, until we reach the lowest levels, i.e. a town or suburb in our case. If
the tweet was mapped to a town / suburb in the first place, there is nothing more to do.
Given the emotion of that tweet, we then color that region with the respective color of
that emotion.

Currently, “coloring a town” means that we set the pixel corresponding to its location
on the map to the color of the emotion. Although we only set a few pixels to that color,
we expect that, in the aggregate, surges of emotions will become evident. Coloring
pixels instead of broader areas has the advantage that we can update the UI easily and
most importantly in real time. Newer emotions take precedence over older ones, and a
town is always colored based on the most recent information. Finally, as time goes by,
old town colorings are removed from the map, to accomodate for newer information, or
simply returning it to the original color.

3 http://www.geonames.org/
4 The colors have been reversed, for printing efficiency.

http://www.geonames.org/
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3.2 Emotion Classification

As we have already described, upon receiving a tweet we cast it to one of the 7 emotions,
shown in Table 1, according to the conveyed emotion, not the one that is being invoked.
To understand the difference, consider the popular @chuck facts Twitter account, that
posts funny quotes about the famous actor. Such humorous tweets are used to invoke
joy to the reader, but do not express any particular feeling of the poster.

In order to map tweets to emotions, we have built a decision tree classifier based on
a gold standard of nearly 6700 tweets, tagged by human annotators. The basic feature
set consists of the tweet’s tokens, but we also consider features unique to the Twitter
service, such as number of retweets, number of mentioned entities, whether external
resources (URLs) are present, as well as emoticons, and so on. We augmented our initial
dataset of emotional terms with additional resources, such as Affective Wordnet [14],
and the moods dataset [15] from blogs, which associate specific terms with a given
mood or emotion. Table 1 portrays an example tweet for each emotion, where we can
easily identify terms, phrases, or even structural information to attribute the mapping.

In addition to displaying the emotions of tweets on the map, as discussed in the pre-
vious section, we also use a separate area of our UI for plotting the extracted emotions.
The main reason is to provide a clearer view to the end-user, which will allow them
to gain additional insights regarding some specific monitored locations. For instance,
this approach makes it easier to observe how the emotional behavior of microbloggers
varies over longer periods of time, therefore serving as a spatio-temporal hedonometer.

We use two distinct approaches to display this type of information to the user: The
first one is to use cardiograms, whereas the second one is to use histograms. In the first
case, all emotions of a specific location are shown in the same area. Fig. 1 shows an
example of this visualization, in three distinct timestamps, for the United States. Similar
cardiograms are displayed for other locations. This enables the end-user to understand
the interplay – or lack thereof – of emotions experienced in that area.

For instance, neutral emotions (black line) make up most of the number of tweets that
are received, with emotions of joy being second in line. An important observation is the
difference between the trends of tweets conveying an emotion and the neutral ones.
As a specific example, consider Fig. 1(b), where we can clearly see a distinctive surge
in neutral tweets, right after the middle. However, this surge is not shared by tweets
conveying an emotion, implying that we can avoid spurious bursts by using emotional
theories. The figures also validate our intuition that we should rely on emotions to detect
events, rather than use simpler aggregations: If the lines were identical (even if simply
translated), there would be no merit in using emotional signals; monitoring the entire
stream at once (i.e., tweet counting) should be sufficient. This is not the case, as the
lines are different from one another.

The second approach, shown in Fig. 4 at the bottom of the screen uses histograms,
and displays each emotion separately. Once again, the emotions are updated along the
temporal dimension. This visualization allows for better understanding of how each
emotion is varied in a specific area over time. It also gives a clearer view of the mag-
nitude of each emotion at a specific point in time. Once more, emotions are colored
appropriately, to give a semantic flavor to the visualization.
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(a) t1 (b) t2 (c) t3

Fig. 1. Cardiograms of emotions, for three distinct timestamps in the United States

3.3 Event Detection

Event detection is our primary objective, and emotional cues are the means to achieve
this goal. Following cognitive and affective theories [16], our event detection mecha-
nism is based on the assumption that tweets which deviate significantly from the (aggre-
gate) norm are the result of such events. We will not elaborate further on the mechanics
behind event detection, as they go well beyond the scope of this paper. Suffice to say
that we maintain an online sample of the received data, and that unlike other alterna-
tives, we rely strictly on data streamed by Twitter and not on query-based solutions.
Therefore, our system operates as though the stream was observed by the service itself.

Once an event is identified, we need to present it to the user, so that they are notified
about it. Various event descriptions can be used ranging from simple ones (e.g., term
frequency, TF-IDF) to more complex [17]. When it comes to presenting events to the
user, we should provide as much information as possible. Consequently, a separate area
of the UI is devoted to this purpose. As new events arrive, older ones are evicted from
the list, for which we have already notified the end-user. The general information we
currently show is:

– Date: The date and time (shown in UTC/GMT) when the event was identified. This
is practically based on timestamps of incoming tweets.

– At: A description of the location, where the event was detected. These descriptions
are based on what the user is currently monitoring. For instance, if they are mon-
itoring at a country level, the “At” field would be “United Kingdom”, even if the
event was identified in Manchester.

– By: A list of microbloggers who talked about the event. These are practically links
to the original tweets, based on which the event was identified.

– Event: A list of terms describing the identified event. The description is used as a
fast way for the end-user to know what is going on.

Fig. 2(a),(b) demonstrate a subset of the events shown to the user with respect to the
Champions Leagufe final, an easily identifiable event in a dataset of tweets that we have.
The figures are used to illustrate the fact that new events are added in the list.

Fig. 2(a) shows a distinctive (sub)event of the Champions League finals, which is
the goal scored by Bayern’s football player Thomas Müller. The summary of the event
clearly indicates that the event has been identified in Germany, which is only natural
given that Bayern Munich is based in Germany, not to mention that the Allianz Arena
stadium, where the final took place, is also in Germany.
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(a) Goal by Müller

(b) Goal by Drogba

Fig. 2. Summary of two events shown to the end-user, regarding the Champions League Final

Similarly, Fig. 2(b) shows the (sub)event of the goal scored by Didier Drogba,
Chelsea’s football player. Notice that the previous event (Bayern’s goal) is pushed down
the list, to make room for the newly identified event(s) describing Chelsea’s goal. The
same event5 is identified in three locations, because each one of them is being moni-
tored separately by the user: Spain, United Kingdom and Ireland. Were we monitoring
these locations collectively, the event would have been identified only once, but the
“At” field would be different. Also notice that the user is promptly notified about both
events6, with respect to when the goals were scored.

Finally, an additional piece of information that we present to the user is the emotion
associated with the event. This is again displayed as a color, to the far left of the event
description. For instance, most of the events that we identified are associated with the
color “Green”, signifying “Joy”. This is expected, as most of the tweets are cheerful about
the goals scored, by the team they are supporting. The only exception is the goal scored by
Drogba, that is associated with “Red”, i.e., “Anger” – clearly not what one might expect.
Most surprisingly, the event is identified in the United Kingdom, Chelsea’s homeplace.
However, if we look closely, we will see that the term “Bayern” is in the description of the

5 We know its the same event due to the descriptions.
6 http://en.wikipedia.org/wiki/2012_UEFA_Champions_League_Final

http://en.wikipedia.org/wiki/2012_UEFA_Champions_League_Final
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Fig. 3. List of identified events (and their summary), related to the eurovision contest

event and not “Chelsea” (or “goal”, or “Drogba”) , with some less than flattering words.
It is useful to note, nevertheless, that these terms have come up during other runs of our
approach, due to our sampling-based approach in event detection.

Fig. 3 shows a second list of events, with their respective summarization. The events
all correspond to the Eurovision 2012 song contest final, which stirred up considerable
discussions. Starting from the bottom and moving upwards the events list, we can easily
verify7 that the identified events describe the sequence in which the participating teams
competed in the contest.

For instance, Engelbert opened the contest, which started at 19:00 GMT8. The singer
was representing the United Kingdom, singing a ballad, thereby creating some moody
feelings, as exemplified by the color “blue” (sadness) next to the event description.
About 12 minutes later, we see an event containing the term “lituania”, which was com-
peting 4th in line. Hungary and Albania do not show up in this run, although Hungary
received a very low ranking overall, and we did not see that many discussions concern-
ing its participation. Lithuania was next, and with a maximum of 3 minutes per song,
the user sees the event – as it is identified according to the discussions – right when it
occurred. as shown in Fig. 3, we also identified discussions regarding Russia (which is
written with a single “s” in Spanish), Cyprus and Italy.

3.4 Putting It All Together

In addition to the separate components that make up our system, the user is able to
control the event detection process through a set of available options. These options are

7 http://www.eurovision.tv/page/baku-2012/about/shows/final
8 http://www.eurovision.tv/page/baku-2012/about/shows

http://www.eurovision.tv/page/baku-2012/about/shows/final
http://www.eurovision.tv/page/baku-2012/about/shows
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Fig. 4. The overall GUI that the user sees

available at all times, and can be altered while the system is running. Overall, our UI
provides the following options that affect our system’s functionality:

– Number of emotions against which tweets are classified.
– Monitored locations, including parents and children nodes in the hierarchy.
– Size of aggregation interval, i.e., number of minutes between two consecutive runs

of our event detection mechanism.

Fig. 4 shows the complete version of our UI, as this is shown to the end-user. Observe
the histogram type of monitoring the emotions at the lower section of the screen, that we
have already discussed. Also note that emotions are shown on the world map, coloring
specific pixels appropriately. The coloring result is more prominent in France, Ireland,
Spain, the UK and the US. Regarding the United States, note that very few tweets are
mapped in the state of Alaska. The reason is that, despite the arbitrary assignment to
town locations, we descend the hierarchy from the initial geocoded location. Therefore,
if a tweet was mapped to New York City, it will be mapped to a suburb of Manhattan
or Brooklyn, but never to a city in Alaska. As the population in Alaska is far lower than
other states, this is an indirect validation of our geocoding service.

The options available to the user can be seen at the left hand side of the UI. In the
upper part of the options area, we display the areas that the user is allowed to select
from. These are shown in a tree structure that reflects the hierarchy we currently rely
on to identify events and display information. Note that event monitoring is currently
performed at the country level and that it is also possible to select parent nodes sep-
arately from children node (e.g., United Kingdom is selected, but none of its children
are). Therefore, only the countries appear in the bottom area of the UI, which shows the
aggregate emotional state per region.
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In the lower part of that area, we can clearly see options that affect the emotions that
we monitor. Currently, the user is able to select between monitoring all 7 emotions, or
just 1. The latter case is identical to monitoring the rate at which tweets arrive, regard-
less of any emotion that they may convey. We also allow various aggregation intervals:
1 minute, 5 minutes, 10 minutes, etc. By reducing the aggregation interval, users will
be notified about events more timely, but more events will be generated. By contrast,
increasing the aggregation interval will generate fewer events, but the user will be noti-
fied about them less promptly. They can also switch to monitoring a single “emotion”,
which is practically equivalent to monitoring the rate at which tuples are received. In
the same part of the UI, we also clearly see the option to switch between histogram and
cardiogram view of emotions.

An option not shown in this UI is that the user may select between real-time iden-
tification of events, by monitoring the Twitter stream, or replaying stored streams. The
latter functionality can be used to improve all aspects of our sub-system, including our
UI, as well as give access and insights to historical data. This is simply done by passing
additional arguments when the system starts.

4 Conclusion

In this work, we presented a prototype UI of our TwInsight system, focusing on event
detection from the Live Web using emotional signals. Our approach may also be seen
as a (real-time) spatio-temporal hedonometer and as a tool to assess the importance of
known events, and how these are perceived by the users. The playback functionality is
a crucial step towards this direction.

Our front end operates under both a spatial and a temporal dimension, to help with
these objectives, by converting unstructured, noisy and voluminous data from microblogs
into meaningful information and visualizing it appropriately. We also showcased our sys-
tem through two well known events found in a subset of real data from the Twitter stream.

We plan to enhance our system’s functionality further, with advanced search capa-
bilities such as keyword search and searching against a given time series. We will also
investigate alternatives in displaying the events to the end user, taking into account
their significance / impact in addition to their temporal dimension. Improved visualiza-
tion techniques, such as coloring areas according to the proportionality of the sensed
emotions, rather than pixel-based approaches will also be considered. Finally, we are
working on a web-based version of our UI for easier public access.
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Challenges from Cross-Disciplinary Learning Relevant 
for KDD Methods in Intercultural HCI Design 
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Abstract. In this paper, the challenges in cross-disciplinary learning relevant 
for using KDD methods in intercultural human-computer interaction (HCI) 
design are described and solutions are provided. For instance, reframing HCI 
through local and indigenous perspectives requires the analysis of the local and 
indigenous perspectives relevant for HCI design. This can be done by experts 
for intercultural HCI design with different cultural backgrounds and different 
focal points from relevant disciplines such as psychology, philosophy, 
linguistics, computer science, information science and cultural studies by using 
methods for intercultural HCI design. The most important goal is, therefore, to 
come to a common understanding regarding terminology, methodology and 
processes necessary in intercultural HCI design to be able to use them in the 
intercultural context. This also has implications for the use of KDD methods in 
the cultural context. Hence, the challenges evolved during the intercultural HCI 
design process are subject to analysis and some aspects useful in reaching the 
goal are suggested.  

Keywords: learning, challenges, cross-disciplinary, culture, communication, 
HCI, intercultural, cultural studies, solutions, model, HCI design, cultural 
differences, culture, communication, understanding, empathy, intercultural 
communication, intercultural HCI design, empathy, KDD, knowledge, big data, 
discovery, interpretation, methods. 

1 Challenges by Cross-Disciplinary Learning in Intercultural 
HCI Design 

Much cultural background has to be considered when designing the functionality and 
the interaction for global devices [1]: intercultural HCI design comprises significantly 
more than merely the implementation of a catalogue of requirements for the user 
interface like considering different languages, colours or symbols [2]. Successful 
intercultural HCI design goes far beyond a regular design process by taking into 
account different mentalities, thought patterns and problem solving strategies that are 
anchored in culture, for example linear vs. non-linear differences [1], [3]. For 
example, usage patterns which do not occur in everyday life in the source country can 
arise in the target country due to different power structures [4], for example flat vs. 
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hierarchical ones. Moreover, the designer must know exactly what the user needs or 
wants (e.g. why, in which context, etc.) [5]. This knowledge can be determined most 
precisely by using inquiry approaches or methods based on communication [6]. Just 
using observation techniques or relying on expert opinions results in less reliable 
information although these results are very useful, too [7]. However, problems in 
intercultural communication, particularly those in requirement analysis, inhibit good 
usability for system design and the related user experience [8]. Moreover, as a result 
of the rapid development of computers in this age of information the possibilities for 
research have grown to such an extent that those numerically overwhelmed experts in 
the field cannot possibly understand all aspects in detail nor recognize all higher level 
interconnections. There are therefore more and more ‘specialists’ (lacking knowledge 
of interdependencies) on the one hand and more and more ‘generalists’ on the other, 
experts with putative knowledge of interdependencies (more specifically the 
dissemination of superficial interconnection knowledge without having done their 
own detailed studies to confirm or corroborate this knowledge). This also means that 
at this point the quality of human knowledge generally sinks. 

In order to confront this problem we must take on this topic up in our research 
community and endeavor to discover and examine the gaps formed by missing 
interconnection knowledge. Especially the frictional loss in interdisciplinary context 
must be considered. It is here that divergent terminology, perspective and 
methodology easily lead to the loss of information and result in misunderstanding [9]. 
Trans-disciplinary communication serves as the basis for decisive action for several 
reasons. In intercultural communication differing meanings (i.e. disparate 
correlations), differing deduction patterns (i.e. logic traditions) and goals force the 
clarification of concepts and the assumption of a foreign perspective, which is the 
essence of trans-disciplinary communication (cf. [10]).  

The reader or listener must also be prepared to modify all his assumptions, 
convictions, wishes and intentions (Web Of Belief, cf. [11]) or even revise them 
(Belief Revision, cf. [12]). In addition to that a certain competence in reception 
(previous knowledge and empathy) is necessary as well as accrued information (in 
order to make estimations) (cf. internal rules of communication and rules for 
communication and rules for relationships; cf. [13], [14]). In this case it is critical to 
remain technically precise, objective and deductively logical in order to avoid 
interpretation problems (due to differing vocabulary and use of speech, differing 
vocabulary associations, inclusion in expert discourse and conversational maxims) 
and interference stemming from disparate knowledge of the world, intentions and 
expectations (cf. [15], [16]). They can be avoided by the proper choice of methods for 
comprehensible examples and metaphors [17-19].  

One effective speech or writing strategy is to clearly explain or even underscore all 
facts in the statements or expressions [9]. Some characteristics of experiential 
discourse are for instance personal letters, the portrayal of one’s own adventures and 
experiences, subjective evaluations without recognizable reference to an objective 
system of values as well as a claim to subjective truth and objective reality (cf. [20]: 
objective vs. subjective social world (= inter-personal relationship)). Something 
happens at the level of incidents. The individual experience is processed as a mental 
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concept at the same time on classification level. In accordance with the neo-positivists 
there is no experience without predication (cf. [21]); there are no protocol statements: 
empiricism is a sub-class of the experience for historical facts (i.e. a specific 
structured experience). According to Luther experience serves as a means to reduce 
complexity (proposition) which becomes certainty by way of familiarity yielding 
security (cf. securitas (security) vs. certitudo (confidence), cf. [22]). A passive 
experience is an event that one has experienced which has left a strong and enduring 
impression (cf. [9]). An active experience is connected with when the content of the 
action is oriented towards some goal. Academic rigor must always be especially 
conscious of its prerequisites. For different roles and world views make 
communication difficult and demanding. A human must therefore constantly plumb 
his possibilities and seek certainties in the world through his experiences with others. 
One generally looks for evidence (verification) rather than contradiction of one’s own 
position (falsification). According to Popper the latter would be more sensible 
because it is logically irrevocable and avoids induction problems (cf. [23]). However, 
the effort of falsification can indeed prove to be much greater making verification the 
much more useful daily approach. It can nevertheless never yield absolute certainty 
(except if one were sure there were no further facts to validate). Resultantly many 
(putative) certainties (in the form of assumptions, convictions or axioms) are 
unconsciously or even consciously presupposed. Some examples would be Euclidian 
space (angle > 189°), laws of mechanics (v < 0.1) as well as types of logic. Finally, 
according to Gödel, there are statements, the validity of which cannot be determined 
[24]. Certainty demands that one can explain what one says. A negative example for 
this is the Lazarus story which has been discussed for 100 years. And texts are 
arbitrary (as paper is patient). Academic discourse in different disciplines tends to 
apply terminology as it fits their needs or so that they can say what they want to say 
most easily. Philosophers go a step further as definition conjurers and distinguish 
themselves at the meta-level of science theory (cf. [25]). The relationship of theory to 
experience remains important (cf. “concept police“ vs. the possibility of conceptual 
distinction) which appears in activity related or decisive argumentation. Generally, 
better arguments lead to better decisions (on a purely formal level even completely 
independent of any moral content). If however ‘qualia‘ (sensations like pain for 
example, cf. [26]) enter the equation, then the act of convincing by argumentation is 
taken ad absurdum (cf. [9]). When the argument cannot be followed, it loses validity 
and becomes ineffective. The validity of such arguments cannot be tested. At least in 
this case conviction without argumentation is possible [25]. It would be worth 
checking if there are not further cases in which conviction can be achieved without 
good arguments (i.e. threat and seduction, etc.). One can follow [25] in this sense 
when he postulates that belief and reason are part of activity on the same level. Here 
the concepts of trust and empathy come into play, which are more related to belief 
and intuition than to reason and argumentation taking strongly into account the 
principle of charity (cf. [27]). This is supported by the fact that most of conviction of 
other persons come from behaviour and outfit of the speaker rather than by verbal 
arguments (just 7%, cf. [28]). For this reason he demands the cultivation of a basic 
primal sense of trust springing from within rather than from without, with which to 
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reach certainty through one’s own experience. Often only those active experiences are 
considered legitimate justifications of decisions or substantiations of a claim which 
appear to be scientific. Especially in the inter-disciplinary context active experience 
and certainty do mean engaging with the internal certainties of the communicating 
disciplines (necessarily involving trust and empathic relationships).  

2 Solving Problems in Intercultural HCI Design by Successful 
Intercultural (Cross-Disciplinary) Communication 

Several levels of intercultural know-how contribute to successful intercultural HCI 
design. The communication level constitutes the basic level, followed by the levels of 
project management, software and usability engineering and HCI design itself on the 
way to successful intercultural HCI design (cf. Figure 1).  

 

 

Fig. 1. Levels on the Way to Successful Intercultural HCI Design (Source: IUIC) 

Hence, on all levels (strongly influenced by the philosophy of the respective 
cultures), intercultural communication skills at the basic level can contribute to the 
solution of problems raised on the upper levels by cultural differences.  

2.1 Intercultural Communication Requires Mutual Understanding 

For successful (intercultural) usability engineering, an adequate engineering process 
is necessary to ensure good usability (i.e. when the user understands the developer's 
device and is thus able to easily operate it satisfactorily), it is necessary that the 
developer understands the user [3], [29], because they have different points of view 
[7]. At least the following aspects of the user must be analysed in detail before the 
product can be developed: 

• World view, Weltanschauung (metaphysical approach) of the end-user, 
• General knowledge (procedural and factual knowledge) of the end-user, 
• The context in which the product will be used by the end-user, 
• The tasks the end-user intends to accomplish by using the product. 
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Only by considering these aspects, intercultural communication as an essential 
prerequisite for intercultural usability engineering, user interface design, and user 
experience will it be successful and can it lead to successful international product 
design.  

2.2 Mutual Understanding Requires Common Conversation Code 

Successful cross-disciplinary conversation and learning requires a mutual 
understanding of the participants in regard to terminology, methods and processes 
used. However, how to compare the perspectives of different cultural users? Even 
worse: what, if the test leaders and the analyzing experts are culturally different, too? 
This means that the intercultural HCI experts should have a common understanding of 
designing intercultural HCI by knowing the corresponding design processes and 
methods. However, a common understanding evolves over time and it is necessary to 
take into account many aspects while analyzing different examples of HCI such as 
current situation, ambience, mood, cognitive style, cognitive state, context, use case, 
cultural background, perspective, role, status, profession, experience, education, 
ability to be empathic, cultural dimensions, personal character, kind of language, use 
of language, idiolect, mother tongue, country of birth and primary residence. In 
addition to this short list, a detailed and partly verified model for intercultural HCI 
design has been worked out by the author [30], which is used as inspiration for 
thinking things through in this area and helps to elucidate the complex entanglement 
of the huge amount of data and information pieces forced by the number of aspects to 
consider in cultural context (like current situation, ambience, mood, cognitive style, 
cognitive state, context, use case, perspective, role, status, profession, experience, 
education, ability to be empathic, personal character, use of language). In addition, a 
compiled list of examples of indigenous HCI problems have been analyzed according 
to the criteria mentioned before and the results are stored in a matrix representing the 
cultural differences related to examples of HCI. From this matrix in conjunction with 
the model, rules can be derived to adjust the methods for intercultural HCI design 
such that the results and the design recommendations from applying the methods can 
be compared according to different cultures as well as applied for adequate use cases 
in the right situation and context. However, even if some evidence and rules have 
been obtained to narrow the challenges in analyzing perspectives from different 
disciplines relevant for HCI design using this matrix and model, the final analysis of 
the intercultural HCI design process and it’s relating cultural differences is still 
outstanding.   

2.3 Differences in the Alleged Common Conversation Code  

One aim should be to research the basic cultural differences in this presupposed (and 
alleged) common conversation code while discussing and adapting well-known 
methods for their usage in intercultural HCI design. For instance, how to ensure 
understanding between test leaders as well as test leader and the users? A matrix 
should help to elucidate the complex entanglement of the huge amount of data and 
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information pieces forced by the number of aspects to consider. A compiled list of 
examples of HCI problems can be analyzed according to the criteria mentioned before 
and the results should be stored in a matrix representing the disciplinary differences 
related to examples of HCI. The matrix can be enhanced using advanced statistical 
methods (e.g. structural equation models or neural networks etc.). For a similar 
approach to obtain models for intercultural HCI design, please refer to [30]. From this 
matrix, it should be possible to derive adjustment rules. These rules can be used to 
adjust the methods for intercultural HCI design such that the results and the design 
recommendations from applying the methods can be compared according to different 
cultures as well as applied for adequate use cases in the right situation and context.  

3 Recommendations 

Only assuming the perspective of a user by the HCI designer to grasp their needs 
depending on world view, general knowledge, context, and purpose of usage can lead 
to good user interfaces of high usability, thereby evoking excellent user experience 
design. Therefore, the aim is to research the basic cultural differences in this 
presupposed (and alleged) common conversation code while discussing and adapting 
well-known methods for their usage in intercultural HCI design.  

3.1 Empathy as a Prerequisite for Mutual Understanding 

Successful communication depends crucially on the capability for empathy of the 
people involved [15], [31], [32], [33]. Communication without empathy does not 
deliver the desired results [34]. This in turn assumes a certain level of confidence and 
trust (e.g. Principle of Charity, cf. [15]) and includes the knowledge of how to read 
between the lines of the counterpart’s communication depending on culturally 
different rules. This includes the usage of linguistic rules, for example, Austin's 
felicity conditions [31] or Gricean maxims [35]. Therefore any literal translation of a 
conversation is prone to misinterpretation since the extension of the concepts can be 
different in different cultures (“linguistic relativity”, cf. [36]). As context must also be 
taken into consideration, it is important to consider these aspects in communicating 
and focus on the intellectual horizon of the communication partner as widely as 
possible. This can occur in particular through personal and on-site communication 
and is particularly difficult over the phone due to the absence of mimical and gestical 
signals. Even more problems arise in intercultural communication compared to intra-
cultural communication due to differing world views and the context in which 
clarification occurs. For this reason, the empathic capability to put oneself in someone 
else's situation is particularly important. The application of empathy in the end 
contributes to a successful communication supporting a mutual linguistic code. In 
particular, intercultural user experience designers must be able to put themselves in 
the position of the user in order to know and understand his or her intentions and 
needs, to ideally experience them, and to implement them in the product. 
Furthermore, in order to build up not only understanding but also the ability to put 
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oneself in someone else's position, it is initially necessary to be on the same 
wavelength to find a connection to the other person. This requires the alignment of 
communication coding (vocabulary and grammar) and to achieve a situation where 
the other person wants to communicate. Thus a relationship is built up in such a way 
that future communication remains possible. If this connection is given, it is important 
to preserve access to the other person's knowledge base (“Web Of Belief”, cf. [11]) 
using a mutual topic of conversation in order to examine the knowledge base of the 
counterpart in regard to extent, type, and quality. Only then it is possible to find the 
right "hook" in further conversations and consequently "fetch up" the other person's 
web of belief at the most relevant point to quickly pick up the same wavelength again. 
The web of belief contains beliefs and desires derived from premises, assumptions 
and facts using logical rules and are recursively formed by experience from birth. 
Through training intercultural competency, approaching the web of belief of a 
member of other cultures is possible. Thereby, exchange of experiences is very 
effective, trust can be conferred from one person to another by introducing the 
persons and critical interaction situations [10] can be weakened. This works, if it is 
clear how the other person thinks (i.e. what world view he or she holds i.e. which 
premises and assumptions about the world he or she has). This is necessary in order to 
make choices which are relevant to the job at hand and correct for successful 
communication with a continually expanding set of extra information. This is 
particularly the case in intercultural contexts. The ability to assess and understand the 
person’s thinking patterns enables an adequate reaction to the people involved. In the 
same way, the leading and guiding of conversation, e.g., as facilitator or investigator 
is successfully supported. However, empathy also presupposes the capability to 
separate oneself from other persons to get the chance to recognize the differences to 
them and then to put oneself in their position. Within the intercultural context, this 
requires being aware of one’s own cultural standards before it is possible to compare 
and recognize differences to other cultures [10].  

3.2 Applying Empathic Capabilities in Intercultural HCI Design and 
Intercultural Usability Engineering 

Global User Interfaces, which would suit all culture domains, users and contexts, do 
not yet exist, at least for technical if not for more fundamental reasons. Computers do 
not yet possess empathy (cf. the so-called „hard problems of AI“ [37]). At the 
moment computers lack environmental data (through sensors), the complex 
processing patterns and the respective knowledge of the world needed to develop 
empathy. Furthermore, the cultural differences involved in the interaction of the user 
with the system must be integrated in such knowledge of the world so that the system 
can adjust for it respectively. Finally, even if these challenges were met the so-called 
‘bootstrapping’ problem of adaptive systems would remain. Because the system is not 
yet acquainted with the user on his first encounter, the system cannot adapt to him. It 
is a matter of time until the system gets acquainted with the user and can adapt itself 
to him. At least the following areas must be considered in HCI, i.e. Human-
Computer-Interaction: task, context/situation and tools used [38]. In this case the 
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cognitive processes of the user differ from the results of studies or discrete situations 
due to his cultural and environmental conditioning and personal experience. The 
concept of the task intended (as well as the task itself) is no longer congruent. That 
requires the system (computer / machine / tool) to adapt as perfectly as possible to 
many different aspects, which however has not yet been possible to implement 
because of the multitude of aspects and the resultant complexity. As long as the above 
mentioned problems have not been completely solved, human beings must 
accordingly attune HCI to the intended cultural domain, user group and context [39]. 
To do so, the HCI designer must be able to immerse himself in these cultural 
domains, user groups and contexts in order to extract the relevant requirements for the 
HCI design.  

3.3 Implications for Knowledge and Data Discovery (KDD) in Human 
Computer Interaction (HCI) Design 

Empathy and mutual understanding explain why knowledge should be considered 
intercultural and why making sense is highly dependent on culture, which leads to an 
approach to better understand KDD as required in [40]. For example, it must be 
discussed in detail how software developers and UI designers could collaborate on 
formulating different cultural backgrounds in order to share the same knowledge. This 
means that the common conversion code also embraces methods and processes as 
well as a sufficiently similar interpretation of the outcome. In addition, software 
development and usability engineering are perceived quite differently in various parts 
of the world. Hence, integrating usability in the software development lifecycle is still 
a widely unresolved task, which is even more of a challenge in international projects. 
Challenges arising in mixed projects teams comprise culture, language, education, 
ethics, sense of hierarchy, quality, time and attitude towards teams, just to name a 
few. Moreover, achieving a common understanding of a project development process 
needs to be coordinated and agreed upon in every usability project applying KDD 
methods (as exemplified in [41]) no matter where project members come from 
(cultures or disciplines, cf. [9]). 

4 Discussion and Conclusion 

The question of whether the problems in understanding and communicating are more 
individual empathy or rather based on cultural differences remains open. The question 
“who gets on well with whom” must still be explicitly explored in relevant studies. It 
is, however, clear that for communication to be successful, both communication 
partners in a conversation must be open to each other and in this way be able to use 
certain basic empathic skills. Hence, empathy is an essential prerequisite for 
successful intercultural communication, which also promotes successful knowledge 
and data interpretation. In addition, according to [33], there should be overlapping 
cultural universals that can and should be used to derive recommendations for 
intercultural HCI design. Furthermore, I postulate that these universals can be found 
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in matured matrices mentioned in section 2.2 before. However, the final analysis of 
such challenges to cross-disciplinary learning in intercultural HCI design (such as 
combining KDD and HCI in the cultural context) is still outstanding.  

In sum, this paper touches on some problems concerning knowledge discovery in 
the cultural contexts. Many open questions must be explored and answered in detail in 
the future in order to obtain clues to better understand “knowledge and data 
discovery” in the cultural context. Even if existing examples of product design can be 
taken as models for intercultural HCI design, knowledge and data interpretation rules 
(and hence product/HCI design rules) differ from culture (discipline) to culture 
(discipline) because of different expectations by the members of the respective 
cultures (disciplines). Therefore, not only the inductive approach (from data 
collection on to building theories) but also the other way around in the form of a 
deductive approach (deriving hypothesis and testing them empirically) should be 
used. In this sense, this paper is a good start. It presents some thoughts on an approach 
to a common academic understanding and to adequate methods for intercultural HCI 
design across disciplines and thereby learning from each other to improve 
intercultural HCI design (e.g., by clarifying what knowledge is necessary to share and 
how this can be done in order to interpret it adequately and distribute the results 
comprehensively for all involved researchers from different disciplines). 
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Abstract. Pointing tasks form a significant part of human-computer interaction in 
graphical user interfaces.  Researchers tried to reduce overall pointing time by 
guessing the intended target a priori from pointer movement characteristics. The 
task presents challenges due to variability of pointer movements among users and 
also diversity of applications and target characteristics.  Users with age-related or 
physical impairment makes the task more challenging due to there variable 
interaction patterns. This paper proposes a set of new models for predicting 
intended target considering users with and without motor impairment. It also sets 
up a set of evaluation metrics to compare those models and finally discusses the 
utilities of those models. Overall we achieved more than 63% accuracy of target 
prediction in a standard multiple distractor task while our model can recognize the 
correct target before the user spent 70% of total pointing time, indicating a 30% 
reduction of pointing time in 63% pointing tasks. 

1 Introduction 

Human computer interaction has become an every-day aspect of lives as technological 
devices make their ways out of the laboratory. New input devices are being 
introduced to the market not only in the form of computers and smart phones, but 
televisions, kiosks in hospitals, even advertisement screens in airports. The 
availability of these devices to ordinary people increased the diversity of the 
population using them, which include impaired and elderly users as well as able 
bodied, expert and non-expert users. Most of the input devices require a pointing task 
which can be difficult to some users, especially users with motor impairments which 
can become an overwhelming activity that they want to avoid.  

Several studies so far have examined the characteristics of cursor movement [14]. 
Algorithms to reduce the movement time to target were suggested taking Fitts’ Law 
into account to determine the difficulty of a task such as increasing target size [8, 12], 
employing larger cursor activation regions, moving targets closer to cursor location, 
dragging cursor to nearest target or changing CD ratio[15]. It is certain that all of the 
proposed algorithms that reduce pointing time will perform better in the existence of a 
target prediction algorithm so that only correct or most probable targets could be 
altered dynamically. With this in mind, researchers have been proposing prediction 
methods.  



 Intent Recognition Using Neural Networks and Kalman Filters 113 

One of the first algorithms for target prediction was suggested by Murata, which 
calculates the angle deviation towards all possible targets and select the target with 
minimum deviation. The results show that pointing time can be reduced by 25%  
using this algorithm [13]. Asano et.al.[1] points out that having more than one target 
on a particular movement direction results in poor performances of the afore 
mentioned algorithm, especially when dealing with target located far away. They used 
previous research results about kinematics of pointing tasks and showed that peak 
velocity and target distance has a linear relationship. They predict the endpoint with 
linear regression using the relationship between peak velocity and total distance to 
endpoint [1]. Lank et.al also employ motion kinematics where they assume minimum 
jerk law for pointing motion and fit a quadratic function to partial trajectory to predict 
endpoint [10]. 

However, cursor movement vary in characteristics for motor impaired users since 
they experience tremor, muscular spasms and weakness [7]. The velocity profile 
includes several stops and jerky movements. This needs to be taken into account 
when applying target prediction. State space filtering techniques are promising [10] in 
estimating intended targets as well as smoothing cursor trajectories since it is possible 
to model the movement, fine-tune or adapt the parameters for different users. 

In the following sections the accuracy and sensitivity of Murata’s algorithm [13] 
and a basic Kalman Filter framework will be investigated and compared using point-
click task data from able-bodied and impaired users. This work on target prediction 
has considered the following aspects 

 
1. There are not many earlier works on end point or target prediction for users 

with motor impairment, except Godsill’s work [5] on particle filter and 
Wobbrock’s work [15] on Angle Mouse. 

2. Comparing different sets of features for target prediction as earlier work 
already found different set of features are more predictive in describing 
movement characteristics of users with motor impairment 

3. Developing a set of metrics to compare different target prediction 
algorithms. 

 
We have compared two techniques to detect user’s intended target in a point and click 
tasks. We tried to analyze the movement trajectory of users and used different 
movement features to detect intended target. One method uses a neural network to 
detect whether the user is moving a pointer to reach a target or home on to the target 
and based on that predicts intended target. The other method parameterizes a Kalman 
Filter based on users’ movement characteristics and uses this model to calculate 
probability of different targets. We have also proposed a set of metrics to compare 
intent recognition or end point prediction algorithms and used this metrics to compare 
our algorithms. It has been found that both neural network and Kalman filter have 
advantages and disadvantages based on their applications, and on average they can 
predict the correct target in more than 80% pointing tasks with approximately 60% 
accuracy. 
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The paper is organized as follows. The next section presents a brief literature 
survey on intent recognition algorithms. Section 2 presents the theories behind our 
models followed by implementation and validation details in section 3. Section 4 
highlights the contribution of this work followed by conclusion in section 5. 

2 Theory 

Feature Calculation 
We have used the following features as input to our models on intent recognition. 
This section explains the features in detail. 

• Distance to Target: This feature is calculated as the straight line Euclidean 
distance from the point of movement to target 

• Velocity: We have recorded the pointer position using the 
getCurrentPosition() API. The velocity is measured as the ratio of the 
Euclidian distance between two consecutive readings to the difference in 
timestamp in msec. 

• Acceleration: The ratio of two consecutive velocity readings to the time 
difference between them in msec. 

• Bearing Angle:  This is calculated as the angle between two vectors- first 
being the previous cursor position to current cursor position and the other 
vector is current cursor position to target position. 

 

 

Fig. 1. Bearing Angle Calculation 

 

T1 T2 T3 T4 

φT1 

φT2 

φT3 

φT4 

Current cursor pos 
(t) 

Previous cursor 
pos (t-1) 



 Intent Recognition Using Neural Networks and Kalman Filters 115 

Neural Network Based Model 
Pointing tasks are traditionally modeled as a rapid aiming movement. In 1887, 
Woodsworth [16] first proposed the idea of existence of two phases of movements in 
a rapid aiming movement, main movement and homing phase, which was later 
formulated to predict pointing time by Paul Fitts. Fitts’ law [4] study has been widely 
used in computer science to model pointing movement in a direct manipulation 
interface though its applicability for users with motor impairment is still debatable. 
However the existence of main movement and homing phase is generally accepted 
among all users’ groups and was also supported in our previous studies. 

Once a pointing movement is in homing phase, we can assume the user is pretty 
near to his intended target. The present algorithm tries to identify the homing phase 
and then predict the intended target.  Previous work on analyzing cursor traces of 
users with a wide range of abilities concentrated on angle [15], velocity and 
acceleration profiles [6]. So we consider velocity, angle and acceleration of 
movement and with the help of a back-propagation neural network, try to identify the 
homing phase.  

Neural Network is a mathematical model containing interconnected nodes (or 
neurons) inspired by biological neurons used as a classifier and pattern recognizer for 
complex data set. We have used a three layer Backpropagation network for this study. 
After the neural network predicts the homing phase, we predict the nearest target from 
current location towards the direction of movement as intended target. A simple 
version of the algorithm will be as follows 

 
For every change in position of pointer in screen 

 Calculate angle of movement 

 Calculate velocity of movement 

 Calculate acceleration of movement 

 

 Run Neural Network with Angle, Velocity and Acceleration 

 Check output 

 If output predicts in homing phase 

  Find direction of movement 

  Find nearest target from current location towards 

direction of movement 

Kalman Filter Based Model 
Kalman filters are used to estimate system state or unknown variables/parameters 
from noisy measurements in a two-step mechanism. At prediction step, current state 
estimates are calculated. At measurement state, these estimates are updated according 
to the measurements of observed variables [2]. Here in this paper, we explored the use 
of a Kalman Filter to estimate the cursor position and use the estimates to update a 
probability distribution for possible targets. We have analyzed cursor trajectories of 
users with and without motor impairment and found movements towards the target 
are often contaminated by noise either due to physical or situational impairment [3,6]. 
The noise or jitter in movement makes it difficult to estimate the right target. So we 
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developed a model that can remove the jitter in movement through formalizing the 
noise in movement. We feed cursor positions to the model and it calculates new 
cursor position by removing the jitters in the movement. Based on these noise-free 
cursor locations, we try to estimate the intended target. 

We have modeled the process of cursor movement as a “nearly constant velocity 
(NCV)” process, while the velocity is modeled as a Brownian motion which is 
characterized by small white noise acceleration [3,5,6]. The process model is 
explained in equation 1 below, where x is the horizontal and y is the vertical cursor 
positions respectively. Here ∆t, vx[k], vy[k], υx[k], υy[k] represent time step, x 
velocity, y velocity, x and y velocity white noises respectively.  

Process model: 

                                x[k+1] = x[k] + ∆t*vx[k]  + υx[k] 

                               y[k+1] = y[k] + ∆t*vy[k] + υy[k] 

                                                           vx[k] = dB 

vy[k] = dB                                                           (1) 

Cursor position in horizontal and vertical directions is taken as measurements with 
white noise (Eqn.2). The noise characteristics can be personalized depending on the 
level of motion-impairment of users to account for jittery movements. Here, z is the 
measurement vector. 

z[k] = (x[k] y[k])’ +ω[k]                                   (2) 

It is possible to assume that all targets are equally probable at the beginning of any 
pointing task and update the probabilities. For N targets, the probability of target i 
will be: 

 pi = 1/N (3) 

Following Murata’s method, which assumed that a cursor should travel the shortest 
path along the target axis, we considered angle of movement and distance to target for 
intent recognition. Our method constantly updates probabilities of each target to 
become the intended target according to the angle, distance and both angle and 
distance to targets at every measurement as given in Equation (4). 

pi[k+1] =  pi[k]*(1/distance_to_target) 

                                       pi[k+1] =  pi[k]*(1/angle_to_target) 

pi[k+1] =  pi[k]*(1/distance_to_target)*( 1/angle_to_target) (4) 

 
For the following sections KA will be used to indicate prediction using only angle to 
target, KD to indicate prediction using only distance to target and KAD to indicate 
prediction using them together.  The full algorithm is as follows 
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Start with assigning 1/N probability for all targets in layout 

Initialize Kalman Filter  

For every change in position of pointer in screen 

 

  Kalman filter measurement update 

  Iterate Kalman filter to update position/velocity 

  Update probabilities using distance and angle to target 

  Normalize probability 

  Find target with max probability 

3 Evaluation Criteria 

Once we have working algorithms that can predict intended target, we need to 
evaluate its performance so that we can compare and contrast its performance with 
prior research. So far there is not much consensus on the evaluation criteria of an 
intent recognition algorithm. We have defined the following three parameters to 
evaluate the quality of a target prediction algorithm. 

 
Availability. In how many pointing tasks the algorithm makes a successful 
prediction. 

For example, say a user has undertaken 10 pointing tasks. An algorithm that 
correctly predicts target in 7 of them is better than another one which is successful in 
predicting correct target in 5 pointing tasks. 

 
Accuracy. Percentage of correct prediction among all predictions. 

Any target recognition algorithm keeps on predicting target while the user is 
moving a pointer in a screen. It may happen that within a single pointing task, an 
algorithm initially predicts a wrong target but as the user gets closer to the intended 
target, the algorithm finds the correct target. So if an algorithm predicts an intended 
target 100 times among which 70 are correct, its accuracy will be 70%.  

This metric complements the previous metric. For example, say we have an 
algorithm that predicts the nearest target from current pointer location as the intended 
target. This algorithm will have 100% availability as it will fire in all pointing task but 
pretty low accuracy while there are multiple targets available on the path of pointer.  

 
Sensitivity. How quickly an algorithm can detect intended target. 

For example, an algorithm that can find the intended target while the user crossed 
90% of target distance is less sensitive than an algorithm that can predict correct 
target after the user crosses only 70% of target distance. 

4 Implementation and Validation 

We have implemented a bank of neural networks considering all possible 
combinations of three movement properties (bearing, velocity and acceleration of 
movement). We have used supervised learning to detect users’ movement phases 
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from movement features. Initially we trained the neural networks with the standard 
multiple distracter task. Later we used the same task to evaluate the networks 
following our evaluation criteria.  

For the Kalman Filter based model, we have considered three different conditions 
of angle and distance to target. The result is used to find the best set of feature to 
detect the intended target for both kinds of models. The following section describes a 
user trial for training and validation phases followed by result and discussion. 

User Trial 

Participants 
We have collected data from 23 users. The users used to operate computer everyday 
and volunteered for the study. The group of participants included users with a wide 
range of abilities in terms of visual and motor impairment.  Age related impaired 
users were more than 60 years old and physically impaired users suffer from Cerebral 
Palsy or Spinabifida. 

We trained the neural networks with 13 users among which five have age related or 
physical impairment (like cerebral palsy). Then we test the system with 10 
participants among which five have age related visual and motor impairment. The 
gender was balanced to nearly 1:1 in both training and test cases. 

Material 
The study was conducted using a 20” screen with 1280 × 1024 resolution and a 
standard computer mouse.  

 
Procedure 
The task was like the ISO 9241 pointing task (commonly termed as Fitts’ law task) 
with multiple distractors on screen (figure 2). Users need to click the button at the 
centre of the screen and then the target button appears with other distractors. We used 
five different target sizes (20, 40, 30, 50, 60 pixels) and source to target distances 
(100, 140, 180, 240, 300 pixels). The participants were instructed to click target for 5 
minutes.  

 

 

Fig. 2. Multiple Distractor task 

Results 
In the results section, we have used the following acronyms. 



 Intent Recognition Using Neural Networks and Kalman Filters 119 

KBD Kalman filter based on Bearing and Distance 
KD Kalman filter based on Distance 
KB Kalman filter based on Bearing 
NVB Neural Network using Velocity and Bearing 
NVA Neural Network using Velocity and Acceleration 
NAB Neural Network using Acceleration and Bearing 
NVAB Neural Network using Velocity, Acceleration and Bearing 

Table 1 below shows the average percentage of availability and accuracy in 
different systems and figures 3 and 4 plot them in descending order. 

Table 1. Availability and Accuracy 

 Avaibality Accuracy
KB 75.7 38.1
KBD 99.7 63
KD 97.7 54.8
NAB 63.6 62
NVA 64.2 63.2
NVAB 62 60.3
NVB 65.4 66.2
 

Figure 5 plots the sensitivity of the system. The x-axis shows the fraction of 
pointing time spent in a scale of 100. The y-axis represents the probability of correct 
target prediction in a scale of 0 to 100. The Kalman Filter based model starts with 
equal probability of all targets and gradually increase the probability of the correct 
target as the movement towards it continues. On the other hand, the Neural Network 
based model only fires (or turns available) when it detects a change in movement 
phases. In certain occasions it fails to detect this change of movement phases and so 
the availability is not always 100%.   
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Fig. 3. Availability of different systems 
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Accuracy
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Fig. 4. Accuracy of different systems 
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Fig. 5. Sensitivity of the system 

5 Discussion 

This study compares different models to predict intended target in a pointing task. It 
can be seen that not a single model works best for all evaluation metrics and there are 
trade-offs between pair of metrics. For example, a Kalman filter based model on 
distance and bearing of the target is always available while a neural network model 
based on velocity and bearing of movement is most accurate. The maximum accuracy 
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we obtained is 63.20% as we have used a multiple distractor task with targets as small 
as 20 pixels in a circle even with a radius of 100 pixels. The accuracy is not great but 
not also worse than previous works. The sensitivity chart shows different prediction 
patterns between Kalman Filter and Neural Network based models. The probability of 
correct target increases gradually in case of Kalman Filter, while it takes a S-based 
pattern, similar to the activation function, in case of a Neural Network based model. 
Both KAD and NVB predict the correct target with more than 90% certainty within 
70% of total pointing time. 

6 Contributions 

New Models. This paper proposes two new types of models based on 
Backpropagation Neural Network and Kalman Filters and compares them. In both 
cases we got more than 60% accuracy which is not worse than previous results [17]. 
For example, Ziebart’s models [17] achieve more than 50% accuracy after crossing 
70% of pointing time while our models have more than 70% accuracy at similar stage. 
Furthermore, lack of evaluation metrics makes it difficult to compare different 
methods in target prediction and most models do not publish results in as much detail 
as us. Additionally, most research on target prediction did not include users with age 
related or physical impairment. 
 
Evaluation Metrics. This paper proposes a set of metrics to evaluate intent 
recognition algorithms and compare their performance for different applications. An 
application developer may choose an appropriate model or algorithm based on these 
evaluation metrics. 
For example, if an interface has closely spaced small icons like a toolbar or menu, we 
should prefer an algorithm with high accuracy, perhaps compromising availability. 
However for large screen display or pointing through gesture, we should prefer an 
algorithm with high availability as otherwise users may not feel any effect of intent 
recognition. Choice of an algorithm also depends on the effect of intent recognition 
algorithms. For example, after predicting a target, we may simply highlight the target 
or proactively move the cursor on the button. In the first case, an algorithm with high 
availability is good as users can always get a feedback based on their movement. 
However in the case of proactive cursor movement based on intent recognition, we 
should choose an algorithm with high accuracy, otherwise a wrong prediction will 
frustrate users and in fact may increase pointing time.  

 
Best Set of Features. We found that in case of Neural Network model, a model based 
on velocity and bearing of movement worked best, while for Kalman Filter model, 
bearing and distance to target was most indicative of intended target. Considering 
both model, we may conclude that bearing, velocity and remaining target distances 
are most indicative of intended target and future researchers can exploit this 
information to propose new models and algorithms. 
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7 Conclusions 

This paper proposes a framework to evaluate intent recognition algorithms and then 
proposes two new types of algorithms based on Neural Network and Kalman filters. 
We compared the performances of the algorithms for people with a wide range of 
abilities and obtained more than 60% accuracy of prediction.  This system will be 
particularly useful for Information Visualization and Assistive Interfaces if combined 
with screen magnification or zooming systems. For example, certain part of a graph or 
an image thumbnail among a set of other images can be zoomed in by detecting users’ 
intent.  In existing image search interfaces at Google Chrome or Internet Explorer, an 
image is only zoomed in after the user clicks on it, while using the present system, 
any thumbnail can be zoomed in without needing an explicit selection by user. This 
automatic zooming will be useful for image analysis (e.g. disease analysis from image 
of crops, analysis of CCTV image during a disaster etc). This technique will be more 
useful in assistive interfaces where the zooming level of the screen magnifier can be 
adjusted based on the intention of the user. 
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Abstract. This paper presents an exploration engine for text mining and cross-
context link discovery, implemented as a web application with a user-friendly 
interface. The system supports experts in advanced document exploration by  
facilitating document retrieval, analysis and visualization. It enables document 
retrieval from public databases like PubMed, as well as by querying the web, 
followed by document cleaning and filtering through several filtering criteria. 
Document analysis includes document presentation in terms of statistical and 
similarity-based properties and topic ontology construction through document 
clustering, while the distinguishing feature of the presented system is its power-
ful cross-context and cross-domain document exploration facility through 
bridging term discovery aimed at finding potential cross-domain linking terms. 
Term ranking based on the developed ensemble heuristic enables the expert to 
focus on cross-context terms with greater potential for cross-context link  
discovery. Additionally, the system supports the expert in finding relevant doc-
uments and terms by providing customizable document visualization, a color-
based domain separation scheme and highlighted top-ranked bisociative terms. 

Keywords: literature mining, knowledge discovery, cross-context linking 
terms, creativity support tools, human-computer interaction. 

1 Introduction 

Understanding complex phenomena and solving difficult problems often requires 
knowledge from different domains to be combined and cross-domain associations to 
be taken into account. These kinds of context-crossing associations are called bisocia-
tions [1] and are often needed for creative, innovative discoveries. Typically, this is a 
challenging task due to a trend of over-specialization in research and development, 
resulting in islands of deep, but relatively isolated knowledge. Scientific literature all 
too often remains closed and cited only in professional sub-communities. In addition, 
the information that is related across different contexts is difficult to identify with the 
associative approach, like the standard association rule learning approach [2] known 
from data mining and machine learning literature. Therefore, the ability of literature 
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mining methods and software tools for supporting the experts in their knowledge 
discovery process, especially in searching for yet unexplored connections between 
different domains, is becoming increasingly important. 

The task of cross-domain literature mining has already been addressed by Swanson 
[3], [4], proving that bibliographic databases such as MEDLINE could serve as a rich 
source of hidden relations between concepts. By studying two separate literatures, the 
literature on migraine headache and the articles on magnesium, he discovered “Eleven 
neglected connections”, identifying eleven linking concepts [3]. Laboratory and clini-
cal investigations started after the publication of the Swanson’s convincing evidence 
and have confirmed that magnesium deficiency can cause migraine headaches. This 
well-known example has become a golden standard in the literature mining field and 
has been used as a benchmark in several studies, including [5-8]. 

Literature mining supported discovery was successfully applied to problems, such 
as associations between genes and diseases [9], diseases and chemicals [10], and oth-
ers. Smalheiser and Swanson [11] developed a web platform designed to assist the 
user in literature based discovery, which is in terms of detecting interesting 
cross-domain terms similar to our system. Holzinger et al. [12] describe several quali-
ty-oriented web-based tools for the analysis of biomedical literature, which include 
the analysis of terms (biomedical entities such as disease, drugs, genes, proteins and 
organs) and provide concepts associated with the given term. 

Cross-domain literature mining is closely related to bisociative knowledge discov-
ery as defined by Dubitzky et al. [13]. Assuming two domains of interest, a crucial 
step in cross-domain knowledge discovery is the identification of interesting bridging 
terms (B-terms), appearing in both literatures, which carry the potential of revealing 
the links connecting the two domains. 

In this paper we present an online system CrossBee which helps the experts when 
searching for hidden links that connect two seemingly unrelated domains. As such, it 
supports creative discovery of cross-domain hypotheses, and could be viewed as a 
creativity support tool (CST). While CrossBee has been previously described [14], 
[15], these papers have not focused on its visual interface empowering the users in the 
bridging term discovery process, but have focused on its methodology and the heuris-
tics included in the ensemble-based term ranking according to terms’ bisociation po-
tential, indicating the potential to act as bridging terms among two selected domains. 

Creativity support tools are closely related to the field of human-computer interac-
tion (HCI), as stated by Resnick et al. [16] when summarizing the aims of designing 
CSTs: “Our goal is to develop improved software and user interfaces that empower 
users to be not only more productive, but more innovative.” Schneiderman [17], [18] 
provides a structured set of design principles for CSTs, which we follow in our im-
plementation and use them for evaluation: 

─ Support exploration. To be successful at discovery and innovation, users should 
have access to improved search services providing rich mechanism for organizing 
search results by ranking, clustering, and partitioning with ample tools for annota-
tion, tagging, and marking. 

─ Enable collaboration. While the actual discovery moments in innovation can be 
very personal, the processes that lead to them are often highly collaborative. 
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web application for advanced visualization and exploration. Besides improved 
bridging concept identification and ranking, CrossBee also provides various con-
tent presentations which further speed up the process of bisociation exploration. 
These presentations include side-by-side document inspection (see Fig. 3), empha-
sizing of interesting text fragments, and uncovering similar documents. Finally, 
document clustering can be used for domain exploration (see TopicCircle visuali-
zation in Fig. 4). 

8. An additional methodology evaluation step was introduced during the development 
of the methodology. Its purpose is to calculate and visualize various metrics that 
were used to assess the quality of the methodology. Requirement to use these facil-
ities is to have the actual B-terms as golden standard B-terms available for the  
domains under investigation. The methodology was actually evaluated on two 
problems: the standard migraine-magnesium problem well-known in literature 
mining, and a more recent autism-calcineurin literature mining problem. 

The CrossBee system has already been successfully applied to complex domains and 
resulted in finding interesting cross-domain links, when replicating the results of 
cross-domain migraine-magnesium literature mining by Swanson [3] and replicating 
the results in the area of autism by Urbančič et al. [20] and Petrič et al. [21]. 

We are mostly interested in the CrossBee heuristics quality from the end user’s 
perspective. Such evaluation should enable the user to estimate how many B-terms 
can be found among the first 5, 20, 100, 500 and 2000 terms on the ranked list of 
terms produced by a heuristic [14]. The ensemble heuristic, performing ensemble 
voting of six elementary heuristic1, resulted in very favorable results in the training 
domain (migraine-magnesium domain pair), where one B-term among the first 5 
terms, one B-term—no additional B-terms—among the first 20 terms, 6 B-terms—5 
additional—among the first 100 terms, 22 B-terms—16 additional—among first 500 
terms and all the 43 B-terms—21 additional—among the first 2000 terms. Thus, e.g., 
if the expert limits himself to inspect only the first 100 terms, he will find 6 B-terms 
in the ensemble ranked term list. These results confirm that the ensemble is among the 
best performing heuristics also from the user’s perspective. Even though a strict com-
parison depends also on the threshold of how many terms an expert is willing to in-
spect, the ensemble is always among the best. 

In the autism-calcineurin domain pair, the ensemble finds one B-term among 20 
ranked terms, 2 among 100 and 3 among 500 ranked terms. At a first sight, this may 
seem a bad performance, but, note that there are 78,805 candidate terms which the 
heuristics have to rank. The evidence of the quality of the ensemble can be understood 
if we compare it to a simple baseline heuristic, which represents the performance 
achievable using random sorting of terms which appear in both domains. The baseline 
heuristic discovers in average only approximately 0.33 B-terms before position 2000 
in the ranked list while the ensemble discovers 5; not to mention the shorter term lists 
where the ensemble is relatively even better compared to the baseline heuristic. 
                                                           
1 The voting mechanism and the exact description of the heuristics are out of the scope of this 

paper; more information on the baseline, elementary and ensemble heuristics is provided by 
Juršič et al. [14]. 
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The above methodology evaluation provides evidence that the users empowered 
with the CrossBee functionality of term ranking and visualization are able to perform 
the crucial actions in cross-domain discovery faster than with conventional text min-
ing tools. 

3 Typical Use Case Scenario  

This section presents a typical usage scenario, illustrated with an example from the 
autism domain, where the aim was to find new links with calcineurin, shown in Fig. 3. 

The user starts a new session by selecting two sets of documents of interest and by 
regulating the parameters of the system. The required input is either a PubMed query 
or a file with documents from the two domains, where each line contains a document 
with exactly three tab-separated entries: (a) document identifier, (b) domain acronym, 
and (c) the document text. The user can also specify the exact preprocessing options, 
the elementary heuristics to be used in the ensemble, outlier documents identified by 
external outlier detection software, the already known bisociative terms (B-terms), 
and others. Next, the system starts actual text preprocessing, computing the elementa-
ry heuristics, the ensemble bisociation scores and term ranking. When presented with 
a ranked list of B-term candidates, the user browses through the list and chooses the 
term(s) he believes to be promising B-terms, i.e. terms for finding meaningful connec-
tions between the two domains. At this point, the user can inspect the actual appear-
ances of the selected term in both domains, using the efficient side-by-side document 
inspection. 

Other functionalities of our system support the expert in advanced document ex-
ploration supporting document retrieval, analysis and visualization. The system 
enables document retrieval from public databases like PubMed, as well as by query-
ing the web, followed by document cleaning and filtering through several filtering 
criteria. Document analysis includes document presentation in terms of statistical and 
similarity-based properties, topic ontology construction through document clustering, 
and document visualization along with user interface customization which additional-
ly supports the expert in finding relevant documents and terms of a color-based do-
mains separation scheme and high-lighted top-ranked bisociative terms. 

A rich set of functionalities and content presentations turn our system into a user-
friendly tool which enables the user not only to spot but also to efficiently investigate 
cross-domain links pointed out by our ensemble-based ranking methodology. Docu-
ment focused exploration empowers the user to filter and order the documents by 
various criteria. Detailed document view provides a more detailed presentation of a 
single document including various term statistics. Methodology performance analysis 
supports the evaluation of the methodology by providing various data which can be 
used to measure the quality of the results, e.g., data for plotting the ROC curves. 
High-ranked term emphasis marks the terms according to their bisociation score cal-
culated by the ensemble heuristic. When using this feature all high-ranked terms are 
emphasized throughout the whole application thus making them easier to spot (see 
different font sizes in Fig. 3). B-term emphasis marks the terms defined as B-terms by 
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the user (yellow terms in Fig. 3). Domain separation is a simple but effective option 
which colors all the documents from the same domain with the same color, making an 
obvious distinction between the documents from the two domains (different colors in 
Fig. 3). User interface customization enables the user to decrease or increase the in-
tensity of the following features: high-ranked term emphasis, B-term emphasis and 
domain separation.  

Note that the modular design of the system enabling new functionalities, in addition 
to the above described CrossBee functionalities; add to the fulfillment of the wide wall 
criterion, discussed when describing the TopicCircle document exploration facility. 

4 Visual Document Clustering 

Our system has the facility of clustering documents according to their similarity. Si-
milarity between documents can be determined by calculating the cosine of the angle 
between two documents represented as Bag of Words (BoW) vectors, where the Bag 
of Words approach [22] is used for representing a collection of words from text doc-
uments disregarding grammar and word order. The BoW approach is used together 
with the standard Tf·Idf (term frequency inverse document frequency) weighting  
method. BoW representation of text documents is employed for extracting words with 
similar meaning. In the BoW vector space representation, each word from the docu-
ment vocabulary stands for one dimension of the multidimensional space of text doc-
uments. Corpus of text documents is then visualized in form of Tf·Idf vectors, where 
each document is encoded as a feature vector with word frequencies as elements.2 

The cosine similarity3 measure, commonly used in information retrieval and text 
mining to determine the semantic closeness of two documents represented in the BoW 
vector space model, is used to cluster the documents. Cosine similarity values fall 
within the [0, 1] interval. Value 0 represents extreme dissimilarity, where two 
documents (a given document and the centroid vector of its cluster) share no common 
words, while 1 represents the similarity between two exactly identical documents in 
the BoW representation.  For clustering, the standard k-means clustering algorithm is 
used. 

The result of interactive top-down document clustering of the migraine-magnesium 
documents are presented on the left hand side of Fig. 4. At the first level, all the doc-
uments are split into one of the two domains: migraine and magnesium (top screen-
shot on right hand side of Fig. 4). At level 2, guided by the user, each of the two  
domains is further split into k sub-clusters, according to the user-selected k parameter. 
Each of the clusters is described by its most meaningful keywords (written inside each  
 
                                                           
2  Elements of vectors are weighted with the Tf·Idf weights as follows: The i-th element of the 

vector containing frequency of the i-th word is multiplied with Idfi = log(N/dfi), where N 
represents the total number of documents and dfi is document frequency of the i-th word (i.e., 
the number of documents from the whole corpus in which the i-th word appears). 

3  The cosine similarity is the dot product of BoW vectors, normalized by the length of the vectors: CosSim  , DotProduct  , | | · . In the typical case, when 
the vectors are already normalized, the cosine similarity is identical to the dot product. 
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cross-domain discovery. A side-by-side view of documents from the two domains 
under investigation makes the discovery process easier in personal as well as in colla-
borative settings. Sessions with experts from different medical and biological domains 
have proved sophisticated functionality expected by experts. Together with a wide 
range of supplementary services the abovementioned characteristics contribute to the 
fact that the presented system can be viewed as a creativity support system. 

The system and its user interface proved effective for cross-domain knowledge 
discovery in the two settings, described in the paper. However, heuristic user evalua-
tion is out of the scope of the current paper and is left for further work. In particular 
regarding clustering, where the most important issue is the labeling particularly hard 
on higher levels, which are the more important levels from a navigational perspective 
[25], our work presented by Petrič et al. [24] already indicated the potential of using 
clustering for outlier document detection which are of ultimate importance for B-term 
identification.  

In our future work we will introduce even more user interface options for data  
visualization and exploration as well as advance the term ranking methodology by 
adding new sophisticated heuristics which will take into account also more semantic 
aspects of the data. Besides, we will apply the system to new domain pairs to exhibit 
its generality, to investigate the need and possibilities of dealing with domain specific 
background knowledge, and last but not least to assist researchers in different discip-
lines on their way towards new scientific discoveries. 
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Abstract. Learning management systems (LMSs) contain tons of existing 
courses but very little attention is paid to how well these courses actually 
support learners. In online learning, teachers build courses according to their 
teaching methods that may not fit with students with different learning styles. 
The harmony between the learning styles that a course supports and the actual 
learning styles of students can help to magnify the efficiency of the learning 
process. This paper presents a mechanism for analyzing existing course 
contents in learning management systems and an interactive tool for allowing 
teachers to be aware of their course support level for different learning styles of 
students based on the Felder and Silverman’s learning style model. This tool 
visualizes the suitability of a course for students’ learning styles and helps 
teachers to improve the support level of their courses for diverse learning styles.  

Keywords: Interactive course analyzer, visualization, learning styles, learning 
analytics, learning management systems. 

1 Introduction 

The widespread introduction of learning management systems (LMSs) – such as 
Blackboard and Moodle has meant that educational institutions deal with increasingly 
large sets of data. Each day, their systems amass ever increasing amounts of 
interaction data, personal data, systems information and academic information [1][2]. 
A combination of the availability of big datasets, the emergence of online learning on 
a large scale, and political concerns about educational standards has prompted the 
development of learning analytics research field. According to the call for papers of 
the 1st International Conference on Learning Analytics and Knowledge (LAK 2011), 
learning analytics is defined as the measurement, collection, analysis and reporting of 
data about learners and their contexts, for purposes of understanding and optimizing 
learning and the environments in which it occurs. Learning analytics is one of the 
fastest growing areas of technology enhanced learning (TEL) research [3]. 
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The rise of big data in education mirrors the increase in take up of online learning. 
Currently, LMSs contain tons of existing courses but very little attention is paid to 
how well these courses actually support learners. In online learning, teachers build 
courses according to their teaching methods. Teaching methods vary. Some 
instructors lecture, others demonstrate or discuss; some focus on principles and others 
on applications; some emphasize memory and others understanding [4]. On the other 
hand, learners have different backgrounds, motivation and preferences in their own 
learning processes and web-based systems that ignore these differences have 
difficulty in meeting learners’ needs effectively [5]. Learners who are given the 
freedom to explore areas based on their personal interests, and who are accompanied 
in their striving for solutions by a supportive, understanding facilitator not only 
achieve higher academic results but also experience an increase in personal values, 
such as flexibility, self-confidence and social skills [6]. Therefore, when designing 
instructional material, it is important to accommodate elements that reflect individual 
differences in learning. One of these elements is learning styles. Understanding a 
student’s particular learning style and how to best meet the needs of that learning 
style is essential to perform better learning. Clay and Orwig [7] defined learning style 
as a unique collection of individual skills and preferences that affects how a person 
perceives, gathers and processes information. Learning styles affect how a person 
learns, including also the aspects of how a person acts in a learning group, participates 
in learning activities, relates to others, and solves problems. Basically, a person’s 
learning style is the method that best allows the person to gather and to understand 
knowledge in a specific manner. Once a learner’s particular learning style is detected, 
it is possible to identify ways to help in improving the learning process [8].  

There are many models about learning styles in literature such as Kolb [9], Dunn & 
Dunn [10], Honey & Mumford [11], and Myers-Briggs [12]. This research paper 
utilizes the Felder and Silverman’s Learning Style Model (FSLSM) [4] because of its 
applicability to e-learning and compatibility to the principles of interactive learning 
systems design [13]. In this model, Felder and Silverman proposed four dimensions of 
learning styles (active/reflective, sensing/intuitive, visual/verbal, and 
sequential/global) and teaching styles (active/passive, concrete/abstract, visual/verbal, 
and sequential/global), where each teaching style corresponds to (matches with) a 
learning style. 

Many researches have been conducted to detect the learners’ learning styles and 
provide recommendations and adaptations for online courses based on learning styles. 
Paredes & Rodríguez [14] presented a framework that collects explicit information 
about the students by means of the Index of Learning Styles (ILS) questionnaire 
developed by Felder and Soloman [15], adapts the course structure and sequencing to 
the student's profile and uses the implicit information about students’ behavior gathered 
by the system during the course in order to dynamically modify the course structure and 
sequencing previously selected. Graf & Kinshuk [16] introduced a concept for LMSs 
with adaptivity based on learning styles. They used the open source LMS Moodle as a 
prototype and developed an add-on that enables Moodle to automatically provide 
adaptive courses that fit the learning styles of students. Mejía et al. [17] proposed an 
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approach of an adaptation process that allows adjusting different types of resources to 
the user’s preferences by means of the identification of the user’s learning style in a 
LMS. Experimental results of evaluations of such adaptive systems indicated that 
providing adaptive courses based on students’ learning styles plays an effective role in 
enhancing the learning outcomes by reducing learning time and increasing learners’ 
satisfaction [16][18][19]. 

While most of the previous works focus on identifying students’ learning styles 
and adapting courses based on the identified learning styles, our research is different 
in that we present a mechanism to analyze existing course contents in learning 
management systems and an interactive tool for teachers, which visualizes the 
suitability of a course for students’ learning styles and helps teachers to improve their 
courses’ support level for diverse learning styles. In the next section, the mechanism 
for analyzing course contents is presented; the interactive tool is illustrated in section 
3, followed by the conclusions and the future plans of the research in section 4. 

2 Course Analyzing Mechanism 

This mechanism aims at analyzing an existing course structure and contents in LMS 
to measure its support level for diverse learning styles that allows teachers to be 
aware of how well their courses fit with their students’ learning styles. The 
mechanism currently considers eleven types of learning objects (LOs), as listed 
below; however, from technical point of view, new types of LOs can easily be 
included in this mechanism, if required. 

• Commentaries: provide learners with a brief overview of the section. 
• Content Objects: are used to present the learning material of the course. 
• Reflection Quizzes: include one or more open-ended questions about the content of 

a section. The questions aim at encouraging learners to reflect about the learned 
material. 

• Self-Assessment Tests: include several close-ended questions about the content of a 
section. These questions allow students to check their acquired knowledge and how 
well they already know the content of the section through receiving immediate 
feedback about their answers. 

• Discussion Forum Activities: provide learners with the possibility to ask questions 
and discuss topics with their peers and instructor. While a course typically includes 
only one or few discussion forums, the course can include several discussion forum 
activities as LOs that encourage learners to use the discussion forum. 

• Additional Reading Materials: provide learners with additional sources for reading 
about the content of the section, including, for example, more detailed 
explanations. 

• Animations: demonstrate the concepts of the section in an animated multimedia 
format. 

• Exercises: provide learners with an area where they can practice the learned 
knowledge. 
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• Examples: illustrate the theoretical concepts in a more concrete way. 
• Real-Life Applications: demonstrate how the learned material can be related to and 

applied in real-life situations. 
• Conclusions: summarize the content learned in a section. 

 

 

Fig. 1. Section Structure 

Decisions on which types of LOs support particular learning styles and at which 
place/location in the course these types of LOs can support such learning styles are all 
based on literature from Felder and Silverman [4], who provide a clear description on 
how learners with particular learning styles prefer to learn. 

It is assumed that a course consists of several units and a unit can (but does not 
have to) consist of several sections. One or more instances of the types of LOs 
described above can exist in each section. As shown in Fig. 1, a section may (but does 
not have to) start with a commentary. Subsequently, there is an area before content 
(ABC) that may include some LOs that aim at motivating the learners and making the 
section interesting for them. After this area, the content is presented. In the next area, 
namely area after content (AAC), different types of LOs may be presented. The 
conclusions of the section can be either right after the last content object or at the end 
of the section. 

The presented mechanism recognizes how well a section of an existing course fits 
to each of the eight poles of FSLSM (i.e., active, reflective, sensing, intuitive, visual, 
verbal, sequential and global) by calculating the average of three factors: the 
availability, the frequency and the sequence of the learning objects in that section, as 
illustrated below. Consequently, the calculations are applied for each section and then 
summarized for each unit and for the whole course. 

Area before content (ABC) 

Area after content (AAC) 

Section 1 

LOs 
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Table 1. The relation between the learning object types and the learning styles 

Learning Object/Learning Style Active Reflective Sensing Intuitive Visual Verbal Sequential Global 

Reflection Quizzes  x  x     

Self-Assessment Tests x  x      

Discussion Forum Activities x     x   

Additional Reading Materials  x  x  x   

Animations x  x  x    

Exercises x  x      

Examples  x x     x 

Real-Life Applications   x     x 

2.1 Availability and Frequency Factors 

Certain LO types can support diverse learning styles; on the other hand, it is possible 
that they have no effect. Table 1 shows the learning object types that fit with each 
learning style. Since learners with an active learning style prefer to learn by trying 
things out and discussing with others about the learned material, the availability of 
self-assessment tests, exercises, animations, and forum activities can support their 
learning. In contrast to active learners, reflective learners learn by thinking and 
reflecting about the material. Therefore, the existence of reflection quizzes, additional 
reading material, and examples fits their needs. Sensing learners prefer concrete 
material. They are more practical oriented and like to relate the learned material to the 
real world. Therefore, examples, exercises, animations, self-assessment tests and real-
life applications can support their learning. Intuitive learners like abstract material 
such as concepts and theories, prefer open-ended questions, tend to be more creative, 
and like challenges. Intuitive learners can be supported by additional reading material 
and reflection quizzes. Visual learners can benefit from animations. Forum activities 
and additional reading material are both mostly text-based and therefore support 
better the learners with a verbal learning style. For sequential learners, providing 
guidance and a linear increase of complexity in learning is important to support their 
learning process. Therefore, no particular type of LO would support their learning 
process more than others. For global learners, it is important to get the big picture of 
the topic. Therefore, examples and real-life applications would support their learning 
style more effectively. 

Based on the discussion above, the availability of types of LOs is considered as a 
factor to infer the learning styles that a section of the course fits well. The availability 
factor measures the existence of LO types that can support each learning style (ls) in a 
section with respect to all types of LOs that support the particular learning style. The 
availability factor is calculated using formula 1. On the other hand, the frequency 
factor measures the number of LOs in the section that support each learning style in 
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respect to the frequency threshold. The frequency threshold represents the sufficient 
number of LOs in a section to fully support a particular learning style. This threshold 
is predefined and can be adjusted by the teacher if needed. If the number of LOs that 
support a particular learning style (ls) in a section is less than the value of the 
frequency threshold, then the frequency factor is obtained by formula 2, otherwise the 
frequency factor takes the value 1, which means a full frequency support level for that 
learning style.  

The obtained values for both, the availability factor and the frequency factor, range 
from 0 to 1, where 1 indicates a strong suitability for the learning style and 0 means 
no support. 

 
#        #           (1) 

 
#              (2) 

2.2 Sequence Factor 

Not only the types but also the order and the position of the LOs affect the suitability 
of a course regarding different learning styles. The sequence factor measures the 
suitability of the sequence of LOs for different learning styles. An active learning 
style can be supported by the existence of self-assessment tests, exercises and 
animations at ABC, in order to spark students’ interest in the content, or right after the 
content. The conclusion of the section can support an active learning style if it is 
located at its end. Since reflective learners prefer to read the content first before they 
can think and reflect about it through visiting other LOs, locating the conclusion right 
after the content, followed by additional learning material, examples and reflection 
quizzes can support a reflective learning style. Locating examples, animations and/or 
real-life applications at ABC fulfills sensing students’ interest. Moreover, presenting 
them in addition to self-assessment tests and exercises right after the content and the 
conclusion at the end of the section can support a sensing learning style. Since 
intuitive learners like challenges, locating exercises in the beginning fits with their 
learning style. Additional reading material and reflection quizzes can support them if 
they are presented right after the content. Visual learners can benefit from animations 
if they are located before or right after the content. Forum activities and additional 
reading materials support verbal learners when they are presented right after the 
content. Due to the preference of linear increasing of complexity in learning, locating 
additional reading material, reflection quizzes, self-assessment tests, exercises, and 
animations right after the content can support sequential learners. For global learners, 
it is important to get the big picture of the topic. Therefore, presenting the conclusion 
right after the content followed by examples and real-life applications and locating the 
activities that require understanding of the material, including reflection quizzes, self-
assessment tests, exercises and forum activities, towards the end of the section can 
support a global learning style. 
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The sequence factor is calculated for each LO according to its type, location (ABC 
or AAC) and position within ABC/AAC. It is determined according to how well this 
object type in that place fits with each of the eight learning styles of FSLSM. The 
sequence factor for each learning style is calculated using formula 3. In this formula, 
fls (LO) =1, if the LO is suitable for that learning style at that location, and fls (LO) =0 
otherwise. n is the number of LOs in the section. The weight w represents how well 
the position of a learning object in AAC/ABC fits to the learning style; it is calculated 
by measuring how far the position of the LO is away from the content. Formula 3 
represents the weighted mean of fls(LO). Its value ranges from 0 to 1, where 1 
indicates a strong suitability for the learning style and 0 means no support. 

 

 
∑ ∑  , 0 1 (3) 

3 Interactive Course Analyzer 

Interactive course analyzer is a tool for visualizing the suitability of a course for 
students’ learning styles. Furthermore, it allows the teacher to play around with the 
course structure (by adding, moving and/or removing LOs) showing the expected 
changes in the course support level for diverse learning styles. It aims at helping 
teachers to improve their course support level by making efficient modifications in 
the course structure to meet the need of different students’ learning styles. 

The interactive course analyzer tool is implemented as a client-server application. 
It is mainly developed using MySQL relational database management system and 
PHP scripting language. It is a stand-alone application that runs on the server side. It 
connects to a LMS database (Moodle as an example), retrieves the existing course 
structure and applies the mechanism introduced in section 2 to analyze the course 
contents with respect to learning styles [20].  

The interface of the tool consists of two parts: the settings part and the 
visualization part. Fig. 2 illustrates a screenshot of the settings part of the user 
interface. The Analysis Settings area, shown at the left side of the screenshot, allows 
the teacher to switch between general and cohort visualization modes (that are 
explained in the next subsections). In the Course Structure area, the course structure is 
displayed in terms of units, sections, and a list of LOs in each section. The teacher is 
able to browse the course and select a particular unit/section by clicking on it. The 
Simulation Settings area, as displayed at the right side of Fig. 2, allows the teacher to 
simulate modifications in the course structure. By utilizing drag and drop 
functionality, the teacher can drag learning objects from the list of learning object 
types and place them in certain positions in the Course Structure area, drop learning 
objects from the Course Structure area to remove them, and/or move leaning objects 
from one place to another one in the Course Structure area. Once the teacher has 
completed the modifications on the course structure and wants to analyse how his/her 
modifications change the support level of the course, he/she can press on the Test 
button. Then the tool analyses the course structure and updates the visualization part 
respectively. Furthermore, in the Advanced Settings area, teachers can set the value of 
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the frequency threshold and select the learning object types to be considered while 
analyzing the course support level. 

The visualization part consists of four similar charts that show how well the course 
and the selected unit/section fit with students’ learning styles. Two of the charts 
visualize the course support level before and after the modifications made by the 
teacher in the course structure. Similarly, the other two charts show the selected 
unit/section support level before and after the modifications. 

In the following two subsections, the visualization of the General Mode and Cohort 
Mode is described in more detail. 

 

Fig. 2. Interactive Course Analyzer (Settings Part) 

3.1 General Mode 

This mode visualizes the support level of a course for diverse learning styles based on 
FSLSM. Fig. 3 illustrates a screenshot of the visualization part of the selected section 
in General Mode. Each chart consists of two parts. The upper part of a chart consists 
of a set of bars to show the strength of the harmony of the course/unit/section with 
each of the eight learning style poles (i.e., active, reflective, visual, verbal, sensing, 
intuitive, sequential and global), in terms of percentage (calculated by the average of 
the three factors illustrated in section 2). Each learning style dimension is represented 
by two horizontal bars, one for each pole, where the two poles show the two different 
preferences of the dimension. The longer the bar, the more the course/unit/section fits 
with the learning style. The lower part of a chart contains only one bar that shows the 
overall support level of the course/unit/section for diverse learning styles (calculated 
by the average of the support level of the eight poles). Once the teacher moves the 
cursor over any bar, a tooltip appears to display more details about the analysis factors 
illustrated in section 2.  

Added LO

Moved LO 
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For examples, as shown in Fig. 2, the teacher made two modifications in the 
selected section “Why Study Information Systems?” (displayed in brown): the 
“Animation” learning object was added (displayed in blue), and the “Self-Assessment 
Test” learning object was moved within the section (displayed in orange). After re-
analyzing the course considering the two modifications and by comparing the two 
charts in Fig 3, it can be noticed that the section support levels for active, sensing and 
visual learning styles were improved (as shown in the right chart by the black arrows). 
Consequently, the overall section support level for diverse learning styles was 
improved as well (as shown at the bottom of the right chart).  
 

 

Fig. 3. Visualization Part of a Selected Section (General Mode) 

3.2 Cohort Mode 

Cohort Mode visualizes the support level of a course in respective to the learning 
styles of the cohort of students’ enrolled in that course. Fig. 4 illustrates a screenshot 
of the visualization part of a selected section in Cohort Mode. The charts visualize the 
data about students’ learning styles (which can be calculated, for example, through 
the ILS questionnaire [15] or by a tool like DeLeS [21]) in comparison with the 
course support level (calculated by the average of the three factors illustrated in 
section 2). As shows in Fig. 4, each learning style dimension in a chart contains two 
bars; the upper one shows the course/unit/section support level for each poles of that 
dimension (for examples, “active” on the right and “reflective” on the left); the lower 
bar shows the learning styles of the respective cohort of students, in terms of different 
levels varying from strong to balanced. In case that all students are fully supported, 
the bar will be displayed in green color, otherwise a gap will be shown in red. The 
intensity of the red color indicates the number of unsupported students.  

For example, the chart at the left side (Fig. 4) shows that reflective, intuitive, 
verbal, global and sequential learners are well supported by the course. On the other 
hand, active, sensing and visual learners are not fully supported; there are gaps 
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between the course support level for that learning styles and the learning styles of the 
respective cohort of students. Once the teacher moves the cursor over any bar, a 
tooltip appears to display more information about the level of support and the number 
of supported and unsupported students. Considering the example mentioned in the 
previous section and the teacher’s modifications in that example, the chart at the right 
side (Fig. 4) shows that the gaps between the course support level and the learning 
styles of the respective cohort of students were eliminated, and the students were fully 
supported (as shown at the bottom of the right chart). 

 

 

Fig. 4. Visualization Part of a Selected Section (Cohort Mode) 

4 Conclusions and Future Work 

This paper presents an interactive tool for analyzing existing course contents in 
learning management systems and providing teachers with information regarding how 
well their courses fit with students’ learning styles based on the Felder and 
Silverman’s learning styles model. A mechanism is proposed and utilized in the tool 
for identifying the course support level for diverse learning styles by calculating three 
factors: the sequence, the frequency and the availability of learning objects types in 
that course. The tool provides a teacher with an interactive graphical user interface, 
which can be used to analyze and visualize the course support level. Moreover, it 
allows the teachers to try out modifications in the course structure (e.g., adding 
learning objects) and see what impact such modifications have in terms of improving 
the support level of a course for students with different learning styles. It aims at 
helping the teacher to decide on what necessary modifications to make before 
implementing them “actually” in the LMS. The interface of the tool contains two 
modes: General Mode, which helps the teacher to improve the course support level 

Unsupported learners 

(gaps in red) 
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for general learning styles and Cohort Mode that helps the teacher to improve the 
course support level for the current cohort of students enrolled in that course.  

Plans for future research include providing teachers with automatic 
recommendations on how to best extend their courses to support more students with 
different learning styles and to fit the courses with the current cohort of learners.  
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Abstract. While mobile learning gets more and more popular, little is known 
about how learners use their devices for learning successfully and how to 
consider context information, such as what device functionalities/features are 
available and frequently used by learners, to provide them with adaptive 
interfaces and personalized support. This paper presents a framework that 
automatically identifies the functionalities/features of a device (e.g., Wi-Fi 
connection, camera, GPS, etc.), monitors their usage and provides users with 
visualizations about the availability and usage of such functionalities/features. 
While the framework is designed for any type of device such as mobile phones, 
tablets and desktop-computers, this paper presents an application for Android 
phones. The proposed framework (and the application) can contribute towards 
enhancing learning outcomes in many ways. It builds the basis for providing 
personalized learning experiences considering the learners’ context. 
Furthermore, the gathered data can help in analyzing strategies for successful 
learning with mobile devices. 

Keywords: Context modeling, visualization, mobile learning, device 
functionalities and their usage, personalization, ubiquitous learning analytics. 

1 Introduction 

The recent advances in mobile technologies have allowed the widespread use of 
mobile devices around the world for many different purposes. From educational point 
of view, learning can now take place anytime and anywhere using mobile devices 
(e.g., smartphones, tablets) to facilitate learner interaction and access learning 
contents with fewer restrictions of time and location [1-3]. Mobile settings bring 
important advantages for ubiquitous learning by providing a more flexible and 
authentic experience for learners.  

The way people interact with devices is vital for their success. Looking at human 
computer interaction (HCI), it is apparent that interaction techniques are limited by 
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the technology available [4]. However, due to the increasing diversity of users, 
technical systems and usage contexts, many aspects are relevant in understanding 
users’ acceptance beyond the ease of using a system and the perceived usefulness [5]. 
HCI benefits from situational context modeling (such as location, surrounding 
environment and/or state of the device), as an implicit input to the system [4]; for 
example contextual information can be used to adapt the system input and output to 
the current situation (such as: font size, volume, brightness, privacy settings, etc.). 

In ubiquitous environments, factors such as a learner’s context influence the 
learning process in a mobile ubiquitous environment [2] and should be considered in 
order to provide appropriate support for learners. While mobile learning gets more 
and more popular, we do not know much about how learners use mobile devices for 
learning. Furthermore, context information in terms of what device 
functionalities/features are available and frequently used by learners is typically not 
considered when learners are presented with learning activities.  

Data gathered from the usage of the learners’ devices provide important 
information about the user and his/her context [6-7] and can, together with the 
availability of device functionalities/features, be used to build a context profile [3]. In 
this paper, we introduce a framework that aims at building a comprehensive context 
profile, containing information about the devices a learner uses, the available 
functionalities/features on a learner’s device as well as how frequently the respective 
device functionalities/features are used by the learner. Such functionalities and 
features include, for example, internet connection types, existing sensors, camera, 
keyboard, touch screen and so on. The proposed framework enables a system to 
automatically identify, monitor and visualize the availability and usage of device 
functionalities/features in mobile devices and desktop computers.  

While some ubiquitous and mobile systems use the devices simply as source of 
user’s location data and do not consider different types of information that they can 
provide, other systems (e.g., Phone Usage [8], Elixir [9]) do not consider how the user 
interacts with his/her device for user profiling – i.e. which functionalities/features 
he/she prefers to use and when. Our framework differs from others since it considers 
the availability and the usage of device functionalities/features to build a 
comprehensive context profile.  

By creating such a comprehensive context profile, the basis is built for providing 
personalized learning experiences to mobile learners. By knowing the advantages and 
limitations of a currently used device, learning activities can be tailored to available 
and frequently used device functionalities/features. For example, online videos are 
only suggested if appropriate internet connectivity is available. Furthermore, if the 
usage data show that the learner does not use the respective device for inputting large 
amounts of text, learning activities that require writing significant amounts of text are 
not recommended. On the other hand, if features such as a camera or GPS are 
detected, learning activities that require such features can be suggested. In addition, 
data about the usage of device functionalities/features provide valuable information 
about how learners actually use different devices for learning and provide insights 
into what types of learning activities can facilitate mobile learning. Moreover, such 
usage data can help in analyzing successful learning strategies in mobile learning. 
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The paper is organized as follows: In section 2, related works are described. 
Section 3 introduces the proposed framework and Section 4 presents an application 
for Android phones developed based on the introduced framework. Section 5 
concludes the paper. 

2 Related Work 

In the educational domain, the tracking and analyzing of device usage and the use of 
applications is particularly relevant and led to many educational institutions 
performing studies for this purpose. For example, the Educause Center for Applied 
Research (ECAR) has surveyed undergraduate students annually since 2004 about 
technology in higher education [10]. In 2012, ECAR collaborated with 195 
institutions to collect responses from more than 100,000 students about their 
technology experiences. One of the key findings is that students want to access 
academic progress information and course material via their mobile devices [11]. 
Moreover, Curtin University [12] has presented a web survey since 2007, which was 
available to all students at the university for a two-week period through the student 
portal. The recent surveys [13] sought information on student access to the Internet 
off-campus, current and planned ownership and use of mobile devices, and 
perceptions as to how the learning experience at Curtin University might be enhanced 
with mobile devices, network services and online tools. Also, students were asked to 
report what they used their phones for (e.g., web access, SMS, MMS, and so on). The 
results of these surveys indicated that the majority of students were likely to have 
broadband (often wireless) access to the Internet off-campus, and use mobile devices, 
such as newer laptops and phones. The results also showed the familiarity of students 
with iTunes and iPhone apps (due to a high ownership of iPhones), and the ability to 
access wireless, take photos, send text (and some have the ability to record video and 
audio, and hold video conference) on a mobile device. Furthermore, the results 
indicated the ability to use Web 2.0 applications to create accounts, connect with 
others, communicate in web spaces, and indicate 'liking' and rating. Furthermore, Ally 
and Palalas [14] conducted a research study to determine the current state of mobile 
learning in Canada and to establish the direction Canada should take in the field of m-
learning. The study surveyed and interviewed small, medium, and large organizations 
from fifteen different sectors across Canada on their use of mobile learning and the 
future direction in that area.  

From the abovementioned studies, it can be seen that mobile learning gets more 
and more popular. Student ownership and familiarity of mobile devices have 
increased over recent years, with most students reporting that they own a computer 
and/or a mobile phone [10]. The technologies themselves have also changed over the 
years, with increasing ownership of laptop computers and smart phones, 
corresponding to decreasing ownership of desktop computer and simple mobile 
phones[15][16]. 

With the increasing popularity of mobile learning, there is also a need for 
understanding how learners actually use their devices for learning. In addition to 
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manually track device usage, systems were presented to automatically identify such 
information. Trinder [17], for instance, proposed a tool to automatically collect usage 
log data from personal digital assistants (PDAs) handheld devices used by students to 
access the university’s virtual learning environment (VLE). The tool recorded in 
detail when PDA applications (including formative assessment applications) were 
being used and overcame a number of technical barriers in securing this information 
for later analysis. It was anticipated that such log information would provide reliable 
timing information regarding PDA use. Automatic logging was considered to be 
preferable in contrast to asking the participants to keep a diary of how and when they 
used the PDA. A manual diary method adds extra user overhead and unless the event 
is recorded contemporaneously it may be forgotten. Automatic logging also allowed 
the collection of additional information such as when the PDA was hot-synced to a 
desktop machine, or when the student used the "beam" facility to exchange items with 
another PDA. Patterns and modes of their PDA use - considering a range of factors 
including overall duration of use, use as a function of time of day or time of week, 
and the complexity of use (e.g. frequency of application switching within a usage 
session) - were obtained and correlated with exam results and access to the 
University’s VLE. In addition to the logging data, selected cohorts of students were 
also subject to questionnaire and interview. Practical experiments were conducted to 
examine how students used the loaned PDAs and data visualization tools and 
techniques of data analysis were introduced to show the findings. The results 
indicated the benefits to students of general PDA use and specific use of the formative 
assessment quiz application. Another finding was that the bottlenecks to PDA use 
should be overcome to enhance its usage and student learning [18].  

Moreover, several applications are developed in order to monitor the usage of 
smart mobile devices aiming at enchanting the device usage. Due to the advantages of 
open source, many of them are implemented for Android-powered mobile devices 
[19]. Android Status [20], for instance, features CPU memory usage, process list, 
mobile network information, Internet connections, network information, Wi-Fi Status, 
storage (i.e., SD card) usage, routing information, and others. Elixir [9] is another 
application with highly configurable widgets. It displays information about battery, 
CPU usage, memory usage, internal and external storage, display, Wi-Fi status, 
mobile network, location services (i.e., GPS), Bluetooth, sync, airplane mode, 
sensors, etc. CenceMe [21] is a different type of application, which not only tracks 
sensor-related information from users’ mobile devices but also interprets this 
information in the context of social activities and allows sharing of this information 
through social networking applications. It automatically infers people’s sensing 
presence (e.g., dancing at a party with friends) and then shares this presence through 
social network portals such as Facebook. 

In contrast to the methods and applications mentioned above, the proposed 
framework in this paper illustrates a methodology to automatically detect the 
existence of types of device features and functionalities that the learner may use in 
his/her device for learning. It is not targeting a particular feature, or a certain device 
type or operation system. In addition, it monitors how the learner interacts with and 
uses each feature in order to understand and recognize the learner’s preferences on 
how to use mobile devices for learning. Such context information opens up new 
possibilities for providing adaptive learning environment. 
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3 Framework 

The proposed framework (Fig. 1) is a client-server generic framework designed to run 
on smartphones, tablets, laptops and desktop-computers. On the client side – running 
on the learners’ devices – the application is divided into two parts. The first one is the 
User Part, where personal information about the user (i.e., learner) is gathered and 
usage data visualization is presented. This part has two components: the Personal 
Information Manager, allowing the learner to login and to provide personal 
information (e.g., login name, full name, email address and other characteristics). This 
information is grouped under the name of User Object. The second component is the 
Visualizer, which is responsible for providing a user interface to show the feature 
availability and usage information. The second part of the application is the Device 
Part, where device information about the availability and usage of features is 
collected. This is done by Feature Detectors and the Tracker. Each Feature Detector is 
associated to a feature (e.g., internet connection types, keyboard presence, available 
touch screen) and able to discover whether the respective feature is available in that 
device. Table 1 presents all features currently considered in the framework. The data 
collection from all Feature Detectors is used to create the Device Object, which 
includes information to describe the tracked device in terms of its features. 
Furthermore, the Feature Detectors provide information about the usage of the 
respective features to the Tracker. The Tracker gathers the learner’s device usage data 
by receiving updates from the Feature Detectors and stores this information on the 
server. However, if there is no connection to the server available, the Tracker creates 
a local backup file with the gathered data and postpones the online storage until 
connection to the server is available. Moreover, there is a component which belongs 
to both parts of the client side, the Detection Manager. The Detection Manager allows 
the learner to select what features the system should track. In order to do so, the 
Detection Manager detects what features are available in the device by calling the 
Feature Detectors when the learner starts the application for the first time and displays 
these features for selection. The set of information about the features selected by the 
learner is grouped under the name of Particular Device Object and represents a subset 
of the information in the Device Object. Furthermore, the Detection Manager 
encapsulates the user id, the device id and the Particular Device Object and sends all 
this information to the Tracker. 

The server side mainly manages the database and the identification of devices and 
users, and is divided into two parts. Part A communicates with the User Part of the 
client and consists of the following components: the User Profiler, which is 
responsible for receiving the user information as a User Object from the client and for 
storing it in the database. The second component is the User Profile Structure, which 
stores what personal information of the learner is considered in the framework; and 
the third component is the XML Creator which processes the availability and usage 
data and generates a XML file which is used by the Visualizer. 
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Table 1. List of the trackable features 

Category Feature name Brief description 

Communication 

Bluetooth 

Bluetooth radio functionality allows a 
device to wirelessly exchange data with 
other Bluetooth devices over short 
distances. 

Wi-Fi 

Wi-Fi uses radio waves to provide 
wireless high-speed Internet and network 
connections based on IEEE 802.11 
standards  

Telephony 
Telephony provides communication over 
distances using electrical signals. 

SMS 

Short Message Service (SMS) uses 
standardized communications protocols 
that allow the exchange of short text 
message. 

Location 

GPS 

Global Positioning System (GPS) is a 
receiver of satellite based signal 
information to identify the user's location 
(outdoor). 

Network Location 

It uses coarse location coordinates 
obtained from a network-based 
geolocation system to identify the user's 
location. 

Sensors 

Camera A camera is used to capture images.  

Microphone 
A microphone converts sound into an 
electrical signal. 

Barometer 
A barometer is a tool for measuring 
atmospheric pressure. 

Compass 
A compass is a magnetometer, which 
provides directional readings. 

Gyroscope 
A Gyroscope is a tool for measuring or 
maintaining orientation based on the 
principles of angular momentum. 

Light A light sensor measures the light level. 

Proximity 
A proximity sensor is used to measure 
how close an object is to the device. 

Accelerometer 
An accelerometer is a tool that 
measures proper acceleration. 

Input 

Soft Keyboard 
A soft keyboard is an on-screen virtual 
keyboard. 

Hard Keyboard 
A hard keyboard is a real (hardware) 
device. 

Touchscreen 

A touchscreen is an electronic visual 
display that allows the user to control the 
device through simple or multi-touch 
gestures. 



Automatic Identification and Visualization of Mobile Device Functionalities and Usage 155 

4 Implementation for Android Phones 

As mentioned above, the proposed framework is designed for tracking and analyzing 
the availability and usage of device features from different devices such as mobile 
phones, tablets and desktop-computers. In this section, we introduce an application 
for mobile phones, running on the Android operation system.  

This application – the Usage Observer – aims at providing the possibility for 
learners to select features on their devices, monitor the usage of those features and 
view data about feature availability and usage in a user-friendly way. Moreover, 
learners can allow teachers to access these data. The application is composed of seven 
interfaces: login, main, feature selection, personal information/preferences, tracker 
management, feature usage visualization and administration. Some of the major 
interfaces can be seen in Fig. 2 and Fig. 3. 

The login and registration process is managed by the Personal Information 
Manager and the Detection Manager. If the learner does not have an account yet, 
he/she needs to go through the registration process. In the first step, the learner can 
provide personal information and preferences (as shown in Fig. 2b), leading to the 
creation of a User Object by the Personal Information Manager. This interface (as 
well as the other user interfaces) is implemented as an Android component extension 
called Activity. 

In the second step of the registration process, the learner registers his/her device by 
accessing the Detection Manager, where he/she can select which features should be 
tracked (Fig. 3a). This interface presents the device’s available features, identified by 
the Feature Detectors, and allows the learner to select which features he/she wants to 
be tracked. As a result, a Particular Device Object is created containing information 
on those selected features. The Feature Detectors are implemented as one single 
service, called Detection Service. Services are an Android component extension, 
which run in the background and typically perform long-term tasks. If a learner is 
using different devices, the registration for the user account has to be done only once 
but whenever the learner is using a new device, this device has to be registered by 
performing the second step of the registration process. Once the learner and his/her 
device are registered, he/she can login by providing the correct username and 
password (Fig. 2a) and is presented with the main interface (Fig. 3b), where he/she 
can navigate through the application.  

The main interface allows the learner to access the personal information entered in 
the registration process (through the Preferences symbol) and the feature selection 
interface (through the Features symbol) in order to change personal information and 
selected features. Furthermore, the main interface provides access to the tracking and 
visualization interfaces. The tracking interface presents raw data about the tracked 
features (accessible through the Tracking symbol) and the visualization interface 
shows user-friendly visualizations about the availability and usage of features on the 
learner’s devices (accessible through the Visualize symbol). Administrators and 
teachers can additionally access the administrator interface (through the Admin 
symbol), which provides them with additional visualization interfaces to compare 
usage information from different learners and/or different devices. 
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While learners are using their devices, the system tracks the usage of the selected 
features. This is done by the Tracker Service, which represents part of the Feature 
Detectors and part of the Tracker component in the framework. The Tracking Service 
is responsible for collecting data about the usage of the previously selected features. 
One of the biggest development challenges was to implement the algorithm for the 
Tracking Service to track the usage of the selected features. The Android platform 
does not provide any direct way of collecting this type of data for certain features 
[22]. After evaluating several different approaches, we implemented this service by 
reading the system generated logs and gathering the timestamps related to the use of 
each selected feature. Hence, the Tracker component in the framework works as a 
logger which means the developed Tracker service collects log data provided by the 
system and sends it to the framework’s server side. The server is then responsible for 
parsing the received log data and for obtaining the selected feature’s usage data and 
statistics based on the timestamps contained in the log data. This task is performed by 
the Feature Manager component, which then stores the new information in the 
database. 

5 Conclusions and Future Work 

This paper introduces a framework that aims at building a comprehensive context 
profile through detecting available features of a device (e.g., keyboard, touch screen, 
internet connection, camera, GPS, and so on) and tracking the usage of these features 
by its users. Furthermore, it visualizes the gathered data in a user-friendly way. The 
proposed framework is designed for different devices such as smartphones, tablets 
and desktop-computers.  

The gathered data about availability and usage of device features can be used in 
many ways to improve mobile learning and has high potential to help in enhancing 
learning outcomes of mobile learners. First, the gathered information is the basis for 
extending learning systems with advanced adaptive and intelligent capabilities that 
allow personalizing user interfaces and providing learners with adaptive course 
structures and recommendations based on availability and previous usage of device 
features. Second, the gathered data provides insights into what features are frequently 
available and used, which gives information about what kind of learning activities are 
most useful for facilitating mobile learning, as well as gives teachers feedback on how 
suitable their courses are for mobile learning. Third, the gathered data can be used to 
analyze successful learning with mobile and desktop-based devices and provide 
learners with personalized support and suggestions on how to improve their learning 
using different devices.  

Based on the proposed framework, an application is implemented to run on 
Android devices. It is a client-server application which stores and analyzes the 
collected usage data on the server side. In order to keep the user’s privacy, the 
application allows the learner to decide which features to track and when. In addition, 
the learner has the ability to delete his/her recent or entire usage history. In our future 
work, we plan to complete the development of the proposed framework, with focus on 
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the server-side components and the visualization component. We also plan to 
implement applications for other devices such as tablets, desktop computers, other 
mobile phones, etc. Furthermore, we plan to perform an experiment to evaluate the 
system efficacy and usefulness for learners and teachers. Such evaluation will also 
help us in identify limitations of our system which can then be addressed in future 
work. 

Acknowledgements. The authors acknowledge the support of NSERC, iCORE, 
Xerox, Mitacs, and the research-related gift funding by Mr. A. Markin. 

References 

1. Graf, S., MacCallum, K., Liu, T., Chang, M., Wen, D., Tan, Q., Dron, J., Lin, F., Chen, N., 
McGreal, R., Kinshuk, K.: An infrastructure for Developing Pervasive Learning 
Environments. In: IEEE International Workshop on Pervasive Learning, pp. 389–394. 
IEEE Press (2008) 

2. Tortorella, R., Graf, S.: Personalized Mobile Learning Via An Adaptive Engine. In: IEEE 
International Conference on Advanced Learning Technologies, pp. 670–671. IEEE Press 
(2012) 

3. Chen, G.D., Chang, C.K., Wang, C.Y.: Ubiquitous learning website: Scaffold learners by 
mobile devices with information-aware techniques. Computers & Education 50(1), 77–90 
(2008) 

4. Schmidt, A.: Implicit Human Computer Interaction Through Context. Personal 
Technologies 4(2&3), 191–199 (2000) 

5. Ziefle, M., Himmel, S., Holzinger, A.: How usage context shapes evaluation and adoption 
criteria in different technologies. In: International Conference on Applied Human Factors 
and Ergonomics, San Francisco, pp. 2812–2821 (2012) 

6. Ogata, H., Li, M., Hou, B., Uosaki, N., El-Bishouty, M.M., Yano, Y.: SCROLL: 
Supporting to Share and Reuse Ubiquitous Learning Log in the Context of Language 
Learning. In: World Conference on Mobile and Contextual Learning, pp. 40–47 (2010) 

7. Roman, M., Campbell, R.H.: A User-Centric, Resource-Aware, Context-Sensitive, Multi-
Device Application Framework for Ubiquitous Computing Environments. Technical 
Report (2002),  
http://gaia.cs.uiuc.edu/papers/new080405/AppFramework1.doc 
(accessed on April 15, 2013) 

8. PhoneUsage, https://play.google.com/store/apps/ 
details?id=com.jupiterapps.phoneusage&hl=en  
(accessed on April 15, 2013) 

9. Elixir, https://play.google.com/store/apps/ 
details?id=bt.android.elixir (accessed on April 15, 2013) 

10. Smith, S.D., Salaway, G., Caruso, J.B.: The ECAR study of undergraduate students and 
information technology. EDUCAUSE Center for Applied Research (2009), 
http://www.educause.edu/library/ERS0906 (accessed on April 15, 2013) 

11. ECAR study of undergraduate students and information technology,  
http://www.educause.edu/library/resources/ 
ecar-study-undergraduate-students-and-information-
technology-2012 (accessed on April 15, 2013)  



Automatic Identification and Visualization of Mobile Device Functionalities and Usage 159 

12. Oliver, B., Nikoletatos, P.: Building engaging physical and virtual learning spaces:  
A case study of a collaborative approach. In: Same Places, Different Spaces, The  
Annual Australian Society for Computers in Learning in Tertiary Education Conference, 
pp. 720–728 (2009) 

13. Oliver, B., Whelan, B.: Designing an e-portfolio for assurance of learning focusing on 
adoptability and learning analytics. Australasian Journal of Educational Technology 27(6), 
1026–1041 (2011) 

14. Ally, M.,Palalas, A.:State of Mobile Learning in Canada and Future Directions (2011), 
http://www.rogersbizresources.com/files/308/ 
Mobile_Learning_in_Canada_Final_Report_EN.pdf (accessed on April 15, 
2013) 

15. Kennedy, G.E., Judd, T.S., Churchward, A., Gray, K., Krause, K.-L.: First year students’ 
experiences with technology: Are they really digital natives? Australasian Journal of 
Educational Technology 24(1), 108–122 (2008) 

16. Algonquin College,a new era of connectivity at Algonquin College: Collaborative 
approach to Mobile Learning Centre, a first in Canada,  
http://www.algonquincollege.com/PublicRelations/Media/ 
2011/Releases/MobileLearningCentreNewsRelease.pdf  
(accessed on April 15, 2013) 

17. Trinder, J.J.:Mobile learning evaluation: the development of tools and techniques for the 
evaluation of learning exploiting mobile devices through the analysis of automatically 
collected usage logs - an iterative approach, PhD thesis (2012),  
http://theses.gla.ac.uk/3303/(accessed on April 15, 2013) 

18. Trinder, J.J., Magill, J.V., Roy, S.: Using automatic logging to collect information on 
mobile device usage for learning. In: Pachler, Kukulska-Hulme, Vavoula (eds.) Research 
Methods in Mobile and Informal Learning. Peter Lang Publishing Group (2009) 

19. 35 Android Apps to Monitor Usage Stats and Tweak System Utilities,  
http://android.appstorm.net/roundups/ 
utilities-roundups/35-android-apps-to-monitor-usage-stats-
and-tweak-system-utilities/ (accessed on April 15, 2013) 

20. Android Status,  
https://play.google.com/store/apps/developer?id=androidstatus 
(accessed on April 15, 2013) 

21. Miluzzo, E., Lane, N., Fodor, K., Peterson, R., Lu, H., Musolesi, M., Eisenman, S., Zheng, 
X., Campbell, A.: Sensing Meets Mobile Social Networks: The Design, Implementation 
and Evaluation of the CenceMe Application. In: 6th ACM Conference on Embedded 
Network Sensor Systems, pp. 337–350 (2008) 

22. Sensors Overview,  
http://developer.android.com/guide/topics/sensors/ 
sensors_overview.html (accessed on April 15, 2013) 

 
 



Crowdsourcing Fact Extraction

from Scientific Literature

Christin Seifert1, Michael Granitzer1, Patrick Höfler2, Belgin Mutlu2,
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Abstract. Scientific publications constitute an extremely valuable body
of knowledge and can be seen as the roots of our civilisation. However,
with the exponential growth of written publications, comparing facts
and findings between different research groups and communities becomes
nearly impossible. In this paper, we present a conceptual approach and
a first implementation for creating an open knowledge base of scientific
knowledge mined from research publications. This requires to extract
facts - mostly empirical observations - from unstructured texts (mainly
PDF’s). Due to the importance of extracting facts with high-accuracy
and the impreciseness of automatic methods, human quality control is
of utmost importance. In order to establish such quality control mecha-
nisms, we rely on intelligent visual interfaces and on establishing a toolset
for crowdsourcing fact extraction, text mining and data integration tasks.

Keywords: triplification, linked-open-data, web-based visual analytics,
crowdsourcing, web 2.0.

1 Introduction

Scientific publications foster an extremely valuable body of knowledge and can
be seen as the roots of our civilisation. However, with the exponential growth
of written publications, comparing facts and findings between different research
groups and communities becomes nearly impossible. For example, Armstrong et
al. [1] conducted a meta-study on the improvements in ad-hoc retrieval conclud-
ing that “.. there is little evidence of improvement in ad-hoc retrieval technology
over the past decade. Baselines are generally weak, often being below the median
original TREC system”. It could be expected, that more such results can be
found in other tasks/disciplines. Efforts to overcome these issues are twofold.
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First, various researchers developed benchmarking frameworks (e.g. TIRA [2])
for comparing different techniques and methodologies. Second, research data is
published along with the regular papers. While both approaches are very impor-
tant for the future of the research process, published papers usually do not make
their research data explicit and reusable. In a recent paper, Holzinger et al. [3]
showed that large-scale analysis of scientific papers can lead to new insights for
domain experts. The authors showed that many disease have a strong statistical
relationship to rheumatic diseases – however, full interpretation of automatically
generated results must be performed by domain experts. It stands to reason that
if domain experts are given adequate tools to master the enormous amount of
scientific information, new, interesting, and helpful scientific knowledge could be
obtained.

In this paper, we present a conceptual approach and first implementation for
creating an open knowledge base of scientific knowledge mined from research
papers. We aim to leverage research findings into an explicit, factual knowl-
edge base which is re-usable for future research. This requires to extract facts
from scientific papers, which are mostly published in Portable Document Format
(PDF). Because the extracted facts need to be highly accurate and the automatic
methods are imprecise, human quality control is of utmost importance. In order
to establish quality control, we rely on visual interfaces and on establishing a
toolset for crowdsourcing fact extraction, text mining and data integration tasks.
While our conceptual approach aims to extract facts from different sources, we
emphasise fact extraction and integration from tabular data in this paper (see [4]
for more details on the CODE project in general). In particular, we:

1. Define a semantic format for expressing empirical research facts in the novel
RDF Data Cube Vocabulary.

2. Discuss the process for extracting tabular data from research papers and
integrating the single facts in those tables into the defined format. We show
a first prototype along with a heuristic evaluation.

3. Discuss collaborative visual analytics applications on top of data cubes to
foster extraction, integration and analysis of facts. We provide the visual
analytics vocabulary, an ontology that supports semi-automatic mapping of
data cubes to visualisations and sharing of the full state of visual analytics
applications among collaborators.

Section 2 gives an overview of our approach, including a formal definition of the
language for representing facts. Sections 3 to 5 then describe the core steps of
our approach (table extraction, table normalisation and linking, web-based visual
analytics). A summary and directions of future work are given in section 6.

2 Approach

Our approach comprises three steps: fact extraction from unstructured data
sources, fact aggregation and integration, and fact analysis and sensemaking (see
Fig. 1). The approach follows a classical KDD application, extraction of facts,
integration with existing knowledge bases and subsequent analysis. However,
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Fig. 1. The overall process for acquiring knowledge from scientific literature. All steps
are semi-automatic involving users for quality control, data enrichment and discovery.

every single step is imperfect, adding errors to the final results. In order to
overcome these issues, we emphasise crowdsourcing mechanisms through visual
interfaces that engage users into quality control and enrichment processes. In
order to conduct in-depth analysis of factual scientific knowledge we have to
define a consistent semantic format for representing facts. We use the RDF
Data Cube Vocabulary to achieve this. Given the RDF Data Cube Vocabulary,
we have to address the following three questions in order to unleash the full
potential for empirical facts:

1. How to extract data cubes from scientific papers? ⇒ section 3
2. How to integrate data cubes with existing linked data sources? ⇒ section 4
3. How to conduct visual analysis on extracted, integrated data cubes in a

collaboratively? ⇒ section 5

As described above, we focus on empirical research data, which is mostly rep-
resented in tables of scientific publications. Thus, we have to identify tables in
unstructured texts, normalise these tables and link the table structure and con-
tent to the Linked Data Cloud. All processing steps involve approaches, which do
not always return perfect results when performed fully automatically. Thus, we
require user involvement for quality control, data set enrichment and knowledge
discovery. Hence, we developed visual interfaces in order to conduct the different
steps semi-automatically. In the following we motivate the choice of representing
facts as RDF data cubes (section 2.1).

2.1 Semantic Representation of Facts

In order to conduct in-depth analysis of factual scientific knowledge, we have to de-
fine the format for representing facts. In the last decade, Semantic Web languages
have emerged as a general format of expressing explicit knowledge and
associated facts. In their most basic form, RDF (Resource Description Format)1,
information is represented as Subject, Predicate and Object patterns. Together
with languages of higher expressiveness, e.g., RDFS (RDF Schema)2 and OWL
(Web Ontology Language)3, the Semantic Web standard enables reasoning

1 http://www.w3.org/RDF/
2 http://www.w3.org/TR/rdf-schema/
3 http://www.w3.org/TR/owl2-overview/

http://www.w3.org/RDF/
http://www.w3.org/TR/rdf-schema/
http://www.w3.org/TR/owl2-overview/
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capabilities and sophisticated querying mechanisms. While those languages pro-
vide powerful tools for expressing knowledge, it is not feasible to automatically
create generalmodels of scientific knowledge via textminingmethods [5]. Consider
for example the body ofmathematical knowledge and axiomatic proofs. It seems to
be unfeasible to extract and automatically reason over such a body of knowledge.
Hence, we restrict our approach to empirical facts, i.e. statistically-based discov-
eries justified through experiments or observations. Examples are gene sequences
using micro-array data, benchmarking of algorithms, and clinical trials.

Empirical facts can be represented using statistical languages. For example
the SDMX standard (Statistical Data and Metadata eXchange) [6] defines the
vocabulary and its relationships. In its most general form, an experiment results
in a set of observations expressed by dependent and independent variables. The
observation (dependent variable, response variable, measured variable) is the
measurement (e.g. counts, real-valued number etc.) of the experimental outcome
and has a value and a unit. The independent variables (explanatory variable,
predictor variable) describes the observable circumstances of the measurement.

While the SDMX standard provides a sophisticated way for exchanging sta-
tistical data and metadata, it does not foster publishing and re-using this data in
web-based environments. However, for integrating statistical data from various
sources by a community, this is an essential prerequisite. As a remedy, the W3C
published a draft for representing parts of the SDMX standard in RDF, which
resulted in the so-called RDF Data Cube Vocabulary4. The vocabulary combines
the statistical and database viewpoints extending the SDMX vocabulary with
data warehousing concepts. In particular it defines the following elements, fully
expressible in RDF:
Data Cubes represent a statistical data set containing empirical facts of inter-
est. It can be formally defined as a triple C = (D,M,O), of dimensions D,
measures M, and observations O.

Dimensions represent independent variables and serve to identify the circum-
stances of an observation (e.g. time, location, gender). Formally we define
a Dimension as tuple D = (V alues, T ype,Rel,MD). V alues is the set of
possible values in this dimension, Type the type of dimension (i.g. ordinal,
nominal, or real). MD is additional metadata for that dimension (e.g. hu-
man readable label, description) and Rel is a set of relationships of the form
(Predicate, Object) linking to other dimensions or semantic web concepts. For
example, a dimension could be the type of “supervised machine learning algo-
rithm” with the nominal values “Probabilistic Classifiers”, “Linear Classifiers”
and “Non-Linear Classifiers” and the relation that supervised machine learning
is a sub-concept of “Machine Learning Algorithm”.

Measures represent dependent variables and identify the observation made
(e.g. blood pressure, accuracy of an algorithm). Formally, we define a Mea-
sure as a tuple M = (Unit, Attributes,MD) where Unit determines the unit
of the measure (e.g., kg, percent), Attributes depicts features relevant for us-
ing the measure, like scaling factors and the status of the observation (e.g.

4 http://www.w3.org/TR/vocab-data-cube/

http://www.w3.org/TR/vocab-data-cube/
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estimated, provisional) and MD is a set of additional metadata (e.g., human
readable labels, descriptions). For example, the accuracy of a classifier could
be a measure provided as percentage of classifier decisions made.

Observations represent concrete measurements consisting of dimension values
and measurements. Observation form the data points to be analysed. Formally
it is defined as the tuple O = (d1 . . . dn, m1 . . .mn) where di ∈ Di.V alues is
the value of the i−th dimension. mk is the k−th measurement where the value
of mk is in the range of the specified type Mk.Unit. For example, the tuple
(SVM,DataSet1, 0.9, 0.8) could be an example tuple specifying that Support
Vector Machines (SVM) achieve 0.9 precision and 0.8 recall on DataSet1.

Semantic Web languages provide powerful means for defining concepts and for
identifying and re-using functional dependencies (e.g. taxonomic relationships)
among dimensions. Moreover, we can enrich data cubes given some background
knowledge. Consider for example the dimension city and the “number of inhabi-
tants” as observation. Through freely available geospatial knowledge bases (e.g.,
geonames5), we can enrich the dimension “city” with additional dimensions like
the state they are located in. Along such newly created dimensions we provide
new means for correlating independent variables with the dependent ones result-
ing in powerful data sets for applying existing data mining techniques [7].

3 Extracting Tables from PDF

The Portable Document Format (PDF) provides not only textual information,
but also layout information of characters and figures. While PDF’s guarantee
device-independent display of information, they do not provide structural infor-
mation. Moreover, it is not guaranteed that word spaces are present. Hence, to
extract text and structural elements from PDFs we had to analyse the layout
of characters and merge them into usable blocks on different levels. By using
a stack of clustering algorithms on layout and format features (e.g. font size,
position), characters are merged to words, words to sentences and sentences
to blocks. Then, we assign particular types to blocks using Conditional Ran-
dom Fields. Example types are figure, caption, table, main text. The algorithms
turned out to be robust on scientific literature achieving precision and recall
between 0.75 and 0.9 (see [8] for more details and our online demo6). Still, the
extraction remains imperfect, especially for complex tables, and the results can
not be directly used for subsequent analysis without quality control.

4 Normalising and Linking Tables

As outlined in the previous section, fully automatic table extraction is imperfect
and tables hardly occur in a format suitable for automatic linking. For instance,
tables in papers provide dimensions in rows and/or columns and often have

5 http://geonames.org
6 http://knowminer.at:8080/code-demo/

http://geonames.org
http://knowminer.at:8080/code-demo/
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Table 1. Example table and the abstract table model (not normalised). 3 dimensions,
2 measures and 4 observations. Values of dimension occur in columns and rows. Note,
that there are no headings with the name of the dimensions.

Data Set 1

Precision Recall

SVM Stopwords 0.7 0.8
Naive Bayes No-Stopwords 0.9 0.8

Data Set 2

Precision Recall

SVM Stopwords 0.75 0.4
Naive Bayes No-Stopwords 0.3 0.4

Dimension D1 for Observations O1 . . . O2

Measure M1 Measure M2

D2 value of O1 D3 value of O1 M1 value of O1 M2 value of O1

D2 value of O2 D3 value of O2 M1 value of O2 M2 value of O2

Dimension D1 for Observations O3 . . . O4

Measure M1 Measure M2

D2 value of O3 D3 value of O3 M1 value of O3 M2 value of O3

D2 value of O4 D3 value of O4 M1 value of O4 M2 value of O4

Table 2. A normalised table and the corresponding abstract table model

Algorithm Stopwords? Precision Recall

SVM yes 0.7 0.8
Naive Bayes no 0.9 0.8
MaxEnt yes 0.95 0.7

D1 D2 M1 M2

D1 of O1 D2 of O1 M1 of O1 M2 of O1

D1 of O2 D2 of O2 M1 of O2 M2 of O2

D1 of O3 D2 of O3 M1 of O3 M2 of O3

merged cells, as shown in the example table 1. Hence, before creating an RDF
Data Cube, the extracted tables have to normalised. Normalised means, that
each column is either a dimension or a measure and that the first row contains the
dimension and measure names while all subsequent rows contain the observation-
value for the dimension/measure. A normalised table is comparable to a database
table. Table 2 shows the normalised version of table 1.

After normalising a table, the last step is linking dimensions and measures
to concepts in the Linked Data cloud and linking single values of dimensions
to Linked Data concepts if possible. Due to the ambiguity of the textual labels
this requires solving a disambiguation problem by using services like DBpedia
SpotLight [9] or Sindice7. However, the context of the disambiguation prob-
lem is different: every value of a dimension is an instance of the concept for
that dimensions. For example, “Berlin” as as value is an instance of the class
“City”. This knowledge may be exploited for enhancing the disambiguation pro-
cess itself. Given dimensions and dimension values which are represented using

7 http://sindice.com/

http://sindice.com/
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Semantic Web concepts, we are able to add additional dimensions exploiting
semantic predicates like taxonomic or mereotopological relationships or identify
such relationships between existing columns. Hence, we get new, enriched data
sets that allow to conduct analysis beyond the originally intended scope. Such
analysis can be done automatically or by using visual interfaces. As outlined
in the next section, we emphasise the latter one. Both steps, table normalisa-
tion and linking, are performed semi-automatically, including users’ background
knowledge for correcting and refining the automatic methods. The next section
describes the prototypical implementation of this semi-automatic approach.

4.1 Prototypical Implementation

We have realised the table normalisation and linking through a web-based proto-
type. The prototype allows to upload a PDF, extracts the table structures from
the PDF and allows to specify dimensions and measures along with their disam-
biguated concepts. The prototype is shown in Fig. 2 and is available online8. In
the prototype, the semiautomatic fact extraction is performed in three steps.

Step 1: Table extraction: User selects a PDF or EXCEL file to upload. Plain
text and tables are automatically extracted.

Step 2: Table refinement and annotation: User can remove wrongly as tables
identified text blocks. User indicates cells containing measures and dimensions
by selecting a set of adjacent cells. After that the user defines the attribute for
that dimension/measure. A pop-up window shows suggestions for entities from
the LOD cloud, the user can then accept or reject those links, thus annotating
the cell semantically. Currently, the Sindice service is called for suggestions.

Step 3: Data Cube Export: The user defines the URI context for publishing the
data, the data is automatically normalised (cmp. section 2.1), enriched with
provenance information and stored. Normalisation can be done fully automat-
ically in this step because the table is fully annotated after step 2.

Provenance plays an important role in each step. We use the PROV-O Ontology9

for storing provenance information. Provenance information includes the origin
of the data, who extracted and/or transformed the data.

4.2 Heuristic Evaluation of the Prototype

We performed a heuristic evaluation of the prototype for table extraction. The
evaluation was performed by two experts which were not part of the development
team. We used heuristic evaluation measures as proposed by Nielsen [10]. The
evaluators were given two different scientific articles and performed the task of
generating data cubes from tables from the PDF’s using the prototype described
in the previous section. The heuristic evaluation revealed the following issues:

8 http://zaire.dimis.fim.uni-passau.de:8080/code-server/demo/

dataextraction
9 http://www.w3.org/TR/prov-o/

http://zaire.dimis.fim.uni-passau.de:8080/code-server/demo/dataextraction
http://zaire.dimis.fim.uni-passau.de:8080/code-server/demo/dataextraction
http://www.w3.org/TR/prov-o/
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Fig. 2. Screenshot of the user interface, top - table after automatic extraction. bottom
- manually annotated table and suggestions for corresponding LOD concepts.

Factor 1: Visibility of System Status
– problems with Firefox while file type test, unhelpful error message (step 1)
– uploading large files (20 pages), no progress after the file upload (step 1)
– after finishing the task there is no indicator on how to proceed (step 3)

Factor 2: Match Between System and the Real World
– when adding semantics to tables the notions of “dimensions” and “measures”

are hard to understand (step 2)
– after annotating multiple dimensions, differences not visible anymore (step 2)
– not clear what the word “context” means when lifting data to RDF (step 3)

Factor 3: User Control and Freedom
– wizard does not allow users to move one step backward to perform corrections
– after selecting that a cell has no semantics, no undo possible (step 2)
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Factor 5: Error Prevention
– context URI has to be copied and pasted or filled out manually (step 3)

Factor 6: Recognition rather than Recall
– when showing inaccurate table extraction results the original table is not

shown making corrections difficult (step 2)
– not obvious that linking cells is done with a drag mouse gesture (step 2)

Apart from these factors the evaluators reported a bad quality of the disam-
biguation service (Sindice), search results were too noisy and not useful. Some
issues can be easily addressed. For instance, developers confirmed that no files
with more than 10 pages can be processed. According information needs to be
presented on the file upload dialogue. The concept of dimensions and measures
as presented in section 2.1 is very specific to the data base community. Evalua-
tors expected that these concepts can not easily be understood even if there is
an abstract explanation. But this understanding is crucial for the generation of
meaningful data cubes. Thus, a tutorial with examples seems to be indicated.

5 Web-Based Collaborative Visual Analytics

Visual Analytics combines interactive visualisations and automatic analysis with
the goal to solve problem classes that would not be solvable be either of them
alone [11]. The general Visual Analytics process can be described by the famous
mantra: ”Analyse first, show the important, zoom, filter and analyse further,
details on demand“ [12]. Ideally, on each analysis step the user feedback collected
through the interactive visualisation is integrated into the automatic models,
thus adapting those models by enriching them with the user’s expert knowledge.

Visual analytics applications have proven to be successful in many areas over
the last few years [13], yet unresolved challenges remain, such as the traceability
of the analytic process and the collaborative aspects. The traceability is espe-
cially important in enterprise context where decisions are made based on visual
analytics processes and these processes have to be documented for quality assur-
ance. As for collaborative aspects one crucial question remaining to be answered
is how to combine the feedback of different experts, who might potentially dis-
agree [14]. Furthermore, if we extend the notion of collaborative visual analytics
to allow off-line collaboration, meaning that not all collaborators are working on
the problem at the same time but sequentially, provenance information has to
be included in the process. The CODE project aims at supporting collaborative,
traceable, asynchronous visual analytics processes (asynchronous refers to the
kind of collaboration), thus needing to resolve three core issues:

1. Interactive Web-Based Visualisations: Visualisations present the un-
derlying data on a level suitable for sensemaking by humans and hide unim-
portant details from users. For web-based collaborative analytics HTML5
based multiple coordinated view (MCV) applications are necessary.
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Fig. 3. Mapping from data cubes to visualisations supported by semantic vocabularies

2. Mapping of Data Cubes to Visualisations: Gluing the data to visuali-
sations is a key step in any visual analytics application. Semantic description
can be re-used for describing data cubes and their matching dimensions to
support such mappings. For example, a data set with two nominal dimen-
sions can not be visualised in a scatterplot. Fig. 3 depicts an example.

3. Sharing the State of Visual Analytics Applications: Insights gener-
ated through visual analytics are based on the visual state of an application.
In order to foster collaboration (both real-time and asynchronous collab-
oration), users have to be able to share and persist the state of a visual
application.

While a broad range of current HTML visualisation frameworks exist, we fo-
cus on creating a multiple coordinated views (MCV) framework using existing
JavaScript visualisation libraries. We developed an OWL Ontology to support
data mapping and to share the state of the visual analytics application. The
ontology aims to ease interface development on Linked Data as well as to en-
sure discoverability of visual components and their use. It bridges between two
standards, namely the RDF Data Cube Vocabulary for representing aggregated
data sets and the Semantic Science Integrated Ontology (SIO)10 for describing
visual components. Also, we have defined a complete vocabulary to specify a
visual analytics application as data sets, operations (e.g. filters) and a set of vi-
sualisations for displaying the data. The Visual Analytics Vocabulary11 consists
of the following parts:

1. Description of data points and data sources taken from the RDF Data Cube
Vocabulary as well as a description of charts and their visual elements taken
from the SIO.

10 http://semanticscience.org/ontology/sio.owl
11 Available at http://code-research.eu/ontology/visual-analytics.owl

http://semanticscience.org/ontology/sio.owl
http://code-research.eu/ontology/visual-analytics.owl
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2. A mapping between RDF Data Cubes and the Statistical Graph Ontology
as part of our own Visual Analytics Vocabulary.

3. Extensions to SIO to define visual analytics properties, namely that an Vi-
sual Analytics Dashboard consists of a set of graphs arranged in a specific
way, that this set is synchronised over certain data properties (MCV), and
that user interactions change the state of the view port of the graphs and
the displayed data points (filter data points, zoom level, etc.)

In our vision, the visual analytics vocabulary in combination with the RDF
Data Cube vocabulary will allow open, collaborative visual analytics application
yielding a new kind of large-scale, web-based virtual analytics. The ontology is
described in detail in [15] and a first prototype is currently available online12.

6 Conclusion and Future Work

We presented a conceptual approach for creating a open knowledge base of sci-
entific knowledge mined from research publications. We detailed the necessary
steps and concluded that all three steps (extraction, integration, and analysis)
can not be done fully automatically. Our work is a first step in the direction of
a large scale visual analytics application for analysis of results published in sci-
entific papers. Domain experts can upload papers, extract findings and compare
findings from different publications and making informed judgements.

The presented approach includes crowdsourcing concepts in the following two
ways: First, extracted cubes are stored in a central repository and can be shared
among users. These stored cubes represent not only facts from papers, but also
users’ background knowledge integrated through the semi-automatic annotation
process. Cube sharing allows collaborative visual analysis, potentially leading to
insights that otherwise not possible. Second, in the table linking step, the user
is presented with suggestions from a disambiguation service. User’s decisions of
accepting, rejecting or creating new concepts are collected and are planned to
be used to improve the link suggestions. This user feedback to the link sugges-
tion service, which is technically a table disambiguation service, is currently not
exploited, but a service integrating those suggestions is under development.

While the conceptual approach seems sound, our prototypes are not fully
usable by domain experts, yet. The developed prototypes for each steps need to
be effectively combined into a consistent web application to allow flawless and
user-friendly semi-automatic fact extraction and analysis for scientific papers.
Further, cubes extracted by other users can be combined with own extracted
cubes allowing collaborative analysis.

We presented a heuristic evaluation of a prototype of web-based user interface
for table extraction. We will improve the prototype addressing issues detected by
the heuristic evaluation. For improving the quality of the automatic suggestions
our own disambiguation service is developed within the CODE project aiming
at providing high-quality suggestions for LOD entities and replacing Sindice in
the final version.
12 http://code.know-center.tugraz.at/vis

http://code.know-center.tugraz.at/vis
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Abstract. Social media, in the recent years, has become the main source of 
information regarding society’s feedback on events that shape the everyday life. 
The social web is where journalists look to find how people respond to the news 
they read but is also the place where politicians and political analysts would 
look to find how societies feel about political decisions, politicians, events and 
policies that are announced. This work reports on the design and evaluation of a 
search and retrieval interface for socially enriched web archives. The 
considerations on the end user requirements regarding the social content are 
presented as well as the approach on the design and testing using a large 
collection of web documents.  

Keywords: digital archives, social networks, user experience, big data. 

1 Introduction 

News, events and views are part of the everyday people’s interaction. In the times of 
social media, people communicate their thoughts and sentiments over the events and 
views that are presented to them via social networks [1, 2]. Their views are 
opinionated and can be viewed and responded to by the rest of the community. 
Organizations that are involved in the process of collecting and processing the 
people’s views, such as Broadcasters and Political Analyst Groups, try to harvest as 
much of the content as possible on an everyday basis. Instead of blindly searching for 
possible responses to news one by one, they use specialized tools to collect, analyze, 
group, aggregate, fuse and deliver the people’s opinions that are relevant to their 
analyses [3]. Broadcasters use the social network information for two purposes. The 
first is for the classification of importance of events or entities (persons, locations, 
etc.) reported in the news. The second is to further refine their search on opinions for 
specific entities or events that have exhibited some kind of importance, for example 
opinions about a certain person that were very diverse or polarized.  

The target of this work is an important problem of the recent years: big data and 
the approach that has to be adopted by the HCI researcher in order to create an 
interactive system for users to appreciate and reason the results of the big data 
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analysis. It presents the exploratory usability studies, in which user groups and 
usability requirements are identified and the follow up report on the archivist and end 
user findings.  

This work reports on the design and evaluation of a user interface for search and 
retrieval of archived web documents. We are particularly interested in the user 
experience design and testing involved with the aim of building a final user interface 
prototype that will enable both archivists and end users to search into collections of 
archived content and retrieve, social web information such as opinions, sentiments, 
key peoples’ names, and so on.  

The next session provides the related work followed by a discussion on the user 
requirements for the Search and Retrieval Application interface (SARA) and the core 
functionalities. Then, the user experience methodology is described along with 
preliminary results and challenges faced. Next, the design considerations along with 
certain technical approaches are presented. Finally, the user interface prototype is 
presented along with the analyzed results on the archivist and end user activity. 

2 Related Work 

Web archiving is about striving to preserve a complete and descriptive snapshot of the 
available web data for the future. In the always-changing Web, a dynamic approach of 
content selection and appraisal is important to ensure that the web data that will be 
archived are of high quality, present a complete description of the selected area of 
context and that this description is persistently retained in the resulting archives.  

For content and language analytics, social networks are a major part of the 
Semantic Web [4]. Social network information is the focus of major research because 
of the vast variety of content authors and the potential of the analyses that can be 
performed [5]. The crawling process collects the data according to parameters set by 
the archivist. The data quality at this point can be measured using specific crawling 
strategies [6]. The collected content is analyzed and annotated with semantic meta-
information. The semantic data are archived as meta-data for the web data.  

Identified entities are the most common result of linguistic analysis and the task of 
searching for entities in social networks involves the recognition of entities and 
relations [7]. The news domain is a large area of application for sentiment and 
includes many sources such as news web sites, blogs, RSS feeds and social media [8, 
9] Entities are the most important element for creating training sets for sentiment 
analysis [10]. They are used to describe the ontologies needed for sentiment analysis 
for texts in both generic and specialized domains such as the arts [11]. Moreover, 
entities and relations can be modeled for ontological approaches beyond traditional 
polarity sentiment, for example for modeling emotion recognition by relating entities 
with human emotional states such as arousal and pleasantness [12]. 

Especially for the Social Web, from the moment that social networks such as 
Twitter provided an API for collecting information, sentiment analysis can be 
performed in a multitude of ways. Saif et al. have used features like semantic concept 
to predict sentiment on Twitter data sets [13] while other works present ways of 
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analyzing sentiment using hashtags as feature annotation [14]. Applying sentiment 
analysis on collected texts requires that the text be processed to ensure that is valid 
and clean such as all data are for the intended language, the non-textual segments 
from the collection process are removed and so on. Petz et al. presented a process 
model for preprocessing such corpora [15]. 

The design and development of dedicated search and retrieval interfaces for 
accessing archived content is a dedicated task in the area of web archiving [16]. 
Hearst et al. presented the requirements for a successful search interface where they 
stressed the importance of successful faceting and browsing of the content using 
metadata [17].  

Semantic search [18] can be performed over data that include semantic metadata 
and involves the use of complex semantic queries. Methods have been proposed to 
simplify the complexity of the semantic queries by translating keywords to formal 
queries [19]. However, from the end user point, the complexity of the semantic 
queries should be left out of the user interaction flow by providing the means to make 
semantic search simple of all users as a step towards maximizing usability [20]. Such 
simplicity can be achieved by providing ways to faceting through metadata after a 
simple initial search, allowing the user to dive deeper into the semantic context rather 
instead of requiring complex semantic queries to be entered at the initial search [21]. 
Including both browsing and refining qualities on the faceted metadata can further 
optimize faceting [22]. 

Usability is a major factor for measuring success for semantic web applications 
[23] while success is measured taking in to account the human factor, the user [24]. 
Understanding the user behavior behind the search workflow is paramount to 
designing a successful search interface [25]. Studying the intentions of the users and 
their expectations of the search and retrieval process can be the basis of a successful 
user centered design [26]. Works on usability testing suggest that a search interface 
should empower the users during the whole information retrieval process [27]. 

There are many usability evaluation methods that can be deployed for evaluating 
web interfaces. Evaluating usability entails both usability inspection and usability 
testing methods to be applied and a successful usable design should be a product of 
iterative usability evaluation that involves the users in all stages of the development 
lifecycle [28]. 

3 The Rationale behind the SARA User Interface  

SARA is an integral part of the ARCOMEM project [29], the purpose of which is to 
leverage the wisdom of the people for web content selection and appraisal for digital 
preservation. The typical system process for the collection and analysis of the web 
and social web data is as follows: 

(a) The crawling process collects web pages [30] and social web sources [31], 
based on initial seed lists and keywords that collectively describe a domain 
(e.g. EU economic crisis). 
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2. During the online phase the system analyzes the collected data and produce 
information regarding the sources, dates, reputation statistics, etc. The data are 
stored in an appropriate document store [32]. 

3. The semantic analysis, the offline phase, analyses the web documents and the 
social data and produces the semantic information. The semantic data are stored 
in a Resource Description Framework (RDF) structure in order to be easily 
searchable by semantic queries. 

4. A high-level analysis is performed on the socially-derived data from which 
statistics like opinion mining, cultural analysis, entity analysis, are obtained. 

Users that comment on news, events and entities are part of the data that are collected 
and analyzed in order to select the most important opinions, views, key players and 
roles that are, in effect, the targets of interest of the communities. Entities, such as 
people and locations, are identified and their importance as well as the user opinions 
on them is examined. Related entities are also discovered and further analyzed. 
Information from the social networks is linked to other web sources in order to 
provide a complete picture of the events that shaped the opinions of the readers. 
The aim of the SARA web interface is to provide the means for the archivists and 
journalists to semantically search the vast amount of data (raw, semantic, social, 
analytics), retrieve and visualize the content so that all semantic links between the 
user search and the data are retained. Data include: 

• Web resources (text, images, videos) 
• Semantic information (sentiments, opinions) 
• Entities (people, locations, events, etc.) 
• Social network sources (statistics, user name, location, activity, etc.) 

The above data had already been processed by the analysis modules of the 
ARCOMEM system so that more information about the semantic relations and the 
social web analytics has been stored. A non-definitive list of such data for a specific 
set of search parameters is: 

• List of most relevant social media posts for one or more entities 
• List of most diverse social media posts 
• Topic detection 
• The most influential users from social media 
• Entity evolution information 

The images and videos are content types that are not processed semantically but 
directly to provide indication of duplication of documents (i.e. news articles that 
contain the same video or picture may also be duplicates) or information on the 
evolution of entities over time. An example for the latter are pictures depicting the 
same entity at different points in time that provide explicit verification that the entity 
description has evolved, e.g. Cardinal Francis was formerly Cardinal J.M. Bergoglio. 
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4 User Experience Considerations 

The user requirements collection was initially based on the expected functionalities by 
the two main user groups, Broadcasters and Parliament Archivist. The initial list of 
requirements that was based on the conceptual design of such web interface was very 
long, because of all the possible results expected from the analyses of the web data. 
The target users were overwhelmed by both the broad potential uses of the analyzed 
social information but also from the, at that time, unknown usefulness of each bit of 
that vast amount of data. That realization has made obvious the fact that the core 
advantage of the ARCOMEM approach, that is the content diversity and social web 
data potential, was also the main problem to solve regarding the actual design of the 
user interface. The provision, type and quality of the analyzed data would have to 
drive the user interface design and interaction process. In order to tackle this, it was 
decided that the best approach would have to be a combined focus group discussion 
on the user-system interaction and a heuristic approach during the requirements 
gathering. In our case, the classic low-fidelity prototyping would have had minimal, if 
any, success, since the user interaction would be driven by the actual content.  

During the focus group discussions the archivists, which are experts in search and 
retrieval interfaces, were presented with possible approaches using examples of real 
web interfaces that are used for archived documents, like the Europeana portal [33]. A 
quick breakthrough came when it was realized that the social media content itself as 
well as the analyzed semantic information from the social media was the most 
controversial part of the user interaction. The users were very interested in using the 
semantic data for their search but were not fully aware of why that information was 
there and where it was derived from. It was also obvious that different levels of 
importance could be assigned to the types of semantic data. 

The user perception on the importance of the types of semantic information for 
search and retrieval of web documents was an open research question as well as a pre-
requisite for the user experience design of the SARA interface. A series of 
experiments were run on first time users using an early demo interface populated with 
semantic information [34]. The populated data were carefully selected and several 
delivery options in the user interface were explored (in text, separate lists, tag clouds, 
facets, etc.). The think aloud approach was used to get the subjective user feedback 
but also a simplistic analysis of the user path selections was done by logging the user 
clicks and time. The above approach has led to an initial set of functional and non-
functional requirements that were used to create the high-quality interface prototype 
using a small subset of content data for the formative evaluation. 

5 Design and Technical Challenges 

The design of the interface prototype was based on the archivist and journalist end-
user feedback. The expected type of information from the retrieval process by both 
main user groups was formalized. The obligatory entities and opinions were first on 
the list but so was marking and ranking of the most reputable sources. The journalists 
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reported that events, both standalone (if unprocessed) or aggregated (if such process 
was available) were at the top of their priority. It was also asked that Twitter users, 
blog posters and other entities that report events should be analyzed for their 
reputation status, location and any other values that would assign them a “trustworthy 
source” for the reported event. This requirement bears similarities to an earlier study 
where journalists placed importance to the type of user that reports in the social media 
or the web, assigning the “eyewitness” versus “non-eyewitness” and the 
“journalist/blogger” versus “ordinary individual” values [35]. Apart from the above, 
the users asked for lists of relevant Twitter posts for each web resource. A web 
resource can be a web page, blog post, wiki page, and so on, but not only. Web 
resources are comprised of several web objects such as Twitter posts, blog comments, 
and other pieces of information that bear direct semantic relation to the bound entities 
and events.  

The semantic information was chosen to be indexed using the named entities as the 
basic starting point. Each entity may have other entities associated with it, opinions, 
participate in an event, and so on. This approach provides the advantage that a 
complete list of attributes is always available for each entity. But it also requires 
several hops through the RDF storage via SPARQL queries in order to collect it. 
Moreover, SPARQL is slow and inefficient for such queries and does not support full 
text search. RDF storage search does not offer functionalities like faceting, hit 
highlighting, lemmatization, stemming, etc. In order to allow for fast indexing, it was 
decided that a full text search engine should be deployed. 

In order to minimize response times, it was decided to fully populate the Solr index 
offline. For this purpose, it was needed to migrate most of the existing information 
from the RDF triple store to the Full Text Search Engine beforehand. The best 
practice for this was to convert the RDF triple store into a set of flattened documents 
that are compatible with the Solr schema. These flattened documents had to be 
populated one by one through an indexing process with values retrieved from the 
RDF triple store.  

For this task, a custom indexing module in Java and Groovy was implemented. 
Parts of Groovy dynamic programming language were added to create a kind of 
domain specific language. This small domain specific language (a set of classes) 
offers to an external user the possibility to easily change indexing rules on the fly.  

There are several approaches for the indexing procedure. Nevertheless, the most 
appropriate due to the large volume of the knowledge base was to apply an 
incremental formulation of Solr documents and index them one by one. This practice, 
though more time consuming, has minimal requirements for memory in both indexer 
and Solr Handlers while indexing. Moreover, it can be stopped anytime during 
indexing and resumed afterwards, without affecting the whole process.  

Each Solr document is representing an RDF web resource instance. It starts by 
retrieving a set of web resource-ids Iterator from the RDF triple store. Then, the 
process iterates through the ids of the web resources, and, for each id, all the required 
fields referring to this web resource instance are retrieved by SPARQL queries. Once 
the Solr document is fully populated it is inserted into Solr. The type of fields of the 
Solr schema has been appropriately configured for the purposes of this case. 
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Fig. 2. A web resource page, enriched with social information 

From the logs of the user interface usage, there are indications that two main user 
types are identified: the archivist and the end-user. This is a significant change from 
the initial assumption that user types such as a journalist and a political analyst end 
user are different types. The archivist proceeds in a well structured manner and goes 
through several items of the same hierarchical level in order to fulfill a sense of 
completeness for the archived data. The end-user, on the other hand, employs a more 
aggressive approach that drills down into the content, entities and opinions, in order to 
collect several examples that establish and validate a news story.  

Archivist. Views the content and evaluate availability and completeness of the 
selected web documents for digital preservation. Expert user, highly trained to locate 
missing groups of information, web resources and semantic. 

End-User. The generic user type. It includes researchers in news reporting, such as 
broadcasters and journalists, as well as researchers in other fields that are interested in 
the social web information. The latter may be policy makers, political/parliamentarian 
assistants, students of social sciences, law, and so on. 

7 Conclusion and Further Work 

This work reported on the user experience design considerations and findings for the 
design of a search and retrieval web interface for socially-aware web preservation. 
The next iteration of the design will involve the end users more actively. Transcribed 
scenarios will guide the users to perform certain actions in order to evaluate their 
interaction with the system. Free form search and retrieval will also be monitored in 
order to assess the efficiency of the current design and identify factors that may lead 
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to usability performance optimizations by letting the users exploit the full potential of 
the social content. User training sessions are expected to provide new insight into how 
archivists and journalist end users extensively access the interface to its full potential. 
The expected results could be very revealing as to the nature of the archivist search 
behavior, eventually leading to a more refined user experience for both user types. 

Acknowledgements. The work described here was partially supported by the EU ICT 
research project ARCOMEM: Archive Communities Memories, www.arcomem.eu, 
FP7-ICT-270239. 
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Abstract. In the last years, the growing diffusion of IT-based services
has given a rise to the use of huge masses of data. However, using data
for analytical and decision making purposes requires to perform several
tasks, e.g. data cleansing, data filtering, data aggregation and synthesis,
etc. Tools and methodologies empowering people are required to appro-
priately manage the (high) complexity of large datasets.

This paper proposes the multidimensional RDQA, an enhanced ver-
sion of an existing model-based data verification technique, that can be
used to identify, extract, and classify data inconsistencies on longitudinal
data. Specifically, it discovers fine grained information about the data in-
consistencies and it uses a multidimensional visualisation technique for
showing them. The enhanced RDQA supports and empowers the users
in the task of assessing and improving algorithms and solutions for data
analysis, especially when large datasets are considered.

The proposed technique has been applied on a real-world dataset de-
rived from the Italian labour market domain, which we made publicly
available to the community.

Keywords: Data Cleansing, Data Quality, Model Checking, Model
based approach, Data Visualisation.

1 Introduction and Related Work

ICT based services have opened the frontiers for managing data in an unfore-
seeable manner. From one side, methodologies, infrastructures, and tools for
handling and analysing huge amount of data are now available, from the other
site a lot of datasets are collected in several scenarios e.g. (citing two antithetic
examples) from sensor networks to information systems. Considering the latter,
a lot of data are collected about people’s everyday life (from public services
to social networks), and can be used to deeply describe social, economic, and
business phenomena.

Focusing on information systems, it is well known that their data quality is
frequently very low [1] and, due to the “garbage in, garbage out” principle, dirty
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data strongly affect the information derived from them (e.g., see [2]). Accessing
the real data or alternative and trusted data sources is rarely feasible, therefore
data cleansing is often the only viable solution. Hence, in this context the data
elaboration activities strongly focus on data cleansing.

Works focusing on data quality improvement can be classified into the follow-
ing paradigms: Rules based error detection and correction allows users to specify
rules and transformations to clean the data, a survey can be found in [3]. Spec-
ifying rules can be a very complex and time consuming task. Furthermore, bug
fixing and rules maintenance require a non negligible effort. Machine learning
methods exploit learning algorithms for error localisation and correction. An al-
gorithm can be used to identify errors and inconsistencies after a training phase.
It is well known that these methods can improve their performance in response
to human feedbacks, however the model resulting from the learning phase cannot
be easily accessed and interpreted by domain experts. Record linkage [4] aims to
bring together corresponding records from two or more data sources or finding
duplicates within the same one. The record linkage problem falls outside the
scope of this paper, therefore it is not further investigated. A detailed survey of
data quality tools is not reported due to space limitations, the interested reader
can refer to [3]. Despite a lot of research activities have been carried out, the
development of cleansing routines and algorithms is still a very complex and
error-prone task. Furthermore, the complexity arises when longitudinal data are
considered. Longitudinal data (or panel data) refer to a set of repeated observa-
tions of the same object or subject at multiple time points. These observations
can be ordered with respect to time, generating a longitudinal data sequence.

Focusing on the data visualisation task, it is widely recognized that data vi-
sualisation and visual exploration play a key role in the knowledge discovery
process, since they provide an effective understanding of the data and of the
information managed [5]. To this aim, a number of data visualisation techniques
are currently explored in several contexts, from healthcare to management in-
formation systems (e.g., [6, 7, 8, 9]).

The idea behind this paper draws on the work of [10] where Finite State
Systems (FSSs) are used to formalise the consistent evolution of longitudinal
data sequences. The authors exploit an explicit model checking technique to
verify if the data sequence evolution is consistent or not (according to the model
semantics). At the end of the process, the input dataset is classified into two
data sequence partitions: the consistent and the inconsistent one.

To this regard, let us consider the dataset showed in Tab. 1(a): it describes the
events recorded by a mobile telephone operator for lawful interception purposes.
Lawful Interception is a security process where a service provider or a network op-
erator collects individuals intercepted data or communications on behalf of law
enforcement officials, see [11] for more details. The data showed in Tab. 1(a) refers
to events describing mobile phones connecting to cells (of a cellular network), per-
forming calls, exchanging messages, and data packets. The data in the table can
be seen as a log of the activities that a law enforcement agency can request for in-
vestigation. Every record reports information about: the MS-ID (Mobile Station
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ID, i.e. an ID identifying the mobile phone involved); the BTS-ID (the ID of the
base transceiver station to which the Mobile Phone is connected); and the Event-
Type. For the sake of simplicity, we mapped the several existing event types to
the following restricted set: cell-in, cell-out, and traffic. The cell-in event happens
when a mobile phone starts being served by a BTS (Base Transceiver Station),
e.g. the mobile phone is switched on or it enters into the BTS coverage area. The
cell-out event takes place when the mobile phone is no longer served by the BTS
where it has previously performed a cell-in (this can be due to the mobile phone
being switched-off, or to the exit from the BTS coverage area). The traffic event
is recorded when a call is initiated, or a message is sent or received, or some data
are exchanged by the phone. The Timestamp value reports the call start time or
the message/data packet send time. A mobile phone event sequence should evolve
according to the automaton described in Fig. 1(a), unfortunately the real data do
not fully comply: several cell-in can be found in the same cell (with no cell-out
in between), several traffic events on a BTS have no previous cell-in, etc. This is
mainly due to signal drop issues affecting the radio connections. The elapsed in-
tervals should be computed for analysis purposes i.e., the intervals when a mobile
phone is served by (and thus being into) a BTS. Unfortunately the inconsistencies
previously described affect the intervals computation, therefore, cleansing algo-
rithms dealing with large datasets are required.

This paper is organised as follows: in Sec. 2 the Robust Data Quality Analysis
(RDQA) methodology is introduced; in Sec. 3 an enhanced version of the RDQA
is presented, namely the Multidimensional RDQA; its usage in the labour market
domain has been presented in Sec. 4; in Sec. 5 the results have been commented
and some concluding remarks are drawn.

2 The Robust Data Quality Analysis

This paper extends the Robust Data Quality Analysis (RDQA), a model-based
data verification technique presented in [10]. The RDQA is aimed to evaluate
the quality of longitudinal data before and after a cleansing intervention.

With the aim of summarising the main RDQA concepts, let us introduce
the concept of Finite State Event Dataset, which builds a bridge between the
database and the event-driven system domains. A database record is portrayed
as an event, i.e. a record content or a subset thereof is interpreted as the de-
scription of an external world event modifying the system configuration, and a
time-ordered set of records is interpreted as an event sequence. This concept is
formalised as follows.

Definition 1. Let R = (R1, . . . , Rn) be a schema relation of a database, let
e = (r1, . . . , rm) be an event where r1 ∈ R1, . . . , rn ∈ Rn, then e is a record
of the projection (R1, . . . , Rm) over R with m ≤ n. A total order relation ∼
on events can be defined such that e1 ∼ e2 ∼ . . . ∼ en. An event sequence is a
∼-ordered sequence of events ε = e1, . . . , en.
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A Finite State Event Dataset (FSED) is an event sequence ε derived from a
longitudinal dataset. A Finite State Event Database (FSEDB) is a database DB

whose content is DB =
⋃k

i=1 Si where k ≥ 1.

The Mobile Phone Tracking Example. The following example should clarify the
matter. Let us consider the dataset introduced in Tab. 1(a). The information
collected about a single mobile phone is the FSED, while the information of
several of them is the FSEDB. An event ei is composed by the attributes MS-ID,
Event Type, Cell-ID, and Timestamp, namely ei = (MS − IDi, ETypei, Cell−
IDi, T imestampi). Moreover, the total-order operator ∼ could be the binary
operator ≤ defined over the event’s attribute T imestamp, hence ∀ei, ej ∈ E, ei ≤
ej iff T imestampei ≤ T imestampej . Finally, a simply consistency property could
be “if a mobile phone connects to cell A, then it will disconnect from A before
connecting to a different cell“.

We can model this consistency property through an FSS. The consistency
model is graphically represented in Fig. 1(a). In our settings, the system state
is composed by two variables, namely (1) the variable cell, which describes to
which cell the mobile phone is connected and (2) the variable state ∈ {con, dis},
whereas con denotes a phone connected to a cell, dis otherwise.

offline
state=dis
cell=⊥

start
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Fig. 1. (a) A Graphical representation of the consistency model for the Mobile Phone
Tracking domain where the lower part of a node describes how the system state evolves
when an event happens. (b) A Graphical representation describing a model checking
based data consistency verification of a dataset.

The RDQA was conceived to evaluate the effectiveness of a cleansing routine
(clr hereafter) on a specific dataset by addressing questions like “what is the
degree of cleanliness achieved through clr? Are we sure that clr does not intro-
duce any error in the cleansed dataset? Which is the margin of improvement of
clr (if any)? The RDQA can be iteratively applied using several clr (improved)
versions until a satisfactory data quality level is reached. The Fig. 2 describes
a single RDQA iteration taking as input: a consistency model of the data, the
source database S, and its cleansed instance C. The cleansing function is ex-
ecuted on each Si ∈ S, generating the cleansed version Ci ∈ C (an FSEDB
is composed by several FSEDs, the latter are cleansed separately). A graphical
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representation of such approach is depicted in Fig. 1(b). The RDQA exploits a
model-based verification function called ccheck to verify the consistency of each
event sequence Si and Ci. The output of a RDQA iteration is the Double Check
Matrix (DCM), as shown in Tab. 1(b), which allows one to assign each (Si, Ci)
pair to a DCM cluster. Every line of Tab. 1(b) reports information about a DCM
cluster. As an example, the Cluster 1 gives the number of FSEDs for which no
error was found by both the ccheck and the clr (i.e., both ccheck and clr agreed
that the original data were clean and no intervention was required). On the con-
trary, the Cluster 4 shows the number of FSEDs for which no error was found by
ccheck on Si even though a cleansing intervention took place, producing a result
recognised as inconsistent by ccheck on Ci. The identification of such clusters
helps discovering bugs in the clr or in the ccheck function.

Table 1. (a) An example of a Mobile Phone Tracking Dataset and (b) the Double
Check Matrix are shown

(a)
Event-ID Event Type Cell-ID Timestamp

01 cell-IN 3902 12/01/2011:08::35:00
02 traffic 3902 12/01/2011:11::00:05
03 traffic 3902 12/01/2011:13::10:15
04 traffic 3902 12/01/2011:18::45:55
05 cell-IN 40122 12/01/2011:22::00:00
. . . . . . . . . . . .

(b)

Cluster What the ccheck function says about a
sequence?

Is Si consistent? Si
?
= Ci Is Ci consistent?

1 Y Y Y
2 Y Y N
3 Y N Y
4 Y N N
5 N Y Y
6 N Y N
7 N N Y
8 N N N

Indeed, at each RDQA iteration the DCM acts like a bug hunter contributing
to the improvement of the cleansing procedures and to better understand the
domain rules. Clearly, this approach does not guarantee the correctness of the
data cleansing process, nevertheless it helps making the process more robust
with respect to data consistency.

3 The Multidimensional RDQA

The ccheck used in the RDQA works according to an on/off approach: it detects
inconsistencies, but it doesn’t provide any further information about the errors.
Here it will be shown how the FSSs can be used to deeply investigate and classify
the inconsistencies found. Since the data verification process is strongly affected
by the actual data (i.e., the FSS verified by the model checker is instantiated
according to the database data), some preliminary steps are required to identify
“general” inconsistent patterns or properties: (1) to introduce an abstraction of
the actual data, namely the symbolic data1, and (2) to discover all the feasible
1 The idea is not new and it is inspired by the abstract interpretation technique,

see [12].
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Table 2. (a) Error patterns for the Mobile Phone Tracking domain and (b) the values
of its domain variables are provided

(a)
Error-Code State Inconsistent Event

1 state = dis (cell − out, CX)
2 state = dis (traffic, CX)
3 state = con ∧ cell = ”CX” (cell − out, CY )
4 state = con ∧ cell = ”CX” (cell − in, CX)
5 state = con ∧ cell = ”CX” (cell − in, CY )
6 state = con ∧ cell = ”CX” (traffic, CY )

(b)
Variable
Type

Variable Domain Values

State Variables state con, dis
cell

CX , CY

Event data cell
EType cell-in, cell-out, traffic

inconsistency patterns affecting the symbolic data (3) by assigning a unique
error-code to each of them. The error codes can then be used to classify the
inconsistencies affecting the real data.

The Mobile Phone Tracking Example. Let us consider again the Mobile Phone
Tracking example of Tab. 1(a) and let us focus on the inconsistent event se-
quences of two mobile phones: Mob1 = (cell− in, 03290), (cell− out, 03291) and
Mob2 = (cell − in, 03120), (cell− out, 03288), whereas respectively the ETypei
and Cell−IDi attributes only are reported, and very short sequences are showed
for the sake of simplicity. The inconsistencies found share a common character-
istic: the “cell-out” has been made on a cell different from the one where the last
“cell-in” took place. Then, we replace the actual cell domain data Dcell = {03120,
03288, 03290, 03291, . . .} (whose cardinality can be very high although finite)
with a symbolic domain composed by a (small) set of symbols. In our example
we can make an abstraction of the domain Dcell by using only two symbols,
namely Dsymbolic

cell = {CX , CY }. The symbolic set cardinality has to be chosen
according to the criteria described below. More formally, we define the following.
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S
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S
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Fine-grained 
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Cluster 
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Fig. 2. An overview of the RDQA and the Multidimensional RDQA processes is given

Definition 2 (Symbolic Data and Symbolic Domain). Let s be an FSS
state and e be an event with respectively s = x1, . . . , xn state variables and
e = (r1, . . . , rm) event attributes. Let D be a finite (although very large) attribute
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domain where {x1, . . . , xn′} ⊆ {x1, . . . , xn} and {r1, . . . , rm′} ⊆ {r1, . . . , rm} are
instances of D, i.e., {x1, . . . , xn′} ∈ D and {r1, . . . , rm′} ∈ D.

An event e happening in the state s requires the evaluation of x1, . . . , xn′ and
r1, . . . , rm′ values, namely a configuration of n′+m′ different values of D. Then,
we define the Symbolic Domain of D as a set of different symbols d1, . . . , dn′+m′ ,
called Symbolic Data, required to represent the values of D in the consistency
model, i.e. Dsymbolic = {d1, . . . , dn′+m′}.

Finally, some trivial conditions should be met before exploiting a Symbolic Do-
main rather than an Actual Domain: (p1) no total order relation is defined in the
actual domain (or the total order relation is not considered for the scope of the
analysis); (p2) No condition should compare a symbol to a non-symbolic value
(e.g. CX = 03120 in our example). Once the abstraction of the data has been
identified, we can exploit the model-checking-algorithm to discover all the feasi-
ble inconsistency patterns affecting a symbolic event sequence. We will provide
an example focusing on the Mobile Phone Tracking example, Tab. 2(b) shows
the system variables, the events, and the domain values used. This task has been
accomplished through the UPMurphi tool [13, 14] (i.e., a model-checking-based
engine built upon the Murphi verifier). The results can be used as identification
patterns for all the datasets that can be represented by the symbolic domain. The
set of pairs <state values; event values> that lead to an inconsistency are shown
in Tab. 2(a). Only a subset of the feasible pairs is reported, since the entries shown
are reduced using some symmetry reduction techniques, e.g.<state = con∧cell =
CX ; cell − in, CY > and < state = con ∧ cell = CY ; cell − in, CX > are sym-
metric then can be represented using only the first one according to the symme-
try reduction technique [15]. Then, the model checking based identification allows
one to univocally match a real data inconsistent sequence to a symbolic error pat-
tern. The error patterns can be labelled and statistics about their occurrences on
real data can be computed (e.g., by providing how the error pattern occurrences
change from the dirty to the cleansed data).

The result of the process is an enhanced DCM, namely the Multidimensional
DCM. Each DCM cluster is enriched with a square matrix having n + 1 rows
and columns, where n is the number of error-codes detected, as shown in Eq. 1.

∀l ∈ {1, . . . , 8} Clusterln+1,n+1 =

⎛
⎜⎜⎜⎝

err0,0 err0,1 · · · err0,n
err1,0 err1,1 · · · err1,n

...
...

. . .
...

errn,0 errn,1 · · · errn,n

⎞
⎟⎟⎟⎠ (1)

As an example, given a cluster of the DCM, an element of the matrix erri,j is
a number k ∈ N if and only if k distinct event sequences have presented the
error-code i in the original dataset and the error-code j in the cleansed one. For
completeness we added the dummy error-code zero to represent consistent items
i.e., we consider elements having i = 0 or j = 0 as consistent (e.g., err0,0 is the
number of sequences consistent before and after the cleansing intervention).
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4 A Real-World Dataset: The Labour Market Domain

The scenario we are presenting focuses on the Italian labour market domain. Ac-
cording to the Italian law, every time an employer hires or dismisses an employee,
or an employment contract is modified (e.g. from part-time to full-time, or from
fixed-term to unlimited-term), a Mandatory Communication (i.e., an event) is
sent to a job registry, managed at local level. The Italian public administration
has developed an ICT infrastructure for recording Mandatory Communications,
generating an administrative archive useful for studying the labour market dy-
namics (see, e.g., [16]). Each mandatory communication is stored into a record
composed by the following attributes:

e_id: it represents an id identifying the communication;
w_id: it represents an id identifying the person involved;
e_date: it is the event occurrence date;
e_type: it describes the event type occurring to the worker career. Events

types are the start or the cessation of a working contract, the extension of
a fixed-term contract, or the conversion from a contract type to a different
one;

c_flag: it states whether the event is related to a full-time or a part-time con-
tract;

c_type: describes the contract type with respect to the Italian law. Here we
consider Limited, i.e. fixed-term, and unlimited, i.e. unlimited-term, con-
tracts.

empr_id: it uniquely identifies the employer involved.

Considering the terminology introduced in Def. 1, an FSED is the set of events
for a given w_id (ordered by e_date), and the FSEDs union composes the
FSEDB. The career event sequences can be considered as longitudinal data.
Now we closely look to the careers consistency, where the consistency semantics
is derived from the Italian labour law, from the domain knowledge, and from
the common practice. Here are reported some constraints:

c1: an employee can have no more than one full-time contract at the same time;
c2: an employee cannot have more than K part-time contracts (signed by dif-

ferent employers), in our context we assume K = 2;
c3: an unlimited term contract cannot be extended;
c4: a contract extension can change neither the existing contract type (c_type)

nor the part-time/full-time status (c_flag) e.g., a part-time and fixed-term
contract cannot be turned into a full-time contract by an extension;

c5: a conversion requires either the c_type or the c_flag to be changed (or
both).

For simplicity, we omit the descriptions of some trivial constraints e.g., an em-
ployee cannot have a cessation event when she/he is not hired, an event cannot
be recorded twice, etc.

The UPMurphi tool allows us to build an FSS upon which the data verification
tasks are performed. A worker’s career model (i.e., the system state) is composed



Inconsistency Knowledge Discovery for Longitudinal Data Management 191

by three elements at a given time point: the list of companies for which the worker
has an active contract (C[]), the list of modalities (part-time, full-time) for each
contract (M []) and the list of contract types (T []). To give an example, C[0] =
12, M [0] = PT, T [0] = unlimited models a worker having an active unlimited
part-time contract with company 12. A graphical representation is showed in
Fig. 3. Note that, to improve the readability, we omitted to represent conversion
events as well as inconsistent states/transitions (e.g., a worker activating two
full-time contracts), which are handled by the FSS generated by the UPMurphi
model. We have done a map from the actual to the symbolic data as described
in Sec 3 taking into account both the states and the events of Fig. 3. The
attributes c_type, e_type, and c_flag are already bounded and we left them as
is, while the empr_id attribute domain has been mapped on a symbolic set of
3 symbols {emprx, empry, emprz} according to the process described in Sec. 3
and satisfying conditions p1 and p2.

5 Results and Concluding Remarks

We applied the Multidimensional-RDQA for evaluating the cleansing procedures
used on people careers data. A subset of an Italian Region inhabitants and
their careers data have been chosen. Such data consist of 1, 791, 282 mandatory
communications describing the careers of 200, 000 people observed starting from
the 1st January 2004 to the 31st December 2011. The output of this process
is the DCM, as shown in Tab. 3, where each cluster has been enhanced with
the error-code matrix. The results are shortly commented in the following list.
The clusters labelled with (∗) represent the job careers dropped by the cleansing
function (in spite of their consistency) cause they refer to workers living outside
the investigated region and they are not in the scope of the analysis.

Table 3. The Double Check Matrix computed on the careers data of an Italian Region

Row
Cluster

What ccheck function says about a sequence? Careers Data

Number Is Si consistent? Si
?
= Ci Is Ci consistent? #Careers %

R1 1 Y Y Y 64,625 32.3
R2 2 Y Y N 0 0.00
R3 3 Y N Y 3,190 1.6
R4 4 Y N N 184 0.09
R5 * Y N unknown 315 0.15
R6 5 N Y Y 0 0.00
R7 6 N Y N 1,054 0.52
R8 7 N N Y 116,216 58.1
R9 8 N N N 14,059 7.02
R10 * N N unknown 357 0.17

Cluster 1: represents careers already clean that the clr did not modify. It pro-
vides an estimation of the consistent careers on the source archive.
Cluster 2: refers to careers considered consistent (by ccheck) before but not
after the cleansing, although they have not been touched by clr. As expected
this subset is empty.
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Fig. 3. An FSS graphical representation of a valid worker’s career is shown, with st =
start, cs = cessation, cn = conversion, and ex = extension

Cluster 3: describes consistent careers that have been unexpectedly changed
by the clr. Note that, despite such kind of careers remain consistent after the
cleansing intervention, the behaviour of clr needs to be investigated.
Cluster 4: represents careers originally consistent that clr has made inconsis-
tent. These careers have strongly helped identifying and correcting bugs in the
clr implementation.
Cluster 5: refers to careers recognised as not consistent before but consistent
after cleansing (by ccheck), although they the clr did not modify them. This
subset is empty, as expected.
Cluster 6: describes inconsistent careers that clr was able neither to detect nor
to correct, and consequently they were left untouched.
Cluster 7: describes the number of (originally) inconsistent careers which ccheck
recognises as properly cleansed by clr at the end.
Cluster 8: represents careers originally inconsistent which have been not prop-
erly cleansed since, despite an intervention of clr, the function ccheck identifies
them still as inconsistent.
Finally, each DCM cluster has been further analysed by closely looking at its
error-code matrix. To this aim, we exploited a well-suited multidimensional vi-
sualisation technique, namely the parallel-coordinates (abbrv: ‖-coord see [17]).

Informally speaking, ‖-coord allow one to represent an n-dimensional datum
(x1, . . . , xn) as a polyline, by connecting each xi point in n parallel y-axes.
We used the ‖-coord to plot the DCM and the error-code data by using four
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dimensions, namely (l, i, erri,j , j)which respectively represent the DCM row num-
ber, the error-code before the cleansing, the number or careers (i.e. the erri,j value
in Eq. 1), and the error-code after the cleansing. Generally, ‖-coord tools show
their powerfulness when used interactively (i.e., by selecting ranges from the y-
axes, by emphasising the lines traversing through specific ranges, etc).

(a) (b)

Fig. 4. Parallel Coordinates for (a) Row Number 8 and (2) Row Number 9 of the DCM
in Tab. 3

For these reasons, the plot file has been made publicly available for down-
loading as detailed below. For the sake of completeness, we report two ‖-coord
graphs shown in Fig. 4. The Figure 4(a) shows the Cluster 7 of the DCM (i.e.,
the originally inconsistent careers correctly cleansed by the clr function). The
figure explains how the error-codes are distributed on the original inconsistent
data and their related frequencies. Differently, Fig. 4(b) highlights the Cluster
8 data (i.e. the careers improperly cleansed by the clr) which allows one to dis-
cover how an error-code in the source dataset evolves due to a wrong cleansing
intervention. The error-code and the DCM data plotting played a key role in the
analysis of the data evolution and in discovering cleansing issues (e.g., it was easy
to identify the most relevant and more numerous cases and to prioritise them).
Due to the space limitations, we can not further comment the results and how
they have been used. An anonymous version of the analysed dataset, the Mul-
tidimensional RDQA outcomes and the ‖-coord sheets have been made publicly
available for download and demonstration2, so that the results we present can
be assessed, shared, and compared with other techniques.

Concluding Remarks. Our results show that the joint application of model-based
verification approaches and visualisation techniques give the users the instru-
ments to tackle the complexities of managing huge masses of data. Moreover,
we presented a real-world scenario in the labour market domain where the ver-
ification and visualisation techniques have been successfully used. As a future
2 http://goo.gl/BTdES. User: hcikdd2013materials@gmail.com Pass: hci-kdd2013.

http://goo.gl/BTdES
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work, other visualisation techniques will be investigated to empower the user
managing large datasets.
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Abstract. In this paper, we present a study to discover hidden patterns in the 
reports of the public release of the Food and Drug Administration (FDA)’s 
Adverse Event Reporting System (AERS) for alendronate (fosamax) drug. 
Alendronate (fosamax) is a widely used medication for the treatment of 
osteoporosis disease. Osteoporosis is  recognised as an important public health 
problem because of the significant morbidity, mortality and costs of treatment. 
We consider the importance of alendronate (fosamax) for medical research and 
explore the relationship between patient demographics information, the adverse 
event outcomes and drug’s adverse events. We analyze the FDA’s AERS which 
cover the period from the third quarter of 2005 through the second quarter  of 
2012  and  create a dataset for association analysis. Both Apriori and Predictive 
Apriori algorithms are used for implementation which generates rules and the 
results are interpreted and evaluated. According to the results, some interesting 
rules and associations are obtained from the dataset. We believe that our results 
can be useful for medical researchers and decision making at pharmaceutical 
companies. 

Keywords: Open medical data, knowledge discovery, biomedical data mining, 
osteoporosis, drug adverse event, alendronate (fosamax), apriori algorithm, co-
occurrence analysis. 

1 Introduction 

Open data is generally a big issue in every scientific community. Much has changed 
within the last years and Science has become part of our modern civilization and 
should be, and be seen to be, a public enterprise, not a private enterprise done behind 
closed laboratory doors [1]. Consequently, Open Data is considered an important 
issue in several scientific communities for some time now [2]  and very recently it is 
in debate in the biomedical area [3], [4].  
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A big asset of open data in research is that it allows to build on the work of others 
more efficiently and helps to speed the progress of science [5]; because to build on 
previous discoveries, there must be trust in the validity of prior research – but most 
important, it facilitates trust between researchers and with the public, due to the fact 
that it allows secondary analyses that expand the usefulness of datasets and the 
resulting knowledge gained [6].  

Postmarket surveillance for adverse events is an essential component of every 
national and regional health system for assuring drug safety [7]. The Food and Drug 
Administration (FDA) in USA is responsible not only for approving drugs for 
marketing but also for monitoring their safety after they reach the market. This 
function is carried out by the FDA’s Office of Drug Safety, which maintains a 
spontaneous reporting database called the Adverse Event Reporting System (AERS). 
AERS receives adverse events information from two principal sources: mandatory 
reports from pharmaceutical companies on adverse events that had been 
spontaneously communicated to the firms, primarily by physicians and pharmacists: 
and adverse event reports that physicians, pharmacists, nurses, dentists and consumers 
submit directly to the FDA’s MedWatch program. Since 1969, more than 2 million 
adverse event reports have been submitted to the FDA. In the United States, the 
estimated cost of morbidity and mortality related to adverse drug reactions (ADRs) is 
more than $75 million annually, and ADRs are among the top 10 leading causes of 
death [8]. 

The FDA can restrict distribution of a drug, and on rare occasions, it may request a 
drug’s withdrawal from the market, or the manufacturer may voluntarily withdraw the 
drug [8]. In September 2004, Merck&Co, Inc, voluntarily withdrew rofecoxib (vioxx) 
from the global market because of an increased risk of cardiovascular events. Two 
months later, the FDA announced that manufacturers of isotretinoin  will obtain 
registration of prescribers of isotretinoin, dispencing pharmacies, and patients who are 
prescribed the drug. The agency also announced the requirement of documentation of 
a negative pregnancy test result before isotretinoin is given to women capable of 
becoming pregnant. In April 2005, valdecoxib was withdrawn from the market 
because of serious dermatological conditions and an unfavorable risk vs benefit 
profile [9]. 

The aim of this study is to explore hidden relationship between alendronate 
(fosamax) and adverse events. Alendronate(fosamax) is the main medication for 
osteoporosis disease. Osteoporosis is widely recognised as an important public health 
problem because of the significant morbidity, mortality and costs associated with its 
complications, namely fractures of the hip, spine, forearm and other skeletal sites[10]. 
Across the whole of Europe, an estimated 3.1million fragility fractures occur each 
year in men and women age 50 years or over, including 620,000 cases of hip fracture, 
490,000 clinical vertebral fractures and 574,000 forearm fractures. The incidence of 
fractures is highest amongst elderly white women, with one in every two women 
suffering an osteoporosis related fracture in their lifetime [11], [12], [13].  

It is also known that there are some adverse events of drugs that are associated 
with a specific gender. Hence, we also considered that patient demographics such as 
age, gender may be associated with differential risk to alendronate(fosamax) and we 
present an approach for knowledge discovery on the adverse events of this drug. We 
analyzed the data from the FDA’s AERS to discover associations between patient 
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demographics, the adverse event outcomes (death, hospitalization, disability etc.)  and  
adverse events of  alendronate(fosamax). We aimed to capture some serious and 
useful information buried in event reports that are not easily recognized in clinical 
trials by researchers, clinicians and pharmaceutical companies. 

2 Related Work 

Novel data mining algorithms were developed and several studies were performed for 
knowledge discovery on  drug adverse events associations. Tatoneti et al., mined the 
FDA’s AERS for side-effect profiles involving glucose homeostatis and found a 
surprisingly strong signal for comedication with pravastatin and paroxetine[14]. 

Kadoyama et al., searched the FDA’s AERS and carried out a study to confirm 
whether the database could suggest the hypersensitivity reactions caused by 
anticancer agents, paclitaxel, docetaxel, procarbazine, asparaginase, teniposide and 
etoposide. They used some data mining algorithms such as proportional reporting 
ratio (PRR), the reporting odds ratio(ROR) and the empirical Bayes geometric mean 
(EBGM) to identify drug-associated adverse events and consequently,  they detected 
some associations[15]. 

Tamura et al., reviewed FDA AERS to assess the bleeding complications induced 
by the administration of antiplatelets and to attempt to determine the rank-order of the 
association. According to their results, both aspirin and clopidogrel were associated 
with haemorrhage, but the association was more noteworthy for clopidogrel; however, 
for gastrointestinal bleeding complications, the statistical metrics suggested a stronger 
association for aspirin than clopidogrel[16]. 

Gandhi et al., investigated the FDA’s AERS to detect cardiovascular 
thromboembolic events associated with febuxosat. They implemented Bayesian 
statistics within the neural network architecture to identify potential risks of 
febuxosat. Their study indicated continuing combination cases of cardiovascular 
thrombotic events associated with the use of febuxosat in gout patients [17]. 

3 Methods 

Data Sources 
Input data for our study are taken from the public release of the FDA’s AERS 
database, which covers the period from the third quarter of 2005 through the second 
of 2012. The data structure of AERS consists of 7 datasets: patient demographic and 
administrative information (DEMO), drug/biologic information (DRUG), adverse 
events (REAC), patient outcomes (OUTC), Report Sources (RPSR), drug therapy 
start and end dates (THER), and indications for use/diagnosis (INDI).The adverse 
events in REAC are coded using preferred terms (PTs) in the Medical Dictionary for 
Regulatory Activities (MedDRA) terminology. All ASCII data files are linked using 
ISR, a unique number for identifying an AER. Three of 7 files are linked using 
DRUG_SEQ, a unique number for identifying a drug for an ISR [18]. The outline of 7 
datasets is shown in Fig.1 [19].  
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Fig. 1. Data structure of AERS 

Association Rule Mining and Apriori Algorithm 
Frequent sets play an essential role in studies on data mining to find interesting 
patterns from databases, such as association rules, correlations and sequences. 
Association rule mining explores hidden association or correlation relationships 
among a large set of data items. With massive amounts of data continuously being 
collected and stored, many industries are becoming interested in mining association  
rules from their database. The discovery of interesting association relationships 
among huge amounts of business transaction records can help in many business 
decision making processes[20]. 

Association rule mining methods try to find frequent items in databases. Given a 
set of transactions T(each transaction is a set of items), an association rule can be 
expressed in the form YX  , where X and Y are mutually exclusive sets of 
items[21].  

The rule’s statistical significance is measured by support, and the rule’s strength by 
confidence. The support of the rule is defined as the percentage of transactions in T 
that contain both X and Y, and may be regarded as , the probability of YX ∪  (X 
union Y). The confidence of the association rule is the ratio of the support of the 
itemset YX ∪ to the support of the itemset X, which roughly corresponds to the 
conditional probability P(Y/X).  
Association rule generation is usually split up into two steps: 

• Find all combinations of items whose supports are greater than a user-
specified minimum support(threshold). The combinations are called frequent 
itemsets. 

• Use the items from frequent itemsets to generate the desired rules. More 
specifically, the confidence of each rule is computed, and  if it is above the 
confidence threshold, the rule is satisfied [21],[22]. 

The Apriori algorithm is the most efficient algorithm for discovering association rules 
in large database. The pseudo code for Apriori algorithm is as follows: 
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Ck = Candidate itemset of size k 
Lk = Frequent itemset of size k  
L1 ={Frequent items}; 
 for (k = 1; Lk! = Ø; k++) do begin 
  Ck+1 = candidates generated from Lk 

 
for  each trancation t in database do  

#increment the count of all candidates in Ck+1 that are 
contained in t 
Lk+1 = candidates in Ck+1 with minSupport 

  end 
  
 Return UkLk; 

4 Experimental Results  

The FDA’s AERS datasets are taken from FDA’s web site. The  datasets in different 
time periods were combined into a single dataset and  imported into Microsoft SQL 
Server 2012 database management system as database tables. Then, 
alendronate(fosamax) related records were selected  to create a dataset  for association 
analysis. In total, 9229 alendronate(fosamax) associated adverse event reports were 
collected from the whole database. Considering mostly seen adverse events, most 
frequent adverse events with alendronate were searched. Table 1 list the number of 
co-occurrences of  adverse events with alendronate (fosamax) and Figure 2 shows the 
graphical representation of  them.   Based on the number of co-occurrences, fall has 
the highest frequency with alendronate, followed by osteonecrosis, pain, femur 
fracture, pneumonia, dyspnoea and anaemia in this order. 

Table 2 also lists and Figure 3 shows the graphical representation of  the number of 
co-occurrences of adverse event outcomes with alendronate(fosamax). Based on the 
number of co-occurrences, mostly seen outcome is  OT(Other), followed by 
HO(Hospitalization), DS(Disability), LF(Life-Threatening), RI(Required Intervention 
to Prevent Permanent Impairment/Damage) and CA(Congenital Anomaly) in this 
order.  

Normalisation is an important concern for studies based on data mining because 
some entities may have some variations such as synonyms and brand names. These 
names should be detected and normalized. In our study, alendroante has also some 
variations. For example, fosamax and adronat are the variations of  alendronate. These 
variations were found by searching Drugbank database and mapped to one specific 
name. Drugbank is one of the biggest resource for drugs and currently contains >4100 
drug entries, corresponding to >12000 different trade names and synonyms [23].  
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Table 1. The number of co-occurrences of  adverse events with alendronate(fosamax) 

Adverse event N (the number of co-occurrences) 

Fall 593 
Osteonecrosis 556 

Pain 553 

Femur fracture 504 

Pneumonia 498 

Dyspnoea 473 

Anaemia 463 

Anxiety 457 

Hypertension 448 

Depression 446 

 

Fig. 2. The number of co-occurrences of  adverse events with alendronate(fosamax) 

Table 2. The number of co-occurrences of  adverse event outcomes 

Outcome N(the number of co-occurrences) 

OT(Other) 2821 

HO(Hospitalization) 2745 

DS(Disability) 1700 

DE(Death) 1130 

LF(Life-Threatening) 507 

RI(Required Intervention to Prevent 
Permanent Impairment/Damage) 

291 

CA(Congenital Anomaly) 35 
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Fig. 3. The number of co-occurrences of  adverse event outcomes 

Table 3. Age Categories 

Age Category 
0-6 Preschool child 

7-12 Child 

13-24 Young 

25-43 Adult 

44-64 Middle aged 

65≤ Aged 

Table 4. The number of reports by gender 

Gender The number of reports 
Female 6149 
Male 2821 

NULL 249 

Unknown 8 

NS 2 

 
After normalizing, the dataset was created and it contains patient demographics 

such as age, gender and adverse events. The attributes of the dataset were directly 
collected from database and age was categorized (Table 3). The dataset consists of 
three attributes: age, gender and the adverse events and 9229 instances.  
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The Apriori algorithm was used to perform association analysis on the 
characteristics of patient demographics and adverse events for alendronate(fosamax). 
Table 4 shows the number of reports by gender. WEKA 3.6.6 software was used. 
WEKA is a collection of machine learning algorithms for data mining tasks and is 
open source software. The software contains tools for data pre-processing, 
classification, regression, clustering, association rules and visualization [24], [25]. 
The application of the Apriori algorithm on the dataset generated many rules. Some 
rules are; 
 

1. Age=44-64  Adverse Event=Arthralgia==> Gender=Female     conf:(0.75) 
2. Age≥65  Adverse Event = Femur fracture ==> Gender=Female  conf:(0.74) 
3. Age≥ 65  Adverse Event =Anaemia  ==> Gender=Female     conf:(0.73) 
4. Adverse event=Impaired healing  ==> Gender=Female           conf:(0.71) 
5. Age=44-64  Adverse Event=Diarrhoea ==> Gender=Female     conf:(0.7) 
6. Age≥65   Adverse Event=Hypertension  ==> Gender=Female  conf:(0.68) 
7. Age≥ 65  Adverse Event =Nausea  ==> Gender=Female conf:(0.72) 
8. Age ≥65  Adverse Event=Depression ==> Gender=Female  conf:(0.64) 
9. Age=44-64  Adverse Event=Anxiety ==> Gender=Female   conf:(0.63) 
10. Age ≥65   Adverse Event=Osteonecrosis  ==> Gender=Female    conf:(0.63) 

 
We also used the Predictive Apriori algorithm to compare the results of the Apriori 
algorithm. Similarly to the Apriori algorithm, the Predictive Apriori algorithm 
generates frequent item sets, but it uses a dynamically increasing minimum support 
threshold for the best rules concerning a support-based corrected confidence value. A 
rule is added is: the expected predictive accuracy of this rule is among the “n” best 
and it is not subsumed by a rule with at least the same expected predictive accuracy 
[26].The application of the Predictive Apriori algorithm on the dataset generated 
many rules. Some rules are; 
 

1. Gender=Null Adverse Event=Depression 8 ==> Age ≥65    8    acc:(0.96017) 
2. Age= 13-24 Adverse Event =Femur fracture 3 ==> Gender=Female 3    

acc:(0.7783) 
3. Age= 7-12 Adverse Event=Femur fracture 3 ==> Gender=Female 3    

acc:(0.7783) 
4. Age= 25-43 Adverse Event=Fall 30 ==> Gender=Female 26    acc:(0.71601) 
5. Gender=Unkown  Adverse Event=Pain 2 ==> Age= 44-64 2    acc:(0.69808) 
6. Age= 13-24 Adverse Event=Depression 2 ==> Gender=Female 2    

acc:(0.69808) 
7. Age= 13-24 Adverse Event=Pneumonia 2 ==> Gender=Female 2    

acc:(0.69808) 
8. Age= 13-24 Adverse Event=Pain 2 ==> Gender=Male 2    acc:(0.69808) 
9. Age ≥65 Adverse Event=Femur fracture 241 ==> Gender=Female 179    

acc:(0.69727) 
10. Age= 44-64 Adverse Event=Anaemia 229 ==> Gender=Female 167    

acc:(0.68664) 
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The results of both Apriori and Predictive Apriori algoritms revealed some patterns in 
the dataset. According to the results of Apriori algorithm, some adverse events such 
as arthralgia, anaemia and diarrhoea have strong associations with middle aged 
patients (between 44 and 64). For example, rule 1 means that the possibility of 
arthralgia with middle aged and female patients is 75% (confidence). On the other 
hand,   hypertension, nausea and depression are seen in patients over 65 years old.  

Alendronate (fosamax) has some well known adverse events such as pain, femur 
fractures and nausea. The worst side effect is osteonecrosis of the jaw (ONJ), which is 
rare. Based on our results, osteonecrosis associated with patients over 65 years old. In 
addition, some events such as femur fracture, depression and anaemia  are seen in the 
the rules which both Apriori and Predictive Apriori algorithms generated. 

Medical researchers and clinicians can investigate our patterns and conduct clinical 
trials to discover new ideas for the assessment of drug safety of alendronate. 

5 Discussion 

The FDA’s AERS database is considered an important resource, but some limitations 
were pointed out. First, the reports in the FDA’s AERS contain errors, duplicate 
entries and missing data resulting in misclassifications. For example, patient age was 
not reported in many reports. Second, the structure of some datasets belonging to 
specific time periods are not compatible to the others. This means that reporting 
patterns and database structure changed over time. To overcome problems with data 
quality, we used some preprocessing methods. We omitted or corrected some records 
containing errors and missing data. For example, we omitted some records containing 
missing age or adverse events. Despite some limitations, the FDA’s AERS database is 
a rich source to identify some important associations between drugs and adverse 
events [18].   

Our study has both advantages and disadvantages. There are some  web based tools 
to analyze the FDA’s AERS database. The Drugcite processes the datasets between 
2004 and 2012 and generates similar results with our study. We used this tool to find 
most ranked adverse events with alendronate(fosamax) and compared with our 
results. According to Drugcite, three most frequent adverse events are femur fracture, 
osteonecrosis and fall. On the other hand, our study highlighted that fall, 
osteonecrosis and pain are the top events. Because of some data quality problems with 
the datasets in different time periods above, we integrated the datasets which covers 
the third quarter of 2005 through the second of 2012. We think that this can result in 
some differences in both studies. Comparing our study and Drugcite tool, we found 
some statistical results for adverse events and outcomes with alendronate(fosamax)  
and implemented apriori algorithm to discover some association rules between patient 
demographics and  adverse events. Drugcite is an useful tool which provides detail 
information about drugs and analyzes the FDA’s AERS database, but it has no data 
mining functions. Therefore, we can conclude that  our results are more informative 
and  better than Drugcite’s outputs. 
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Apart from the FDA’s AERS database, medical records created in hospital 
information systems may be an important resource to determine drug adverse events 
and their outcomes. Therefore, a way to approach which includes both issues in the 
FDA’s AERS and medical records can be used to reveal serious risks of a drug.  

In this study, we found most ranked adverse events of alendronate(fosamax) and 
some relationships with patient demographics. Then, we searched some websites 
providing drug information such as http://www.nlm.nih.gov/medlineplus to compare 
our results. This comparison highlighted that some adverse events of 
alendronate(fosamax) are well known but some of them such as anxiety and 
depression have not been recognized. We also implemented both apriori and 
predictive apriori algorithms and discovered  that anxiety has  some associations with 
middle aged patients (between 44 and 64) and depression is seen over patients over 65 
years old. This highlights that alendronate(fosamax) may cause psychological 
problems. We think that medical researchers should consider the results of our study 
and do clinical studies to determine the risks of the drug. 

6 Conclusion 

The aim of biomedical research is to discover new and useful knowledge to make 
contributions to better diagnosis, decision making and treatment [27],[28],[29]. The 
FDA’s AERS is one of the big resources to reach this goal. In this study, we focused 
on knowledge discovery for alendronate(fosamax) drug and carried out a study based 
on patient demographics  and adverse events relationships in the AERS reports. 
Alendronate(fosamax) is widely used for the treatment of osteoporosis and this disease 
is one of the major health problem in the world. Therefore, there is a big scientific 
interest in treatment and prevention of this disease.   

We utilized database and computational techniques and then applied Apriori and 
Predictive Apriori algorithms to our dataset to obtain some rules. Our results show that 
some adverse events of alendronate(fosamax) have not known and  patient 
demographics can have relationships with these events of the drug. Medical experts, 
researchers and pharmaceutical companies can explore and interprete these 
relationships. In conclusion, we believe that our study can make important 
contributions to postmarketing information in the assessment of drug safety of 
alendronate(fosamax). 
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Abstract. The aim of the present study was to evaluate the usefulness
of the Random Forest (RF) machine learning technique for identifying
most significant frequency components in electroencephalogram (EEG)
recordings in order to operate a brain computer interface (BCI). EEG
recorded from ten able-bodied individuals during sustained left hand,
right hand and feet motor imagery was analyzed offline and BCI simu-
lations were computed. The results show that RF, within seconds, iden-
tified oscillatory components that allowed generating robust and stable
BCI control signals. Hence, RF is a useful tool for interactive machine
learning and data mining in the context of BCI.

Keywords: Random Forest, non-invasive Brain-Computer Interfaces,
electroencephalogram, feature selection, machine learning.

1 Introduction and Motivation

System calibration and user training are key features for successful operation
of imagery-based brain-computer interfaces (BCIs). BCIs are devices that by-
pass the normal neuromuscular output pathways and translate a users brain
signal directly into action. Imagery-based refers to the use of mental imagery
for encoding messages [1]. Historically, BCIs were developed with the aim of
restoring communication in completely paralyzed individuals and replacing lost
motor function. However, an additional hands-free communication channel can
be useful in many applications. Please see [1] [2] [3] for reviews on BCI.

In this paper we focus on electroencephalogram-based (EEG) BCIs that are
operated by motor imagery (MI), i.e., the kinesthetic imagination of motor ac-
tion. MI modulates sensorimotor rhythm (SMR) over corresponding somatotopic
brain areas [4]. Hence, different types of MI typically induce distinct somatotopi-
cally arranged EEG patterns. Finding characteristic EEG signatures that allow
24/7 on-demand access to BCI-based interaction and optimizing system com-
plexity are our major research goals [5] [6]. Achieving these goals, however, is
challenging for several reasons. Most important are the non-stationarity and in-
herent variability of the EEG [7]. EEG signals are the nonlinear superposition
of the electrical activity of large populations of neurons measured non-invasively
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from the scalp. Noise sources, such as introduced by changing mental and emo-
tional states of users (e.g. stress and related inability to perform MI) or the
degree of wear of the recording equipment (e.g. drying of conductive gel result-
ing in changing electrode impedances), can mask induced EEG patterns and
cause wrong detections.

Conventional calibration and BCI training protocols require (i) recording of
EEG activity patterns from the user prior to BCI use, (ii) analyzing the data to
train a pattern recognition algorithm and (iii) performing online feedback train-
ing to condition the brain to reliably generate patterns. Recurrent adaptation
is used to update the recognition algorithm to the users most recent brain pat-
terns [1], [2], [8]. This procedure leads to co-adaptation of the human brain and
the machine. Finding a low amount of EEG features that generalize well and
are neurophysiological meaningful for characterizing MI is of up-most impor-
tance during this stage. A number of different optimization and feature selection
methods exist and are in use [9], however, most of them require problem-specific
parametrization and/or are computationally demanding [10]. The situation is
complicated by the limited knowledge of brain functioning and its underlying
mechanisms relevant for defining the optimal fitness function. Neuronal defi-
ciency such as caused by stroke or amyotrophic lateral sclerosis (ALS) impact
on brain activity and connectivity, and result in modified EEG patterns. Best
performance is typically achieved by interactive optimization, i.e., by combining
human intelligence and machine learning. Human experts interpret the results
computed from the machine and select and adapt parameters based on their
practical experience. Several iterations may be necessary for selecting parame-
ters that lead to ”optimal“ performance in the context of the target application.
For meaningful real-world use it would be helpful to get results on the fly, i.e.,
within a training session (minutes time range) and not between sessions (after
hours or days). Moreover, data collection in BCI is time consuming and usually
only small data-sets are available to train pattern recognition algorithms (typi-
cally <100 trials per MI class). Consequently, appropriate techniques have to be
employed to to avoid over-fitting the data.

We recently started exploring the usefulness of the Random Forest (RF) [11]
machine learning technique for classifying MI tasks [12]. RF is a method that
constructs a forest of classification trees where each tree is grown with a boot-
strap sample of the training data, and the split criterion at each tree node is
selected from a random subset of all features. The final classification of an in-
dividual is determined by majority voting over all trees in the forest. RFs can
handle large amount of features even when comparable low numbers of training
samples are available, generate accurate and robust classifiers with an internal
unbiased estimate of generalizability and are computational effective [11]. More-
over, RFs have a build-in function to estimate the contribution of features to
correct classification. In this paper, we evaluate RFs as feature selection method
in the context of MI-based BCIs. More precisely, we apply RFs to identify oscil-
latory EEG components that best discriminate, by using a linear discriminant
analysis classifier (LDA) [13], between two distinct MI tasks and compare the
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results with standard components that are often being used. LDA was selected
because linear hyperplane classifiers are typically used in the BCI field [9] [7].
Moreover, according to our practical experience, LDA achieves stable results in
able-bodied and disabled individuals during real-time operation [3].

2 Materials and Methods

2.1 Random Forests

A RF classifier is an ensemble classifier consisting of many decision trees as base
classifier [11]. Decision trees are classifiers which separate the feature space into
rectangular regions through multiple comparisons with feature specific thresh-
olds (see Fig. 1). Decision trees are iterative and greedily built from the root to
the leaves [14]. At each node the split threshold is calculated with the associated
training examples to optimize a split criterion (in the case of RFs the Gini-
Index is used as split criterion [15]). Normally decision trees are not as accurate
as comparable classifiers [14].

Fig. 1. (a) shows a possible binary decision tree and (b) shows the associated parti-
tioning of the feature space

Nevertheless they are perfect for the use in a combined bagging and ran-
dom subspace method - as RF is - because, with decision trees, these combined
methods are simple to implement [11]. The accuracy of an ensemble classifier
depends on the diversity and on the accuracy of the base classifiers, with an
upper boundary of the generalization error of

PE∗ ≤ ρ(1− s2)

s2
, (1)

where PE∗ is the generalization error, ρ is the mean value of the correlation of the
base classifiers and s is the accuracy of the base classifiers [11], [14]. To achieve
a low generalization error two things are important, (i) high accuracy of the
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individual base classifiers, and (ii) low correlation between them. The correlation
between the classifiers is the parameter that can be tuned. Therefore, RFs use
two randomization processes during their construction to ensure the diversity of
the decision trees. As the first step of bagging, a unique training set is compiled
for each tree through random sub-sampling with replacement; this is also called
the bootstrap step. Second, only a individual random subset of feature is used
for the calculation of the split thresholds at each tree’s nodes; this is also known
as the random subspace method [16], [17]. These two methods combined cause
the decision trees’ diversity.

The class assignment of the RF classifier is chosen by a majority vote of all
trees’ decisions. This is the second part of bagging and is called the aggregating
step. The majority decision smooths the single tree classifier models and prevents
over-fitting [11].

Gini-Index Based Rating of Features. The random subspace method offers
a simple but powerful rating method for the features’ importance. The rating is
based on the mean improvement in the GI per feature. All the differences in GI
between two subsequent nodes are calculated and summed up for each feature
separately. Features with high mean improvements over all trees are important,
because they separate classes [11].

2.2 The BCI Dataset

Previously recorded EEG data was analyzed in this study [18]. Ten individual
(6 female, 28±10 years), all naive to the BCI task participated in the study,
which was approved by the local institutional review board. Participants had no
known medical or psychological diseases, were paid for their participation and
gave written consent to participate in the study.

EEG was recorded from thirty-two Ag/AgCl electrodes placed over sensori-
motor brain areas. Electrodes were arranged grid-like with a interval distance of
2.5 cm, and centered according to the international 10-20 system positions C3,
Cz and C4. Reference and ground electrodes were mounted on the left and right
mastoid, respectively. Electrode impedance was less than 5 kOhm. The EEG was
band pass filtered between 0.05 and 200 Hz (50 Hz Notch filter) and sampled at
1000 Hz (Synamps, Compumedics Germany GmbH, Singen, Germany).

A standard cue-guided paradigm was used to collect MI trials [19]. The tim-
ing is summarized in Fig. 2. The duration of each trial varied randomly between
10 and 11 s and started with a blank screen. At the beginning of a trial a fix-
ation cross appeared in the middle of the screen. At second 2, a short warning
tone was presented to focus the participant’s attention. From seconds 3-4.25 an
arrow (cue) was shown, indicating the mental task to be performed. An arrow
pointing to the left, to the right, or downward indicated the imagination of a
left hand, right hand, or foot movement, respectively. Participants were asked
to continuously perform MI until the screen was cleared at second 8. The order
of appearance of the arrows was randomized. Eight runs, each consisting of 30
trials (ten per class), were recorded on one day.
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Fig. 2. Paradigm of the experiment. A standard cue paced paradigm with a motor
imagery time of five seconds.

2.3 BCI Calibration and Feature Selection

One common and successful way to implement a BCI system is to use Fisher’s lin-
ear disriminant analysis (LDA) [20] for the classification of logarithmic frequency
components that are estimated from Laplacian re-referenced EEG channels [7],
[18], [3]. Orthogonal source [21] or Laplacian re-referencing is a filtering tech-
nique used to enhance the signal to noise ratio that highlights the local activity
of an electrode by subtracting broad activity present also in the four orthogonal
nearest-neighboring electrodes. Typically Laplacian channels for electrode pos-
titions C3, Cz and C4 are used for MI-based BCIs. Hence, in the remainder of
this paper we focus on this three channels. Power spectral densities (PSD) were
estimated from the three channels by applying Fast Fourier Transform (FFT)
to 1 s EEG segments. One second segments represent a reasonable trade-off be-
tween PSD estimation errors and the time delay for providing feedback to the
user on the ongoing brain activity.

The simplest way to encode information is to generate a binary control sig-
nal. Hence, the optimization task during the calibration phase in this study con-
sists of identifying oscillatory EEG components in the Laplacian channels that
maximize LDA classification between pairs of MI tasks during the 5 s imagery
period (sustained activity). We apply RFs to select most discriminant features
for LDA and compare the results with accuracies computed by using ”standard“
frequency bands 8-13 Hz and 16-24 Hz for each channel (two features per chan-
nel, six features in total). Matlab (Mathworks, Natick, MA, USA) and the RF
package from [22] with recommended parameters (500 trees and

√
#features

as number of features randomly chosen for calculation of the split threshold at
each node) was used for the analysis.

To simulate BCI calibration and control, the dataset was split into train/test
(run 1-5, 50 trials per class) and evaluation set (run 6-8, 30 trials per class). The
former was used to identify most reactive frequency bands by RF and to train
the LDA classifier and the latter was used to evaluate the performance of the
BCI on unseen data by offline simulation of on-line feedback control.

Frequency Band Selection. To find frequency components that achieve good
classification performance during the entire imagery period, three independent
RFs were trained for each individual. The 1 s time windows used for feature
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extraction and RF training were distributed over the imagery period and started
at 4.5 s, 5.5 s and 6.5 s, respectively. An individual RF was trained for each
time segment. The resulting three feature ratings (FR) were averaged and the
averaged value FR was used for feature selection. Fifty-five features in the range
between 1-40Hz were extracted from each channel (Tab. 1). Hence, one training
example consisted of 165 features and the ratio of trials-to-features was about
1:3. Features were selected according to the following criteria:

– The single individual feature with the highest FR (condition BEST1).
– The six features with the highest FR (condition BEST6).
– All features with ratings that were higher that the mean plus one standard

deviation of all ratings (condition ADAPTIVE).
– For each channel the single feature with the highest normalized rating FRN

(condition 1/CH). Normalized ratings FRN were calculated by dividing in-
dividual ratings by the mean rating over all features. Only features with
FRN > 2 were considered. When the > 2 criterion could not be met, then
the feature with the highest rating FR was selected.

– For each channel the two features with the highest normalized ratings (con-
dition 2/CH). Alternatively with the highest FR.

– For each channel the three features with the highest normalized ratings (con-
dition 3/CH). Alternatively with the highest FR.

– For each channel components 8-13Hz and 16-24Hz (condition STANDARD).

Individual LDA classifiers were computed with the features identified for each of
the above criteria. Note that only features extracted from the first time segment
(4.5-5.5 s) were used to train the LDA. The analysis was repeated for each of the
three class combinations.

BCI Simulation. The computed LDA classifier and identified frequency com-
ponents were evaluated by computing a BCI simulation on the evaluation dataset.
To get the time course of classification over the imagery period, the imagery pe-
riod of each trial was subdivided into N=40 overlapping 1 s segments with time-
lag of 100ms, starting at second four. Frequency components were extracted from
each segment and classified by LDA. The participant’s accuracy time course was
calculated by averaging the classification results per segment over the trials.
The mean classification accuracy during imagery was computed by averaging
the participant’s accuracy time course.

Table 1. List of frequency components extracted from 1 s segments for each channel.
Mu and beta frequency band components were computed by calculating the sum of
corresponding FFT bins.

type frequency ranges amount of features

single bins 1-40Hz in single Hz steps 40

mu range 6-8Hz, 7-9Hz, 8-10Hz,... 12-14Hz 7

beta range 14-19Hz, 17-22Hz, 20-25Hz,... 35-40Hz 8
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3 Results

The duration of the frequency band selection, i.e.,the time required to train three
RFs and apply the selection criteria, was about 3 s for each subject (Intel Core-i5
processor at 3GHz).

The calculated BCI simulation accuracies, averaged over all subjects, are sum-
marized in Tab. 2. Significant improvements (+6%, p < 0.01) of mean and me-
dian classification time course accuracies were found only for left hand vs. feet
MI classification. Fig. 3 summarizes the selected frequency components for each
channel and subject, and the mean classification accuracy, averaged over the 5-s
imagery period, for conditions STANDARD and 1/CH, respectively. One can
see that for channels C3 and C4 the majority of discriminative frequency com-
ponents were found in the 8-13 Hz band range. For channel Cz most important
features were predominantly found in the beta (13-30 Hz)and gamma (>30 Hz)
band. Fig. 4 (a) and (b) illustrates the impact of the selected features on the
classification time courses of participant 4 and 6, respectively. The horizontal
line represents the 61% threshold level for chance classification [23]. Fig. 4 (a)
shows an example in which classification was satisfactory, however, not stable
during the imagery period before optimization. Fig. 4 (b) shows an example
where standard bands did not lead to meaningful classification results. Found
frequency components achieved satisfactory and stable performance.

Table 2. BCI simulation results. Mean/median classification accuracies, averaged over
all the participants during the imagery period, for each condition and pair-wise classi-
fication task. Items marked with ”*“ are statistically significantly (p < 0.01) different.

Classification

Condition left vs. right left vs. feet right vs. feet

STANDARD 59/58% 62/64% 63/60%

BEST1 57/53% 67/68% 64/67%

BEST6 60/56% 68/69%* 68/69%

ADAPTIVE 58/55% 66/67% 64/64%

1/CH 60/56% 68/70%* 66/68%

2/CH 60/56% 68/70%* 67/69%

3/CH 60/57% 69/70%* 66/68%

4 Discussion and Conclusion

System calibration and individual adaptation are crucial for enhancing MI-based
BCI control. Optimization and adaptation, however, are usually computationally
demanding and time consuming. Furthermore, best results are typically achieved
by combining human intelligence and machine learning. The results of this study
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Fig. 3. Results for left hand versus feet MI for condition STANDARD and 1/CH.
(a), (b) and (c) show the selected features for channels C3, Cz and C4, respectively.
STANDARD bands are highlighted. (d) Mean accuracies, averaged over the 5-s imagery
period, for each participant.

suggest that the use of RFs for feature selection and data mining leads to the
identification of discriminative frequency components within a time period of
seconds. This allows for meaningful interactive optimization. More sophisticated
implementations of RF exist. We selected the basic form because of the low
computational demands and the good performance that is generally achieved.

Classification accuracies computed with selected features are generally higher
when compared to STANDARD (Tab. 2). However, only left hand vs. feet MI
was found to be significantly higher (p < 0.01). These results suggest that the use
of left hand vs. feet MI task in a 2-class BCI induces most distinct EEG patterns
in naive users and should therefore preferably be used as mental strategy.

When looking at the selected frequency bands in Fig. 3, we find that broader
bands were more often selected than 1Hz bands. This is reasonable, given EEG
oscillations are not ”sine-waves“ but result form the noisy superposition of large
population of cortical neurons and are consequently not stable in time. For chan-
nels C3 and C4 mostly features in the standard 8-13 Hz band were selected. This
further supports the usefulness of of the standard band 8-13 Hz definition. For
channel Cz and the left hand vs. foot imagery task, beta band activity seems to
contribute more to correct classification than mu band activity. A comparison of
STANDARD and 1/CH band shows that twelve out of the 27 selected features
were completely or partly outside the STANDARD feature range. Reducing the
number of features from two per channel (STANDARD) to one per channel
(1/CH) significantly improved the classification accuracy. This again confirms
that feature selection (reduction) is essential for enhancing accuracy and the
generalization capabilities of LDA classifiers.

Fig. 3 (d) shows that all participants except one (participant 1) benefited
from optimization. The reason for the 2% drop in accuracy from 78% to 76% for
this subject was that only one single band was selected for each channel. Adding
information for the beta band leads to a performance increase.
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Notably, the accuracies of five participants (number 10, 4, 8, 6, and 9; Fig.3(d))
increased by more than 6% and reached the 70% level, which is considered to be
the lower boundary that allows meaningful 2-class BCI control. The maximum
increase of approximately +15% was calculated for participant 6 (Fig.4(b)).

Concluding, feature optimization with RFs for classification of oscillatory
EEG components with LDA is fast, leads to increased classification accuracies
and hence to more stable and reliable control signals. These properties make RF
a suitable tool for data mining and knowledge discovery in the context of BCI.

Fig. 4. Accuracy time courses for left hand versus feet MI for (a) participant 4 and
(b) participant 6. The horizontal line represents the 61% level of chance classification.
Visual cues were presented at second 3.
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Abstract. Smart technology for the private home holds promising solu-
tions, specifically in the context of population overaging. The widespread
usage of smart home technology will have influences on computing para-
digms, such as an increased need for end user programming which will
be accompanied by new usability challenges. This paper describes the
evaluation of smart home scenarios and their relation to end user pro-
gramming. Based on related work a two-phase empirical evaluation is
performed within which the concept of scenarios in the private home
is evaluated. On the basis of this evaluation a prototype which enables
the simulation of end user programming tasks was developed and evalu-
ated in comparison to two commercial products. The results show that,
compared to the commercial products, our approach has both, some ad-
vantages as well as drawbacks which will be taken into consideration in
further development planned for the future.

Keywords: Smart Home, End user programming, Comparative Evalu-
ation, Scenario Programming.

1 Introduction

The smart home experiences yet another hype in the context of population over-
ageing. Expensive, high end systems are competing for the attention of poten-
tial customers with low cost off-the-shelf systems [1]. The advertising arguments
to promote smart home systems are, independent of price segment, oftentimes
emphasizing the good usability of the product’s user interfaces. However, the
promised features such as intuitiveness and ease of use even for non-experienced
users have to be treated with caution when recalling the incarnation of un-
usability of the private home of the pre-smart home era, the VCR. This paper
investigates usability problems in the context of smart home interaction by focus-
ing on a specific feature of smart home systems - the possibility to program sce-
narios - which we suppose to be an extraordinary challenge, specifically for näıve
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users. Scenarios enable users to switch devices in a combined way, examples fre-
quently found in smart home advertising material are describe pre-programmed
scenarios that can support daily routines (e.g. in the morning), help to con-
trol entertainment equipment in an integrated way or enable the simulation of
the presence of a human being to discourage burglars. Each scenario consists of
a combination of user triggered activities involving the control of devices (e.g.
switches) and the provision of status information (e.g. from motion sensors).
For example, a typical morning scenario starts in the bedroom where lights are
switched on (or continuously dimmed to a predefined brightness level) and the
blinds are opened. After a certain time delay the heating in the bathroom is
activated or increased to a certain level and finally devices such as the coffee
maker or toaster in the kitchen are starting their preprogrammed procedures to
prepare breakfast just in time.

Although such functions are tempting, they require a lot of programming
efforts to work in the intended way. Such programming requires a high level of
computing skills, probably not found among average home owners or dwellers.
To further disseminate smart home technology in private homes it is therefore
necessary to enable persons with average or even lower than average computing
skills to program, maintain and configure their smart home systems themselves.
When taking a closer look on state-of-the-art smart home systems one can get
the impression that they currently offer just what technology is capable of and
not what people really need. Specifically the interfaces provides for programming
and configuration exhibit several weaknesses. To investigate this problem a two-
step study was designed with the goal to challenge the sensefulness of scenarios
in the home in general, and to be able to specify the requirements for scenario
programming of smart home tasks in particular. The study was carried out in the
context of the project Casa Vecchia which aims at the development of technology
for elderly in order to prolong independent living in their accustomed home.

The remainder of this paper is structured as follows. In the following section an
overview on related work is given, afterwards the approach followed in the study
is described in section 3. The outcome of the study is described and discussed
in section 4, the paper finishes with a discussion and conclusion in section 5.

2 Related Work

The concept of a smart homes can be traced back for about three decades [2],
but in contrast to industrial and public buildings, smart home technology didn’t
receive a broad acceptance in the private sector. One of the - of course mul-
tidimensional [3] - reasons is the anticipation of problems related to usability,
which is, given the following examples, very comprehensible. Even a task as small
as setting the clock on a VCR, which the former president of the USA, G.W.
Bush, in the beginning of the 1990es formulated as a goal to achieve during his
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presidencywith thewords:Actually, I do have a vision for the nation, and our goal is
a simple one: By the time I leave office, I want every single American to be able to set
the clock on his VCR.1 was still not reached in 2010, when Don Norman succinctly
stated ”He failed...”. [4]. Similar problems are exemplified in [5] or [6] describing
people that are in the mercy of smart technology instead of controlling it. This is
not only a phenomenon of low cost systems [7], even the legendary smart home of
a certain Mr.Gates has to be maintained by qualified personnel and constitutes
a Wizard of Oz system [8] rather than an environment that is really smart and
enables end user control and maintenance in an adequate way.

These examples point to an important difference between industrial or gov-
ernmental building and private homes. The former are based on systems which
are developed, installed and maintained by professionals. End users touch these
systems only to perform predefined standard tasks such as using presentation
facilities in a seminar room. In the case of problems, which frequently can be
observed on public events (e.g. blue screen on projector, no sound, wrong illu-
mination), an administrator is available for help. The situation in the private
home is different, although e.g. [1] observes some parallels, because in most pri-
vate home there is also one person who takes over the main responsibility for
technical issues. One reason for taking those things into one’s own hands is
the necessity to keep costs low. Consumer markets increasingly also follow this
strategy to assign more and more tasks to the consumers with the purpose to
increase their margins. A TV documentation named the costumer as servant
strikingly illustrates that tasks such as buying and assembling furniture, self
service checkouts in supermarkets, e-government etc. determine our lives. And
because programmable microprocessors are meanwhile an integral part of many
household appliances such as alarm clocks, TVs, VCRs, etc.[9] and personal
customer services are continuously replaced by online self-services end user pro-
gramming is already an essential part of our lives and will grow in importance.
By the end of 2012 it was estimated by [10] that already 90 million end users do
some sort of programming, 13 million of them are traditional programmers. An-
other difficulty for private home owners is that the access to qualified personnel
can be considered as a specific challenge [11,12], because professionals are costly,
rarely available and not willing or able to provide adequate information. Finally,
there is a difference between work related and private settings in other aspects,
such as privacy, observable on the fact that people want there homes explicitly
”NOT” accessible from anywhere [10] or avoid systems that are too invasive [9].
Considering all these aspects it a difficult task to enhance the user experience of
smart home systems.

One possibility is to enhance automated functions in the home by the usage of,
for example, artificial intelligence methods that can use routines (or scenarios)
as the basis for automation [13,15,14]. When taking a look back in the history of
domestic technology, examples of such automated functions can be found. About
twenty years ago a TV set had to be programmed manually to set time, chan-
nels and other basic settings. These things are nowadays done automatically over

1 http://www.electapres.com/political-quotes/

http://www.electapres.com/political-quotes/
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satellite or internet connection. A basic level of self organization, for example
components which perform their basic setup automatically, would be of similar
benefit in smart home systems. By observing a frequent behavior of a person and
the devices that are involved in this sequence a smart home system could also
automate the support of routines (e.g. the morning activity described in section
1). Despite the advantages of automation, explicit interaction and manipulation
will still be necessary in the future as lifestyles, daily routines [6,16] as well as
the buildings themselves (structure, room layout, technical equipment, etc.)[17]
are probably changing over time. Therefore end user manipulation has to be con-
sidered and supported, should be possible without the need of training [18] and
designed in a way that even computing novices are able to program their systems
in an easy and adequate way [18,19]. A big leap forward in that direction would
be to invest efforts in the standardization of smart home technology. Compared
to a state-of-the-art car, where tens of computers are smoothly inter-operating,
the typical private home constitutes a wild mix of different devices and sub-
systems. Initiatives to enhance the interoperability are observable, for example
respective publications [20], platforms such as OSGI [21] and initiatives striving
for a standardization of interfaces, e.g. Universal Remote console [22] point in
the right direction. However, interfaces for end user configuration, control and
maintenance are, in general, still on a level not satisfactory at all. It seems that
many vendors of smart home systems are trying to push proprietary solutions
instead of investing their efforts to support standardization [23]. Changes in this
philosophy as well as moving away from traditional computing paradigms are
an important prerequisite for future developments [10].

Several barriers can negatively influence or even prevent end users from pro-
gramming, cf. e.g.[24]. To reduce such barriers the approach we followed was to
provide an interface which is as natural and intuitive as possible. This goal can
be achieved by touch interaction [25], because this form of direct manipulation
has parallels to the usage of devices and functions also available in conventional
homes. Direct manipulation also has advantages in regard to usability [9], a user
can immediately see the results of his or her actions and assess whether the
achieved result is acceptable or not and reverse it [1]. The design of the study
described in the next sections considered both, the theoretical aspects discussed
above as well as the related literature addressing the concrete realization of pro-
totypes, such as an approach based on a felt board and felt symbols used in [9],
magnetic elements [28] for the low fidelity prototypes as well as [26,27,25] serving
as a basis for the realization of the high-fidelity digital prototype. The specifica-
tion of the scenarios was based on scientific literature [29,6] as well as smart home
information and advertising material from different brands and manufacturers.

3 Method

The study is separated into two stages. The prestudy was designed to identify
whether smart home scenarios are of interest for home dwellers at all or if these
are just representations of, to quote Shneiderman [30], the old computing (what
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computers or - in our context - smart home systems can do), in other words, a
technical solution in search of a problem.

3.1 Prestudy

In the prestudy a paper and pencil based evaluation of daily activities was per-
formed with the goal to identify routines and other aspects that would relate
to scenarios. The target size of the participant sample was twenty, finally the
data of eighteen people could be used for further processing. The participants
are characterized by an average age of 30,78 years with a standard deviation of
13,25 years. Women and men were equally distributed in the sample. Fourteen
participants lived in apartments, three in a family house and one in a students
home. Regarding their marital status eight participants were singles, five lived
with their partners, three with their family with children and two in a residential
community. Occupations range from students over persons employed in differ-
ent areas (technical or administrative) to already retired persons. The prestudy
consisted of two phases, whereas the first phase was focused on activities in the
home in general and the second aimed at the identification of devices in the
household that are associated to the activities and routines identified in phase
one. Phase one was performed as a structured interview without informing the
participants about the objective of the study (i.e. smart home scenarios) in or-
der to not to lead their thoughts in a certain direction. In the second phase the
participants were asked to concretize typical routines based on provided mate-
rial in the form of paper cards showing electrical devices typically available in a
home. Moreover a time grid was provided to ease the description of activities in
connection to the depicted devices. A picture of the material used is provided
in Fig. 1. The whole evaluation lasted about 1,5 hours per participant and was
performed individually. The evaluation took place on diverse locations, for ex-
ample, the participants’ homes or in offices at the university. The participants
didn’t get any refund for the participation.

3.2 Main Study

The results of the prestudy revealed that routines are frequent and that technol-
ogy supported scenarios would be useful in regard to the needs the participants
expressed. Therefore the next step was to conceptualize and implement a proto-
type to enable the programming of scenarios. The prototype had to meet several
basic requirements. First, the participants of the prestudy expressed their joy of
using the card sorting method, because it constitutes an intuitive and direct way
to express needs and opinions. Based on this experience the prototype should
provide a high level of directness similar to conventional card sorting. Second,
the prototype should be based on state-of-the art technology which is already
used in current and will probably be used also in future home settings. So the
target platforms would be embedded PCs, smartphones or tablets operated with
either Linux, Android, iOS or Windows. The resulting prototype was developed
in Android and customized to a 10 inch Samsung Galaxy Tab. The central layout
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Fig. 1. Material provided for the performance of the pretest

is based on dragging and dropping icons of household devices which represent
digital versions of the paper cards used in the prestudy. A screenshot of the
prototype is shown in Fig. 2.

However, to be able to judge the quality of the developed prototype it was
necessary to apply adequate measures. Besides the usage of a standard instru-
ment to evaluate the subjective opinions (we used the german version of the user
experience questionnaire (UEQ)) [31] objective measures were collected on the
basis of a comparative evaluation. Our prototype was compared to two smart
home systems available on the end consumer market. We assumed (and the as-
sumption is supported by the literature, cf. e.g. [11,7,8]) that most probably
owners of relatively cheap off-the-shelf smart home systems rather than own-
ers of high priced ones would be in the need of programming their smart home
systems themselves. Therefore the two systems investigated are taken from the
low price segment. The first system (in the following named OSS) is sold on-
line over electronics retailing platforms, the other one is offered by german and
austrian energy providers (in the following named EPS). Both systems address
the private home owner and advertising material provided by the distributors
emphasizes the good usability of the products. The target number of partici-
pants for the study was again 20, finally the data of 17 subjects could be used
for further analysis. Because of a possible bias we decided not to invite people
who participated in the prestudy. In contrast to the prestudy which was not
place-bound the main study had to be performed in a lab room at the university
for the following reason. To be able to perform the study as efficiently as possi-
ble three comparable touch operated devices were pre-configured, each of them
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Fig. 2. The prototype for the main study. On the left hand side a tabbed container
is provided which contains the source elements needed to program a scenario. Most
important elements are the devices, but we also provided elements representing two
other categories, rooms and people, because these could also be relevant for the con-
figuration of a scenario. With Drag&Drop the elements can be positioned in one of
the three containers in the center which include a time grid to configure three different
scenarios.

running one of the systems to be evaluated. The devices were an Apple iPad
running the OSS system, a Samsung Galaxy Tab running our prototype and
an Asus embedded PC with touchscreen running the EPS system. During the
evaluation this setting facilitated an easy switch between the systems. As in the
prestudy one participant at a time performed the evaluation. The average age
in the sample was 23,58 years with a standard deviation of 2,45 years. Six men
and eleven women participated in the study, all of them were students, whereas
nine study computer sciences, six psychology and two education sciences. After
welcoming and introducing the participants to the study objective (in contrast
to the prestudy the participants were fully informed) they had to perform two
tasks with the goal to program scenarios with each of the three systems in an
alternating sequence. The participants received 10 Euro as compensation.

The scenarios which were used as example tasks were selected based on the
routines identified in the prestudy as well as on the frequency they are men-
tioned in smart home information material and related literature, e.g.[6]. The
scenario most often found in all sources of information is the morning routine
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which constituted the first scenario in our study. The basic task was provided to
the participant in written form (in german), the english translation is provided
below.
Tasks 1: Morning Activity
Please imagine that you want to program your smart home in a way that it
performs the following functions: After you get up (and open the door of your
bedroom) the heating in the bathroom is raised to 25˚ Celsius and 10 minutes
later the coffee maker is activated in the kitchen. As the second scenario leaving
the home in the morning was selected. This scenario was mentioned as relevant
by the majority of participants of the prestudy as well as it is thematised in
smart home literature and information material. However, regarding the time of
day when it occurs it is closely connected to the first scenario. This weakness
has been discussed in the preparation phase of the study. An alternative would
have been the scenario coming home in the evening (e.g. from work) which is
described in diverse sources of information with a similar frequency as leaving
home. But because of a hardware related limitation of the OSS and EPS systems
(only scenarios could be programmed the components for which were physically
present) finally the leaving home scenario was chosen.

Task 2: Leaving Home, Alarming Function
You leave your home and by pressing a switch near the entrance door the heating
should be lowered and all the lights have to be switched off. After additional five
minutes an alarm function is activated. After having programmed the two task
scenarios on one system the participants had to fill out a short questionnaire
stating their subjective opinion on the system they just used. The questionnaire
included some open questions as well as the semantic differential of the UEQ,
shown in Fig. 5. After having finished the whole sequence of programming sce-
narios on all three systems the participants were asked for a final comparative
assessment of all systems as well as for a reasoned preference rating.

4 Results

4.1 Prestudy

In the following the results of the prestudy are presented. As described above,
in the first step the participants were asked about activities and routines they
typically perform at home. Table 1 shows the activities mentioned, how many
participants mentioned them and what percentage in regard to the whole sample
this represents. The second question addressed household goods that are associ-
ated to the activities mentioned in response to question one. Table 2 shows the
effect of not priming the participant (not informing them about the objective
of the study) because they also mentioned non-electrical or non-computerized
things such as beds, door handles or books. Afterwards, we asked the participants
to describe activities that are regularly performed (daily routines). Table 3 shows
the results. Before being asked the following questions the participants were in-
formed about the objective of the study, i.e. the potential to support activities in
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Table 1. Activities at home

Activity No. of Participants Percentage

Sleeping 10 55,6

Reading 9 50

Relaxing
Working

8 44,4

Cooking
Listening to music
Watch TV

7 38,9

Using PC
Eating

6 33,3

Hygiene 5 27,8

Tidying up / Cleaning
Receive guests or friends

4 22,2

Drink coffee
Making music

3 16,7

Smoking
Watering flowers
Drawing
Maintaining technology
Crafting

1 5,55

the home by computerized technology. This was necessary to understand the out-
come we expected from them in the following tasks. The participants were asked
to explain as precise and detailed as possible the routines they identify in their
daily activities. Because smart home technology currently is mainly capable of
controlling electric, digital and computerized devices, they should associate this
kind of devices to the routines and leave out other things possibly mentioned
in the previous phase of the study. Table 4 shows the results of the detailed
analysis of the routine mentioned by all participants, the morning routine. The
second most mentioned routine was coming home in the evening. The resulting
connections with devices are shown in Table 5. The information regarding the
goal of the study obviously influenced the answers, specifically those given in
response to the question: ”In what contexts or for which task could you imagine
that technology could support you?”. The answers included many products or ser-
vices already available on the market such as automated cleaning or vacuuming
devices (mentioned by 7 participants) or lawn mowing robots (4). The same ap-
plies to some kind of intelligent refrigerator which informs when goods run short
(3), or a bathroom mirror displaying news (3). However, also some extraordi-
nary imaginations were expressed, such as a self filling washing machine or a
mechanism supporting the automated packing, unpacking and cleaning of sport-
ing clothes, or a system that supports relaxing. On the question what means of
interaction or devices the participants could imagine to be able to control smart
home functionality, the majority of them named the smart phone (13), followed
by voice control and wall mounted touch screen (8), remote control (6), tablet
PC (4) and standard computers or websites (3).
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Table 2. Household goods most frequently used at home

Household good No. of Participants Percentage

Computer 14 77,8

Toothbrush
TV-Set

4 22,2

Coffee Maker
Bed
Couch
Smartphone
Dishes
Water cooker
Sanitary facilities

3 16,7

Books
Remote controls
Stove

2 11,1

Dishwasher, Ipod Docking Station
Doorhandle, Cupboard
Stereo equipment, Lights,
Accordion, Slippers
Vacuum cleaner, Carpet,
Mp3-player, DVD-player
Couch-table, Lighter, Ashtray,
Kitchen table, Lawn mover, Alarm clock,
Refrigerator, Closet, Kitchen

1 5,55

Table 3. Daily Routines

Routine No. of Participants Percentage

In the morning / getting up 18 100

Leaving home / coming home
Cleaning

8 44,4

Going to bed
In the evening

6 33,3

Friends, Guests 5 27,8

Before a journey
Cooking
At Lunchtime
Before going out
Weekend (Sunday)

2 11,1

After booting up computer,
In the afternoon,
At dinnertime,
Relaxing,
Shopping,
Before/after sports activities

1 5,55
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Table 4. Morning Routines. In the first column the involved devices are listed. The
first row includes a time scale. The numbers represent the time in minutes elapsed after
starting the activity (in this case getting up). The numbers in the grid illustrate how
many participants stated that they use a certain device in the respective time slot and
in what sequence they did so.

4.2 Main Study

The first data analysis was performed to investigate how long it took to perform
the scenario programming tasks described in section 3.2. Table 6 shows the
results. As it can be observed in the column labeled maximum, the majority of
values is 10:00 minutes. The reason for this is that 10 minutes was predefined as
an upper threshold. In the case of reaching this threshold the task was terminated
and defined as uncompleted. What is surprising on the data shown in the Table 6
is that not only our system, which constitutes a prototype, has major drawbacks
hindering users to complete a task within an acceptable period of time, but also
the commercial systems exhibit such barriers. Therefore a closer look at the
reasons for these problems is necessary. In Table 7 the problems that occurred
during the programming of our prototype are enumerated. A major drawback
of our prototype is that it was not taken seriously. This is eligible, because it
(in contrast to the other two) didn’t connect to any specific devices which were
physically present. However, it is build upon a platform which currently is used
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Table 5. Coming Home Routines

Table 6. Time measures of task completion

for controlling 21 smart home installation within the project mentioned above.
Therefore enabling the prototype to actually control a smart home system would
be possible with only little efforts. However, because the participants were not
used to an interface based on an alternative approach (card sorting metaphor),
they were skeptic regarding its potential performance. The other problems are
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Table 7. Usability problems identified on our prototype

Problem No. of Participants

Unsure if it really works 7

Starting time unclear 5

Usage of 3 scales
Bad overlay of rooms/devices
Scaling of time line suboptimal

4

Symbols not recognized (heating, door, coffee
maker)

3

Status of door (open/closed) not clear
Symbol for all rooms missing

2

Connection room / device not clear
How to place symbols that everything works in
parallel
Devices are difficult to place on the time line
Persons unclear
Missing save button
Short tutorial would be necessary

1

Fig. 3. Screenshot of the OSS System, contents courtesy of EQ-3 AG

comprehensible. In Fig. 3 a screenshot of the online sold system (OSS) is shown,
Table 8 includes the list of the problems which occurred when the tasks had to be
performed with this system. Major drawbacks of the OSS system have been that
elements are sub-optimally designed and mislead users within the task sequence.
Finally, usability problems found in the energy provider system, a screenshot of
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Table 8. Usability Problems of the Online Sold System (OSS)

Problem No. of Participants

Click on (non-functional) menu header 5

Unclear if alarm is correctly activated 4

Display flickers when keyboard is displayed
Alarm in menu ”system settings ”

3

Red x seems to be an error message
Instead then an and condition is programmed
Trigger on change constitutes a bad description
Preview covers background information
Complex, because of many parameters Selection
of devices not found

2

Only if found, then unclear
Status door open/close unclear
Minute entry does not work
Adding a second device not clear
Missing scroll bar in device overview
Rooms not recognized

1

Fig. 4. Screenshot of the EPS system,contents courtesy of RWE AG

which is shown in Fig. 4, are analyzed. The problems that occurred during the
evaluation of EPS are shown in Table 9. The problems within the usage of
the EPS system were rather related to the complexity of the basic workflow
than to problems on the elementary level (as it was the case in the two other
systems). A detailed analysis and interpretation of the outcome of the study and
a comparison of the three systems is given in section 5.
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Table 9. Usability problems of the Energy Provider System (EPS)

Problem No. of Participants

Uncertainty regarding correct profile (Scenario) 13

Combination of two devices 10

Changing temperature not clear
Want to use trigger as device (8 heating, 1 door)

9

Programming more than one profile on error 6

Tries to use deactivated elements 4

Door open/closed unclear
New rooms created
Trigger difficult to find

2

Settings to small
Dragging uncomfortable
Doesn’t find door contact
Degree display is covered by fingers
High complexity
A reduced set of profiles would be enough
Doesn’t find heating
Horizontal and vertical scrolling doesn’t work

1

Table 10. General preference ranking of the three evaluated systems

System Ranked 1st Ranked 2nd Ranked 3rd

Our System 6 4 7

OSS 10 4 3

EPS 1 9 7

4.3 Subjective Evaluation

In order to collect their subjective opinion on the three systems the participants
were asked to fill out a semantic differential taken from the UEQ [31]. The results
are shown in Fig. 5. The comparison shows that our system could outperform
the other two in several positive aspects, for example, it is perceived as faster
than the others, as better organized and more innovative. The OSS system is ob-
served as more efficient than the other two, more secure and overall better than
the others. The EPS system differentiates from the other two only on negative
aspects, it is perceived as complicated and slow. On the level of user experience
dimensions the comparative results are shown in Fig. 6. Both, our system and
the OSS are seen as equally attractive, in relation to them the EPS system is
judged as quite unattractive. In the dimensions perspicuity, dependability and
efficiency the OSS system outperforms the other two. Our system achieves the
best ratings in the dimensions stimulation and novelty. Finally, the participants
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Fig. 5. Values of the evaluated systems on the basis of the UEQ items

Fig. 6. Values of the evaluated systems in relation to the dimensions of UEQ
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ranked the three systems on a general preference level. The results are shown in
Table 10. The majority of participants ranked the OSS system on first position,
followed by our system. Only one participant ranked the EPS system as first.
Seven participants ranked the EPS as well as our system on third rank, only 3
did this for the OSS.

5 Discussion and Conclusion

This paper describes a case study evaluating usability aspects in regard to end
user programming of smart home functionality. Because they constitute a spe-
cific functionality in this context, the focus was laid on scenarios. A two stage
empirical evaluation approach was followed, whereas in the first stage the prin-
cipal relevance of scenarios was evaluated. In the second stage a comparative
usability test was performed within which a prototype application was evalu-
ated and compared to two commercial smart home systems. The first stage of
the study revealed that scenarios are potentially useful in the context of a smart
home and based on the outcomes of the prestudy a digital prototype was devel-
oped to be able to simulate and evaluate realistic scenario programming tasks.
The results show that the developed prototype could compete with the commer-
cial systems and could even outperform them in dimensions such as novelty and
stimulation. However, it has several drawbacks, which is not surprising because
it constitutes an initial prototype. What was more surprising is that commercial
smart home systems exhibit usability problems on the same level as our pro-
totype. This result supports the assumption that still too little efforts are put
into the enhancement of usability of interfaces in this domain, as it has been the
case in the past with home appliances such as the VCR. Although only two low
cost systems were evaluated it can be assumed that this kind of problems are
present also in other systems sold on the market. The criticism often made in
other domains, that consumers are misused as beta-testers, therefore seems to
be applicable also in the context of smart home.

It has to be noted that the study has some limitations which influence the
generalisability of the results. The first limitation is the composition of the par-
ticipant samples. Whereas the participants of the prestudy are characterized
by an acceptable heterogeneity in regard to their demographic characteristics,
computing skills, professional background and marital status, all subjects hav-
ing participated in the main study are students within the same age range. The
reason of this has been that the main study had to be performed at the uni-
versity and - although the study has been announced over diverse channels -
people not being students obviously avoided the effort to come to the university
to participate. But although the majority of participants (the computer science
students) of the main study can be considered as computing experts insurmount-
able hurdles prevented them from finishing singular tasks. So it very improbable
that laypersons would be able to achieve the goal of programming scenarios
themselves with some of the state-of-the art systems available on the market.
Another drawback of the study design is related to the hardware used. For effi-
ciency reasons the three systems were installed on separate devices. Specifically
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the embedded PC had, compared to the other devices, an inferior handling and
look and feel, which negatively influenced the subjective assessment of the EPS
system. Despite of these shortcomings some of the results we could gain are
promising as well as motivating to further develop the prototype and perform
follow-up studies on the topic of scenario programming. One of the outcome is,
that the online sold system (OSS) which is based on a visual representation of
logic rules (if, then, else) was familiar to the majority of participants and specif-
ically for the computer science students so straight forward that it was most
trustable. This supports the results of other studies, e.g. described in [10]. The
EPS system was characterized as optically very appealing, however, participants
could not (in comparison to the OSS system) easily anticipate the next step(s)
because the basic concepts (interface metaphor, workflow) were partly not com-
prehensible. Our system (prototype) was perceived as the most intuitive and
direct one, however, as with the EPS system, several mechanisms were not fa-
miliar and therefore the participants had doubts that such a system would really
work in the expected way. Specifically the social sciences students stated that
they liked our approach more than the strict rule based approach represented
by OSS. All these results constitute a good basis for a further development of
the prototype and follow-up evaluations. We plan to integrate our prototype in
the existing platform of the Casa Vecchia project within the next months. In
the context of the project we have access to the target group of elderly people
which could benefit from the alternative programming approach the prototype
presented in this paper provides. This assumption will be evaluated in follow
up studies. Elements other than electric devices, for example the conventional
household goods such as beds, doors or books mentioned by the participants of
the prestudy as well as the relevance of the additional concepts (people, rooms)
we tried to integrate in our prototype have to be further investigated. In both
studies performed these aspects were either ignored by the subjects or not un-
derstood. The reason for this could be, that existing smart home systems as
well as electric or computerized devices do not offer individualization functions
- although this kind of functionality is frequently described in the context of
smart home advertisements. For example within the scenario of coming home
the entertainment system in the smart home plays the preferred music. To our
knowledge no system on the market is capable of differentiating between users in
these situation, at least no system on a reasonable price level. Questions such as
how a system can be programmed to support different users in poly-user environ-
ments (e.g. one and the same scenario for different persons preferring different
music genres) or how it should react when not only one individual is involved
(the whole family comes home, what music should be played?) could possibly be
resolved with the programming metaphor we have in mind. To answer this and
other questions further investigations are planned.

Acknowledgements. We thank the reviewers for their valuable comments.
This paper is originated in the context of Casa Vecchia funded by the Austrian
research promotion agency within the benefit program (Project.Nr. 825889).



End Users Programming Smart Homes 235

References

1. Rode, J.A., Toye, E.F., Blackwell, A.F.: The domestic economy: A broader unit of
analysis for end-user programming. In: Proceedings of CHI, pp. 1757–1760 (2005)

2. Chan, M., Esteve, D., Escriba, E., Campo, E.: A review of smart homes
- Present state and future challenges. Computer Methods and Programs in
Biomedicine 91(1), 55–81 (2008)

3. Saizmaa, T., Kim, H.C.: A Holistic Understanding of HCI Perspectives on Smart
Home. Proceedings of NCM 2, 59–65 (2008)

4. Norman, D.A.: Living with complexity. MIT Press, Cambridge (2010)
5. Blackwell, A.F., Rode, J.A., Toye, E.F.: How do we program the home? Gender,

attention investment, and the psychology of programming at home. Int. J. Human
Comput. Stud. 67, 324–341 (2009)

6. Davidoff, S., Lee, M.K., Yiu, C., Zimmerman, J., Dey, A.K.: Principles of Smart
Home Control. In: Dourish, P., Friday, A. (eds.) UbiComp 2006. LNCS, vol. 4206,
pp. 19–34. Springer, Heidelberg (2006)

7. Brush, A.J., Lee, B., Mahajan, J., Agarwal, S., Saroiu, S., Dixon, C.: Home au-
tomation in the wild: Challenges and opportunities. In: Proc. of CHI, pp. 2115–2124
(2011)

8. Harper, R., et al.: The Connected Home: The Future of Domestic Life. Springer,
London (2011)

9. Rode, J.A., Toye, E.F., Blackwell, A.F.: The fuzzy felt ethnography. Understanding
the programming patterns of domestic appliances. Personal Ubiquitous Comput-
ing 8(3-4), 161–176 (2004)

10. Holloway, S., Julien, C.: The case for end-user programming of ubiquitous com-
puting environments. In: Proceedings of the FSE/SDP Workshop on Future of
Software Engineering Research (FoSER), pp. 167–172 (2010)

11. Mennicken, S., Huang, E.M.: Hacking the natural habitat: An in-the-wild study
of smart homes, their development, and the people who live in them. In: Kay, J.,
Lukowicz, P., Tokuda, H., Olivier, P., Krüger, A. (eds.) Pervasive 2012. LNCS,
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Abstract. For the last couple of decades the world has been witnessing a 
change in habits of energy consumption in domestic environments, with elec-
tricity emerging as the main source of energy consumed. The effects of these 
changes in our eco-system are hard to assess, therefore encouraging researchers 
from different fields to conduct studies with the goal of understanding and im-
proving perceptions and behaviors regarding household energy consumption. 
While several of these studies report success in increasing awareness, most of 
them are limited to short periods of time, thus resulting in a reduced knowledge 
of how householders will behave in the long-term. In this paper we attempt to 
reduce this gap presenting a long-term study on household electricity consump-
tion. We deployed a real-time non-intrusive energy monitoring and eco-
feedback system in 12 families during 52 weeks. Results show an increased 
awareness regarding electricity consumption despite a significant decrease in 
interactions with the eco-feedback system over time. We conclude that after one 
year of deployment of eco-feedback it was not possible to see any significant 
increase or decrease in the household consumption. Our results also confirm 
that consumption is tightly coupled with independent variables like the house-
hold size and the income-level of the families.  

Keywords: Eco-feedback, Electric Energy Consumption, Sustainability. 

1 Introduction 

The notion of wellbeing based on personal ownership and mass consumption was 
largely identified as one of the factors leading to the growth of electricity consump-
tion in the last years. As more people in developing countries have access to higher 
levels of comfort it is expected that the residential energy consumption will have a 
tremendous impact on the long-term effects in carbon emission and global warming. 

Eco-feedback technology [1] is defined as the technology that provides feedback 
on individual or group behaviors with the goal of influencing future energy saving 
strategies. Eco-feedback has proven to be an effective way of promoting behavior 
change and considerable savings in electricity consumption [2]. However and despite 
the successful results reported, most research was conducted in short-term studies and 
therefore there is little evidence on the long-term effects of eco-feedback. Further 
research reported that after an initial period of exposure to eco-feedback the tendency 
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is towards a reduction in the attention provided to the feedback leading to behaviors 
relapse [3]. 

This paper contributes to the ongoing research efforts by presenting the results of 
the long-term deployment of a real time eco-feedback system in 12 households for the 
period of 52 weeks. We start by looking at the state of the art and defining our re-
search goals for this study. In the next two sections we show how our eco-feedback 
system was designed and deployed, including an in-depth description of the sensing 
system and the process of selecting an adequate sample for the long-term study. We 
then present the most important results and discuss the key findings and implications 
of this work for forthcoming eco-feedback research. Finally we conclude and outline 
future work. 

2 Related Work 

In the last couple of decades considerable research was done in the field of eco-
feedback technology. Fischer [2] reviewed approximately twenty studies and five 
compilations of publications between 1987 and 2008 exploring the effects of eco-
feedback on electricity consumption and consumer reactions. The most notable find-
ings reported that eco-feedback indeed resulted in energy savings between 5% and 
12%, and that the greater changes in consumption would result from computerized 
eco-feedback like for instance in [4]. 

The literature is rich in interactive approaches to eco-feedback. For example in [5] 
the authors ran a three-month study in nine households where the eco-feedback was 
deployed in a clock-like ambient interface that would translate electricity consump-
tion into graphical patterns. This study showed that people immediately became more 
aware of their energy consumption, and even developed the ability to associate the 
displayed patterns with the actual appliances used.  In another example [6] the authors 
reported on a system that would give detailed eco-feedback information on individual 
appliances. Preliminary results on this experiment showed a reduction of 5% over the 
previous year when the eco-feedback was not available. 

On the commercial side several models of eco-feedback systems reached the mar-
ket in the last years. In an attempt to better understand the adoption and implications 
of commercial solutions, Miller and Buys [7] conducted a study with seven families 
that were using a commercial energy-and-water consumption meter and generated 
guidelines in how eco-feedback systems should be built and marketed. For instance, 
the cost of the system was a major issue for residents that were either engaged with 
the product or not. A second topic of discussion was the lack of product support ad-
vocated by the users, which immediately pointed out the problem of understanding 
the user experiences and perceptions around smart meters. 

In an attempt to address this issue authors in [8] installed smart meters in 21 Bel-
gian households between two and four weeks. They found out in accordance to other 
studies that despite an increased awareness there was no significant behavior change 
towards conservation of energy. Another important finding of this research reports 
that people had difficulties interpreting kilowatt-hour and that the corresponding con-
version to monetary cost demonstrated irrelevant economic savings. 

The emergence of smart handheld devices also presented new opportunities for re-
searchers to test different eco-feedback systems. In [9] the members of 10 households 
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were given access to a mobile power meter that would run either on a smartphone or a 
tablet. Findings suggested that the householders gained a deep understanding of their 
own consumption and that users found the feature of comparing their consumption 
with other community members useful. The mobility aspect was also important, as 
participants were able to access their consumption from virtually everywhere. 

With the constant evolution of technology also came the possibility of providing 
disaggregated power consumption by individual appliance, division of the house or 
event daily activities like cooking dinner or doing the laundry. Recently in 10 Costan-
za and colleagues conducted a field study where they wanted to learn if users were 
able to easily leverage a connection between appliances and their day-to-day activi-
ties. This study lasted for two weeks and twelve participants were asked to use a  
system where they would be able to tag appliances to a time-series of their energy 
consumption. The results of the trial showed that the system was successful in engag-
ing users and providing accurate consumption levels of some appliances that were 
consuming more than what they initially expected. Another important result was no-
ticing that when tagging, users would refer to energy consumed by activity rather than 
just the tagged appliance. 

Eco-feedback through persuasion was also attempted by some authors, for instance 
in [11] Gamberini and his pairs explored the possibility of encouraging electricity 
conservation practices through a mobile persuasive game. This eco-feedback game 
provided next-to-real-time, whole house and appliance based consumption informa-
tion. Four families used the game during 4 months, and results showed that users kept 
playing it during the whole trial, despite the gradual reduction of accesses per day that 
was justified by the users as the result of getting more familiar with the application 
and what it had to offer.  

All of the aforementioned studies clearly advocate for the short-term effectiveness 
of eco-feedback technology, in particular when considering disaggregated and inter-
active eco-feedback. However, we argue that these studies did not last enough to 
properly assess their long-term effectiveness. In fact, the gradual decrease of attention 
shown in the later study may indicate that once the novelty effect has passed users 
will go back (relapse) to their original behavior. This is defined in literature as re-
sponse-relapse effect, where after a while the user behaviors (and hence consumption) 
will relapse to values prior to the intervention. This effect was reported by the authors' 
in  [3] when investigating how the residents of a dormitory building would respond to 
different consumption information. The authors noticed that after a period when no 
feedback was provided the behaviors would approximate the ones before the study.  

In this paper we argue that long-term studies of eco-feedback system are required 
in order to understand the lasting effects of this technology as a driver for behavior 
change. Here we explore some very important questions like: i) How is the eco-
feedback system used after the novelty effect has passed? ii) How long does the no-
velty effect last? iii) How does the demographic data from the residents affect energy 
consumption? 

This paper is a follow up to an initial short-term three-month study reported in 
[12]. In our first evaluation of this system we saw a reduction of 9% in consumption 
but also observed that users significantly decreased the interactions with the eco-
feedback system after four weeks of deployment. Our initial results suggested that 
further research was needed in order to fully understand the potential and underlying 
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issues with the long-term deployment of eco-feedback. In this second study we aimed 
to investigate further how the system was used after the novelty effect passed. We 
wanted to explore if there was a decrease in energy consumption as a result of eco-
feedback intervention and also if further changes in the system could raise attention 
back to the eco-feedback. With a longer deployment we were also able to investigate 
other factors influencing behavior change, for instance demographic independent 
variables like family size and income. 

3 System Design 

In this section we briefly describe our eco-feedback research platform, which involves 
both the sensing infrastructure and the communication with the eco-feedback inter-
face. For a throughout explanation of our framework please refer to [12] and [13]. 

3.1 Sensing Infrastructure 

Our eco-feedback infrastructure is a low-cost, end-to-end custom made non-intrusive 
load monitoring system. Non-intrusive load monitoring (NILM) stands for a set of 
techniques for disaggregating electrical loads only by examining appliance specific 
power consumption signatures within the aggregated load data. NILM is an attractive 
method for energy disaggregation, as it can discern devices from the aggregated data 
acquired from a single point of measurement in the electric distribution system of the 
house [14].  

Our NILM system consists of a netbook installed in the main power feed of each 
house (see Figure 1- left) covering the entire household consumption and thus remov-
ing the need to deploy multiple (intrusive) sensors. The netbook provides a low-cost 
end-to-end system: the audio input soundcard is used as the data acquisition module 
(two channels, one for current and another for voltage); the small display and the 
speakers provide the interactivity; the Wi-Fi card enables communication over the 
Internet; and the camera and built-in microphone serve as low-cost sensors for human 
activity sensing. 

 

Fig. 1. System installed in the main power feed (left) and a householder interacting with the 
eco-feedback (right) 
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The current and voltage sample signals acquired with the soundcard are pre-
processed and transformed into common power metrics (e.g. real and reactive power) 
that are representative of the energy consumption. These power values are used for 
event detection, event classification and, ultimately, the breakdown of consumption 
into individual appliances. In parallel, power consumption and power event data are 
stored in a local database to be used by any external application to provide eco-
feedback to the householders. 

3.2 Eco-feedback 

The front-end eco-feedback component provides two different representations for the 
real time and historical consumption of the house. Our interactive visualization  
was implemented following the recommendations from previous studies in energy  
eco-feedback [15 - 17] that distinguish real-time and historical feedback. Real time 
feedback, which is said to be responsible for 5 to 15% of the changes in user behavior, 
displays the current energy consumption as well as major changes and trends in the 
current consumption. Conversely historical feedback refers to all the information col-
lected (e.g. monthly values of energy consumption), and according to the literature can 
lead up to 10% of the users’ behaviors towards future energy consumption by simply 
offering the possibility of reviewing and comparing data among different historical 
periods of time. To cope with these guidelines we have designed our eco-feedback user 
interface in a way that users could quickly switch between historic and real-time mod-
es. Figure 2 shows how the information is organized in our user interface.  

The center of the eco-feedback interface represents both real and historical con-
sumption data using a wheel like graph. The left and right side of the interface present 
additional information, including weather, numerical consumption and comparison to 
previous periods. On the right hand side the interface provides notifications, sugges-
tions and motivation hints. In the following we detail the interface for both the real-
time and the historical views. 

 

Fig. 2. Eco-feedback user interface showing the current month consumption 
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Real-Time Eco-feedback. The real time consumption as well as notifications and 
comparisons are always presented to the users regardless of the active view. The cur-
rent consumption is presented in watts (in the center of the interface) and updated 
every second. The last hour view shows real time notifications, triggered every time 
the energy monitor detects a power change above a pre-defined threshold. The event 
notification is represented by a small dot that is added to the interface close to the 
time of occurrence, as shown in Figure 3. The size of the dot indicates the amount of 
power change, and clicking on it reveals the appliance that has the highest probability 
of triggering that event prompting the user to confirm, rectify or discard the guess. 

 

Fig. 3. Real-time notifications offering users the chance to label power changes 

Historic Eco-feedback. The historic data (current day, week, month and year) is 
presented in two different modalities: the more traditional displays the quantities in 
numerical format (when hovering the mouse over a specific time period), while the 
less traditional consisted of a color-code that would change according to the house-
hold consumption (the colors would vary from a light green when the consumption 
was low to a very dark red when the consumption reached high levels). For example, 
in Figure 2 it is possible to see the consumption for the whole month of March and 
that it was 1% higher than the previous month. 
 
Inferring User Activity and Usage Patterns. One important feature of our eco-
feedback research platform is the possibility to infer human-activity and therefore 
record quantitative measures of user attention and usage patterns.  

We achieve this in two ways: 1) by keeping track of mouse clicks and transitions 
between the different visualizations, and 2) by inferring human presence using the 
built-in webcam to detect motion and detect faces when residents are passing by or 
looking at the netbook. We refer to these as user-generated events as the users trigger 
them when they are interacting with the system.  

All of this quantitative data is stored on the local database and further exported to 
the data warehouse that collects all the data from the multiple houses participating in 
the experiment. Our goal was to complement the qualitative feedback with actual 
measures of user activities and usage patterns. 
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4 Deployment 

In this section we describe the process of deploying our eco-feedback research infra-
structure for the field-testing. We start by explaining the initial sample selection, in-
stallation procedures and the nature of the collected data. We finalize with a descrip-
tion of our participants and how we reached the final numbers of 12 families using the 
system during 52 weeks. 

4.1 Sample Selection 

The sample selection for the first study was based on an extensive analysis of the 
consumption patterns of 46 000 household consumers in Funchal, a medium sized city 
of southern Europe (about 150 000 inhabitants). 

For that purpose the local electricity company gave us access to the energy con-
sumption data of all the consumers in the city for a period of two years. From that 
baseline data we divided the consumers in four levels according to their annual con-
sumption in Euros. These four levels were then used to select a nearby neighborhood 
where we could easily find a sample that would be representative of the city. 

The recruitment was done with personal visits to the selected buildings explaining 
the project and collecting additional demographic data from those that would volun-
teer to participate. In the end we were able install the system in 17 apartments as well 
as in six individual homes that volunteered to participate and five additional houses 
recruited from professors and students involved in the project. 

The first version of our system was installed in June 2010, and was remotely up-
dated to the new version in the last week of November. Users were informed of the 
update via informal phone calls or in the previous two weeks during the first round of 
interviews. 

4.2 Data Collection 

The deployment lasted until the end of 2011. In figure 4 we present the major miles-
tones of the deployment including three interventions with the users: i) interviews in 
the third week of February 2011; ii) informal visits in the last two weeks of July 2011 
and iii) a last round of interviews during all of December 2011. The system was re-
moved from the houses during January and February 2012. 

 

Fig. 4. Timeline chart showing the most relevant events of this eco-feedback deployment 
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During and prior to the study we collected both qualitative and quantitative data 
from the households. Quantitative data includes electric energy consumption samples 
(two per minute), power events (both on and off including the transient for active  
and reactive power) and user interactions with the eco-feedback system (including 
movement, face detection, mouse and menu selection). Qualitative data includes de-
mographics (age, occupation, income, literacy, etc. for all family members), environ-
mental concerns (from semi-structured interviews), and a detailed list of appliances in 
the house and reconstruction of family routines (from semi-structured interviews and 
diary studies). 

4.3 Participants 

From the 21 families that took part in the first study we ended with a final sample of 
12 households. The main reasons for this high sample mortality (~ 43%) were mostly 
technical issues like stability of the Internet connection and long periods of absence of 
the families, including some moving out to a new house.  

Our final analysis sample was the result of maximizing both the number of houses 
and the deployment time. Another requirement was that the final sample had to in-
clude data from both deployments in order to integrate the novelty effects introduced 
by the different versions of the eco-feedback system. This said we ended up choosing 
the period between the October 1st 2010 and September 30th 2011, as this represents 
exactly 52 consecutive weeks of data for 12 apartments all from the originally se-
lected neighborhood. Table 1 summarizes the demographic data for our final sample 
participants. 

Table 1. Demographics of the participating families 

Family Size (number of bedrooms) People Children (and ages) 

1 3 4 2 (5, 10) 
2 3 5 1 (10) 
3 3 4 2 (8, 14) 
4 3 3 1 (1) 
5 3 4 2 (1, 7) 
6 1 1 0 
7 3 3 1 (5) 
8 1 2 0 
9 3 4 2 (2, 4) 
10 2 2 0 
11 2 3 1 (15) 
12 3 2 0 

4.4 Environmental Concerns 

Since one important issue regarding the participants was their level of environment 
concerns we collected additional qualitative data from interviews with people from 
the households in the sample. When asked about environmental concerns nine out of 
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the twelve families pointed global warming as a serious concern and six of these 
families considered that reducing their energy consumption would have a positive 
impact on the environment.  

When asked about the adoption of sustainable actions eight families indicated that 
reducing personal costs and guaranteeing the wellbeing of future generations was 
their main motivations to reduce energy consumption.  Despite this, when questioned 
about a particular number of sustainable behaviors less than half reported they had 
adopted these on a daily basis. The more frequently mentioned behaviors were: 
switching off the lights on empty rooms, washing full loads of clothes and acquiring 
energy efficient lights. 

The complete list of actions reported by the families was over 40 actions related to 
energy, water and food consumption or conservation. These actions included not only 
individual measures as for example use public transportation, but also, social oriented 
activities such as carpool. The interaction with the participants, facilitated by the in-
terviews and the overall study, allowed us to observe their increased level of aware-
ness. The participants already performed actions related to saving energy previously 
to having the system. These levels of awareness were enhanced when exposed to the 
eco-feedback system. However, this was not evaluated through a scale of environ-
mental concerns. 

5 Evaluation 

In this section we report the evaluation of the data collected during the long-term 
deployment of eco-feedback. We start by analyzing only the aggregated data, han-
dling the sample as one group and not selecting any particular house. Then we rank 
our sample into three categories and investigate if there were significant changes in 
the consumption when considering background variables, such as the weather condi-
tions, the household size and income-level of the families.  

For this analysis we use the week as our standard period because it provides the 
most stable variance as it was expected because it corresponds more directly to a re-
curring family routine. For some specific cases where other variables were more ap-
propriate day and month were also used as the aggregation time period. 

5.1 Overall Power Consumption 

We first looked at the average consumption of all the houses aggregated by week. The 
weekly average of power consumption (n = 624) was 62.45 kWh (s = 27.49 kWh). 
The high variance is explained by the considerable differences between households, 
for example three households had a weekly average of less than 40 kWh, while four 
houses had an average consumption between 80 and 110 kWh.  

As a consequence we decided to rank our sample in three categories (low, average 
and high consumption), based on the 1/3 percentiles of the weekly consumption ex-
pressed in kWh. The following categories were defined: A (<= 42.3kWh), B 
(42.3kWh – 76.92 kWh) and C (> 76.92kWh) with four houses each and the average 
consumption (n = 208) was 36.45 kWh (s = 7.76 kWh) for category A, 56.30 kWh (s 
= 11.59 kWh) for category B and finally category C with 94.6 kWh (s = 17.98 kWh) 
respectively. 
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Changes in Consumption. To check for significant changes in consumption during 
the deployment of the eco-feedback we used a Wilcoxon signed-rank test, to compare 
repeated measures between consecutive months. For this analysis we used months 
instead of weeks because the test used is known to perform better for less than 20 
values in each sample. Results showed no significant differences (for p < 0.05) in any 
of the categories. 

In an attempt to get a better understanding of these results we individually asked 
the families about any changes in their consumption with most of them confirming 
that there were no real savings in the overall electricity bill. This was either because 
families found it difficult to reduce or even control their consumption levels as stated 
“We didn’t notice major changes. We already did a couple of things we would al-
ready disconnect some devices, toaster or radios. (...) The electricity is the hardest 
thing to control for us, the water seems easier.” (Family 11, Mother). Or due to the 
fact of current tax increases the local company put in practice as stated by this family 
“Our consumption wasn’t reduced. We compared with the bills and there was a tax 
increase, the consumption seems to be always the same for us, before and after hav-
ing this device here.” (Family 5, Mother). However others noticed some decrease in 
consumption after having taken some measures: “We changed all the lamps in the 
house to more energy efficient ones. I started to turn off the lights more often because 
I could see the impact of it so I had to do it. (…) Our bill wasn’t reduced to 50% but it 
was reduced.” (Family 12) 

Consumption and Weather Conditions. The deployment took place in Madeira 
Island known to have one of the mildest climates in the world with average tempera-
tures ranging from 17°C in the Winter to 27° in the Summer. Still we wanted to un-
derstand how the climate might affect the electricity consumption. Therefore we 
compared the consumption between seasons as well as wintertime (WT) and daylight 
saving time (DST). For this analysis we used the daily consumption as the minimum 
unit of time. 

The tests (for p < 0.05) have shown no significant differences in consumption be-
tween the seasons or between WT and DST for any of the categories suggesting that 
we should not expect a big variation of the energy consumption during the year. One 
possible explanation for this is, as previously mentioned, the low variation in the tem-
peratures during the period of study - for the duration of the deployment (n = 12) the 
monthly average temperature was actually 19.8 º C (s = 2.89 ºC). 

Consumption and Household Size. According to literature the number of people 
living in the household is the single most significant explanation for electricity con-
sumption. The more people living in the house the more energy is used [18]. If we 
look at our consumption categories this is a direct conclusion. In fact the number of 
people in each household increases with each consumption category: category A has 9 
people (7 adults and 2 children); category B 12 people (8 + 4); and category C 16 
people (9 + 7). Therefore we have further investigated this topic by dividing the sam-
ple in categories according to the number of people in the house and looking for sig-
nificant differences among these groups. We found four categories: 1 person (1 
house), 2 people (3 houses), 3 people (3 houses) and 4 people (5 houses).  
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We tested consumption by household size using a Mann-Whitney U test and found 
a significant difference between 2 or 3 people (mean ranks were 21.86 and 51.14 
respectively; U = 121; Z = -5.935; p < 0.05; r = 0.699) and 2 or 4 people (mean ranks 
were 27.86 and 60.88 respectively; U = 337; Z = - 5.623, p < 0.05, r = 0.57). However 
no significant differences were found between 3 or 4 people. We haven’t considered 
the single-family house due to being an isolated case in our sample. 

To further analyze the effects of the number of people in the energy consumption 
we then categorized our sample by the number of children. We found three catego-
ries: 0 children (4 houses), 1 child (4 houses) and 2 children (4 houses). The same test 
shows significant differences between having none or one child (mean ranks were 
26.96 and 63.22 respectively; U = 118, Z = - 6.743, p < 0.05, r = 0.74) and zero or 
two children (means were 31.69 and 72.75 respectively; U = 345, Z = -6.770, p < 
0.05, r = 0.65). No significant differences were found for having one or two children. 

Our results confirm previous findings and general common sense that more people 
in the house result in more energy spent. Regardless one interesting finding worth 
investigating in the future is the fact that no significant differences appear when con-
sidering 3 or 4 persons or 1 or 2 children. One potential explanation is that after some 
point houses with more people will become more energy efficient, since the electricity 
usage per person tends to decrease. 

Weekdays and Weekends Consumption. Finally we have also looked at average 
daily consumption and compared the weekdays and weekends. Table 2 summarizes 
the average consumption in each category for the given period. 

Table 2. Weekday and weekend average consumption by consumptio category 

 Weekdays (n=1044) Weekend (n=416) 

Category A 5.15 (s = 1.57) 5.39 (s = 1.72) 
Category B 7.93 (s = 2.45) 8.40 (s = 2.67) 
Category C 13.44 (s = 3.98) 13.78 (s = 3.82) 

 
These results show that for all categories (and mostly B) there is a slightly higher 

consumption on weekends, which could be related to the fact that people tend to 
spend more time at home on weekends. Still (for p < 0.05) these differences are not 
significant in any of the categories. 

5.2 Interaction with Eco-feedback 

Similarly to the consumption analysis we will first look at the interaction events ag-
gregated by week of study. The weekly average of mouse clicks (n = 624) was 8.93 (s 
= 12.65) and 23.92 (s = 107.9) for motion detection. After careful analysis of the data 
we found that the abnormal standard deviation for the motion events was related to 
the fact that one family also used the netbook to browse the web without closing the 
eco-feedback application. Hence our system detected a high number of non-
intentional motion events (average motion for that house was 231.85 with a standard 
deviation of 304.64 for n = 52 weeks). 
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Therefore, after removing this house from the analysis, we ended up with a weekly 
motion detection average (n = 572) of 5.01 (s = 11.13) and 8.54 (s = 12.41) for mouse 
clicks. This difference between motion and clicks suggest that the notebook was only 
in the open position when users were in fact looking at the feedback and probably the 
main reason for that was its position behind the entrance door that would is some 
cases force the users to keep it closed. From this point forward we will be using only 
mouse clicks as the grouping variable for user interaction. 

Long-Term Interactions. As mentioned in the introduction, one of the goals of this 
deployment was to achieve a better understanding on how the eco-feedback system 
was used after the novelty effect passed. Therefore we looked at the user-generated 
events (in this case the total number of mouse clicks) exactly when the novelty effect 
was introduced (deployment of the new user interface) until the last week of the 
study, as shown in Figure 5.  

Our analysis shows an immediate increase of almost 25% in the user interaction 
right after installing the new interface (in weeks 8 and 9). These results confirm that 
as expected users react to new versions of the eco-feedback with an increased usage 
of the application. However our analysis also indicates that only three weeks after the 
new deployment the number of interactions dropped considerably until week 20 (a 
decrease of 45% when compared to the three weeks after the new deployment). 

 

Fig. 5. Number of user interactions (mouse clicks) with the eco-feedback during 52 weeks 

We clearly notice here the response relapse effect, which was significant if we 
consider that after 52 weeks the decrease in the number of interactions was almost 
90% (at a drop rate of 2.2% per week). This decline was only interrupted by weeks 22 
and the period between weeks 42 and 44 when we conducted interviews with the 
users, which also raised their awareness to the eco-feedback system. 

Additionally, in the qualitative studies we asked users about this decrease of inter-
est in the eco-feedback. Some families justified it with the lack of time in their rou-
tines, others felt like after a few weeks they already had a good perception of their 
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consumption as shared by this family “I wouldn’t go there because most of the times I 
didn’t have time to check it. I would just arrive home, get things done around here 
and go to sleep and start again the next day.” (Family 5, Mother). Their interaction 
with the system was reduced as a result of a more accurate picture of their consump-
tion levels as stated by this family “We would check our consumption more often 
initially until we got a rough idea or perception of what our consumption was but 
after that it would become less frequent.” (Family 12, Wife) 

Another reason that was pointed for the lack of interest was the fact that the system 
became “yet just another electric device”: “And it became a habit to have it. I would 
check it whenever I would remember. I know already the power of each of device in 
the house, I already measured it (…) having this or that device working would not 
make me want to check the meter by itself.” (Family 7, father). Nevertheless other 
families kept using the system even if less frequently, as this father mentioned: “We 
didn’t ignore the device I would look at it everyday. What I noticed is that we achieve 
an average of consumption. And because we use the same devices all the time our 
attention to the system might decrease, we don’t analyze it so carefully.” (Family 9, 
father) 

5.3 Navigation in the Eco-feedback 

We also wanted to understand which features of the system drew more attention to the 
users and the analysis showed that the most visited view was the current day con-
sumption. This view had more accesses than all the other options together with an 
average (n = 11) of 179.27 (s = 63.84) mouse clicks. The second most used feature 
was the weekly consumption (average of 18 interactions, s = 13.15) while the least 
favorite was the year view (average of 6 interactions, s = 4.38). The total interactions 
with the different eco-feedback views are presented in figure 6. 

 

Fig. 6. Average interactions (mouse clicks) with the different eco-feedback screens 
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Another characteristic of the data that drew our attention was the fact that most in-
teractions happened after 9PM peaking at 11PM with an average (n = 11) of 91.18 
mouse clicks (s = 34.04). We believe this is a strong indicator that checking the con-
sumption was something that users did at the end of the day. Most likely due to avail-
ability as referred by this family “I would use it more at night when I was at home. I 
would see the consumption levels and if I saw something more than usual, I would 
assume that she had done something different or had used a device.” (Family 1, Hus-
band) The average number of mouse clicks per hour of the day is shown in figure 7. 

 

Fig. 7. Average interactions (mouse clicks) by hour of the day 

When asked about the new user interface the tendency was to prefer the last  
one better, as shared by this family “The other previous graph [column chart] was 
harder to interpret. This one is much better, its way more usable.” (Family 7, Father) 
- Especially the color-coded display of the consumption as stated by the following 
family “The color tells me immediately if I increased or decreased my consumption.” 
(Family 9, Husband) 

5.4 Load Disaggregation 

Our NIML system also provided the possibility of load disaggregation, i.e., the identi-
fication of different appliances from the analysis of the total load parameters (active 
and reactive power). This is possible by using supervised learning and classification 
techniques from machine learning algorithms we use in our sensing platform on  
the high frequency signals acquired by the non-intrusive sensors. Our objective with 
the addition of the load disaggregation feature was twofold. Firstly we wanted to learn 
how users would react to having the possibility of labeling their own power consump-
tion though power events. Secondly we wanted to see how adding a single new  
feature during the deployment would affect the interaction with the eco-feedback. The 
selection criterion for having this feature was being part of the top-5 most active fami-
lies in terms of user-generated events, and it was installed during weeks 40 and 43 
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when we visited the families and helped them labeling some of the existing  
appliances. 

Our expectations were that adding this new feature would work as another trigger 
to increase the interaction between the users and the eco-feedback system. However 
the results show that adding this feature did not result in a significant increase in the 
number of interactions during that period (the houses with the new feature had a 14.3 
(s = 9.29) mouse clicks average while those without had a 10.5 (s = 16.4) mouse 
clicks average during the same period). 

Also, and despite we have chosen to deploy the feature in the more active users, 
none of the members of the selected house managed to label power events on their 
own. We believe that one of the main reasons behind this was the high number of 
events that would show in the user interface making it hard to select and label the 
right appliance as described by this family member “I think the most complicated 
thing to do is the consumption per device (…) it’s complicated to manage such a large 
number of devices.” (Family 7, Husband) 

Nevertheless, one important lesson learned for future designs was that not all the 
appliances seem to be of equal importance to the residents. This was especially seen 
when helping the users labeling their events as they kept asking questions about what 
they considered to high consumer appliances (e.g. oven and clothes washer / dryer). 

6 Discussion and Implications 

In this section with discuss the most relevant outcomes of the one-year (52 weeks) 
long-term study of eco-feedback. We start by summarizing the overall results of the 
study and then we discuss some of the weaknesses and possible implications of this 
work regarding future deployments of eco-feedback systems. 

6.1 Results 

Here we presented the results of the long-term deployment of a real-time eco-
feedback solution during 52 consecutive weeks in a stable sample of 12 households. 
During this period families had access to their energy consumption with two versions 
of an eco-feedback interface that also gathered usage and interaction data. 

Our findings show that after 52 weeks there was no significant reduction in energy 
consumption but also no increase. Our results contradict the literature that suggests a 
positive impact of eco-feedback on energy consumption. We argue that such conclu-
sions could be based on typical short-term (2 or 3 week) studies, which are not long 
enough to capture the relapse behavior pattern after the novelty effect of the eco-
feedback. We recognize that further research is needed to isolate the relationship be-
tween consumption and eco-feedback but when huge investments in smart grids and 
eco-feedback technologies are under way it would be important to deploy more long-
term studies that investigate these results further. This is particularly relevant if we 
consider the latest results from the European Environment Agency (EEA) that show a 
12.4% increase in the final energy consumption of households, with electricity emerg-
ing as the fastest growing source of energy between 1990 and 2010 [19]. 
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We have also confirmed that energy consumption in households is tightly coupled 
with the number of residents and that large families tend to become more energy effi-
cient when considering average consumption by household member. Another interest-
ing finding was learning that the income-level of the family is another powerful  
explanatory variable of energy consumption, with low-income families being able to 
spend less energy than high-income with the same household size. This suggests that 
there is a minimum acceptable point of consumption that once reached it may become 
impossible to implement other consumption-reduction initiatives without negatively 
affecting the family needs and routines. This is what was noticed by one of the low-
income families with 2 children: “I think the changes were mostly on making us more 
aware of devices we used and habits we had. We had some bills that were a little 
expensive and we started to reduce some consumption (…) now I feel we have 
reached a constant value, we pay around the same amount each month and it won’t 
cost more than this.” (Family 1, Wife) And also one of the average-income families, 
with a teenage daughter “We try to reduce here and there but this is an apartment we 
can’t walk here in the darkness, we need to turn on some lights.”  (Family 11, Wife) 

Our study also shows other results that are in line with most of the reviewed litera-
ture especially when considering increased awareness and better understanding on 
what appliances really consume as shared by the this family “This helped us to know 
more about our consumption, and we did some changes around here (…) this device 
brought us a new kind of awareness but it didn’t disturb our routine. We don’t feel it 
disturbed us in any way. It was beneficial for us to have it.” (Family 1) Or even, by 
helping deconstruct some devices initial consumption levels’ associated perceptions 
as stated by this family “It helped us to see some devices were consuming more than 
we initially thought and it changed the way or time we used those devices, for exam-
ple the iron or the kitchen hood.” (Family 9, Husband)  And in some, rare cases, this 
better understanding lead to some routine changes: “We have a very conscious way of 
consuming energy, we were careful before having it here. It helped us to see some 
devices were consuming more than we initially thought and it changed the way or 
time we used those devices (…) one of those was doing laundry and use the dishwash-
er only at night [to take advantage of the night tariff] and this changed our routine 
completely.” (Family 9, Husband) 

On the long run users feel that there’s nothing new to learn from the provided eco-
feedback and therefore the number of interactions are reduced to marginal values 
which is a strong indicator that the eco-feedback provided needs to encourage users to 
learn more about their consumption as well as provide more tailored and personalized 
feedback especially after relevant changes happen (e.g. buying a new equipment or 
someone leaving the house for long periods). 

6.2 Implications and Lesson Learned 

One limitation of our study was the lack of a proper control group in order to better 
access the effectiveness of the eco-feedback as a way to promote energy reduction. 
This is particularly relevant because our results are contradicting many of the findings 
in the literature that rely on two or three week deployments of eco-feedback, which 
might be too optimistic about the potential of this technology. Furthermore, consider-
ing the long-term nature of this study it would be important to keep an updated profile 
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of our participant families (e.g. holiday absences, some family member visiting for a 
long period, and a list of actual appliances in the house at every moment) as this 
would have allowed us to perform other kinds of comparative analysis like the con-
sumption of similar houses or correlating user concerns with their actual consumption 
patterns. All of these possibilities involve significant costs in deploying and running 
the studies but are rightly justified in particular given the environmental and econom-
ic impacts of household energy consumption and the expectations with large-scale 
deployments of smart grids that could make eco-feedback widely available. 

Physical Location and Security. Our eco-feedback system also presented some limi-
tations that could have an impact in the results. The fact that our eco-feedback system 
was implemented using a netbook that acted both as the sensor and the visualization 
platform placed at the entrance of the household presented some limitations. The sys-
tem was not easily accessible to all family members in particular children, as one of 
the mothers shared with us: She didn’t reach it (youngest daughter 7 years old)”, 
(Family1, Mother). In addition the location of the netbook near the main power feed 
made it harder for family members to interact with the eco-feedback since it made 
them afraid of either dropping it in the floor or damaging the equipment since they 
considered it to be very fragile (the computer was stuck to the wall by only two adhe-
sive velcro tapes). Finally some families also expressed concerns regarding the intru-
siveness and safety of the system, even though it was properly and securely installed 
by a qualified electrician from the electrical company. For instance, some families did 
not allow their kids to come nearby or interact with fearing the risk of electric shock. 
In current deployments of our technology we are collecting data in the meters outside 
the houses and providing the eco-feedback using tablets and other mobile devices. 
Nevertheless our preliminary results are still consistent with the results presented 
here. 

Appropriation of the Eco-feedback Technology. Finally, we have learned from the 
extensive interviews that family members tend to have naturally defined roles where 
some of them took over the task of checking and controlling the energy consumption 
and therefore, reducing the number of family members that would interact with the 
system. This made other family members feel they didn’t need to worry or use the 
system, since someone (usually the husband or the person more comfortable around 
computers) was taking care of it as shared by two spouses: “There are certain things I 
leave for him to do  and other things I take care of myself. I was curious to use it and 
I would use it but not as often as him” (Family 12, Wife) and “He would check more 
because he would be more curious (husband) and me I would let him give me the 
report of it. He would summarize the information” (Family 1, Wife) 

7 Conclusion 

This paper presents the results of a long-term deployment of eco-feedback technology 
in 12 apartment houses for 52 weeks in a southern European urban city. We collected 
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both qualitative and quantitative data in order to assess the effectiveness of  
eco-feedback technology as a driver to promote energy conservation behaviors. Our 
results conflict the more promising expectations of eco-feedback based on short-term 
(two or three weeks) deployments reported in many HCI venues. 

Despite the physical and methodological limitations of this study we have con-
firmed these results with a different deployment where the infrastructure is no longer 
placed inside the households removing the physical and security concerns with the 
eco-feedback device. We observed the same relapsing effects even when the eco-
feedback is provided through a mobile device connected over the Internet to the non-
intrusive sensor placed outside the house. After four weeks we observed the same 
decrease in attention and energy conservation behaviors. 

We argue that in order to make eco-feedback technology effective further research 
is needed to understand what could lead users to retain attention over time in a way 
that promotes significant changes in their behavior capable of generating energy sav-
ings. We are also exploring other approaches like art-inspired eco-feedback [20] and 
social features like sharing energy consumption with in a community public display 
or social networks. In future work we also wish to further explore how the households 
perceive their consumption and how we can use family dynamic and routines to in-
crease the effectiveness of eco-feedback technology.  

In summary, our research highlights the importance of conducting long-term dep-
loyments of eco-feedback systems in order to understand the real potential and impli-
cations of this technology. Energy and resource consumption in general, are important 
application domains for persuasive technologies. However in order for this technolo-
gy to have long-term impacts in domains like sustainability we need to overcome the 
novelty effect leading to response-relapse behaviors. Here we reported on such a 
study and presented some lessons learned that could lead to further research exploring 
new dimensions of eco-feedback. 
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Abstract. Weiser and Brown made it clear when they predicted the advent of 
ubiquitous computing: the most important and challenging aspect of developing 
the all-encompassing technology of the early 21st Century is the need for com-
puters that can accept and produce information in a manner based on the natural 
human ways of communicating. In our first steps towards a new paradigm for 
calm interaction, we propose a multimodal trigger for getting the attention of a 
passive smart home system, and we implement a gesture recognition application 
on a smart phone to demonstrate three key concepts: 1) the possibility that a 
common gesture of human communication could be used as part of that trigger, 
and; 2) that some commonly understood gestures exist and can be used imme-
diately, and; 3) that the message communicated to the system can be extracted 
from secondary features of a deliberate human action. Demonstrating the con-
cept, but not the final hardware or mounting strategy, 16 individuals performed 
a double clap with a smart phone mounted on their upper arm. The gesture was 
successfully recognized in 88% of our trials. Furthermore, when asked to try 
and deceive the system by performing any other action that might be similar, 
75% of the participants were unable to register a false positive. 

Keywords: Ubiquitous Computing, Calm Technology, Smart Home, Gestures, 
Gestural Interaction, Snark Circuit. 

1 Introduction 

Calm computing was introduced by Weiser and Brown as the most interesting and 
challenging element of what they dubbed the coming Era of Ubiquitous Computing 
[1]. While no one would seriously question whether or not computers have become 
ubiquitous, their claim that computers should “… fit the human environment instead 
of forcing humans to enter theirs…” has not been as universally accepted. Since calm 
computing was not built into our technology as it became ubiquitous, we must now 
find ways to add it post hoc and post haste. Fortunately, there is a ubiquitous device 
that is ready to meet our needs.   
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Smart phones are capable of both voice- and text-based telecommunication and 
they also provide their users with increased multimedia processing power far beyond 
the means of a previous generation’s desktops and even mainframes, all in a pocket 
format. Furthermore, since such smart phones are equipped with high resolution cam-
eras, GPS functionality, a digital compass, accelerometers and more, they are capable 
of providing a degree of additional information that is beyond the deliberate use or 
needs of most users. 

Increasingly, developers are accessing the internal sensors through the API and 
putting the resultant technical data streams to use in a submerged manner: as input for 
software that interacts with the user in non-technical ways [2]. This robust exchange 
of data, graphics and sound has opened a new and very rich vein of interactive poten-
tial that is being pushed to its limits for technological and commercial purposes. We 
propose to put this technology to use in making computing more calm, in the sense 
described by Weiser and Brown [3], that is, to enable human computer interaction that 
is truly based on the natural human means of communication.  

1.1 Interaction Unification of Distributed Smart Home Interfaces  

We are working towards a new paradigm of conceptual unification of the distributed 
interfaces for environments based on ubiquitous computing and networks of 
embedded systems. The goal is to derive a conceptual unification rather than the  
simple spacial or technological concentration of hardware and software as has been 
attempted by Cohn et al. [4]. Nor do we intend to remove visible hardware as 
proposed by Streitz and Nixon [5] and Ishii et al. [6]. Our goal is to create the 
impression in the user that naturally multimodal behaviour will be understood by the 
dissembodied  interpretive service that helps to convey their needs and desires to 
their smart home. In this way, the smart environment could become a space with a 
single holistic identity in the perception of the “user”. This would be similar to the 
way in which our parents came to think of “the car” as they became less and less 
aware of the technological and mechanical components; the same way that the current 
generation ignores most of the functionality and technological underpinnings of their 
most personal computer, and think of it simply as “the phone”. 

This is fundamentally different from the conceptual framework underpinning the 
common development of smart homes, in that we do not intend to predict user intent, 
but rather to empower the user in the subtle and natural expression of their needs and 
preferences. A further fundamental difference is that we do not foresee smart homes 
as the exclusive domain of geriatric residences, embracing instead Weiser’s prediction 
of ubiquitous computing. 

1.2 Smart Home Controls 

If it is accepted that using computers causes stress when the user feels that they are 
not in control, as per Riedl et al. [7], then it is a natural extension to assume that such 
stress would be an even greater threat in an immersive computing environment such 
as a smart home. Interviews and focus group sessions have shown that users prefer a 
centralized remote control to enable immediate interaction with a number of devices 
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installed in a household [2]. While the concept of a control panel proved popular, as 
an interface, it is an artifact from the Mainframe Era of computing. 

While some researchers, such as Chan et al. [8], foresee the coming of either weara-
ble or implantable systems to complement domotic control with the provision of  
biomedical monitoring sensors, it will be some time before these features can become 
ubiquitous. They go on to stress that since smart homes promise to improve comfort, 
leisure and safety the interaction should be as natural as possible. If their proposed me-
thod of improvement is still developing technologically, our proposed method is built 
upon applying currently available technology in a novel manner; a manner based on the 
fact that human communication naturally involves complimenting words with gestures.  

1.3 Using Gestures to Clarify Intent 

“In gestures we are able to see the imagistic form of 
the speaker’s sentences. This imagistic form is not 
usually meant for public view, and the speaker him- or 
herself may be unaware of it…” [9]. 

 

All natural human interaction is multimodal. We constrain ourselves to a single mod-
ality only when required. When in a diving environment, scuba gear enables us to 
function without having to learn to breathe underwater, but formal communication is 
reduced to a single modality and becomes dependent on the use of strictly-defined and 
well-practiced gestures. When in a digital environment, the GUI interface enables us 
to function without having to learn machine language, but formal communication is 
reduced to a single modality and becomes dependent on the use of strictly defined and 
severely truncated words which have been removed from their usual ontological, 
cultural and environmental context. 

We do not want to create a gestural recognition system based on the false paradigm 
of single modality interaction. Instead, our gestures will amplify spoken word interac-
tion, observing the same phonological synchronicity rules that have been observed 
when gestures accompany speech in normal interaction [9]. This proves especially 
important in solving a problem common to speech interfaces: the noisy background.  

A family having a conversation can confound a speech recognition system’s inter-
pretation of a command [2]. The use of speech or sound for interaction is a balancing 
act between the desire for immediate response and the expense of constant attentive-
ness – in terms of energy use, incessant processing and filtering, and false positive 
responses. Logically, this problem must be greatly reduced when a trigger is used to 
alert the system to attend to a spoken command that is about to be generated.  

1.4 Triggering Attention 

This experiment is the first step towards a new paradigm of smart home interaction 
which will provide a solution to the problems stated above. Our eventual goal  
is a system that will wait unobtrusively to be called into service. Ideally, the  
trigger should be one that is easy to perform intentionally but difficult to perform 
accidentally. The trigger should also allow the system to distinguish known users 
from one another and from strangers. 
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We propose that a passive system could become active when triggered by three 
roughly simultaneous commands delivered in different modalities. All three signals 
can be produced via the execution of a common human behavior for getting the atten-
tion of subordinates – the double clap paired with a spoken name. Brown et al. [10] 
have conducted an attempt towards the realization of a different aspect of this system, 
focusing on detecting and recognizing the audible signals of a double clap paired with 
a single-word voice-based command, in a noisy environment. 

The first question addressed in our study is whether or not the separate components 
of a multimodal communicative technique could theoretically be used as separate 
parts of a trigger as discussed above. Secondly, we ask if some commonly understood 
gesture exists and can be used immediately, across cultural and linguistic barriers. 
Finally, we ask whether the signal communicated to the system could be extracted 
from secondary features of a deliberate human action. 

We propose that the deliberate double clap can meet these conditions, and that it 
should be possible to automatically distinguish between common hand movements 
(such as waving or applause) and a deliberate double clap, as detected by the accele-
rometer in a smart phone. Smart phones have been used in many studies [11], [12], 
[13], [14], [15], but not with the intent that the signal should be generated incidentally 
during natural movement. 

This also addresses the issue of previous exposure to technology (PET) by allow-
ing the human to use a common human behavior rather than behavior based on tech-
nology [16]. In order to be certain that the phone’s accelerometer is being used only 
incidentally, the entire device is mounted in an armband on the upper arm. This is not 
to say that an arm-mounted smartphone will be the final form of the device. Raso et 
al. [17] mounted a smartphone in that manner for unobtrusive measurement of shoul-
der rehabilitation exercises and we have followed their example simply to be certain 
that moving the device remains an incidental action – an unconscious side effect of 
the attempt to create the desired double clap gesture. 

We have developed a smart phone application intended to recognize a double clap 
performed as a deliberate signal. In order to measure the functionality of the man-
machine system (user, accelerometer and software), we have conducted a series of 
empirical trials. 

2 Double Clap Recognition 

For our smart phone application we used the LG Optimus 7 E900 and its built-in  
accelerometer. The application was implemented for the Windows Phone 7.5 frame-
work. The accelerometer has 3-axes (X, Y, Z), and was set to 25Hz. It provides acce-
leration values normalized between -2.0 and +2.0. We used an armband to mount the 
device on the upper arm. We implemented a recognizer, which supports automatic 
segmentation, to capture the double clap gesture.  

Performing a double clap is not only a commonplace gesture for getting someone’s 
attention; it also has an easily-recognized pattern of accelerations and stops. In Fig. 1 
the raw accelerometer data are displayed as a continuous function where all axes are 
separated. 
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Fig. 1. Accelerometer data 

The green line running above the others shows overall distance, as calculated using 
Equation 1. Significant regions are marked as follows. First, when the hands move 
towards one another, there is an increase in acceleration (Fig. 1a). Acceleration in-
creases until it suddenly stops (b) and changes direction (c). Now the acceleration 
slows, readying for the beginning of the second clap (d-f). 

  (1) 

Equation 1 gives us the difference between two consecutive accelerometer values, 
telling us the increase or decrease of acceleration between the two points. After every 
interval, given by the refresh rate of 25ms, the Euclidean distance to the previous 
collected accelerometer data will be calculated. If the average of the last three conti-
nuous distance values reaches a certain threshold, this is recognized as the end of a 
double-clap sequence. Once a possible end has been found, the algorithm looks back 
at the last 20 data entries (500ms) and examines the average of the distance between 
two consecutive axis values, to find both, how often the axis crosses the zero line, and 
any sudden changes in direction. Depending on the results, the recorded values and 
values collected in the evaluation phase were compared to one another. 

3 Experiment 

We conducted our experiment in four stages, with the assistance of 16 right-handed 
participants (3 females) between the ages of 23 and 31 (m = 27, SD = 2.2). Partici-
pants were first given a survey regarding their familiarity with the double clap as a 
deliberate signal.  

  a   b   c 

clap 1 clap 2 

  d   e   f 
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Secondly the participants performed the double clap six times with the device 
mounted on their upper arm as described above, and six times without, in accordance 
with the method used by Kühnel et al. [18].  

Accelerometer data was then collected while participant performed the double clap 
10 times, without other motions between the repetitions. An observer took note of 
their performance, recording false positives and false negatives following the 
procedure described by Sousa Santos et al. [19]. 

The third stage was a deliberate attempt by each participant to confound the 
system. They were encouraged to try to elicit false-positives with any common or 
uncommon movements that, it seemed to them, might be mistaken for the acceleration 
pattern of a double clap. 

The final stage of our experiment was another survey, asking what the participants 
thought of the double clap as an interactive method and soliciting their opinions on 
the difficulty of learning and performing the action. 

4 Results 

The first of our qualitative excercises was a resounding success: All participants 
confirmed that they were familiar with the double clap as a deliberate action and 
could generate it themselves. 56.3% confirmed that they had used a double clap to get 
someone’s attention and 62.5% confirmed both that they have witnessed the double 
clap used to garner attention and that they could imagine using a double clap to 
intitate interaction with their computer. 

Our second exercise was answered quantitatively. Our method measured successful 
double claps in 88% of the total number of trials. To be more specific, half of our 
participants succeeded in all of their attempts and two-thirds of the participants 
succeeded in over 90% of their attempts. 

We excludeed 2.5% of the overall number of double claps performed because they 
did not fall within the range of style, speed and/or noise level that was originally 
demonstrated. 

Our third exercise resulted in the most entertaining portion of the data collection, 
as each participant tried to imagine and then execute some common or uncommon 
action which would be misread by our algorithm and mistaken for a double clap. 
Despite some wonderful performances, 75% of the participants were unable to 
deliberately generate a false positive. Two participants succeeded by vigorously 
shaking hands. Two others attempted to fool the system by doing the chicken dance. 
Only one of the dancers was successful. 

In our final exercise, a post questionnaire, the participants told us how they felt 
about the ease or difficulty of using the double clap as a trigger for computer input. 

Asked how easy or difficult it was to learn the double clap as demonstrated, 56.3% 
said that it was very easy and the rest described it as easy. 

When we asked them how easy or difficult it was to perform the double clap, 
56.3% reported that it was very easy, 37.5% described it as easy, and a single partici-
pant described the level of difficulty of the task as normal. No one rated learning or 
performing the task as either difficult or very difficult. 
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We wanted to know if participants would use a double clap gesture in order to inte-
ract with a computer. 50% responded with a simple yes, while 12.5% preferred I think 
so. One participant was uncertain, another chose I don’t think so and 25% offered a 
simple no.  

Those participants who did not like the idea of using a double clap as an interactive 
signal offered the following reasons:  

“The gesture is too loud, it gets too much attention”;  
“Snapping the fingers would be easier”, and; 
“Clapping is not so intuitive.”  
Two said that clapping is for “getting the attention of animals” and four said that 

they would be more likely to use the device if it were “integrated into their clothes” 
or “in a watch”, but “would not put it on every time” that they wanted to use it. 

5 Conclusions 

As mentioned above, in this study, we sought to demonstrate three key concepts.  
The first is the possibility that a common gesture of human communication could  

be used as part of a multimodal trigger for getting the attention of a passive smart 
home system. The Snark Circuit [10] is such a trigger, and it has been proposed that 
the common attention-getting action of clapping one’s hands twice and calling out a 
name could provide three separate signals. The auditory components have already been 
tested [10], so we set out to test the possibility that the hand motions used to generate a 
double clap could be interpreted as computer input. We have shown that it can. 

Secondly, we asked if some commonly understood gesture exists and can be used 
immediately, across cultural and linguistic barriers. 100% of our participants 
reporting familiarity with the use of a double clap to get attention and agreeing that it 
would be either easy or very easy to learn to perform it as demonstrated.  

Finally, we asked whether the signal communicated to the system could be 
extracted from secondary features of a deliberate human action. To answer that 
question we developed a straightforward accelerometer-based smart phone gesture 
recognition application, which could recognise hand movements. More specifically, 
we developped it to distinguish between general hand movements and the movement 
pattern of a double clap, allowing the recognition of this unique movement pattern as 
a deliberate signal. 

The recognizer does not use any machine learning or other statistical probability 
methods. Instead it is implemented with a basic template matching algorithm using a 
distance equation to identify an increase or decrease in acceleration. User tests with 
16 participants showed an accuracy of 88%. What’s more delibarate attempts to 
decieve the system and induce a false positive met with a 75% failure rate, despite the 
simplistic mathematical method used. It seems that template matching is sufficient for 
the recognition of this rather unique gesture.  

These results provide evidence that the unconscious component(s) of natural 
human gestures can be used as deliberate components of multimodal commands, 
whether these components are redundencies for a simple trigger (as in the case of the 
Snark Circuit) or whether they are, instead, either additive or stand-alone commands 
for more complex interactions.  
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6 Future Work 

Future work will be specifically directed at gesture recognition for either stand-alone 
purposes, or as a component of multimodal triggering as part of systems such as the 
Snark Circuit system. 

With the double clap in use as described above, new gestures will have to be 
developed, or, more appropriately, old and common gestures will be sought out in 
order to match them with multimodal, multi-channel triggers for other activities. 

The environments in which these systems can be applied will be further developed 
as well, including the testing of a generative grammar-based smart home ontology 
constructed from a set of activities of daily living-based use cases. 

Further future work will include adaptation of our gesture recogniser by mounting 
a smartphone-linked accelerometer into a ring-based input device such as the one 
proposed by Brown et al. [20]. The additional articulation and small movements 
allowed thereby, when combined with the more robust recognition engine discussed 
above may allow for very subtle and complex gestural interaction, and bring us closer 
to the almost unconscious computer input promised by calm technology. 

If we are to design towards that future, then we must accept that the technology 
will change and focus our skills on creating early versions of a welcoming and 
encalming environment in which humans interact easily and multimodaly with their 
surroundings, giving no more thought to operating systems or system requirements 
than they might devote to perceptual psychology or the anatomy of the vocal chords 
when talking with friends. 
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Abstract. Now that we are in the era of Ubiquitous Computing, our input de-
vices must evolve beyond the mainframe and PC paradigms of the last century. 
Previous studies have suggested establishing automatic speech recognition and 
other means of audio interaction for the control of embedded systems and  
mobile devices. One of the major challenges for this approach is the distinction 
between intentional and unintentional commands, especially in a noisy envi-
ronment. We propose the Snark Circuit, based on the notion that a command 
received three times “must be true”. Eventually, overlapping systems will  
recognize three triggers when a user claps twice (giving signals of sound and 
motion) and speaks the name of her computer. 20 participants took part in a 
study designed to test two of these three inputs: the sound of a double-clap and 
a spoken name. Vocal command recognition was successful in 92.6% of our  
trials in which a double clap was successfully performed.  

Keywords: Smart Home, Ubiquitous Computing, Calm Technology, Audio  
Input, Multimodal Input, Snark Circuit. 

1 Introduction 

We are now living in Weiser and Brown’s third age of computer acceptance into  
society, the Era of Ubiquitous Computing [1]. However, what they described as  
the most interesting and challenging element is missing: Calm Technology (CT). If 
interaction with submerged networks of embedded systems is truly to become “…as 
refreshing as taking a walk in the woods” [2], our methods of interaction have to 
evolve beyond the mainframe and PC input paradigms of the previous eras and meet 
us in the 21st Century. Weiser and Brown presented examples of CT-based output 
devices, but provided only a few examples of CT-based input devices [3]. 

1.1 Automatic Speech Recognition in Smart Environments 

Research into smart homes has been going on for decades and detailed reviews of the 
literature have been conducted by Cook and Das [4] and by Chan et al. [5]. The focus 
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of these studies is often on Ambient Assistive Living (AAL) for the elderly or for 
people with special needs [6], but the entry threshold for AAL is dropping with the 
advent of innovative design and technology integration [7]. This is changing the na-
ture of smart environments, especially as technological advances allow display and 
control to change from single-user to multi-user [8].  

The control of networked and embedded systems through the use of automatic 
speech recognition has long been a feature of science fiction and fantasy interfaces. 
Attempts to translate the idea to real life have met only modest success. The Sweet 
Home Project in France is an attempt to design a new smart home interaction system 
based on audio technology [9]. They did not, however, conduct their experiments 
under normal, noisy conditions. Two unsolved questions in this realm have been 
whether or not to have a “live microphone” (constant sound detection) which means a 
constant drain on power and, worse than that, whether or not to have a “live proces-
sor” (which means a drain not only of electrical power, but of processing power, too). 

We propose to evaluate whether or not a speech and sound recognition software 
similar to the one described above [9] can be made to work in an acoustically hostile 
environment, given the addition of a simple command protocol. This protocol is based 
on the triple-redundancy systems common to engineering [10], a truly user-centered 
perspective [11] and a hundred year old nonsense poem [12], in which the captain 
tells his crew: “I tell you three times, it must be true”. 

1.2 A New Paradigm – The Snark Circuit 

We propose the Snark Circuit (Fig. 1), an early step towards a new paradigm of smart 
home interaction. Our goal is to provide a solution to the problem of using audio sig-
nals and voice commands in a noisy environment: a system that will wait unobtrusive-
ly to be called into service. 

 

Fig. 1. The Snark Circuit: where any 3 recognized commands (A, B, C), detected within a 
small space of time, are compared to see if they hold the same meaning. If two of the recog-
nized commands match, user confirmation is sought. If three match, the command is followed 
and task confirmation output is generated. 

Fig. 1 shows the Snark Circuit, a “tell-me-three-times” command redundancy pro-
tocol or Triple Modular Redundancy [10] designed to fill the black box often assigned 
to filter noise from intentional command. Ideally, the trigger should be one that is 
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easy to perform intentionally but difficult to perform accidentally. Conceptually, these 
parameters could be used to describe most naturally multimodal communication used 
by humans; the combination of voice with the “separate symbolic vehicle” that we 
call gesture [11]. These can be simple actions such as using the space between one’s 
thumb and forefinger to illustrate the size of an object while also describing it verbal-
ly.  An ambiguous gesture can be easily misunderstood. For example, waving one’s 
hands loosely in the air may mean several different things; from cheering in formal 
sign language to cooling burnt fingers, from saying hello to saying goodbye. Other 
gestures are less likely to occur by accident.   

Our chosen example is the double clap. Clapping an uncounted number of times 
may be common, but clapping twice is well understood to be a means of getting atten-
tion from either a group or an individual. As a gesture, clapping twice is quite unique, 
in that it involves limited inverted movements coming immediately one after the oth-
er, and it is clearly delimited by a rapid start and equally sudden stop. While many 
people are familiar with the decades-old technology of double-clap sound recognition 
used as an on/off switch for electrical devices, this is not what we are proposing. We 
are proposing that the sound and the movement of the double-clap both be used as 
independent signals which can make up two of the three inputs recognizable and use-
able in our triple redundancy.  This introduces one aspect of Calm Technology [1] in 
that the user, intending to produce the noise of a double clap inadvertently produces 
the movement recognized as a separate signal. Inadvertent communication with a 
computerized system through natural human behavior is one of the key aspects of 
Calm Technology [13]. 

The trigger should also allow the system to distinguish known users from one 
another and from strangers. In “The Hunting of the Snark” [12] Lewis Carroll wrote: 
“I tell you three times, it must be true!” We propose that a passive system could be-
come active when triggered by three roughly simultaneous commands of equivalent 
meaning, delivered in different modalities. All three signals can be produced via the 
execution of a common human behavior for getting the attention of subordinates – the 
motion and sound of a double clap paired with the sound of a spoken name. 

2 User Study 

The Snark Circuit relies on the detection of three different input signals. Brown et al. 
[14] have shown that the unique movement pattern of a double clap can be detected 
using the accelerometer in a standard smart phone. As mentioned above, in this study 
we have focused on the issues that were not addressed in the Sweet Home Project [9]; 
sound detection in noisy environment. To clarify this, Fig. 2 offers an illustration of a 
single-modality version of the Snark Circuit, detecting user intent with only two input 
signals (i.e. sound of clap and spoken name).  

When the passively attentive system detects the sound of a double clap, it opens a 
three second window for recognizing the spoken word “Jeeves” (the name assigned to 
our system for this experiment). In future versions of this system, each user will as-
sign an individually chosen name to the system.  
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prevented that from becoming an issue. As will be explained in detail later, our sys-
tem was constantly measuring noise levels, calculating the average over the ten most 
recent samples, and using that changing baseline as the comparative measure for re-
cognizing a double clap. More precisely, a peak was defined as any noise over 120% 
of the background noise and two peaks occurring within 0.3-1.0 seconds were recog-
nized as a double clap. This dynamic system is similar in nature to the interaction of 
humans who must adjust their volume as the volume around them changes. 

2.2 Protocol 

Ideally, the users of a future Snark Circuit-based system should each assign names to 
the system. Each user could assign a general, all-purpose name with or without addi-
tional specific names to deal with specific situations. This second option would allow 
each user to experience the illusion of easily distinguishable interactive personas with 
whom to interact when seeking to accomplish specific tasks in the environment. This 
could allow both the user and the system to more easily identify situational context 
when interacting. 

Consider, for example, the household inhabited by an engineer, a nurse, and their 
four year-old daughter. The engineer dislikes play-acting and prefers to deal with the 
single manufacturer’s default persona for their smart home, while her husband prefers 
to deal with a smart home persona that is more like an aide-de-camp or servant. Their 
daughter secretly believes that there are dozens of people living in the walls of the 
house, some of whom are strict and only speak to her in harsh voices about safety 
rules, while others invite her to play and answer when she calls. 

At this stage of experimentation, we assigned a single name to the system for use 
by all participants: “Jeeves". We also used a single default automated response to 
successful attempts: “How may I help you?” If the system does not recognize that an 
attempt has happened, then it gives no response.  For our current purposes, this was 
enough, and the exercise ended there.  

When the full Snark Circuit is implemented, the protocol is based on triple redun-
dancy rather than double. To clarify, three recognized commands with the same 
meaning would initiate the automated response for successful attempts: “How may I 
help you?” In the case where only two recognized commands have the same meaning, 
the system would query the user for clarification: “I’m sorry, were you trying to get 
my attention?” Finally, if there are no meaningful matches between recognized com-
mands, no response is initiated. 

2.3 Data Collection 

Participants began by “getting the attention” of the system named Jeeves. This meant 
performing an audible double-clap, and following it with a correctly-pronounced  
utterance of the assigned name.  When the system identifies a double-clap, it then 
switches into a listening mode and stays in this mode for a few seconds until it identi-
fies a sound as matching a word in the database, or until the timeout is reached.  
In both cases, the system then goes back into waiting mode until it identifies another 
double clap. 
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Participants did not have to orient their claps or their voice towards any specific 
target in the office. Initially, the participant enters the room, closes the door, and then 
walks around the office for a few seconds. Double-claps and word utterance were 
performed just after the entrance into the office, and after having walked around for a 
few seconds. An observer made note of false positives and false negatives. 

2.4 Software 

Like Rouillard and Tarby [15], the recognition software was implemented in C# with 
the Microsoft System.Speech.Recognition library. This library allows direct 
access to Window's speech recognition engine. In order to detect double claps, the 
software periodically calculates the average noise level, using the AudioLevelUp-
dated event of the created speechRecognitionEngine object. Every time the 
signal level exceeds 120% of the average noise level of the last ten samples, the soft-
ware detects a peek. If there are exactly two noise peeks within 0.3s - 1s, the software 
classifies them as a double clap. Every time a double clap is detected the speech rec-
ognition engine is activated for 3 seconds. If the word "Jeeves" is uttered within this 
period, the engine recognizes it and gives a response.  

3 Results  

For each part of the command recognition (i.e. the double clap recognition and the 
word utterance recognition) we classified the input data into four categories:  

• true positive (when the system is activated by a valid attempt), 
• true negative (when the system is not activated by an invalid attempt), 
• false positive (when the system is activated but no valid attempt took place), and 
• false negative (when the system is not activated but a valid attempt took place). 

As illustrated in Figure 4, successful double-claps were performed and recognized 
71% of the time. 10% of our events were true negatives, 2% were false positives and 
17% were false negatives.  

Voice recognition was activated in 73% of our events (double-clap true positives + 
double-clap false positives). In other words, 73% of our original sample becomes 
100% of the sample on which voice recognition is attempted. In this smaller pool, we 
found 83% true positives, 7% true negatives, 3% false positives, and 7% false nega-
tives (see Figure 4).  

To calculate the overall system performance, we look at the number of times that 
the system performed correctly; identifying positives as positives and negatives as 
negatives. So we take all of the true positives and true negatives of voice recognition 
(i.e. 90% of the true positive clap recognition) and add it to the number of correctly-
excluded double-claps (i.e. true negative clap recognition). This new total adds up to 
76% of our original sample, giving us an overall system performance of 76%.  
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Fig. 4. Clap and voice recognition. Voice recognition was only activated in cases when clap 
detection was either true or false positive (i.e. 73% of the double claps). 

4 Discussion 

Performance constraints were set for both double claps and word utterances to decide 
if they could be classified as true or false positives or as true or false negatives, and 
an observer was in place to label each performance as either a valid or invalid at-
tempt. Double claps should be audible, and a short silence should be easily heard 
between each clap. Word utterances should be audible too, and the word “Jeeves" 
should be pronounced clearly. According to the observer, some participants per-
formed very quiet double-claps the software simply did not recognize, while others 
did not wait long enough between the two hand-claps for our generalized standard 
(true negative, 10%). Two percent of the claps detected were actually background 
noises that deceived the system (false positive).  

On the matter of speech recognition, some participants pronounced the word 
“Jeeves" incorrectly, producing instead either “Yeeves” or “Cheese”. These mispro-
nunciations were recognized 3% of the time (false positive), and were rejected 7% of 
the time (true negative). 

In this experiment, for the sake of expediency, default settings were used for the 
thresholds for recognizing double-claps and spoken words. Even the name “Jeeves” 
was used as a default. The interaction strategy proposed by this study is intended for 
customized environments and, as such, should include user-chosen names and user-
modeled double-clap signals. Customizing the clap recognition to suit user abilities or 
preferences would certainly have improved the results. 
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It might be possible to improve the software by using pattern matching based on a 
combination of the absolute values of the signals that were recorded. 

User performance could be improved through simply providing additional training 
for participants (even though they all claimed to be familiar with double-clapping and 
were capable of performing accurately during familiarization).  

5 Conclusions and Future Work 

In this paper we have described an attempt to demonstrate a first manifestation of the 
Snark Circuit, a means of using coordinated multimodal input to turn a computer 
from passive to active listening. Our ongoing testing of the Snark Circuit incorporates 
a larger range of multimodal work, including both simple stand-alone gestures and 
complex gestural patterns using a smart phone and a multi-layered Use Case-based 
ontology for coordinating (and using) multiple devices in a smart home setting. 

Combining multimodal signals in this manner serves in three ways to improve hu-
man computer interaction.  

1. It uses current state of the art tools to solve the problems that a single modality is 
not yet able to solve, such as ubiquitous interaction through speech despite a back-
ground full of confounding noises;  

2. It leverages common processing and storage capacities to shift the majority of 
communicative effort from the human to the computer, and; 

3. It increases the possibility of truly calm interaction as it was predicted by Weiser 
and Brown [1] roughly 20 years ago, through the simple expedient of allowing the 
user to communicate in a human-centered manner, with a computer that will treat it 
each user as an individual.  

This last matter is of vital importance. Those of us living in the Era of Ubiquitous 
Computing must actively consider the consequences of the fact that we are all now 
surrounded by computerized systems that interact with us as though we were ma-
chines, capable of communicating constantly and consistently in a predetermined and 
generalized manner. We would do well to consider Mark Weiser’s 18 year-old asser-
tion that “…calm technology may be the most important design problem of the twen-
ty-first century, and it is time to begin the dialogue”[16].  After all of these years, one 
might argue that it is well past time. 

The first step of our future work will be to use a database of claps and commands 
recorded during this session to see if the commands and users can be recognized. If 
so, further testing will be conducted to see if the command recognizer can be genera-
lized across participants or can even work with previously unknown users.  

Concurrently, the recorded commands will be used to test a Use Case-based com-
mand ontology for smart homes. Once this testing has been completed in a laboratory 
setting, the ontology and multimodal commands will be tested in a real smart-home 
context in the Casa Vecchia smart homes [17]. 
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The means of detecting location within an un-instrumented home proposed by 
Cohn et al. [18] will allow users to forego most of the navigation involved in centra-
lized control. Future work should attempt to unify their humantenna toolset with a 
smart phone, a Snark Circuit for input unification, and the sort of underlying genera-
tive grammar and command ontology that will allow people a highly personalized 
experience of human computer interaction. 

It is through small steps like these that we are approaching the Calm Technology 
that Weiser predicted as a condition of truly human-centered ubiquitous computing. 
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Abstract. Researchers have found that classroom environment has close 
relationship to students’ learning performance. When considering technology 
enriched classroom environment, researches are mainly on the psychological 
environment and the measurement of the environment. While as technology 
integrated in classroom, the physical classroom environment should be 
investigated to facilitate students’ effective and engaged learning. First we carry 
out a survey on the current technology enriched classroom, after that we sample 
the Technology Involved Classroom (TIC) and Technology Uninvolved 
Classroom (TUC) to compare the differences between the two kinds of classroom; 
then we do the classroom observation and interview with teachers; finally based 
on the analysis of these data, we propose some solutions for optimizing the 
classroom environment to facilitate technology enriched learning in China. 

Keywords: class environment, classroom environment, technology enriched 
classroom, flipped classroom, technology enhanced learning. 

1 Introduction 

Over the past four decades, the study of classroom environments has received 
increased attention by researchers, teachers, school administrators and administrators 
of school systems [1]. Research on the classroom environment has shown that the 
physical arrangement can affect the behavior of both students and teachers [2], and 
that a well-structured classroom tends to improve student academic and behavioral 
outcomes [3]. The nature of the learning environment is judged based on students’ 
perceptual consensus about the educational, psychological, social, and physical 
aspects of the environment [4]. Generally, the physical, social and psychological 
aspects are the three dimensions of evaluating classroom environment, and there are 
direct associations between psychosocial environment and physical environment [5] 
[6]. Some well-validated and robust classroom environment instruments to measure 
students‟ perceptions are developed to measure the psychological environment in 
class, like Learning Environment Inventory (LEI) [7], Constructivist Learning 
Environment Scale (CLES) [8], What Is Happening In this Class? (WIHIC) 
questionnaire [9].  
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While as technology evolve dramatically, technology enriched learning environment 
can range from simple computer classrooms to extravagantly appointed classrooms 
equipped with computers, projectors, Internet access, and communications technology 
allowing for distance and real time access to a vast array of resources [10]. The use of 
computer and relevant digital devices has the potential to change physical and 
psychosocial classroom environments in either negative or positive ways. Many 
research have been done on the measurement of technology enriched classroom 
environment, and instruments like Constructivist Multimedia Learning Environment 
Survey (CMLES), New Classroom Environment Instrument (NCEI), and Technology-
rich Outcomes-focused Learning Environment Inventory (TROFLEI), the Technology 
Integrated Classroom Inventory (TICI) are proposed and validated [11].  

Although these researches and instruments could help to understand the physical 
and psychological classroom environment, they could not indicate how to construct 
and equip a classroom to facilitate effective and engaged learning and cultivate 
students’ 21st survival skills. Especially in mainland China, there is few research 
concerning how to optimize today’s classroom environment to match the needs of the 
new generation students from the perspective of effective teaching and learning. So in 
this research we try to carry out a survey on the current technology enriched 
classroom and then propose some solutions for optimizing the classroom environment 
to facilitate technology enriched learning. 

2 Literature Review 

In the age of information, both the physical classroom environment and the 
psychological classroom environment could be optimized through equipping “right” 
ICT and fusing “right” pedagogy. 

In recent years, policy makers, institutions and researchers have realized the 
priority of classroom environment changing and they have initiated some projects on 
the improvements of classroom environment and the construction of future classroom. 
MIT initiated Technology Enhanced Active Learning (TEAL) project in 2000 to 
involve media-rich software for simulation and visualization in freshman physics 
carried out in a specially redesigned classroom to facilitate group interaction [12]. The 
student-centered activities for large enrollment undergraduate programs (SCALE-UP) 
project was initiated in North Carolina State University, with the aim to establish a 
highly collaborative, hands-on, computer-rich, interactive learning environment for 
large, introductory college courses [13] Kansas State in America initiated Technology 
Rich Classrooms project, and after the project Ault and Niileksela (2009) found that 
including technology in a classroom, training teachers how to use the technology, and 
providing support for technology use may change many aspects of learning [14]. 
Though these projects were able to demonstrate that the combination of newly 
designed classrooms and active learning approaches contributed to improving student 
learning achievements, but their research were lack of evidence for the findings 
because few of them isolated the relative effects of either space or pedagogy in 
research design. 
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According to Chinese scholar, the connotation of the classroom consists of three 
levels: (1) classroom is the physical environment (2) classroom is teaching activities, 
(3) classroom is integration of curriculum and teaching activities [15]. The classroom 
is not only a physical environment but also should provide support for carrying out 
various teaching and learning activities. From the late 90s, China started education 
information infrastructure construction in large-scale. After more than 10 years of 
construction, educational informatization has made remarkable achievements and the 
understanding of e-education has enhanced more than before [16]. Most teachings in 
class have transformed from the original "blackboard + chalk" mode to the "computer 
+ projection" mode, but the teaching mode has not changed as we expected yet [17]. 
In some ways, the classroom and facilities have evolved dramatically, but in many 
ways they remain mired in the past. Wu (1998) indicated that the classrooms are 
mostly using the traditional seating layout [18]; Li (2006) expressed the functional 
advantages of the technology enriched classroom are not fully realized [19]. 

3 Research Method 

This research involved a combination of a variety of methods. Whereas the classroom 
environment was surveyed with a questionnaire developed by the researchers, the 
class are observed with a classroom observation tool ICOT, the teachers was 
interviewed through an interview protocol. 

3.1 Procedures 

In this research we are trying to find the challenges in today’s technology enriched 
learning environment, and then propose solutions to optimize the classroom 
environment. The procedure of this research can be divided into four steps as follows, 
as shown in Fig.1. 

(1) Conduct a large scale survey on classroom environment from the perspective 
of teachers  

(2) Use the sampling rules to select TIC and TUC. Technology Involved Class 
(TIC) refer to the class, in which internet is available and digital resources can 
be accessed conveniently, and digital technologies contribute to facilitate 
teaching and learning. Technology Uninvolved Class (TUC) refer to the 
traditional class in which internet is unavailable or digital resources could not 
be accessed conveniently, and technologies could not contribute to facilitate 
teaching and learning. 

(3) Compare the differences between TIC and TUC. 
(4) Go to classroom to observe the teaching practice in TIC and TUC, and after 

class to have an interview with teachers. 
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Fig. 1. Procedures of this research 

3.2 Research Tools 

Data was collected by ISTE Classroom Observation Tool (ICOT), and the Classroom 
Environment Questionnaire (CEQ) and the Focus Group Interview Protocol (FGIP) 
designed by ourselves. 

The ISTE Classroom Observation Tool [20] is a computer-based rubric designed 
to help observers assess the nature and extent of technology integration in classroom, 
which is developed by International Society for Technology in Education (ISTE). 

The Classroom Environment Questionnaire (CEQ) was developed based on the 
SMART classroom model proposed by Huang et. al. (2012) [21], as shown in Fig. 2.  

Showing of learning and instructional content concern with the teaching and 
learning material’s presenting capabilities in classroom. Not only should the learning 
contents be seen clearly, but also it should be suitable to learners 'cognitive 
characteristics. Managing of physical environment/instructional materials/students 
behavior represents diverse layouts and the convenience of management of the 
classroom. The equipment, systems, resources of classroom should be easy managed, 
including layout of the classroom, equipment, physical environment, electrical safety, 
network, etc. Accessing to digital resources represents convenience of digital 
resources and equipment accessing in the classroom, which includes resource 
selection, content distribution and access speed. 

Real-time interaction and supporting technologies represents the ability to 
support the teaching/learning interaction and human-computer interaction of the 
classroom, which involves convenient operation, smooth interaction and interactive 
tracking. Tracking learning process/ environment represents tracking of the physical 
environment, instructional process and learning behavior in classroom. 

According to the SMART classroom model, we developed the CEQ which consists 
of 65 questions, including the 11 questions about basic information and 54 questions 
on the dimensions of classroom environment. We use "content validity ratio" (CVR) 
to do the validity test of the questionnaire. Five experts (outstanding teachers and 
experts on subjects) are invited to give scores on the validity of the questionnaire. 
After collecting their scores and excluding some items that are not qualified, we 
finally use the 48 items with CVR over 0.7, as shown in Table 1.  
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Fig. 2. SMART classroom model 

Table 1. Dimensions and Items of CEQ 

Dimensions Items 
Numbers 

of Items 

Showing of learning and 
instructional content 

Instructional showing, Learning showing, Audio 
effects 

12 

Managing of physical 
environment/instructional 

materials/students 
behavior 

Physical environment, Instructional materials, 
students behavior and action 

10 

Accessing to digital 
resources 

Internet, Instructional resources, Learning 
resources 

9 

Real-time interaction and 
supporting technologies 

Instructor-students interaction, students-students 
interaction, Human-computer interaction 

9 

Tracking learning 
process/ environment 

Instructional process, leaning behavior, other 
environmental factors 

8 

 
10 respondents are selected to fill in the same questionnaire again after a week to 

the test the reliability of the questionnaire, which results in the correlation coefficients 
ranging from 0.89 to 0.99.  

Focus group interviews are a multi-faceted instrument that can be used alone, or in 
conjunction with other research methods allowing the researcher to delve more deeply 
into the study of a phenomenon and provide enhanced understanding to the research 
[22]. The FGIP consists of five parts which include showing content, managing 
environment, accessing resources, real-time interacting and tracking environment 
derived from the S.M.A.R.T. classroom model. 
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4 Sampling, Interview and Data Analysis 

In order to sample a region effectively, we first calculated the overall teachers in each 
grade in the 11 cities in Zhejiang province, and then we decided to cover about 1/4 of 
all teachers in each grade. Finally about 21,397 teachers in Zhejiang province China 
including primary schools and middle schools have taken part in the survey, and we 
collected 21,397 questionnaires on classroom environment. 6 teachers in TIC and 6 
teachers in TUC (7 Female and 5 Male) are involved in the classroom observation and 
focus interview. 

4.1 Sampling 

From the data collected, we found teachers’ perception of classroom environment and 
technology involved in classroom varies. In order to find out the reason for these 
differences, we select the TIC and TUC to compare the perception of classroom 
environment and the technology involved differences, which will enlighten us 
some solutions on optimizing classroom environment to support technology 
enhanced learning. The sampling rules are: (1) Computer(s) and relevant digital 
devices are available in classroom; (2) Internet are available in classroom; (3) Digital 
resources are easy to access in classroom; (4) ICT are used to dispatch and collect 
learning materials frequently in class; (5) Students’ works could be presented by using 
ICT in class frequently. 

4.2 Comparison of TIC and TUC 

Finally, 4046 out of 21,397 are selected as TIC (account for 18.9% of total), and 3376 
are selected as TUC (account for 15.8% of total). From the comparison of TIC and 
TUC, we found: 

(1) For classroom seating layout, 80.5% teachers in TIC express that the layout are 
conventional straight row layout, and 89.2% teachers in TUC express that. 
Teachers in TIC have adopted more U and O seating arrangements. 15.2% of 
teachers in TIC compared with 8.4% of teachers in TUC adopt U seating 
arrangement and 4.2% compared with 2.4% adopt O seating arrangement. 
Teachers in TIC change the classroom seating layout more often according to the 
pedagogy the use in class.  

(2) For teaching console, 43.0% of teachers in TIC compared with 12.6% of teachers 
in TUC often change the place of teaching console and the classroom seating 
layout in order to carry out different teaching activities.42.7% of TIC compared 
with 59.2% of TUC would like to change the place of teaching console, but they 
con not because the console is fixed in front of the classroom. 

(3) For showing content, 73.7% of teachers in TIC express that students could see 
clearly the showing content on the projection screen, while only 52.4% of 
teachers in TUC express this. 97.3% of teachers in TIC and 91.8% of teachers in 
TUC express PPT courseware could facilitate students’ effective learning. For the 
reason why PPT courseware could not facilitate student’s effective learning, most 
teachers express that “no time and no skill to do PPT” is the common reason. 
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31.1% of teachers in TUC express that the PPT is not good for student’s digesting 
knowledge, while only 20.6% TIC think this.  

(4) For technology enhanced interaction, we find TIC are more positive in “Students 
always learn collaboratively to finish the assignments in class”, “Group students 
always learn together via interaction”, “Students have more opportunities to 
discuss issues with the teacher”, “Student have more opportunities to discuss with 
each other”. These four questions are rating items using a five-point likert scale 
(5=Strongly Agree, 1=Strongly Disagree). 1.78, 1.81, 1.83, 1.84 are the four 
results in TIC; 2.39, 2.47, 2.65, 2.68 are the four results in TUC 

(5) There are more senior teachers in TIC. Senior teachers take account 40.3% of 
teachers in TIC, but only 24.5% in TUC. In china, only a teacher have good 
pedagogy knowledge, domain knowledge and research ability could qualify 
himself to be a senior teacher. When consider the age of teaching and the degree 
or diploma, there is no significant difference. 

Generally speaking, the results are following: (1) the seating layout is mainly 
conventional straight row layout and fixed; (2) the teaching console where the 
teaching computer and control system are located, is normally fixed in front of the 
classroom; (3) there are a larger proportion of teachers in TIC think students could see 
clearly the showing content on the projector screen than TUC; (4) Generally teachers’ 
attitudes are positive to PPT courseware’s effects on student’s effective learning; (5) 
the deeper technology integration into classroom, the more collaborative learning 
strategy and digital technology are uses to facilitate interactions between teachers and 
students; (6) technology integration in classroom requires pedagogy knowledge, 
domain knowledge and research ability. 

From the comparison, we find that the physical classroom environment has a 
significant influence on teacher’s teaching methods adoption, which inspires us to 
think if the physical classroom environment could be improved to better facilitate 
teacher’s teaching. So we went into classroom to do site observation in 6 TICs and 6 
TUCs, and after that we carried out an interview with the teacher. 

4.3 Site Observation and Interviews 

In order to deeply understand the differences and to investigate the influences of 
physical environment on teacher’s teaching, we first go into 6 TICs (2 Math, 2 
English, 2 Chinese) and 6 TUCs (2 Math, 2 English, 2 Chinese) to observe the detail 
in-class behaviors, and then conduct interviews with the 12 teachers (4 Math, 4 
English, 4 Chinese). All TIC are equipped with computers, projectors, wireless 
internet, interactive white board, Apple TV and other relevant digital technologies, 
while most TUC are traditional classroom with basic computers and projectors.  

After the observation, focus group interview were carried out separately on 6 
teachers in TIC and 6 teachers in TUC. The focus group interview protocol is based 
on the five dimensions of classroom environment. From the observation and 
interview, we find the following issues categorized into the five dimensions of 
classroom environment. 
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(1) For showing content. Most teachers , no matter in TIC or TUC express that 
because there is no curtain in classroom and the light from outside is so strong, 
some students could not see the content on the projector screen. When talking 
about the PPT usage, some teachers in TIC say they doubt whether students have 
enough time to take notes or digest knowledge before teachers change to the next 
slide, and some teachers in TUC are afraid of using PPT because it will distract 
student’s attention. 

(2) For managing environment. Almost all teachers express they are willing to 
adopt different teaching strategies to meet the teaching objects and students’ 
needs, but they feel it a little difficult to conduct collaborative learning because of 
the conventional straight row layout, so they always want to change the seating 
layout to U shape. Teachers in TIC also express the inconvenience of the 
teaching console, which is evidenced from the observation that most teachers stay 
before the teaching console to manage computers for most time of the class. 
Teachers in TUC always complain the breakdown of computers and projectors. 

(3) For accessing resource. Some teachers in TIC express they have built the 
website for sharing digital resources with students, and students could access to 
resources in class, which make it easier to adopt multiple teaching strategies, 
such as inquiry learning, collaborative learning, self-directed learning, etc. 
Students in TUC could not get access to digital resources. Teachers adopt more 
student-centered teaching method in TIC than in TUC, and students are more 
engaged in TIC than in TUC. 

(4) For real-time interaction. Questions, discussion in peers, retell, role play, 
model, etc. are used to promote interactions between teachers and student. 
Students always show their learning outcome in TIC via airplay devices, while 
students seldom have opportunities to show the learning outcome in TUC. 
Interactive white board, interactive courseware and synchronous communication 
tools are used to promote communication between teachers and students in TIC.  

(5) For tracking environment. Teachers both in TIC and TUC think it is necessary 
to record and analyze students learning behavior and teachers teaching behavior. 
From the interview, teachers have mentioned that the students’ behavior should 
be recorded from the time students engaged, the time students take part in 
activities, the time students do practice, etc., and the teacher’s behavior could be 
recorded and analyzed from the language in class, the teaching content, the 
activities conducted, the time using technology, etc. 

The observation of TIC and TUC tell us some impressive results. In TIC, teachers 
often divided the class into several groups and conducted collaborative learning; 
while in TUC teachers always talk and students always listen and take notes. In TIC 
class, teacher use different kinds of technologies, but sometimes it seems the teachers 
is a little busy on technology; while in TUC class, teachers seldom use technology 
except for the projector for showing content. 

5 Conclusion 

The overall context for discussing our results reflects four important points based on 
the survey, observation and interview. 
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First, classrooms equipped with computers and projectors is the basic configuration 
of a technology rich classroom currently in mainland China, and some classrooms in 
top K-12 schools are equipped with different kinds of technology to facilitate teaching 
and learning, such as Apple TV, IPads, Interactive White Board, etc.  

Second, from the schools participated in the research, we found technology may 
facilitate learning in case the technology enriched classroom was designed based on 
the pedagogy in association with “right” learning resources, “right” seating layout, 
place of teaching console and projector screen, etc. 

Third, the five dimensions, such as showing content, managing environment, 
accessing resources, real-time interaction, tracking environment, can be taken into 
consideration in optimizing classroom environment.  

Fourth, it is necessary for teachers to be aware of the potential risks for using 
slides. The teachers will perform better in technology enriched classroom if they have 
a fully understanding of the new generation students’ learning needs, and have more 
technological knowledge and pedagogical knowledge. This results is coincided with 
Mishra and Koehler’s TPACK model [23]. 

 
Acknowledgments. This research work is supported by Beijing Digital School (BDS) 
program the “The Survey on Students’ Online Life Style and Strategy Study” 
(MAA10001), and the 2012 Zhejiang educational project “the Study on Promoting the 
Faculty Development under the TPACK framework (Y201223270)”. 

References 

1. Aldridge, J.M., Dorman, J.P., Fraser, B.J.: Use of Multitrait-Multimethod Modelling to 
Validate Actual and Preferred Forms of theTechnology-Rich Outcomes-Focused Learning 
Environment Inventory (Troflei). Australian Journal of Educational & Developmental 
Psychology 4, 110–125 (2004) 

2. Savage, T.V.: Teaching self-control through management and discipline. Allyn and Bacon, 
Boston (1999) 

3. MacAulay, D.J.: Classroom environment: A literature review. Educational 
Psychology 10(3), 239–253 (1990) 

4. Dunn, R.J., Harris, L.G.: Organizational dimensions of climate and the impact on school 
achievement. Journal of Instructional Psychology 25, 100–115 (1998) 

5. Zandvliet, D.B., Fraser, B.J.: Physical and psychosocial environments associated with 
networked classrooms. Learning Environments Research 8(1), 1–17 (2005) 

6. Zandvliet, D.B., Straker, L.M.: Physical and psychosocial aspects of the learning 
environment in information technology rich classrooms. Ergonomics 44(9), 838–857 
(2001) 

7. Fraser, B.J., Anderson, G.J., Walberg, H.J.: Assessment of learning environments: Manual 
for Learning Environment Inventory (LEI) and My Class Inventory (MCI) (3rd version). 
Western Australian Institute of Technology, Perth (1982) 

8. Taylor, P.C., Fraser, B.J., Fisher, D.L.: Monitoring constructivist classroom learning 
environments. International Journal of Educational Research 27, 293–302 (1997) 



284 J. Yang, R. Huang, and Y. Li 

9. Fraser, B.J., McRobbie, C.J., Fisher, D.L.: Development, validation and use of personal 
and class forms of a new classroom environment instrument. Paper Presented at The 
Annual Meeting of the American Educational Research Association, New York (1996) 

10. Ott, J.: The new millennium. Information Systems Security 8(4), 3–5 (2000) 
11. Wu, W., Chang, H.P., Guo, C.J.: The development of an instrument for a technology-

integrated science learning environment. International Journal of Science and Mathematics 
Education 7(1), 207–233 (2009) 

12. Dori, Y., Belcher, J.: How does technology-enabled active learning affect undergraduate 
students’ understanding of electromagnetism concepts? The Journal of the Learning 
Sciences 14, 243–279 (2005) 

13. Beichner, R., Saul, J., Abbott, D., Morse, J., Deardorff, D., Allain, R., et al.: Student-
Centered Activities for Large Enrollment Undergraduate Programs (SCALE-UP) project. 
In: Redish, E., Cooney, P. (eds.) Research-Based Reform of University Physics, pp. 1–42. 
American Association of Physics Teachers, College Park (2007) 

14. Ault, M., Niileksela, C.: Technology Rich Classrooms: Effect of the Kansas Model 
Contact author: Jana Craig Hare, MSEd 1122 West Campus Road, 239JRP Lawrence, KS 
66045 (2009) 

15. Wang, J.: Introductory remarks on classroom research. Educational Research 6, 80–84 
(2003) 

16. Wang, J.: The review on educational information and the informationization education. E-
education Research 15(9), 5–10 (2011) 

17. Huang, R.: ICT in Education Promotes Current Educational Change: Challenges and 
Opportunities. Chinese Educational Technology (1), 36–40 (2011) 

18. Wu, K.: Educational Sociology, pp. 345–348. People’s Education Press, Beijing (1998) 
19. Li, X.: The problems and countermeasures on the applications in multimedia network 

classroom. China Modern Education Equipment (3), 25–27 (2006) 
20. ISTE. ISTE Classroom Observation Tool (2012),  

http://www.iste.org/learn/research-and-evaluation/icot  
(retrieved from January 31, 2013) 

21. Huang, R., Hu, Y., Yang, J., Xiao, G.: The Functions of Smart Classroom in Smart 
Learning Age (in Chinese). Open Education Research 18(2), 22–27 (2012) 

22. Sinagub, J.M., Vaughn, S., Schumm, J.S.: Focus group interviews in education and 
psychology. Sage Publications, Incorporated (1996) 

23. Mishra, P., Koehler, M.: Technological pedagogical content knowledge: A framework for 
teacher knowledge. The Teachers College Record 108(6), 1017–1054 (2006) 



A. Holzinger and G. Pasi (Eds.): HCI-KDD 2013, LNCS 7947, pp. 285–292, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Smart Problem Solving Environment 

Nguyen-Thinh Le and Niels Pinkwart 

Department of Informatics 
Clausthal University of Technology 

Germany 
{nguyen-thinh.le,niels.pinkwart}@tu-clausthal.de 

Abstract. Researchers of constructivist learning suggest that students should ra-
ther learn to solve real-world problems than artificial problems. This paper pro-
poses a smart constructivist learning environment which provides real-world 
problems collected from crowd-sourcing problem-solution exchange platforms. 
In addition, this learning environment helps students solve real-world problems 
by retrieving relevant information on the Internet and by generating appropriate 
questions automatically. This learning environment is smart from three points 
of view. First, the problems to be solved by students are real-world problems. 
Second, the learning environment extracts relevant information available on the 
Internet to support problem solving. Third, the environment generates questions 
which help students to think about the problem to be solved.  

Keywords: constructivist learning, information extraction, question generation. 

1 Introduction 

A smart learning environment may provide adaptive support in many forms, including 
curriculum sequencing or navigation [1], student-centered e-learning settings [2], or 
intelligent support for problem solving [3]. For the latter class, a smart learning envi-
ronment should be able to provide students with appropriate problems and intervene 
in the process of problem solving when necessary. Researchers of constructivist learn-
ing suggest that students should learn with real-world problems, because real-world 
problems are motivating and require the student to exercise their cognitive and meta-
cognitive strategies [4]. In the opposite, traditional learning and teaching approaches 
typically rely on artificial (teacher-made up) problems. Often though, students can 
then solve a problem which is provided in a class, but would not be able to apply 
learned concepts to solve real-world problems.  

Hence, Jonassen [5] suggested that students should rather learn to acquire skills to 
solve real-world problems than to memorize concepts while applying them to artifi-
cial problems and proposed a model of constructivist learning environments.  
We adopt this model and propose a learning environment which supports students as 
they solve real-world problems collected from various crowd-sourcing problem-
solution exchange platforms. For example, the platform Stack overflow1 is a forum 
                                                           
1 http://stackoverflow.com/ 
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for programmers for posting programming problems and solutions; The platform 
Wer-Weiss-Was2 provides a place for posting any possible problem and users who 
have appropriate competence are asked to solve a problem or to answer a question. 
These crowd-sourcing platforms can provide the learning environment to be devel-
oped with real-world problems. In order to coach and to scaffold the process of stu-
dent’s problem solving, the learning environment is intended to provide two cognitive 
tools: 1) an information extraction tool, and 2) a question generation tool.  

The information extraction tool is required to provide students selectable informa-
tion when necessary to support meaningful activity (e.g., students might need infor-
mation to understand the problem or to formulate hypotheses about the problem 
space). The process of seeking information may distract learners from problem solv-
ing, especially if the information seeking process takes too long and if found informa-
tion is not relevant for the problem being investigated. Therefore, the information 
extraction tool is designed to help the student to select relevant information. It can 
crawl relevant websites on the Internet and represent required information in a struc-
tured form. 

Land [6] analyzed the cognitive requirements for learning with resource-rich envi-
ronments and pointed out that the ability of identifying and refining questions, topics 
or information needs is necessary, because the process of formulating questions, iden-
tifying information needs, and locating relevant information resources forms the 
foundation for critical thinking skills necessary for learning with resource-rich envi-
ronments. However, research has reported that students usually failed to ask questions 
that are focusing on the problem being investigated. For example, Lyons and col-
leagues reported that middle school children using the WWW for science inquiry 
failed to generate questions that were focused enough to be helpful [7]. For this rea-
son, a question generation tool can potentially be helpful for students during the 
process of gathering relevant information. If a student is not able to come up with any 
question to investigate the problem to be solved, the learning environment should 
generate relevant questions for the student. 

The constructivist learning environment to be developed is smart and a novel con-
tribution due to three features. First, it deploys real-world problems for students to 
acquire problem solving skills. Second, even though information extraction is an es-
tablished technology, it has rarely been deployed for enhancing the adaptive support 
for problem solving in smart learning environments. Third, while automatic question 
generation has also been researched widely, strategies of deploying question genera-
tion into educational systems are rarely found in literature [8]. This learning environ-
ment can be regarded as an open-ended learning environment which supports students 
acquire problem solving skills using information technology [6]. 

2 A Smart Constructivist Learning Environment 

Currently, we are initiating a project which promotes the idea of learning by solving 
real-world problems. For this purpose, we develop a learning environment which 

                                                           
2 http://www.wer-weiss-was.de/ 
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collects real-world problems from crowd-sourcing platforms. Real-world problems 
occur almost every day, e.g., ”in my area, it is snowing heavily. How can I bind a 
snow chain for my car?”, “my bank offers me a credit of 100 000 Euro for a period of 
10 years with an interest rate on 5%. Should I choose a fixed rate mortgage or a vari-
able rate mortgage? Which one is better for me?”, “I have a blood pressure of 170/86. 
Could you diagnose whether I have to use medicine?”  

Two actors will play roles in this learning environment: instructors and students. 
The roles of instructors who are the expert of a specific learning domain include 
choosing the category of problems for their class and selecting real-world problems 
which are relevant for the learning topic being taught and at the right complexity  
level for their students. The challenge might here be how the platform should  
support instructors to choose appropriate problems, because if it takes too much time 
to search for relevant problems, instructors might give up and think of artificial prob-
lems. Through human instructors, real-world problems which are tailored to the level 
of their students can be selected. It is unlikely that the learning system might be  
able to select the right problem automatically for a given student model (this would 
require that a problem has a very detailed formal description, including complexity 
level). 

Students can solve problems assigned by their instructors by themselves or colla-
boratively. They can use two cognitive tools during problem solving: information 
extraction for retrieving relevant information available on the Internet, and automatic 
question generation for helping students ask questions related to the problem to be 
solved. After attempting to solve these problems, students can submit their solution to 
the system. There, they can get in discussion with other students who are also inter-
ested in solving these problems. Let’s name our learning environment SMART-
SOLVER. In the following we illustrate how these tools can be deployed. 

A university professor of a course Banking and Investment has collected the fol-
lowing problem from the SMART-SOLVER platform for his students: 

“I want to buy a house and a bank for a loan of 100.000 Euro. The bank makes two 
offers for a yearly interest rate of 5%: 1) Fixed rate mortgage, 2) Variable rate mort-
gage. Which offer is better for me?” 

John is a student of this course. He is asked to solve this problem using SMART-
SOLVER. His problem solving scenario might be illustrated in Figure 1. 

Peter is also a student of this course. However, he does not have an as good per-
formance as John and is stuck. He does not know what kind of information or ques-
tions can be input into the information extraction tool. Therefore, he uses the question 
generation tool which proposes him several questions. The question generation uses 
the problem text as input and might generate the following questions which help Peter 
to understand basic concepts: “What is fixed rate mortgage?”, “What is variable rate 
mortgage?” After receiving these questions, Peter might have a look into his course 
book or input these questions into the information extraction tool in order to look for 
definitions of these investment concepts. 
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John tries to solve the problem above using SMART-SOLVER. First, he uses 
the information extraction component to look for formulas for calculating the 
two mortgage options. He might have learned the concepts “fixed rate mort-
gage” and “variable rate mortgage” in his course. However, he might still have 
not understood these concepts; therefore John inputs the following questions 
into the information extraction tool:  

• “What is fixed rate mortgage?” 
• “What is variable rate mortgage?” 

SMART-SOLVER searches on the Internet and shows several definitions of 
these concepts (not the whole websites). After studying the definitions, John may 
have understood the concepts and may want to calculate the two loan options. 
Again, he uses the information extraction tool in order to search for mathemati-
cal formulas. John might input the following questions into the tool:  

• “How is fixed rate mortgage calculated?”  
• “How is variable rate mortgage calculated?”  

Using the formulas extracted from the Internet, John calculates the total in-
terest amount for each loan option. He analyzes the advantage and disadvantage 
of each option by comparing the total amount of interest rate. 
 

Fig. 1. A learning scenario using the information extraction tool 

3 Architectural Approach 

The architecture of the learning environment being proposed consists of five compo-
nents: a user interface for students, a user interface for instructors, a database of real-
world problems, an information extraction component, and a question generation 
component (Figure 2). 
 

 

Fig. 2. The architecture of the smart learning environment 

The database is connected with one or more crowd-sourcing platforms (e.g., Wer-
Weiss-Was or Stack overflow) in order to retrieve real-world problems. The user 
interface for instructors is provided to support instructors in choosing appropriate 
problems for their students according to the level of their class. The user interface for 
students depends on the domain of studies. For each specific domain, a specific form 
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for developing solutions should be supported, e.g., for the domain of law, the learning 
environment could provide tools for users to model an argumentation process as a 
graph. While attempting to solve problems, students can retrieve relevant information 
from the Internet by requesting the information extraction component, or they can ask 
the system to suggest a question via the question generation component. In the fol-
lowing, we will explain how these two components (information extraction and ques-
tion generation) can be developed in order to make the learning environment in line 
with the constructivist learning approach. 

3.1 Information Extraction 

In order to extract relevant information on the Internet, we usually have to input some 
keywords into a search engine (e.g., Google or Bing). However, such search engines 
would find a huge amount of web pages, which contains these keywords, but do not 
necessarily provide relevant information for a task at hand.  

Information extraction techniques can be used to automatically extract knowledge 
from text by converting unstructured text into relational structures. To achieve this 
aim, traditional information extraction systems have to rely on a significant amount of 
human involvement [9]. That is, a target relation which represents a knowledge struc-
ture is provided to the system as input along with hand-crafted extraction patterns or 
examples. If the user needs new knowledge (i.e., other relational structures) it is re-
quired to create new patterns or examples. This manual labor increases with the num-
ber of target relations. Moreover, the user is required to explicitly pre-specify each 
relation of interest. That is, classical information extraction systems are not scalable 
and portable across domains.  

Recently, Etzioni and colleagues [10] proposed a so-called Open Information Ex-
traction (OIE) paradigm that facilitates domain independent discovery of relations 
extracted from text and readily scales to the diversity and size of the Web corpus. The 
sole input to an OIE system is a corpus, and its output is a set of extracted relations. A 
system implementing this approach is thus able to extract relational tuples from text. 
The Open Information Extraction paradigm is promising for extracting relevant in-
formation on the Internet: TextRunner was run on a collection of 120 million web 
pages and extracted over 500 million tuples and achieved a precision of 75% on aver-
age [10]. Etzioni and colleagues suggested that Open Information Extraction can be 
deployed in three types of applications. The first application type includes question 
answering: the task is providing an answer to a user’s factual question, e.g. “What 
kills bacteria?” Using the Open Information Extraction, answers to this question are 
collected across a huge amount of web pages on the Internet. The second application 
type is opinion mining which asks for opinion information about particular objects 
(e.g., products, political candidates) which is available in blog posts, reviews, or other 
texts. The third class of applications is fact checking which requires identifying 
claims that are in conflict with knowledge extracted from the Internet. The first type 
of applications using Open Information Extraction meets our requirement for devel-
oping an information extraction tool which helps students to submit questions for 
extracting relevant information. 
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3.2 Question Generation 

Before students use the information gathering tool to retrieve relevant information for 
their problem, first they have to know what kind of information they need. Some of 
them may be stuck here. In this case, they can use the question generation tool which 
generates appropriate questions in the context of the problem being solved.  

Graesser and Person [11] proposed 16 question categories for tutoring (verifica-
tion, disjunctive, concept completion, example, feature specification, quantification, 
definition, comparison, interpretation, causal antecedent, causal consequence, goal 
orientation, instrumental/procedural, enablement, expectation, and judgmental) where 
the first 4 categories were classified as simple/shallow, 5-8 as intermediate and 9-16 
as complex/deep questions. In order to help students who are stuck with a given prob-
lem statement, it may be useful to pose some simple or intermediate questions first. 
For example: “What is fixed rate mortgage?” (definition question), “Does a constant 
monthly rate include repayment and interest?” (verification question). According to 
Becker et al. [12], the process of question generation involves the following issues: 

• Target concept identification: Which topics in the input sentence are important so 
that questions about these make sense? 

• Question type determination: Which question types are relevant to the identified 
target concepts? 

• Question formation: How can grammatically correct questions be constructed? 

The first and the second issue are usually solved by most question generation systems 
by using different techniques in the field of natural language processing (NLP): pars-
ing, simplifying sentence, anaphor resolution, semantic role labeling, and named enti-
ty recognizing. For the third issue, namely constructing questions in grammatically 
correct natural language expression, many question generation systems applied trans-
formation-based approaches to generate well-formulated questions [13]. In principle, 
transformation-based question generation systems work through several steps: 1) 
delete the identified target concept, 2) a determined question key word is placed on 
the first position of the question, 3) convert the verb into a grammatically correct form 
considering auxiliary and model verbs. For example, the question generation system 
of Varga and Le [13] uses a set of transformation rules for question formation. For 
subject-verb-object clauses whose subject has been identified as a target concept, a 
“Which Verb Object" template is selected and matched against the clause. By match-
ing the question word “Which" replaces the target concept in the selected clause. For 
key concepts that are in the object position of a subject-verb-object, the verb phrase is 
adjusted (i.e., auxiliary verb is used). 

The second approach, which is also employed widely in several question genera-
tion systems, is template-based [14]. The template-based approach relies on the idea 
that a question template can capture a class of questions, which are context specific. 
For example, Chen et al. [14] developed the following templates: “What would hap-
pen if <X>?” for conditional text, “When would <X>?” and “what happens <tempor-
al-expression>?” for temporal context, and “Why <auxiliary-verb> <X>?” for  
linguistic modality, where the place-holder <X> is mapped to semantic roles anno-
tated by a semantic role labeler. These question templates can only be used for these 
specific entity relationships. For other kinds of entity relationships, new templates 
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must be defined. Hence, the template-based question generation approach is mostly 
suitable for applications with a special purpose. However, to develop high-quality 
templates, a lot of human involvement is expected.  

From a technical point of view, automatic question generation can be achieved us-
ing a variety of natural language processing techniques which have gained wide ac-
ceptance. Currently, high quality shallow questions can be generated from sentences. 
Deep questions, which capture causal structures, can also be modeled using current 
natural language processing techniques, if causal relations within the input text can be 
annotated adequately. However, successful deployment of question generation in 
educational systems is rarely found in literature. Currently, researchers are focusing 
more on the techniques of automatic question generation than on the strategies of 
deploying question generation into educational systems [8].  

4 Discussion and Conclusion 

We have proposed a vision and an architectural framework for a learning environment 
based on the constructivist learning approach. This learning environment is smart due 
to three characteristics: 1) this environment provides authentic and real-world prob-
lems, 2) the problem solving process performed by students are supported by explora-
tion using the information gathering tool, and 3) the reflection and thinking process is 
supported by the question generation tool.  

We are aware that some real-world problems might be overly complex especially 
for novice students. However, real-world problems can range from simple to highly 
complex – some of them might even be appropriate for students of elementary 
schools. In addition, since the learning environment being proposed provides cogni-
tive tools (information extraction and question generation) which scaffold the process 
of problem solving, we think that using this learning environment, by solving real-
world problems, students may improve their problem solving skills which can be used 
later in their daily life. 

Numerous research questions can be identified in the course of developing this 
proposed learning environment. For instance, how should real-world problems be 
classified so that instructors can select appropriate problems easily? With respect to 
research on question generation with a focus on educational systems, several research 
questions need to be investigated, e.g., if the intent of a question is to facilitate learn-
ing, which question taxonomy (deep or shallow) should be deployed? Given a student 
model, which question type is appropriate to pose the next question to the student? 
Another area of deploying question generation in educational systems may be using 
model questions to help students improve the skill of creating questions, e.g., in the 
legal context. With respect to research on information extraction, several questions 
will arise, e.g., how should the problem solving process be designed so that students 
request appropriate information for solving an assigned problem? How much infor-
mation should be retrieved for problem solving? We are sure, this list of research 
questions is not complete. 

The contribution of this paper is twofold. First, it proposes a smart constructivist 
learning environment which enables students to solve real-world problems. Using this 
learning environment, students request the system for relevant information from the 
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Internet and the system can generate questions for reflection. Second, the paper iden-
tifies challenges which are relevant for deploying information extraction and question 
generation technologies for building the learning environment. 
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Abstract. Technological advances in the last decades have significantly 
influenced education. Smart Learning Environments (SLEs) could be one 
solution to meet the needs of the 21st century. In particular, we argue that smart 
collaboration is one fundamental need. This paper deals with the question what 
‘smart’ is and why a SLE’s design has to consider collaboration. Drawing on 
various theories, we argue that the community aspect plays a vital role in 
successful learning and problem solving. This paper outlines the benefits for the 
community and all parties involved (defined as a win-for-all or winn-solution), 
as well as drivers that might influence collaboration. Design principles for 
SLEs, Smart Learning Communities (SLCs) and finally the conclusion close the 
paper. 

Keywords: smart learning environment, smart learning communities, 
collaboration, social learning, win for all, design principles. 

1 Introduction 

In the last decades, we have been faced with tremendous technological advancements 
that have impacted greatly on the way people engage, interact and communicate with 
each other [1]. These developments in particular also affect teaching and learning as 
well as learning environments. Previous research studies [see references 1–5] in the 
context of smart learning environments (SLEs) have focused mainly on the technical 
development of SLEs. Additionally, only sporadic theoretical approaches to learning 
theory have been taken up by research studies. Certainly, learning theories do not 
provide a simple recipe for designing SLEs. Learning processes still happen in the 
brains of the learners, quite independently from technical supporting tools. Therefore, 
a profound and comprehensive consideration of the basics of learning processes is 
essential. This paper makes a contribution to this issue, with a particular focus on 
collaboration. However it is worth noting that the scope of this paper is limited, and 
therefore does not allow for an extensive picture. The following research questions 
are discussed: 

• What does ‘smart’ mean in the context of (collaborative) learning 
environments and what does it mean for different individuals or groups? 

• Why is it smart to collaborate and how can it be fostered through a SLE? 
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2 The Concept of ‘Smart’ Learning Environments 

A consequence of all the technological changes in the last few years is that learning 
environments are increasingly being called ‘smart’ (even blackboards are called 
‘smart’). But what are actually “smart learning environments”? “Ubiquitous smart 
learning environments are always connected with WiFi, 3G and 4G and provide a 
learners' paradise where they can learn anywhere and anytime whatever they want to 
learn on the Net.” [6]. Further, SLEs encourage multi-content on multi-devices [3]. 
Environments that are aware “of user behaviour in the learning process can be very 
helpful in providing the right content at the right time. The learning services that 
include the concept of such awareness and the capability of handling multi-media 
resources efficiently can be termed smart learning systems.” [7] The definitions of 
‘smart’ [e. g. 8] are manifold  and do not provide a clear pathway that allows for a 
common understanding or an unambiguous definition. 

We can cement our understanding of ‘smart’ learning environments as follows: 
“Social” (communication and interaction/connecting with others), “Motivating” 
(mutual benefits/reciprocity and enjoyment), “Autonomous” (self-paced and self-
directed), “Reputation” (social appreciation, trust and competence) and “Technology” 
(getting the maximum out of technology).  

2.1 Smart – But for Whom? 

Next, we would like to start by asking: smart for whom? For engineers, who develop 
SLEs and are eager to show what is possible from a technical point of view? For 
lecturers, who would like to decrease their (classroom) teaching time? For the 
individual learner, who wants to learn more comfortably with reduced effort? For the 
community of learners, who wish to get connected and share experiences and 
knowledge? Or for the society, that aims to have a strong and capable (but maybe not 
too critical) workforce? Our answer is simple: Although the individual learner and the 
learning community should remain the focal point of interest, a SLE should be ‘smart’ 
for each stakeholder. It should use up-to-date technology in a thorough didactical and 
pedagogical way. It should smartly support individual learning processes and enhance 
collaborative learning and learning groups. And (perhaps this is wishful thinking) 
SLEs should support societies to develop the necessary skills and knowledge to 
ensure sustainable solutions that show respect for all living beings and the 
environment. Although this is an extremely broad and comprehensive requirement 
that SLEs should fulfil, we have to keep in mind that if we want to build truly ‘smart’ 
solutions, we cannot neglect the fact that our world is one gigantic system.  

2.2 ‘Smart’ in (Learning) Theory 

When we focus on the individual learner, some fundamentals of SLEs have been well 
known for decades, but very often ignored. Certainly, the complexity of human 
cognition and learning is rather high and until now there has been no single theory, 
which is able to cope with this complexity.  

Bransford et al. [9] suggests four interconnected perspectives for implementing 
proper learning environments that seem particularly important: Firstly, there is the 
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learner-centred component, which pays careful attention to the knowledge, skills, 
attitudes, and beliefs that learners bring to the educational setting. Secondly, the 
knowledge-centred component, reflecting the need to help students become 
knowledgeable, by learning in ways that lead to understanding and the ability to 
subsequently transfer this knowledge. The third component is assessment-centred, 
offering opportunities for feedback and revision aligned to the users’ learning goals; and 
finally the community-centred component, which embraces all the other components. 

In addition to Bransford et al. [9], the community and social learning aspect is an 
important part of other theories. Self-determination theory (SDT) by Edward Deci and 
Richard Ryan, e.g. [10, 11], addresses extrinsic forces and intrinsic motives and 
needs,  as well as their interplay. One of its components – in addition to autonomy 
and competence - is ‘relatedness’; which is about interacting and connecting with 
others: “Conditions supporting the individual’s experience of autonomy, competence, 
and relatedness are argued to foster the most volitional and high quality forms of 
motivation and engagement for activities, including enhanced performance, 
persistence, and creativity.” [11] 

Another useful theory in the context of SLEs is social learning theory. “The social 
learning theory explains human behaviour in terms of a continuous reciprocal 
interaction between cognitive, behavioural and environmental determinants” [12]. For 
SLEs, we argue that the environmental dimension is reflected in the community as 
well as on the technology as such.  

2.3 Why Is It Smart to Collaborate? 

It is of utmost importance for the well-being of the individual to have successful social 
interactions and to cooperate with others. The human brain is much more a social organ 
than a reasoning tool [13]. Hormones like dopamine and oxytocin are released through 
successful cooperation, which is also the basis for learning processes [14]. Further, our 
minds are susceptible to systematic errors [15], which can be counterbalanced by the 
group. Almost all learning, in particular the development of higher cognitive functions 
[16] or the acquisition of fundamentally (ontogenetically) new knowledge [17], is 
related to other people and embedded in social interaction. One more advantage of the 
group is heterogeneity. Plurality and the diversity of opinions are necessary to find 
workable solutions, for fundamental learning and for creativity. Knowledge sharing and 
knowledge creation are highly subject to social phenomena [18], which are inevitable 
for the exchange of tacit knowledge or tacit knowing [19, 20]. In contrast to codified or 
explicit knowledge, which is quite similar to information and thus can be formalized and 
stored in technical systems (e. g. SLEs), implicit or tacit knowing only exists in the 
brains of human beings. Usually people are not aware of it [21, 22], until it is requested, 
for example in a collaborative learning setting like a SLC.  

Consequently, a SLE should provide explicit knowledge, and should use 
technology to support learning processes, for example through multi-media, 
simulations or serious games. However, when it comes to the acquisition of tacit 
knowledge, communities are necessary for exchange and interaction as tacit 
knowledge cannot be stored in any technical system. Hence, we propose that SLEs 
have to integrate both kinds of knowledge (see Fig.1). However, since tacit 
knowledge is achieved through exchange and interaction, communities have to be an 
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integral part of SLEs. Nonetheless, tacit knowing can also be acquired through 
exercises and adequate technical support can encourage users to practice, i.e. e.g. real-
world simulation or serious game-based learning. 

 

 

Fig. 1. Components of a SLE, integrating SLCs 

When individuals share their valuable tacit knowledge with the SLC, which offers 
its growing knowledge-base to its members, a new virtuous circle and a win-for-all 
solution comes about (see Fig. 1).  

Thus, interactivity is highly important for learners [23]. Even though interaction is 
not enough for online learning to be successful, it is considered as central to an 
educational experience [24], and facilitating interaction is key within a learning 
community [25]. Further, collaboration of competent individuals in a group or a team 
is necessary as today’s problems are getting increasingly complex and therefore a 
single individual cannot deal with them alone anymore. A SLE focusing solely on the 
individual learner misses one important current demand – ‘smart’ in the 21st century 
means to collaborate successfully and sustainably. However, to a large extent there is 
a lack of knowledge on how we can collaborate successfully. Technology should be 
able to provide support in furthering this collaboration.  

2.4 Why Do We Need SLEs? 

One can argue, that humankind has been learning since the very beginning of time 
without SLEs. Why is it now necessary to invent something new? The answer is quite 
simple: A fundamental tenet of modern learning theory is that different kinds of 
learning goals require different approaches to instruction; new goals for education 
require changes in learning opportunities [9]. The complex problems we are facing 
today require changes in the way we educate people. One of these changes is the 
necessity to support groups and teams to learn successfully together, exchanging 
valuable tacit knowledge. A SLE should support collaboration processes and help 
people to overcome the potential obstacles to effective group processes and group 
dynamics when working together. If they manage to do so, SLEs could be one 
solution in meeting the demands of the 21st century.  

SLE

Codified/Explicit 
Knowledge Tacit/Implicit Knowing

SLC winn IndividualTechnology
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3 Generating Benefits through the Community 

A solution that is ‘smart’ for each stakeholder, as was claimed in point 2.1, needs to 
address the needs and wishes of each stakeholder and harmonize these different 
interests. Beyond that, a smart solution will meet needs of stakeholders they 
themselves were not aware of before. However, no matter how it is technically 
implemented, benefits for all stakeholders cannot be guaranteed, particularly not on a 
long-term basis in our rapidly changing world. Thus, we suggest a SLE, which 
enables a ‘win for all’-solution [26, 27] within and through the community. Strictly 
speaking, such a SLE would be smart in the sense that it provides not only a SLE for 
individuals, but a framework that supports and fosters human interaction, information 
and knowledge sharing, cooperation and collaboration in order to realize a ‘living’ 
and emergent system. This can only come into being through ‘smart’ individuals 
working together in a ‘smart’ way. The mutual benefit generated through this 
community will be central to its vitality and success. Unfortunately, many learning 
environments are still not able to support or manage community building and 
knowledge sharing.  

To make this social change happen, a shift in thinking will be necessary, which can 
be described as a win-for-all, or winn-solution: A winn-constellation means that each 
participant in this constellation (more precisely: all n participants) can only see him-
/herself as a winner if all other participants win too and hence all participants 
themselves feel as winners [26]. Each individual using the SLE should feel 
responsible for his or her own learning process and progress, and, in addition, s/he has 
to support other students to reach their learning aims. A solution, where only one 
individual wins could be called win1.  

4 Drivers and Design-Principles for SLEs 

Drawing on the theoretical concept of winn, we argue that the main driver for 
collaboration and SLEs is usefulness and benefit. People make use of tools that they 
regard as beneficial. Hence, the benefit for the individual is increased through a living 
community. Additionally, there has to be a benefit for this community (i.e., winn). As 
a consequence, technical environments that do not benefit anyone or only selected 
users (in case the community is crucial for the overall success), should not be 
implemented at all. The initial point in designing a SLE is to ask for the benefits to 
each stakeholder, what new benefits would appear and for whom. Certainly, selected 
stakeholders should be incorporated into this process. The next challenging task is to 
harmonize the variety of interests of the various stakeholders. This is not easy, but 
necessary for a ‘smart’ solution. Where the condition for the main driver - that is 
providing a ‘benefit’- is fulfilled, additional drivers can be striking.  

A major benefit is the existing virtuous circle between the SLC and the individuals 
involved, as shown in Fig. 1. Taking a closer look on this circle it can be separated in 
two parts: the central learning processes and the influencing processes (see Fig. 2). 
Please note that Fig. 2 is work in progress and constitutes a first approach to tackle 
these highly complex and interwoven issues. 
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Fig. 2. Central and influencing processes of SLCs 

Central learning processes deal with various smaller virtuous circles, impacting the 
win-for-all solution of a SLC (mutual benefits). As already mentioned, the individual 
needs the community to acquire new knowledge and thus to further develop. This in 
turn benefits the community, needing highly qualified members. Since experts are 
becoming increasingly specialized, collaboration and exchange of tacit knowledge 
are necessary to solve complex problems. Consequently, the quality of the community 
is augmented with successful knowledge sharing. Through the heterogeneity of 
opinions and various perspectives in the community, creativity and reflection are 
fostered, and one’s own blind spots and mistakes are eliminated, again benefiting the 
individual and the community. Thus, there is an on-going evaluation and continuous 
improvement of individual and community knowledge, as well as knowledge areas.  

The influencing processes include various virtuous circles as well: The well-being 
of individuals (as mentioned in 2.3), which is subject to the involvement of the 
community, has a positive impact on the community itself, fostering motivation and 
enjoyment to engage in the community. SLEs should be intrinsically motivating as 
well as motivating through collaboration. According to motivation theory people seek 
optimal stimulation and have a basic need for competence [28]. Consequently, 
through successful engagement, social reputation increases, nurturing individuals’ 
motivation as well as trust in the community as a whole. Reputation is the outcome of 
what members promise and fulfil, hence, it reveals the participants’ honesty and their 
concern about others and their needs [29]. The social appreciation of the community 
has shown to be an essential factor for individuals to contribute in knowledge sharing 
and supporting others to develop skills [30]. As several previous studies pinpoint (for 
example [31, 32]), trust is a vital component for knowledge sharing, as “knowledge 
sharing can be a demanding and uncertain process” [33] and learners have to feel 
“safe” to interact and share” [34]. This environment of trust enables the community to 
establish shared goals and values [27, 35], which have a positive impact on 
motivation. Hence, it could be argued that on the basis of trust, untypical solutions are 
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found, as learners are more willing to engage in risky behaviour, supporting creativity 
as well as further developments. Fairness and reciprocity are critical and crucial 
motivating factors for human encounters. They are significant for the exchange of 
knowledge that is initiated by pro-social and altruistic behaviours [30, 36]. 
Reciprocity is defined as “voluntarily repaying a trusting move at a later point in time, 
although defaulting on such repayment is in the short-term self-interest of the 
reciprocator.” [37]. We argue that reciprocity is necessary for the mutual benefit of 
collaboration in SLEs. The next circle is concerned with social competence of 
individuals. Participating within the community fosters social competences, which in 
turn leads to more successful interactions in the SLC. Having reached a critical 
amount of interactions, another important influencing factor can occur to the benefit 
for all: Social self-organization, which will keep the SLC alive and capable of acting, 
even with modified environmental conditions, and which is related to social 
emergence, which means that the SLC is more than the sum of its parts, namely the 
individuals involved. Surely, another influencing factor of a SLC is technology. 
Technology could lead to a virtuous circle by improving learning and sharing 
processes, which in turn improves technology; but this is not the norm.  

Consequently, SLEs should provide an appropriate service and challenge the 
individual learner but at the same time offer interconnectedness with the learning 
community. The design of the SLE has to make this obvious and guarantee that  
the community fulfils each other’s benefits. When designing an SLE, one should  
be aware, that there are mainly three different types of learning needs: Learning of 
single individuals (in interaction with technology); learning of well established work 
groups (task-oriented); and sharing between individuals, being loosely interconnected 
in a SLE (knowledge-oriented). 

One requirement for both social-types of SLEs to be recognized as a comfortable 
and trustworthy environment is to be personalized and transparent. An example of a 
very simple way to do this is to set up a profile including picture(s) and some 
background information about the person. In order to foster learning processes, 
mutual support and collaboration, we propose that the SLE should request learners to 
define their tasks or learning goals and share them with the community. Additionally, 
learners should reveal topics on which they would like to receive support from the 
community but also issues where they are able to help other members. It would also 
be supporting that the SLE provides learners a scheduling function where they can 
post when they will have time and how much time they have to support others, since 
time is always short but required for the learning process. Learners should also report 
continuously to which degree they have already achieved their learning goals and 
whose support was helpful as well as what is still missing and where they would need 
(further) assistance. This process provides self-monitoring as well as self-reflection 
by the learners, which is essential for successful and sustainable learning and the 
improvement of self-education. Further, the design of a SLE should take into account 
the possibility that learners can give each other praise. This could be for example a 
medal being added to the profile-picture. This is one of the few exceptions where 
reward systems do not harm learning processes by destroying intrinsic motives. 
Ultimately, the architecture should initiate peer-discussion by suggesting peers with 
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whom a discussion might be fruitful – this could be because of (dis-)similarities of 
knowledge, experience or interests. Finally, SLEs should foster different media 
qualities, the preparation of students for ‘flipped classrooms’ [23] and open spaces, 
crossing the borders of the Internet, because learning doesn’t only happen in front of 
screens. 

5 Conclusion 

In this paper, we propose that ‘smart’ in the 21st century has to be associated with 
collaboration and sustainability. We draw on the concept of winn, implying that all 
participants and stakeholders of a SLE should benefit mutually. Consequently, if the 
system does not provide sound benefits for its stakeholders, it should not be 
constructed. This might sound trivial, however, in practice a lot of systems were built 
lacking perceived usefulness. Needless to say, this is also an economic goal: although 
‘use’ is quite a problematic word in the context of education, even inert knowledge, 
which is not used at any time, might be worthless for the individual, the team, the 
company or the society. Thus, the transfer of acquired experiences and knowledge in 
the SLE, i.e. the ability to extend what has been learned from one context to new 
contexts [38][39] and particularly to real world problems is an essential requirement 
for a SLE. The community can also support this transfer by defining various examples 
or scenarios on how to apply learned content in practice. Furthermore, the framework 
sets out some potential drivers for collaboration and design principles for SLEs, or 
SLCs. Certainly, there are many more relevant theories concerning smart learning and 
collaborative learning: social constructivist theory, social presence, social 
interdependence, situated learning, self-directed learning and self-regulation theory 
[34]. Additionally, (empirical) research in this case is needed, as this paper only offers 
an initial theoretical analysis of potential determinants and processes of SLEs and 
SLCs. The technological advances enabled us to connect globally with each other, 
providing us with an immense potential for synergetic, sustainable, creative or 
shorter: smart solutions. We have to take this opportunity. 
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Abstract. Metacognition and self-regulation are important for effective learn-
ing; but novices often lack these skills. Betty's Brain, a Smart Open-Ended 
Learning Environment, helps students develop metacognitive strategies through 
adaptive scaffolding as they work on challenging tasks related to building caus-
al models of science processes. In this paper, we combine our previous work  
on sequence mining methods to discover students' frequently-used behavior  
patterns with context-driven assessments of the effectiveness of these patterns. 
Post Hoc analysis provides the framework for systematic analysis of students’ 
behaviors online to provide the adaptive scaffolding they need to develop  
appropriate learning strategies and become independent learners. 

Keywords: open-ended learning environments, metacognition, measuring  
metacognition, scaffolding, sequence mining. 

1 Introduction 

Open-Ended Learning Environments (OELEs) are learner-centered [1]. They employ 
supporting technology, resources, and scaffolding to help students actively construct 
and use knowledge for complex problem-solving tasks [2,3]. Our research group has 
developed an OELE called Betty’s Brain, where students learn about science topics 
by constructing a visual causal map to teach a virtual agent, Betty. The goal for stu-
dents using Betty's Brain is to ensure that their agent, Betty, can use the causal map to 
correctly answer quiz questions posed to her by a Mentor agent, Mr. Davis [4]. 

In Betty’s Brain, learners are responsible for managing both their cognitive skills and 
metacognitive strategies for learning the domain material, structuring it as a causal map, 
and testing Betty’s understanding in order to obtain feedback on the quality of their 
map. This places high cognitive demands on learners [2], especially those who lack 
well-organized domain knowledge structures and effective self-regulation strategies [5]. 

An important implication of this is that OELEs require methods for measuring stu-
dents’ understanding of these important skills and strategies, while providing scaffolds 
that help them practice and learn these skills. Moreover, these systems must focus on 
cognition and metacognition in an integrated fashion. Supporting learners in develop-
ing their metacognitive knowledge may not be sufficient for achieving success in 
learning and problem solving, especially when learners lack the cognitive skills and 
background knowledge necessary for interpreting, understanding, and organizing criti-
cal aspects of the problem under study [2]. Learners with poor self-judgment abilities 
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often resort to suboptimal strategies in performing their tasks [6,7]. However, research 
studies have shown that proper scaffolding helps students improve their metacognitive 
awareness and develop effective metacognitive strategies [8]. 

In this paper, we present an extension of our previous work in analyzing students’ 
behaviors on the system using sequential pattern mining methods [4]. Primarily, the 
extension involves interpreting and characterizing behavior patterns using metrics 
motivated by a cognitive/metacognitive model for managing one’s own learning 
processes in OELEs. While the results in this paper represent a post hoc analysis of 
student behaviors, our goal is to use such results to assess students’ cognitive and 
meta-cognitive processes in real-time as they work on their learning tasks1. 

2 Betty's Brain 

Betty's Brain (Fig. 1) provides students with a learning context and a set of tools for 
pursuing authentic and complex learning tasks. These tasks are organized around 
three activities: (1) reading hypertext resources to learn the domain material, (2) 
building and refining a causal map, which represents the domain material, and (3) 
asking Betty to take a quiz. Students explicitly teach Betty by constructing a causal 
map that links concepts using causal relations, e.g., “absorbed heat energy increases 
global temperature.” Students can check what Betty knows by asking her questions, 
e.g., “if garbage and landfills decrease, what effect does it have on polar sea ice?” 
 

 

Fig. 1. Betty's Brain System showing Quiz Interface 
                                                           
1 To download Betty’s Brain, and get more details about the system, visit  
  www.teachableagents.org 
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To answer questions, Betty uses qualitative reasoning that operates through chains of 
links [4]. The learner can further probe Betty's understanding by asking her to explain 
her answer. Betty illustrates her reasoning by explaining her solution and animating 
her explanation by highlighting concepts and links on the map as she mentions them.  

Learners can assess Betty's (and, therefore, their own) progress in two ways. After 
Betty answers a question, learners can ask Mr. Davis, to evaluate the answer. Learners 
can also have Betty take a quiz on one or all of the sub-topics in the resources. Quiz 
questions are selected dynamically such that the number of correct answers is propor-
tional to the completeness of the map. The remaining questions produce incorrect 
answers, and they direct the student's attention to incorrect and missing links. 

After Betty takes a quiz, her results, including the causal map she used to answer 
the questions, appear on the screen as shown in Fig. 1. The quiz questions, Betty's 
answer, and the Mentor's assigned grade (i.e., correct, correct but incomplete, or in-
correct) appear on the top of the window. Clicking on a question will highlight the 
causal links that Betty used to answer that question. To help students keep track of 
correct and incorrect links, the system allows students to annotate them with a green 
check-mark (correct), a red X (incorrect), or a gray question mark (not sure). 

2.1 Measuring Cognition and Metacognition 

To interpret students’ learning behaviors on the system, we have developed a model 
that exploits the synergy between the cognitive and metacognitive processes needed 
for effective learning. Overall, this model includes four primary processes that stu-
dents are expected to engage in while using Betty's Brain: (1) Goal Setting & Plan-
ning, (2) Knowledge Construction (KC), (3) Monitoring (Mon), and (4) Help Seeking. 
In this work, we focus on the KC and Mon process models. 

Knowledge construction includes metacognitive strategies for (1) information seek-
ing, i.e., determining when and how to locate needed information in the resources, 
and (2) information structuring, i.e., organizing one's developing understanding of the 
domain knowledge into structural components, e.g., causal links. In executing these 
metacognitive processes, learners rely on their understanding of the relevant cognitive 
processes linked to information seeking (finding causal relations while reading the 
resources) and structuring (converting the causal information to links that are added to 
appropriate places in the map).  

Monitoring processes include (1) model assessment of all or a part of the causal 
model and then interpreting the derived information, and (2) progress recording to 
mark which parts of the causal model are correct, and which may need further refine-
ment. Successful execution of metacognitive monitoring processes relies on students' 
abilities to execute cognitive processes for assessing the causal model (via questions, 
explanations, quizzes, and question evaluations) and recording progress (via note 
taking and annotating links with correctness information).  

We have developed a set of data mining methods [7] for analyzing students' learn-
ing activity sequences and assessing their cognitive and metacognitive processes as 
they work in Betty’s Brain. In addition, we have developed methods for measuring 
how student behaviors evolve during the course of the intervention depending on the 
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type of feedback and support that they received from the Mentor agent. In particular, 
we are interested in studying whether students' suboptimal behaviors are replaced by 
better strategies during the intervention. 

To assess student activities with respect to our cognitive/metacognitive model,  
we calculate four measures: map edit effectiveness, map edit support, monitoring 
effectiveness, and monitoring support. Map edit effectiveness is calculated as the per-
cent-age of causal link edits that improve the quality of Betty’s causal map. Map edit 
sup-port is defined as the percentage of causal map edits that are supported by  
previous activities. An edit is considered to be supported if the student previously 
accessed pages in the resources or had Betty explain quiz answers that involve the 
concepts connected by the edited causal link. Monitoring effectiveness is calculated 
as the percentage of quizzes and explanations that generate specific correctness in-
formation about one or more causal links. Finally, monitoring support is defined as 
the percent-age of causal link annotations that are supported by previous quizzes and 
explanations. Link annotations are supported (correct or incorrect) if the links being 
annotated were used in a previous quiz or explanation. For support metrics, a further 
constraint is added: an action can only support another action if both actions occur 
within the same time window; in this work, we employed a ten-minute window for 
support. 

In order to calculate these measures and perform data mining of student behaviors, 
the system records many details of student learning activities and associated parame-
ters in log files. For example, if a student accesses a page in the resources, this is 
logged as a Read action that includes relevant contextual information (e.g., the page 
accessed). In this work, we abstracted the log files into sequences of six categories of 
actions: (1) Read, (2) Link Edit, (3) Query, (4) Quiz, (5) Explanation, and (6) Link 
Annotation. Actions were further distinguished by context details, such as the correct-
ness of a link edit. 

3 Method 

Our analysis used data from a recent classroom study with Betty's Brain in which 
students learned about the greenhouse effect and climate change. The study tested the 
effectiveness of two scaffolding modules designed to help students' understanding of 
cognitive and metacognitive processes important for success in Betty's Brain. The 
knowledge construction (KC) support module scaffolded students' understanding of 
how to identify causal relations in the resources, and the monitoring (Mon) support 
module scaffolded students understanding of how to use Betty’s quizzes to identify 
correct and incorrect causal links on the causal map. Participants were divided into 
three treatment groups. The knowledge construction group (KC-G) used a version of 
Betty's Brain that included the KC support module and a causal-link tutorial that they 
could access at any time during learning. The KC module was activated when three 
out of a student's last five map edits were incorrect, at which point Mr. Davis would 
begin suggesting strategies for identifying causal links during reading. Should stu-
dents continue to make incorrect map edits despite this feedback, the KC module 
activated the tutorial for identifying causal relations in short text passages. Students 
completed the tutorial session when they solved five consecutive problems correctly.  
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The monitoring group (Mon-G) used a version of Betty's Brain that was activated 
after the third time a student did not use evidence from quizzes and explanations to 
annotate links on the map. At this time, Mr. Davis began suggesting strategies for 
using quizzes and explanations to identify and keep track of which links were correct. 
Should students continue to use quizzes and explanations without annotating links 
correctly, the Mon module activated a tutorial that presented practice problems on 
link annotation. Students had to complete five problems correctly on the first try to 
complete the tutorial session. Finally, the control group (Con-G) used a version of 
Betty's Brain that included neither the tutorials nor the support modules. 

Our experimental analysis used data collected from 52 students in four middle 
Tennessee science classrooms, taught by the same teacher. Learning was assessed 
using a pre-post test design. Each written test consisted of five questions that asked 
students to consider a given scenario and explain its causal impact on climate change. 
Scoring (max score = 16) was based on the causal relations that students used to ex-
plain their answers to the questions, which were then compared to the chain of causal 
relations used to derive the answer from the correct map.  

Performance on the system was assessed by calculating a score for the causal map 
that students created to teach Betty. This score was computed as the number of correct 
links (the links in the student's map that appeared in the expert map) minus the num-
ber of incorrect links in the student's final map. We also used the log data collected 
from the system to derive students’ behavior patterns, interpret them using our cogni-
tive/metacognitive model, and study the temporal evolution of the observed KC and 
Mon strategies over the period of the intervention. Students spent four class periods 
using their respective versions of Betty's Brain with minimal intervention by the 
teacher and the researchers.  

4 Results 

Table 1 summarizes students’ pre-post gains and final map scores by group. A repeat-
ed measures ANOVA performed on the data revealed a significant effect of time on 
test scores (F = 28.66, p < 0.001). Pairwise comparison of the three groups revealed 
that the Mon-G had marginally better learning gains than KC-G, which had better 
learning gains than the Con-G group. In particular, the Mon-G learning gains were 
significantly better than the Con-G gains at the 0.1 significance level (p < .075), indi-
cating the intervention may have resulted in better understanding of the science con-
tent. The small sample size and the large variations in performance within groups 
made it difficult to achieve statistical significance in these results. However, one posi-
tive aspect of this finding is that while students in the Mon-G and KC-G spent an 
average of 10% and 17% of their time in the tutorials, respectively, they learned, on 
average, just as much, if not more, than the Con-G students. 

Table 1. Pre-Post Test Gains and Map Scores 

Measure Con-G KC-G Mon-G 

Pre-Post Test Gain  1.03 (1.99) 1.28 (2.33) 2.41 (1.92) 

Map Score 8.87 (8.20) 9.55 (6.64) 9.53 (7.55) 
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To assess students’ overall behaviors, we calculated the effectiveness and support 
measures in Table 2. The KC-G students had the highest scores on both map editing 
effectiveness and support, suggesting that the KC feedback helped students read more 
systematically while constructing their maps (however, only the map edit support 
showed a statistically-significant difference, KC-G > Con-G, p = 0.02, and the map 
edit effectiveness illustrated a trend, KC-G > Con- G, p = 0.08). However, the moni-
toring support did not seem to have the same effect on the Mon-G group. The Mon-G 
students did have the highest monitoring effectiveness, but it was not statistically 
significant. Further, the Con-G students had the highest monitoring support average (p 
< 0.10). It is not clear why the Mon or KC support and tutorials resulted in students 
performing less-supported monitoring activities. 

Table 2. Effectiveness & Support Measures by Group 

Measure Con-G KC-G Mon-G 

Map edit effectiveness 0.46 (0.13) 0.52 (0.07) 0.5 (0.12) 

Map edit support 0..46 (0.26) 0.66 (0.18) 0.58 (0.22) 

Monitoring effectiveness 0.3 (0.22) 0.32 (0.21) 0.4 (0.20) 

Monitoring support 0.61 (0.30) 0.32 (0.4) 0.33 (0.32) 

 
In order to investigate student learning behavior in more detail, we employed se-

quence mining analyses to identify the 143 different patterns of actions that were 
observed in the majority of students. Table 3 lists the 10 most frequent patterns that 
employed at least two actions and could be interpreted as a metacognitive strategy in 
our cognitive/metacognitive model. Each pattern is defined by two or more primary 
actions, and each action is qualified by one or more attributes.  For example, [Add 
correct link] describes a student’s addition of a causal link that was correct. The → 
symbol implies that the action to the left of the arrow preceded the action to the right 
of the arrow. 

The average frequency is calculated as the average number of times per student a 
particular behavior pattern was used in each group. The last column represents our 
interpretation of the type of strategy a particular behavior represents. In this study, the 
type of strategy corresponding to a behavior was determined by the category of  
the cognitive process (KC or Mon) implied by the individual actions that made up the 
behavior. Therefore, some behaviors (e.g., pattern #3: [Quiz] → [Remove incorrect 
link]) span KC and Mon (KC+Mon) strategies. 

The frequency numbers indicate that for almost all of the top 10 behaviors the 
CON-G showed a higher frequency of use than the two experimental groups. This 
may be partly attributed to the time the KC-G and Mon-G groups spent in tutorials, 
therefore, away from the primary map building task. However, an equally plausible 
reason is that the CON-G students used more trial-and-error approaches, spending 
less time systematically editing and checking the correctness of their maps. This is 
further supported by looking at the highest average frequency behaviors for each of 
the groups. Four of the top five behavior strategies for the Mon-G students are primar-
ily Mon or KC+Mon related (patterns 1, 3, 5, and 7), involving quizzes, map editing, 
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and explanations. KC-G students, on the other hand, more often employed KC strate-
gies related to adding and removing links along with a couple of strategies that com-
bine KC and Mon activities. The Con-G students seem to have employed KC and 
Mon strategies in about equal numbers. 

Table 3. Comparison of Pattern Frequencies across Conditions 

Pattern 
Avg. Frequency Model 

Category CON KC MON 

[Add incorrect link] → [Quiz] 11.20 7.35 8.24 KC+Mon 

[Add incorrect link] → [Remove incorrect link] 6.00 12.65 3.71 KC 

[Quiz] → [Remove incorrect link] 7.87 6.10 6.29 KC+Mon 

[Add concept] → [Add correct link] 7.53 6.75 4.94 KC 

[Quiz] → [Explanation] 8.40 3.80 5.35 Mon 

[Remove incorrect link] → [Add incorrect link] 4.53 9.20 3.41 KC 

[Add correct link] → [Quiz] 5.87 4.05 5.06 KC+Mon 

[Remove incorrect link] → [Quiz] 5.93 4.45 4.12 KC+Mon 

[Explanation] → [Explanation] 5.67 2.95 4.88 Mon 
[Add incorrect link] → [Quiz] → [Remove 
same incorrect link] 5.27 3.75 3.82 KC+Mon 

 
A particularly interesting example of a strategy is the pattern: [Add incorrect link 

(AIL)] → [Quiz (Q)] → [Remove same incorrect link (RIL)]. This could represent a 
strategy where a student first adds a link (which happens to be incorrect) and then 
takes a quiz to determine if the quiz score changes. Depending on the outcome (in this 
case, the score likely decreased), the student determines that the link added was incor-
rect, and, therefore, removes it. This may represent a trial-and-error strategy. To study 
this pattern further we developed two measures: (1) a measure of cohesiveness of the 
pattern, i.e., in what percentage of the AIL → Q → RIL patterns was the delete action 
supported by the quiz result; and (2) a support measure, i.e., in what percentage of the 
AIL → Q → RIL patterns was the addition of the link supported by recent actions. 
The MON group had higher cohesiveness (41.9 to 38.0 and 37.3 for the CON and KC 
groups) and support (27.7 to 20.3 and 187.7 for the CON and KC groups) measures, 
implying that they used this pattern in a more systematic way than the other two 
groups.    

5 Discussion and Conclusions 

The results presented in the previous section provide evidence that a combination of 
systematically-derived measures of cohesiveness and support can be used with data 
mining methods to better interpret students’ learning behaviors and strategies. In our 
work on investigating cognitive and metacognitive processes in Betty's Brain, we had 
to carefully instrument the system to collect rich data on the students' activities and 
the context associated with those activities. Post hoc mining and analysis show that it 
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is possible to interpret students’ behaviors and that related context information allows 
us to better characterize and interpret these strategies. Our analyses in this study fo-
cused on students' knowledge construction and monitoring strategies. This study 
showed that the interventions produced changes in student behavior that were consis-
tent with the scaffolding they were provided, implying that these metacognitive strat-
egies can be effectively taught in computer-based learning environments.  

Future work will involve refining the methods presented in this paper to discover 
and define strategies in a more systematic way. Further, we will extend our measure-
ment framework to more tightly integrate theory-driven measures with data-driven 
mining for analyzing student cognition and metacognition during learning. Ultimate-
ly, we hope to find better ways of inferring students' intent (i.e., goals) from their 
observed behaviors and strategies while using the system.. 
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Abstract. The paper introduces a refined Educational Data Mining
approach, which refrains from explicit learner modeling along with an
evaluation concept. The technology is a ”lazy” Data Mining technology,
which models students’ learning characteristics by considering real data
instead of deriving (”guessing”) their characteristics explicitly. It aims
at mining course characteristics similarities of former students’ study
traces and utilizing them to optimize curricula of current students based
to their performance traits revealed by their educational history. This
(compared to a former publication) refined technology generates sugges-
tions of personalized curricula. The technology is supplemented by an
adaptation mechanism, which compares recent data with historical data
to ensure that the similarity of mined characteristics follow the dynamic
changes affecting curriculum (e.g., revision of course contents and ma-
terials, and changes in teachers, etc.). Finally, the paper derives some
refinement ideas for the evaluation method.

Keywords: adaptive learning technologies, personalized curriculum
mining, educational data mining.

1 Introduction

The way to compose personalized university curricula are different in different
regions of the world. In some countries, students have a lot of opportunities to
compose it according to their preferences. Especially newly entering students
may be not able to cope with the jungle of opportunities, restrictions, prereq-
uisites and other curriculum composition rules to compose a curriculum that
meets all conditions, but also individual needs and preferences. Also, students
may not know exactly in advance, which performance skills are challenged in
the particular courses. Therefore, they cannot know whether or not they can
perform really well in it. Moreover, students may be not consciously aware of
their own performance traits and consider them to compose their curriculum to
optimally make use of it.

The objective of this work is mining personalized optimal curricula not only
based on grade point averages (GPA), but on the particular grade points (GP)
reached in the particular courses. Since each particular course challenges certain
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particular performance skills, the GP distribution on the various courses may
characterize a student’s performance traits. Thus, this information may be help-
ful to suggest best possible curricula complements to the courses taken so far, i.e.
to a student’s educational history. The approach refrains from explicit models,
but uses a database of cases as the model and computes (positive and negative)
correlations to a current case to derive suggestions for optimal curricula.

Proposals to characterize the skills challenged in university courses are usually
explicit models in terms of describing challenged traits (such as the multiple in-
telligence model of Gardner [2]) and learning styles (such as the Felder-Silverman
model [1]), to match with the teacher’s style and material. Despite of their suc-
cessful empirical evaluation such models cannot really been proven. But, such
models are derived from educational data. So, why not using the data itself as
the model instead of deriving explicit assumptions and guesses from it? The ap-
proach introduced here refrains from explicit models, but uses a database of cases
as the model and computes (positive and negative) correlations to a current case
to derive suggestions for optimal curricula. From an Artificial Intelligence (AI)
point of view, this approach can be classified as Case Based Reasoning (CBR).

This may not be a contribution to reform the learning environment itself, but
to utilize it in an optimal way, which is - from the viewpoint of learning success
- a reformation as well.

The paper is organized as follows. Section two explains the concept of (positive
and negative) performance correlations of a planned course to a course already
taken. The correlation concept is expanded to a set of courses taken so far in
section three. Section four explains the way to compose an upcoming semester
by utilizing this concept. In section five, we discuss issues of data maintenance
for computing such correlations. Section six introduces the performed evaluation
method and results along with some refinement ideas.

2 Performance Correlation between Courses

The basic behind this approach is that people have profiles, which influences
their success chance in learning. A learner’s success is determined by many is-
sues. A main issue is certainly the content to learn, which may challenge very
theoretical and analytical towards practical creative matters. Another issue may
be the organization form of learning, which rages from ex-cathedra teaching to-
wards teamwork practices. Furthermore, the degree of matching between the
teaching style of the teacher and the learning style of the learner matters. An-
other issue that influences the learning success are the kind of learning material.
Additionally, social and cultural aspects such as the mutual relation between (a)
teacher and learner, (b) in-between the learners, and (c) between the learner and
people outside the learning process may influence the learner’s performance.

There are various attempts to reveal all these issues and to derive a related
learner modeling approach. Indeed, this is a useful research, because it reveals
reasons for performing good or bad. Only by knowing these reasons learning
scenarios can be improved with the objective to provide optimal conditions for



Curriculum Optimization by Correlation Analysis and Its Validation 313

each individual learner. Unfortunately, our former attempts to select and/or
combine appropriate modeling approaches failed due to missing or impossible to
obtain data.

However, learner profile items are inherent in the learners’ educational data.
Therefore, we shifted our approach to the idea of using the ”lazy” model (a
library of cases) instead of an explicit one. We believe that such individual profile
parameters imply correlations between these degrees in different courses and
thus, there are positive or negative correlations between the degrees of success
in the courses. These correlations characterize implicitly a student’s profile and
can be derived by Educational Data Mining on (former) students’ educational
history.
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Fig. 1. Correlation types

In case of perfect positive correlation, this student will receive the same num-
ber of GP in course y than he/she achieved in course x (see left hand side of
figure 1). In case of perfect negative correlation, this student will receive a num-
ber of grade points in course y which is the higher (lower), the lower (higher)
the number of GP in course x was (see right hand side of figure 1). If there is no
correlation at all between both courses, the challenged skills and the preferable
learning style and learning material preferences are totally independent from
each other (see center of figure 1).

To also include the circumstance that a correlation can change as a result of
former learning experience, we consider only correlations corr(x, y) of courses y
taken at a later time than courses x.

Based on samples of k students S = s1, . . . , sk, who took a course y after a
course x, and each student si achieved gxi GPs in course x and gyi GPs in course
y, the linear correlation coefficient can be computed as

corr(x, y) =

∑k
i=1(g

x
i − gx)(gyi − gy)√∑k

i=1(g
x
i − gx)2

√∑k
i=1(g

y
i − gy)2

(1)

with gz being the average number of GPs achieved by the k students s1, . . . , sk
in course z.

Such correlations can be computed based on known educational histories of
(former) students and applied to courses of the educational history of a current
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student to suggest optimal courses for upcoming semesters. Optimal means pre-
ferring courses with (1) high positive correlation with courses taken so far, in
which the student achieved his/her best results and (2) high negative correlation
with courses taken so far, in which the student achieved his/her worst results.

However, courses with no correlation should be spread in as well. They may
represent learning scenarios that are not experienced so far by the considered
learner. On the one hand, they bag the chance to perform better than so far. On
the other hand, the is a risk to perform worse. We don’t know a good trade-off
between the chances and risks yet and leave this as a parameter in our curriculum
composing technology. Of course, the proposed technology applies only to those
candidate courses for the curriculum, for which all formal prerequisites are met
by the considered student.

3 Performance Correlation between a Course Set and a
Candidate Course

In practice, it happens, that a potential upcoming course y correlates with the
courses X = {x1, . . . , xm} taken so far in various ways, i.e. with some of the
courses in X in a strong positive way, with others in a strong negative way and
maybe, with others not at all. Despite of the fact, that this may be an indication
for not having sufficient data from (former) students, we have to cope with this
situation.

Also, courses are weighted with their related number of units (in Japan) or
credits (in USA and Canada as well as in Europe after the Bologna Reform has
been completed in all participating countries). Since we apply our approach in
a Japanese university, we use the term units here. Therefore, it is reasonable
to weight the different correlations corr(xj , y) of a potential upcoming course y
with the courses taken so far X = {x1, . . . , xm} with the number of units uj of
each xj ∈ X and to compute a weighted average correlation of the course y to
the courses in X :

corr({x1 , . . . , xm}, y) =
∑m

i=1 ui ∗ corr(xi, y)∑m
i=1 ui

(2)

– {x1, . . . , xm} is the set of courses the student, who looks for appropriate
courses for his/her next semester, took so far, and m is the cardinality of
this set, i.e. the number of these courses,

– y is a candidate course for the next semester, for which the students met all
prerequisites and for which the correlation is subject of computing based on
the students’ samples in the database,

– kj is the number of students in the database, who took course y after taking
the course xj (xj ∈ {x1, . . . , xm}),

– gxi

j is the number of grade points the j-th (1 ≤ j ≤ ki) student in {s1, . . . , ski}
of the data base received in the course xi (1 ≤ i ≤ m),
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– gxi is the average number of grade points achieved by the ki students {s1, . . . ,
ski} in the database, who took the course xi (xi ∈ {x1, . . . , xm}), and

– ui is the number of units of course xi (1 ≤ i ≤ m).

In this formula, we consider all courses taken by the student so far equally and
independent from in which of the former semesters he/she took it for selecting
courses for the upcoming semesters.

4 Composing a Curriculum for an Upcoming Semester

A curriculum for an upcoming semester is a subset of the courses Y = {y1, . . . , yn},
which are possible to take in the next semester according to whether or not their
prerequisites (and maybe individual other preferences such as vocational objec-
tives) are met by the educational history X = {x1, . . . , xm}.

As mentioned at the end of section 2, a reasonable relation between (a) the
total number of units for courses that correlate very heavy with the educational
history and (b) the total number of units for courses, which require traits and
learning preferences, which do not correlate at all (and thus, may bring in new
experiences) in the upcoming semester has to be determined. Let F (0 � F <
1) be a reasonable high fraction of highly correlating courses in the upcoming
semester. Also, a reasonable total number U of units in the upcoming needs to
be determined.

For each candidate course yj ∈ Y , the correlation corr({x1, . . . , xm}, yj) to the
educational historyX = {x1, . . . , xm} is computed. Also, the educational history
X = {x1, . . . , xm} has to be divided into (1) a sub-list X+ = {x1, . . . , xm+} of
courses, in which the considered student received the highest number of grade
points and (2) a sub-list X− = {x1, . . . , xm−} of courses, in which the student
received the lowest number of grade points.

Additionally, the student is given the opportunity to add some of the 2nd-
best performed courses of his/her educational history to X+ and some of the
2nd worst performed courses to X−. By doing so, we respect the fact, that a
student may receive a ”not best mark” by bad luck respectively a ”not too bad”
mark just by luck. Thus, we give the student the some space to add subjective
feeling about being good or bad in the particular courses of his/her educational
history.

Then, the set of candidate courses Y = {y1, . . . , yn} should be sorted towards

a list
−→
Y = [y1, . . . , yn] according to decreasing absolute values of (1) corr(X+, y),

if corr(X, y) > 0, i.e. if y correlates positive to the (complete) educational his-
tory respectively (2) corr(X−, y), if corr(X, y) < 0, i.e. if y correlates negative to
the (complete) educational history of the considered student. Of course, the cor-
relations are computed based on the performance data (grade points) of former
students, who too took y after all courses of X+ respectively X−.

Finally, the next semester is composed by subjects from the candidate set
Y = {y1, . . . , yp} (1) the courses taken from the front end of this list until
their total number of units reaches a value, which is as close as possible to
F ∗ U and (2) the rest of the units are taken from the rear end of this list
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until the number of units taken from the rear reaches a value, which makes the
total number of units in semester is as close as possible to U . Formally spoken,
the Semester is composed as follows: Sem := {y1, y2, . . . , yk, yl, yl+1, . . . , yp}
with (1)

∑k
i=1 ui ≈ F ∗ U and (2)

∑p
i=1 ui ≈ U . More exactly, (1) means

|F ∗U −∑k−1
i=1 ui| ≥ |F ∗U −∑k

i=1 ui| and |F ∗U −∑k+1
i=1 ui| ≥ |F ∗U −∑k

i=1 ui|
and (2) means |U − (

∑k
i=1 ui +

∑p
i=l+1 ui)| ≥ |U − (

∑k
i=1 ui +

∑p
i=l ui)|.

Of course, such algorithmic result should be critically reviewed by both the
student and an experienced teacher and manually adjusted.

5 Data Maintenance Issues

The correlation in the (former) students’ data reflect all aspects, which may
influence the learning success, which are (surly incompletely) drafted at the
beginning of section 2. Thus, if any of parameter changes significantly, the former
correlations may not reflect the true correlation after this change, i.e. after such
a change the course should be considered as a new course, even if the content
stays the same.

For example, in case a course teacher changes, the old data from the related
former course need to be deleted from the database, which serves for computing
the correlation, because at least the style of teaching the course and the kind
of material changes by changing the teacher. In some cases, also the course
content changes, too, and thus, the course profile changes even more, because the
challenged traits may change additionally. Therefore, the correlation computing
for between this course and any consecutive course has to begin from scratch.

Also, if a teacher revises a course and changes his/her way of teaching or
the teaching material significantly, this course has to be handled in the same
was as in the above case, i.e. deleted from the database. Deleting a course from
the database does not mean, that the complete students’ traces, which contain
this course have to be deleted, of course. In fact, this would be a waste of the
other useful information within these student’s samples. It only means that this
course does not count any more for correlation computation, i.e. it is excluded
from that.

In case the same course is offered by multiple teachers, these courses have to
be treated as different courses in the database, because different teachers may
teach the same content in different ways.

In fact, each newly available data, also data of students, who did not complete
their study yet, is a valuable source of information and has to be included into
the database for making the correlation computation incrementally better and
better.

6 Validation Approach

To validate the approach, we perform an experiment with available data of 186
sample students’ traces. Since the composed upcoming semesters are compared
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with the real taken upcoming semesters of a subset of students, who took a very
similar educational history, we set (1) the number of units U of the composed
optimal next semester to the average number of units of the really taken upcom-
ing semesters of those students (with the same educational history) and (2) the
fraction of highly correlating courses F of the composed optimal next semester
to the average fraction in the really taken upcoming semester.

Since any 2 students rarely have exactly the same educational history, we have
to fine at least student clusters with ”very similar” educational histories. For
that purpose, we use the clustering algorithm K-means with K = 10 to form
10 clusters with about 15-20 students in each cluster, who have very similar
educational histories in terms of courses taken so far and consider only those
courses of their history, which all students of a cluster had had in common.

2nd Based on 1st Semester Experiment. First, for each cluster of students,
who took the same curriculum (set of courses) X = {x1, . . . , xn} in common in
their 1st semester, we compose an optimal curriculum for the 2nd semester based
on our proposed technology.

For this purpose, we compute the correlation corr(X, yi) of all possible courses

Y = {y1, . . . , yn} as described above and sort them towards
−→
Y = [y1, . . . , yn]

according decreasing values of corr(X, yi).
1

To determine a reasonable value for F , we (1) compute the subset Y ∗ ⊆ Y of
really taken courses by the considered subset of students with the same common
part of the historyX , (2) determine the positions of the courses Y ∗ in −→

Y , (3) look
for ”the biggest gap” in-between any two position numbers, and (4) compute F
by the number of units for the courses in front of this gap, divided by the total
number of units for all courses in Y ∗.

To determine U , we compute the average number of units that have really
been taken in the considered students’ second semester.

Based on
−→
Y , F , and U , we compose an optimal 2nd semester with our tech-

nology as described in section 4. Then, we compute a ”similarity” of each really
taken 2nd semester by the students with the history X by their number of units,
which are part of the optimal 2nd semester, related to (divided by) the total
number of units in their really taken 2nd semester.

In case the real GPAs of the considered students in the 2nd semester increase
with the similarity to the composed optimal 2nd semester, our technology is
proven to be valid. This can easily be seen by drawing a diagram with the
similarity to the composed optimum at its x-axes and the achieved GPS at the
y-axes.

i-th Based on (i − 1)-th Semester Experiments. Next, we do the same
experiment with each cluster of students, who took the same curriculum (set of
courses) {x1, . . . , xn} in common in their 1st and 2nd semester.

1 The top index in the sorted list is intended to clear up, that yi is usually different
from yi.
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Third, we do the same experiment with each cluster of students, who took the
same curriculum (set of courses) {x1, . . . , xn} in common in their 1st, 2nd, and
3rd semester and so on until the subsets of students with identical educational
histories become too small (at latest, when they have one element only).

7 Summary and Outlook

We introduced a refined technology to mine course characteristics similarities of
former students’ study traces and utilize them to optimize curricula of current
students based to their performance traits revealed by their study achievements
so far.

This way, our technology generates suggestions of personalized curricula. Fur-
thermore, this technology is supplemented by an adaptation mechanism, which
compares recent data with historical data to ensure that the similarity of mined
characteristics follow the dynamic changes affecting curriculum (e.g., revision of
course contents and materials, and changes in teachers, etc.).

Meanwhile, we collected sufficient data to mine such correlations (namely 186
students’ traces) and start advising students optimal curricula based on this
technology. Our next step is to perform the experiments as outlines in section
six and analyze their results.

Furthermore, we investigate more refined correlation measures (than linear
correlation), which are said to be more robust against outliers in the data base.
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Abstract. With the emergence of eTextbooks initiatives on the rise, it is 
promising that eTextbooks support significant opportunities for improving the 
educational practices. However, there are both positive and negative reports of 
using eTextbooks in the academic setting. This study was aimed at exploring 
the concept of eTextbooks by confirming the opinions from stakeholders on the 
features and functions of eTextbooks in K-12 classes using a Delphi method. 
We conducted a three-round Delphi study with 56 respondents, including 
administrators, teachers, students, parents, and researchers from 14 
organizations in Beijing. The findings identified 18 features and functions that 
covered a range of dimensions including structure and layout, interactive media, 
note-taking tools, assignment tools and management tools. Then, we tested 
eTextbooks in real classes at two primary schools initiatively. The results 
showed that eTextbooks could keep the instructional process running as 
smoothly as before.  

Keywords: eTextbooks, concept, functions, stakeholder, Delphi study, K-12 
classes. 

1 Introduction and Literature Review 

The prevalence of information technology is introducing a new trend in electronic 
publishing. Electronic publications are rapidly replacing printed materials. Many 
books are now available in electronic formats. With the tide of eBooks, eTextbooks 
have been under development in many countries. In Japan, the Ministry of Internal 
Affairs and Communications (MEXT) proposed the deployment of eTextbooks to all 
elementary and junior high school students by 2015, in the “Haraguchi-Vision”, in 
late 2010[1]. In Korea, the “Education and Human Resources Development Ministry” 
and the “Korea Education and Research Information Service Korea” have been 
developing digital textbooks under the policy of “Government's Plan to Introduce 
Smart Education”. Under this policy, eTextbooks are scheduled to be introduced into 
elementary and junior high school by 2014[2]. According to a report published in 
USA Today, the Obama Administration is advocating the goal of an eTextbook in 
every student’s hand by 2017[3]. 

                                                           
* Corresponding author. 
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So what is an eTextbook? Byun et al. defined eTextbooks from the aspect of 
multimedia: “a digital learning textbook that maximizes the convenience and 
effectiveness of learning by digitizing existing printed textbooks, to provide the 
advantages of both printed media and multimedia learning functions such as images, 
audiovisuals, animations, and 3D graphics as well as convenient functions such as 
search and navigation”, which was also called, “digital textbooks”[4]. From the 
perspective of learning mode, Hsieh, et al. mentioned that the eTextbook is a kind of 
technology-mediated learning by nature[5]. The technology here is as mediation and 
communication for learning. Learning with eTextbooks is not independent activity but 
a community of practice that allows much communication among its participants. To 
meet the classroom teaching and learning requirement for Chinese K-12 schools, 
Chen et al. stated that eTextbook was a special kind of eBook developed according to 
curriculum standards, which meets the students’ reading habits, facilitates organizing 
learning activities, and presents its contents in accordance with paper book style[6]. 
So how to give a clear definition for eTextbook still needed to refine.   

Many researchers assert that eTextbooks have lots of advantages. Compared to 
paper textbooks, Sun & Flores asserted that what would really make eBooks viable 
for academic use is added functionality over printed versions. eTextbooks are portable 
and relatively easy to attain with complementary features, such as searching, hyper 
linking, highlighting, and note sharing[7]. Compared to eBooks, Hsieh, et al. 
suggested that the feature of eTextbooks could facilitate learning activities rather than 
just reading, which provide open access to students[5]. They asserted that eTextbooks 
could fit the characteristics of learning and the characteristics of the students would be 
understood.  

However, there are still negative aspects of eTextbooks in instructional practice. 
According to Nicholas & Lewis, some of the disadvantages inherent with eTextbooks 
include the eyestrain from electronic displays[8]. From the aspect of user experience, 
Daniel et al. pointed out that the medium of eTextbook itself might not be as 
comfortable as a paper textbook experience for readers. The design of an eTextbook 
may need to make for a more constructive user experience[9]. Regarding to reading 
comprehension, some researchers argued that personal habits have developed early in 
life, which makes it difficult to adjust to new reading format for many people who 
grew up exclusively with printed texts[10]. Problems have emerged because learning 
with eTextbooks is beyond just reading with eBooks. 

So, there are differences among opinions of eTextbooks from various researchers 
who have conducted studies in colleges and outside of classrooms, which cannot 
cover all the context of using eTextbooks. In this study, we tried to explore the 
concept of eTextbook from the perspective of the stakeholders using the Delphi 
method[11, 12], which will enable us to confirm what functions are needed for using 
eTextbooks in K-12 classes. 

2 Research Design 

2.1 Research Framework and Procedures  

To explore the concept of eTextbooks in K-12 classrooms, we proposed the research 
framework. In the preliminary research period, we listed the advantages (functions) of 
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eTextbooks through reviewing literature and identified respondents. In the first round 
of the Delphi study, we conducted a survey to examine what functions parents, 
teachers, students and administrators consider of great importance in using eTextbook 
in K-12 classrooms. For the second round of the Delphi study, we conducted face-to-
face interview with 9 respondents. We summarized the required functions from the 
second-round of the study. In the third-round of the Delphi study, we interviewed 5 
experts (researchers) from Beijing Normal University, so that we would refine the 
functions to be needed in real K-12 classes correctly. Then, we developed eTextbooks 
with specified functions and piloted the functions in real classed in order to confirm 
the required functions. 

2.2 Participants  

56 stakeholders were interviewed to determine the functions required for eTextbooks 
in K-12 classes, including 9 administrators, 19 teachers, 13 students, 10 parents, 5 
researchers from 14 organizations in Beijing. To confirm the required functions, there 
were 9 teachers and 203 students in Grade 4 from two elementary schools in Beijing 
taking part in the research.  

2.3 Data Collection 

During the first round Delphi study, we proposed the interview outline with 3 open-
ended questions:  

(1)The advantages of eTextbooks: Compared to printed textbooks, what are the 
advantages of e-textbooks?  

(2) Concept and features: What are your opinions on the concept of eTextbooks in 
K-12 classes? What kind of features from the checklist that should be considered 
when designing eTextbooks? 

(3) Challenges: What are the challenges for eTextbooks in K-12 schools? 

Defining consensus: Levels of agreement using the Likert scale was applicable to 
previous research, as quoted by McKenna [13] as 51% and by Williams & Webb [11] 
as 55%. Respondents’ additional views and comments on items were also sought 
using both additional “tick boxes” and by providing space for written comments. This 
proved to be a valuable addition to the function checklist. The second and the third 
round were as the same as the first round.  

After piloting the functions of eTextbook in K-12 classes，we collected the 
interviews from the 5 teachers and 10 students at random. 

3 Results and Discussion 

3.1 Results from the First-Round Delphi Study  

Before conducting the first-round Delphi study, we listed the functions (advantages) of 
eTextbooks from the literature and the experiences of our research team, including 
structure, interactive rich-media, note-taking tools, assignment tools and management 
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tools. Then we divided the draft functions checklist into 43 items, as shown in Fig. 1. 
We interviewed 51 respondents. All respondents were requested to rate the validity of 
each item on a 5-point Likert-type scale from 1 (not appropriate) to 5 (appropriate). The 
differences in opinions were discussed and resolved in a face-to-face interview with the 
relevant stakeholder groups later. The validity was evaluated by the same method. 

 

Fig. 1. Functions required for eTextbooks in K-12 Classes (from literature review) 

Through analyzing the point of views from the stakeholders we found that they 
widely accepted the functions and features of eTextbooks to be divided into 5 
dimensions (Mean>4.00, Min=3, Max=5). With regard to the items from each 
dimension, by calculating the mean from the function list, we deleted the items that 
were under 3.0. 24 items of 43 were remained. In all items, the median value was 4 or 
more and the difference between the minimum and maximum was 1. 

Additionally, from respondents’ opinions, we revised some expressions of the 
dimensions and items to make them more accurate and appropriate. For dimensions, 
we changed “Structure (S)” to “Structure and layout (S)”, and “Interactive Rich 
Media” to “Interactive Media”. For items, we changed “S1: Similarity to paper 
textbooks” to “S1: Similarity to paper books”, “S4: Page turning” to “S4: Page flip 
effect”, and “M5: Searching” to “M5: Searching in eTextbook and notes”.   
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3.2 Results from the Second-Round Delphi Study 

Using the results of 5 dimensions including 24 items from the first-round interviews, 
we conducted a face-to-face interview with the stakeholders. Nine (9) respondents (3 
administrators, 3 teachers, and 3 parents) revised the function list according to 
readability and functions for supporting teaching and learning, and deleted 8 
controversial items. Hence, after the second-round Delphi study, 16 items from the 
functions of eTextbooks that were required for classes remained. 

3.3 Results from the Third-Round Delphi Study 

We sent the revised version to 5 researchers who focused on eTextbook in education 
from Beijing Normal University. The validity test used "Content Validity Ratio" 
(CVR) method. 5 researchers were invited to give scores on the validity of the 
functions list. After collecting their scores, all the 16 items with CVR were over 0.8. 
The researchers suggested that 2 items (A8 and M14) should be added to the function 
list of eTextbooks. For item A8, researchers asserted that eTextbooks should enable 
students to submit their homework via a submitting system. Students’ benefit from the 
system no matter in class or outside of class when they finish their homework and 
would like to submit them. For item M14, researchers pointed out that the function of 
synchronizing contents and notes was beneficial to both online and offline learning. 
Teachers and students would be able to synchronize various instructional materials 
simultaneously, which supports ubiquitous learning. The result from the third-round 
Delphi study was shown in Fig. 2. 

 

 
Fig. 2. Result from the third-round Delphi study 

3.4 Piloting eTextbooks with Particular Features in Class 

According to the results from third-round Delphi study, we designed eTextbooks with 
18 required functions (as in Fig. 2). Then we conducted the pilot experiment to refine 
the functions with responds from teachers and students. Based on the piloting school 
conditions, we chose iPads as learning devices in classroom for each teacher and 
student; iBooks were used as eTextbooks reader software for the presentation of the 
learning contents; iTeach developed by the team of researchers was used as an 



324 G. Chen et al. 

interaction platform for teacher, students and contents. We observed and recorded 
fourteen classes taught by nine teachers to clarify the correspondence by considering 
the function and its practical usage. We collected the teachers’ reflection documents 
after class and interviewed nine teachers for investigating their experiences.  

  

Fig. 3. Using eTextbooks in real class 

Teachers and students confirmed that the 18 functions had all played an important 
role in facilitating the teaching and learning performance in the classes. It was of great 
significance to design eTextbooks with the concept that had a focus on these 
functions. From teachers’ perspectives, among the 5 dimensions, they mentioned that 
eTextbook should inherit the functions of paper textbooks that keep the classroom 
instruction running smoothly, including annotating, highlighting, etc. From students’ 
opinions, the structure and layout of the eTextbooks should be able to match the 
diversity of their learning styles. They were able to immerse themselves in learning 
when using eTextbooks. So, it benefited teachers and students when using eTextbooks 
with specified functions. 

4 Conclusion 

In this study, we conducted research on exploring the concept of eTextbook in K-12 
classes from the perspective of the stakeholders by confirming the functions required 
for eTextbook with a 3-round Delphi study. From their responses, it can be concluded 
that the following aspects of functions are supported most among stakeholders: 

1. The main functions of eTextbook could be evaluated from five dimensions, such 
as structure and layout, interactive media, note-taking tools, assignment tools and 
management tools. 

2. The eTextbooks with similar structures and layout of paper textbooks would 
help students follow their reading habits for accepting them initiatively. The structure 
of paper textbook, such as table of contents, chapter headlines, index, page numbers, 
are considered to be of great importance; the unique feature of eBook such as 
zooming, page flip effect, and navigating should also be taken into consideration.  

3. From the teachers’ perspective, the management tools of eTextbooks are very 
important for utilizing them in normal classes and expanding their use, such as 
distributing assignment, searching in eTextbook and notes, embedding offline 
glossary, synchronizing contents and notes. 
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4. From the teachers’ and parents’ perspective, the assignment tools of eTextbooks 
are necessary for doing homework and communicating between parents and teachers, 
such as testing online/offline, finishing typing/handwriting homework assignments, 
submitting then via the built-in system. 

5. From the students’ perspective, the note-taking tools of eTextbooks enable them 
to take notes like paper textbooks. Additionally, the unique features of note-taking 
tools would enhance the students’ note-taking abilities in and out of classes, including 
bookmarking, highlighting and annotating.  
 
This is a tentative research on exploring the concept of eTextbook in K-12 classes and a 
Delphi study has its own limitations. So investigation on a larger scale of sample 
capacity will be needed to collect more evidences in order to confirm these findings. A 
series of further experiments should be carried out to examine the findings of this study.  
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Abstract. In this study, a multi-dimensional personalization approach is pro-
posed for developing adaptive learning systems by taking various personalized 
features into account, including learning styles and cognitive styles of student. 
In this innovative approach, learning materials were categorized into several 
types and associated as a learning content based on students’ learning styles to 
provide personalized learning materials and presentation layouts. Furthermore, 
personalized user interfaces and navigation strategies were developed based on 
students’ cognitive styles. To evaluate the performance of the proposed ap-
proach, an experiment was conducted on the learning activity on the learning 
activity of the "Computer Networks" course of a college in Taiwan. The expe-
rimental results showed that the students who learned with the system devel-
oped with the proposed approach revealed significantly better learning 
achievements than the students who learn with conventional adaptive learning 
system, showing that the proposed is effective and promising. 

Keywords: adaptive learning, personalization, learning style, cognitive style. 

1 Introduction 

In the past decade, various personalization techniques have been proposed for  
developing adaptive hypermedia learning systems, and have demonstrated the benefit 
of such an approach [1], [2]. Many researchers have indicated the importance of tak-
ing personal preferences and learning habits into account [3]. Among those personal 
characteristics, learning styles which represent the way individuals perceive and 
process information have been recognized as being an important factor related to the 
presentation of learning materials [4]. On the other hand, cognitive styles have been 
recognized as being an essential characteristic of individuals' cognitive process. Re-
searchers have tried to develop adaptive learning systems based on either learning 
styles or cognitive styles; nevertheless, seldom have both of them been taken into 
consideration, not to mention the other personalized factors [1], [5], [6].To cope with 
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this problem, this paper presents an adaptive learning system which is developed by 
taking students’ preferences and characteristics, including learning styles and cogni-
tive styles, into consideration. Moreover, an experiment has been conducted to show 
the effectiveness of the proposed approach. 

2 Literature Review 

2.1 Learning Styles and Cognitive Styles 

Learning styles have been recognized as being an important factor for better under-
standing the model of learning and the learning preferences of students [7]. Keefe [8] 
defined an individual’s learning style as a consistent way of functioning that reflects 
the underlying causes of learning behaviors, he also pointed out that learning style is a 
student characteristic indicating how a student learns and likes to learn. The Felder–
Silverman Learning Style Model (FSLSM) developed by Felder and Silverman [9] 
have been recognized by many researchers as being a highly suitable model for de-
veloping adaptive learning systems. Kuljis and Lui [10] further compared several 
learning style models, and suggested that FSLSM is the most appropriate model with 
respect to the application in e-learning systems. Consequently, this study adopted 
FSLSM as one of the factors for developing the adaptive learning system. 

On the other hand, cognitive style has been recognized as being a significant factor 
influencing students’ information seeking and processing [10]. It has also been identi-
fied as an important factor impacting the effectiveness of user interfaces and the navi-
gation strategies of learning systems [1]. Among various proposed cognitive styles, 
the field dependent (FD) and field independent (FI) styles proposed by Witkin, 
Moore, Goodenough and Cox [11] are the most frequently adopted. Therefore, in this 
study, FI/FD cognitive style is adopted as another factor for developing the adaptive 
learning system. 

Accordingly, in this study, learning styles are used to provide personalized learning 
materials and presentation layouts, while cognitive styles are used to develop persona-
lized user interfaces and navigation strategies. 

2.2 Adaptive Learning Systems 

An adaptive learning system aims to provide a personalized learning resource for 
students, especially learning content and user-preferred interfaces for processing their 
learning. Researchers have indicated the importance of providing personalized user 
interfaces to meet the learning habits of students [1]. It can be seen that the provision 
of personalization or adaptation modules, including personalized learning materials, 
navigation paths or user interfaces, has been recognized as an important issue for 
developing effective learning systems [12]. 

Several studies have been conducted to develop adaptive learning systems based 
on learning styles or cognitive styles [1], [3], [13]. However, few studies have consi-
dered multiple learning criteria, including learning styles, cognitive styles, and know-
ledge levels, for developing adaptive learning systems. 
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3 System Implementation 

The proposed adaptive learning system (ALS) consists of four modules: the Learning 
content-Generating Module (LCGM), the Adaptive Presentation Module (APM), the 
Adaptive Content Module (ACM) and the Learning Module (LM). Fig. 1 shows the 
framework of the ALS modules. 

 

Fig. 1. The framework of ALS modules 

3.1 Learning Content-Generating Module  

Fig. 2 shows the concept of the learning content-generating module, which is used to 
extract contents from raw materials and generate chunks of information for compos-
ing personalized learning materials based on the presentation layout. Each subject unit 
contains a set of components, such as the ID of the unit, texts, photos, etc. The com-
ponents of a subject unit are classified into the following six categories: 

• Concept unit: containing the title, concept ID, abstract and representative icon of 
the course unit.  

• Text components: the text content of the course unit. 
• Example component: the illustrative examples related to the course content. 
• Figure component: the pictures, photos and figures related to the course unit. 
• Fundamental component: Fundamental components contain the primary contents 

of a course, including the title of each learning unit or concept, and the correspond-
ing texts, figures, examples and exercises. 

• Supplementary component: Supplementary components contain supplementary 
materials that are helpful to students in extending the learning scope or realizing 
the concepts to be learned. 
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Fig. 2. The concept of LCGM 

After selecting the appropriate components (learning materials), LCGM organizes the 
selected components based on individual students' learning styles and cognitive styles. 
The selection rule of LCGM depends on the metadata of each component. For exam-
ple, concept C3.1 has six components (Fig. 2), three of them assigned to fundamental 
component, the others selected as associated / supplementary components. The orga-
nized learning content is then presented to individual students based on the presenta-
tion layout framework (process with APM), which consists of the following areas: 
The system reservation area, curriculum navigation area, learning content area, sup-
plementary material area and the guided navigation area. For example, for the FD 
students, "next stage" and "previous stage" buttons are provided to guide the students 
to learn the course materials in an appropriate sequence.  

3.2 Adaptive Presentation Module 

The adaptive presentation module (APM) consists of two parts: the layout strategy 
based on student cognitive styles and the instructional strategy based on their learning 
styles. The layout strategy focuses on adjusting the presentation layout for individual 
students based on their cognitive styles. The FD students prefer structured informa-
tion, promotion and authority navigation; on the other hand, the FI students like to 
organize information by themselves. From the perspective of the course lesson navi-
gation, the user interface for the FD students is designed to show less information at 
the same time to avoid distracting them, which is called “Simpler interface” in this 
study; on the contrary, the interface for the FI students presents more information to 
help them make a comprehensive survey of the learning content, which is called 
“more complex interface,” as shown in Table 1. 
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Table 1. User interface design principle for FI/FD students 

 Field-Dependent (FD)  Field-Independent (FI) 
Simpler interface  
Less information presented at the same 
time 
Providing only frequently used func-
tions (such as Logout) and links to the 
information related to the current learn-
ing content 

More complex interface  
More information presented at the same 
time 
Providing links to show the full func-
tions of the system and the schema 
(chapters and sections of course) of the 
entire learning content 

3.3 Adaptive Content Module 

The Adaptive Content Module is related to content adjustment for students of differ-
ent learning styles. There are four dimensions of learning style (LS) in the Felder-
Silverman learning style model: Active/Reflective, Sensing/Intuitive, Visual/Verbal 
and Sequential/Global dimension. The rating of each dimension ranges from -11 to 
+11. Based on individual students' ratings in each dimension, the learning system 
adapts the instructional strategy to meet their needs. The instructional strategies and 
content adjusting principle of the proposed system were designed based on the cha-
racteristics of each Felder-Silverman learning style dimension (Felder & Silverman, 
1988). The adjusting principles of ACM which refer to FSLSM are constructed by 
rule-based decision tree. For example, visual-style learners tend to learn better from 
visualized materials, such as pictures, diagrams and films, while verbal-style learners 
prefer text materials. The Sequential-style learner receives learning materials in a 
logical order, while Global-styles learner is able to browse through the entire chapter 
to get an overview before learning.  

3.4 Learning Module 

The LM provides students with the learning content and user interface generated 
based on their cognitive styles and learning styles. As mentioned above, Sequential 
students tend to gain understanding in linear steps, with each step following logically 
from the previous one, and tend to follow logical stepwise paths when finding solu-
tions. Global students tend to solve problems quickly once they have grasped the big 
picture, and tend to learn in large jumps without seeing connections. Fig. 3 shows a 
learning module for an FI student with [SEQ/GLO: 4] (tend to Global), and a learning 
module for another FI student with [SEQ/GLO: 8] (more tend to Global).  

Fig. 4 shows another illustrative example to show the similarities and differences 
between the learning modules generated for FD students with verbal and visual learn-
ing styles. It can be seen that the learning content has been adjusted to meet the stu-
dents' learning styles. Moreover, the user interface in Fig. 4 (for FD students) is much 
simpler than that in Fig. 3 (for FI students), showing part of the adjustments made for 
the students with different cognitive styles. The user interface for FI students (Fig. 3) 
included the course schema in the left panel and a navigation button on the top of the 
screen, while that for the FD students only had the title of current course unit. From 
literature, most FD students were likely to be affected by contexts. 
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Fig. 3. Illustrative example of a learning module 

 

Fig. 4. Learning modules for FD students with verbal and visual learning styles 

4 Experiment and Evaluation 

To evaluate the performance of the proposed approach, an experiment was conducted 
on the learning activity of the "Computer Networks" course of a college in Taiwan. 
The participants were randomly divided into a control group (n = 27) and an experi-
mental group (n = 27). The students in the experimental group were arranged to learn 
with the adaptive learning system; On the other hand, the students in the control group 
learned with a conventional adaptive e-learning approach.  

To evaluate the effectiveness of the proposed approach, a pre-test, a post-test, and 
the measures of cognitive load was employed in the experiment. The result implying  
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that these two groups did not significantly differ prior to the experiment with t=-0.82, 
p>0.05. Table 2 shows the ANCOVA result of the post-test using the pre-test as a co-
variate. It was found that the students in the experimental group had significantly better 
achievements than those in the control group with F = 5.35 and p<.05, indicating that 
learning with the proposed adaptive learning approach significantly benefited the  
students in comparison with the conventional learning style-based adaptive learning 
approach. On the other hand, Table 3 shows that there is no significant difference be-
tween the two groups in terms of mental effort, while the experimental group showed 
significantly lower mental load than the control group with t = 1.46 and p < .05. 

Table 2. Descriptive data and ANCOVA of the post-test scores 

 N Mean S.D Adjusted Mean Std.Error. F value 
Experimental group 27 84.85 7.32 84.88 4.76 5.35* 
Control group 27 80.33 7.22 80.30  4.76  

*p<.05 

Table 3. The t-test of the cognitive load levels of the post-test result 

  N Mean S.D t 
Mental load Experimental group 27 4.07  1.07 1.46* 
 Control group  4.59 1.50   
Mental effort  Experimental group 27 5.56 1.78 -0.84 
 Control group  5.14 1.77  

5 Discussion and Conclusions 

Adaptive learning has been identified as being an important and challenging issue of 
computers in education. In most studies, only one or two dimensions of a learning 
style model are considered while developing the adaptive learning systems. Moreo-
ver, in most systems, only a fixed type of user interface is provided. In this paper, we 
propose an adaptive learning system developed by using both learning styles and 
cognitive styles to adapt the user interface and learning content for individual stu-
dents; moreover, the full dimensions of a learning style model have been taken into 
account. The experimental results showed that the proposed system could improve the 
learning achievements of the students. Moreover, it was found that the students’ men-
tal load was significantly decreased and their belief of learning gains was increased. 

From the experimental results, it can be seen that the proposed approach is promis-
ing. The developed system can be applied to other applications by replacing the learn-
ing components with new ones. Furthermore, it is expected that the learning portfolios 
of students can be analyzed and more constructive suggestions can be given to teach-
ers and researchers accordingly. 
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Abstract. In online learning, educators and course designers traditionally have 
difficulty understanding how educational material is being utilized by learners 
in a learning management system (LMS). However, LMSs collect a great deal 
of data about how learners interact with the system and with learning materi-
als/activities. Extracting this data manually requires skills that are outside the 
domain of educators and course designers, hence there is a need for specialized 
tools which provide easy access to these data. The Academic Analytics Tool 
(AAT) is designed to allow users to investigate elements of effective course de-
signs and teaching strategies across courses by extracting and analysing data 
stored in the database of an LMS. In this paper, we present an extension to 
AAT, namely a user-friendly and powerful mechanism to retrieve complex in-
formation without requiring users to have background in computer science. This 
mechanism allows educators and learning designers to get answers to complex 
questions in an easy understandable format.  

Keywords: Learning Analytics, Learning Management System, Log Data. 

1 Introduction 

Learning management systems (LMSs) collect and store a great deal of data about 
learners and learning materials/activities along with how learners interact and utilize 
these materials/activities [1]. As learners access more and more learning mate-
rial/activities online, and as LMSs collect more and more data about learners and their 
interactions, analysing and understanding that data has become critical for many rea-
sons. For instance, this data can inform educators and learning designers about how 
students learn and how they use the provided materials/activities, leading to valuable 
insight into student behaviours and enabling educators and learning designers to better 
adapt learning content and teaching strategies to student needs. Such insights may 
lead to better understanding of the effectiveness of course designs and teaching 
strategies, and thus to better student satisfaction and increased student performance 
from improved learning designs and teaching strategies. 

                                                           
* The authors acknowledge the support of Athabasca University and NSERC. 
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The concept of analysing learning system data is not new. Rudimentary analytics 
have been employed since the beginning of computer-based training [2], for example 
to add a degree of personalization to the learner's experience. However, when dealing 
with aggregated data of a high number of users in a large instructional setting, more 
advanced techniques and tools are required to effectively understand learners' interac-
tions with the course materials and resources of the LMS, particularly when analyzing 
such data across entire programs of study. The large amount of data generated is often 
stored in complex log files or databases, and therefore, specialized techniques are 
required to process the data and derive meaningful information. These techniques are 
often not within the skill-set of instructional designers and educators as they are 
highly technical or computational in nature and require specific skills and tools (such 
as knowledge of database schema/SQL). Therefore, such educational log data are 
typically not accessed by learning designers and educators, and thus, little feedback is 
available for them on whether their teaching strategies and learning designs are actu-
ally helping students. Siemens [3] writes that the field of learning analytics (and its 
related research) must make such activities relevant to educators and administrators – 
this is only possible if tools are developed that specifically aim at this group to help 
them understand, evaluate and act on the data that learning systems generate.  

Given this skills gap, researchers have started to design and build solutions to assist 
educators in understanding the data in their learning systems. Tools such as GLASS 
[4], LOCO-Analyst [5], and CosyLMSAnalytics [6] have been developed to meet this 
need, however they all have either complex user interfaces, are specific to only one 
LMS, only extract data without providing even basic analytical functionality, or re-
quire other specialized software to be installed. 

This paper focuses on the Academic Analytics Tool (AAT) [7]; a browser-based 
application that can access and report on the data generated by any LMS. While a 
general description of the tool is provided by Graf et al. [7], the aim of this paper is to 
introduce an extension of the tool which increases the user-friendliness of AAT and at 
the same time provides users with advanced access to complex information from edu-
cational log data.  

The paper is structured as follows: Section 2 provides a brief overview of AAT. 
Section 3 presents the proposed extension of the tool and Section 4 concludes the 
paper and discusses future work.  

2 Overview of AAT 

AAT allows users to access and analyse educational log data from any LMS. It uses 
input data from one or several databases of an LMS, extracts and analyses the data 
that are specified by users, stores the results within the Academic Analytics database, 
and allows exporting the results as CVS and HTML files to be further used by visu-
alization or advanced statistical tools. In the following paragraphs, the main design 
decisions and building blocks of the tool are described to provide an overview of AAT. 

In order for users to be able to specify what data they are interested in accessing 
and analysing, one of the main building blocks of AAT is the notion of concepts, 
which refer to logical constructs of interest to the user (such as a course, discussion 
forum, quiz etc.). Most of these concepts are learning objects (e.g., discussion forum, 
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quiz, resource, etc.) and therefore, have a pedagogical type which defines their educa-
tional purpose (e.g., a quiz could be for self-assessment or graded). 

While concepts only allow users to specify the area in which they are interested, 
patterns allow them to specify in more detail what data they exactly are looking for. 
Patterns are similar to reports or queries and can be simple lists of concepts (e.g., a list 
of students who have posted more than 5 times in a forum) or an analysis/calculation 
on concepts (e.g., the average amount of time students spent on quizzes).  

In order to make the tool applicable for different LMSs, templates have been intro-
duced, which can be seen as the interface between the tool and the databases. While 
patterns specify what data should be extracted from a database, templates specify 
where (i.e., what tables and columns) the respective data resides within the database 
of a particular learning system, considering the version of the system (e.g., Moodle 
2.2). Each LMS version/instance has its own template, and the template is configur-
able to encompass any alterations or modifications to the out-of-the-box schema. 
Therefore, the tool can be used for an LMS even if its database schema has been 
modified to meet the needs of the institution.  

In the context of AAT, a database is the underlying repository for an LMS. AAT 
can connect to different databases as well as to multiple databases at the same time.  

Another central entity to AAT is the dataset. A dataset specifies one or more 
courses that the user is interested in. The dataset defines on which data the patterns 
are executed (e.g., all courses in Nursing, the course “Introduction to Biology”, etc.).  

In order to allow a user to run patterns repeatedly over time on the same or differ-
ent datasets and databases, profiles have been introduced. A profile can be seen as an 
experiment for extracting and analysing particular data. In a profile, a user specifies 
which LMS is used (through selecting a template), which courses and time spans 
should be investigated (through selecting the dataset), and which data the user is in-
terested in (through selecting patterns). AAT guides the user through this specifica-
tion process. Once the profile is created, it can be used to extract and analyse the 
specified data. 

Another important feature of AAT is user management, including user roles and 
the authentication process. All users authenticate to the tool via built-in login or via 
CAS [10]. The authentication method is set via the application's configuration file. 
There are two principle types of users in AAT: Administrators and Standard Users. 
Administrators can add or edit templates and are assumed to have an understanding of 
the LMS database's schema. Administrators also define the database connections the 
tool uses to access LMS data, including the authentication credentials. Standard Users 
(e.g., educators, course designers) can use the tool to select an LMS to connect to, 
select a dataset, create/edit/store/delete patterns, and create/edit/store/delete profiles. 
Standard users are not expected to have any knowledge of database schema or SQL. 

3 Pattern Creation Mechanism 

While the previous section provided a brief overview of AAT, this section presents an 
advanced pattern creation mechanism that extends AAT to provide users with easy-to-
use functionality to extract and analyse complex information from educational log 
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data. The mechanism includes three components to improve the user-friendliness and 
the capacity of the tool to enable the user to ask complex questions (and therefore 
build complex patterns) while still remaining easy to use for users without computer 
science background. These components include: (1) an ontology for easy use of the 
tool, (2) a refined approach for pattern chaining, and (3) further options and a wizard-
style user interface for pattern creation. In the following subsections, these three com-
ponents are presented in more detail. 

3.1 AAT Ontology  

Ontologies in the information systems context are utilized to represent the knowledge 
about a system (i.e., its parts, relationship of parts, activities, etc.), to share that 
knowledge, and house a vocabulary about that system [11]. Such an ontology forms 
the reference point for design and implementation considerations for AAT. The AAT 
system domain knowledge is represented by the AAT Ontology illustrated in Fig. 1. 
In this figure only the most relevant attributes are included as examples since a com-
plete visualization of all the attributes is space-prohibitive. There are three key aspects 
to the AAT Ontology: Concepts, Databases and Templates. 

Concepts represent the entities that are considered in the system to get information 
about and perform analysis. Each concept can have one or more attributes that contain 
data about this concept. In this ontology, there are five main types of concepts: User, 
Course, Learning Object, Message and Log. The User concept consists of three sub-
types which represent common roles in an LMS: Student, Teacher, and Course Crea-
tor. Similarly, the Learning Object concept has several subtypes that encompass the 
types of learning objects typically used by LMSs: assignments, quizzes, forums, 
books, resources, wikis, blogs, surveys, and lessons. The list of learning objects, users 
and concepts can be easily extended if needed, making the ontology extensible. 

A Database is the repository that includes data about the learners and their behav-
iour/performance (i.e., a database of an LMS) and is mapped by the template to facili-
tate pattern creation. 

A Template is composed of Concept Mappings, one for each concept that is sup-
ported by the LMS. A Concept Mapping not only maps the relationship between the 
concept and the concept's location in the LMS database, but also the relationship be-
tween concepts. Specifically, the concept mapping includes four types of information. 
First, it provides information on where a concept and its attributes are stored in an 
LMS database, including the concrete information in terms of tables and columns. 
Second, it also includes information about the relationships between concept attrib-
utes and the database schema, which is critical when a concept is physically stored in 
multiple database tables. For example in Moodle, data about quizzes is stored in sev-
eral tables, so the concept mapping for the concept quiz provides information about 
how these quiz tables are related to each other (e.g., which question belongs to which 
quiz) and how information in these tables can be found. Third, a concept mapping 
stores the relationships between the respective concept and other concepts, as well as 
indicates the unique id of each concept. For example, information about how the con-
cept Student is related to other concepts such as Discussion Forum, Quiz, etc. is stored 
(e.g., to find out which student has posted messages in a discussion forum). Fourth, a 
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concept mapping stores labels for the concept and its attributes. Such labels are names 
for the concept and its attributes that can be easily understood by users of the tool 
without knowledge about the database schema and how tables and columns are called 
in the database. These labels are then used throughout the system as names for con-
cepts and their attributes (e.g., in the pattern creation process) so that users are able to 
employ terminology they are comfortable with. These labels are LMS/template spe-
cific, so that different terminology can be used for different learning systems. This is 
an important feature to make the system user-friendly, as different vendors use their 
own terminology, to which users of that LMS become accustomed.  

 

Fig. 1. AAT Ontology 

3.2 Pattern Chaining 

Pattern chaining facilitates the creation of complex patterns through utilizing simpler 
patterns as inputs. This way, complex patterns can be easily created. A user can start 
with a simple pattern (e.g., a list of students’ grades on assignments) and then refine 
the pattern more and more, deepening his/her investigation about learners’ behav-
iours/actions or the quality of learning material. This functionality allows a user to 
incrementally and progressively build increasingly complex patterns. For example, if 
a user wishes to identify difficult quiz questions, he/she can build a pattern that ex-
tracts data about the average performance of students on questions within quizzes. On 
top of this pattern, the user can create another pattern that outputs all quiz questions 
where the average performance of students is lower than, for example, 70%.  

There are two types of pattern chaining. First, one pattern can be used as input for 
another pattern, and therefore restrict the result set of the base pattern. Second, two 
existing patterns can be merged, leading to a combination of the result sets of these 
two patterns.  
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In order to make it possible to chain patterns (for both types), particular additional 
data as well as meta-data need to be stored for each pattern. Such additional data in-
clude identifies of the table(s) from which the data have been retrieved. Such identifi-
ers are indicated in the ontology as the unique id of a concept. For example, if we 
retrieve a list of all assignment grades that have been achieved by students, then addi-
tional data such as the assignment id has to be stored (even if the user is not interested 
in this id). Furthermore, meta-data are needed that indicate from which location the 
respective data have been retrieved. This information can be easily retrieved from the 
AAT ontology, in particular the concept mappings.  

3.3 Advanced and User-Friendly Pattern Creation Interface 

In this section, an easy to use wizard-style interface for creating patterns is presented. 
From technical point of view, the end result of a pattern is a SQL statement that is 
used to retrieve the data the user specified. This SQL statement is built from the tem-
plate as it is the result of joins defined in a template’s concept mappings. Patterns can 
be reused across different LMS instances. 

The interface of the pattern creation wizard is mainly based on questions that users 
can answer in order to “tell” the system what data they want to access and how they 
want to analyse them. As a first step, users can decide if they want to: (1) create a new 
pattern from scratch, (2) use a pattern as input for building another pattern, (3) merge 
two patterns, or (4) perform an analysis on an existing pattern.  

To create a new pattern from scratch, five steps are needed. First, the user can se-
lect the concepts he/she wishes to investigate. These concepts are (as per the AAT 
Ontology) linked to the concept mappings for a particular LMS’ template. If an LMS 
does not support that concept (i.e., there is no concept mapping for it) then that con-
cept is not available for selection. Second, the user can select the concept attributes 
he/she wishes to investigate (Fig. 2). These attributes are presented based on the se-
lected concepts. In both the first and second steps, the text (i.e., names of concepts 
and attributes) comes from the ontological labels for each concept and attribute rather 
than directly from the database and therefore, is easy to understand for users without 
knowledge about the database structure. Third, the user can define filters for each of 
the attributes. The filter type is based on the attribute’s data type (as per the ontology). 
Thus, a user can filter a string attribute by exact match or by a sub-string; an integer 
can be filtered by an exact match to a number or by a lower and/or upper bound (or 
both). The user also specifies if he/she wishes to apply all the filters (logical AND) to 
the pattern or not (logical OR). Fourth, the user can define the sort order of the result 
set and how each attribute will be sorted (ascending or descending). Fifth, the user 
can save the pattern, with the option to share the pattern with other users. 

In each step, a Pattern Result pane and SQL pane is shown (as in Fig. 2), present-
ing the user with the tabular result of the query (limited to the top 10 rows) and the 
exact SQL statement that will be run against the source database  to  obtain  the  result 
set. The SQL pane is more for advanced users/administrators and can be hidden via 
the application configuration file. 
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Fig. 2. The Pattern Creation Interface: Selecting Concept Attributes 

In order to use a pattern as input or to merge two patterns, the user first selects the 
base pattern or the two patterns to be merged. After that, the same wizard as for creat-
ing a new pattern is used to go through the five steps of selecting concepts, concept 
attributes, filters, and the sort order, as well as storing the newly created pattern. 

To perform an analysis (or calculation) on an existing pattern, the user can select 
the base pattern, the type of analysis (i.e., counting, calculating the sum or average, 
and presenting the minimum or maximum) and the concept attributes on which the 
respective analysis should be performed. Such analyses can either be performed for 
one attribute, resulting in a single value (e.g., the number of forum postings in a 
course), or for one attribute per concept, resulting in an additional column of the re-
sult set of the base pattern (e.g., the average number of postings per student). This 
new column can then be named by the user.  

4 Conclusions and Future Work 

AAT is an innovative tool that enriches smart learning environments by reducing the 
complexity to access educational log data and therefore enabling educators and course 
designers to perform simple and complex analytical queries on students’ behaviour 
across courses and programs. In this paper, a user-friendly and powerful mechanism 
is introduced that extends the AAT tool to be more intuitive but at the same time, 
advances the functionalities to retrieve complex information from a learning system’s 
log data. In order to do so, an extensible ontology has been built, a refined approach 
for pattern chaining has been developed and a wizard-style user interface with further 
options for pattern creation has been implemented. 
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By extending the functionality and user-friendliness of AAT, the tool becomes 
more relevant for its target group, namely course designers and educators. On one 
hand, this user group typically does not have background in computer science or 
knowledge about the database schema of a learning system. Therefore, advanced user-
friendliness in form of a quick and easy way to access data is required. On the other 
hand, users want to perform comprehensive analyses on the log data in order to get 
meaningful insights into how students learn, how well teaching strategies work, how 
much a particular course design supports students, etc. While increased functionality 
and flexibility often comes at the cost of usability, the proposed mechanism addresses 
both of these needs and provides users with a user-friendly and powerful way of  
accessing and analysing educational log data. By offering such access and possibili-
ties for analysing data, the tool provides a smart environment that facilitates course 
designers’ learning about the effectiveness of their courses as well as educators’ 
learning about student behaviours that impact on learning outcomes. 

Future work will deal with advanced visualization of data, adding statistical func-
tionality (e.g., regression, correlation), and conducting a study where learning design-
ers and educators evaluate AAT with respect to its usability and usefulness. Another 
direction of future work will be to investigate the potential of AAT to increase learn-
ers’ awareness of their learning processes through providing them with access to their 
behaviour and performance data. 
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Abstract. Personalization of E-learning is considered as a solution for 
exploiting the richness of individual differences and the different capabilities 
for knowledge communication. In particular, to apply a predefined 
personalization strategy for personalizing a course, some learners’ 
characteristics have to be considered. Furthermore, different ways for the 
course representation have to be considered too. This paper studies solutions to 
the question: How to automate the E-learning personalization according to an 
appropriate strategy? This study finds an answer to this original question by 
integrating the automatic evaluation, selection and application of 
personalization strategy. In addition, this automation is supported by learning 
object metadata and an ontology which links these metadata with possible 
learners characteristics. 

Keywords: Personalization strategy, E-learning, Evaluation of personalization 
parameters. 

1 Introduction 

This research originated from the recognition of the need of a complete solution to the 
central question: How to automate the E-learning personalization according to an 
appropriate strategy? Through a comprehensive literature review, [1] identified 16 
personalization parameters1 and 23 personalization systems implementing 11 
personalization strategies2. The different reported strategies express different 
personalization needs. For example, PERSO uses Case Based Reasoning (CBR) 
approach to determine which course to propose to the students based on their levels of 

                                                           
1 A personalization parameter includes a set of complementary learners’ characteristics. For 
example, the learner’s level of knowledge (includes the learners’ characteristics beginner, 
intermediate and advanced), motivation level (includes the learners’ characteristics low and 
high motivation) and the active/reflective dimension of the Felder-Silverman learning style 
model are personalization parameters. 

2 A personalization strategy includes a set of personalization parameters. 
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knowledge and their media preferences [2]. MetaLinks, an authoring tool and web 
server for adaptive hyperbooks, has been used to build a geology hyperbook [3]. 
MetaLinks uses three personalization parameters, namely learner’s level of 
knowledge, learning goals and media preferences. AHA! [4] uses stable presentations, 
adaptive link (icon) annotations and adaptive link destinations for personalizing E-
learning. The personalization strategy of AHA includes the parameters Felder–
Silverman learning style, media preference and navigation preference. Milosevic, 
Brkovic, and Bjekic [5] used Kolb’s learning cycle for tailoring lessons. Their work 
also incorporated the learner motivation as a personalization parameter, which is used 
to determine the complexity and the semantic quantity of learning objects. Others 
personalization systems implementing personalization strategies are reported in the 
literature. PASER [6] has been developed for course planning according to learners’ 
goals and their level of knowledge, using a domain ontology which describes a 
hierarchy of the artificial intelligence area. Protus [7] considers the Felder-Silverman 
Learning Styles Model and the learner’s level of knowledge to recommend relevant 
links and activities for learners. [8] uses Web mining techniques to deliver appropriate 
content to learners according to their interests and needs. The number of theoretical 
and possible personalization strategies, that can be used for personalization, is very 
high (>50000) [1]. This high number expresses a richness of the E-learning 
personalization domain that could be exploited by automating the E-learning 
personalization according to appropriate strategy. Personalizing all courses according 
to only one predefined personalization strategy would not fit the specificities of 
courses [9] and teachers’ preferences [1]. Therefore, we need to select and apply the 
appropriate personalization strategy for each course.  

This paper answers to the research question: How to automate the E-learning 
personalization according to an appropriate strategy? This central question could be 
divided into three sub-questions. (1) How to automate the selection of the appropriate 
personalization strategy? (2) How to automate the design of personalized learning 
scenarios? and, (3) How to integrate the solutions to the above mentioned two sub-
questions? 

Some parts of the central question have already been solved. In particular, the first 
sub-question (how to automate the selection of an appropriate personalization 
strategy?) has been studied in [2], where an approach has been presented for the 
automatic evaluation of personalization strategies. Metrics evaluating personalization 
strategies are supported by an Ontology representing and managing the Semantic 
Relations between Values of Data elements and Learners’ characteristics (OSRVDL). 
The second sub-question (how to automate the design of personalized learning 
scenarios?) has also been partially studied. In particular, a manual (not automated) 
solution to this second sub-question has been presented in [1] where design and 
experiment of an architecture for the personalization have been proposed in two 
complementary levels: the E-Learning Personalization level 1 (ELP1), and the E-
Learning Personalization level 2 (ELP2). ELP1 allows for the personalization of 
learning contents and structure of the course according to a given (specified within 
ELP2) personalization strategy. ELP2 allows for defining the personalization strategy 
flexibly. This level of personalization enables teachers to select the learning scenario 
and to specify manually the personalization strategy (to be applied on the selected 
learning scenario) by choosing a subset of personalization parameters. To achieve the 
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integrated solution of the central question, the following gaps need to be studied. The 
answer to the second sub-question (how to automate the design of personalized 
learning scenarios) is not yet fully resolved (automated). This paper integrates the 
ontology OSRVDL with ELP1+ELP2 to automatically apply the selected 
personalization strategy. This ontology allows for automatically generating the 
learning objects appropriate to learners’ characteristics included in the selected 
personalization strategy. Another gap still remaining is the third sub-question, namely 
how to integrate the automatic evaluation, selection and application of personalization 
strategy. This paper provides answer to this question by integrating metrics evaluating 
personalization strategies with ELP1+ELP2+OSRVDL. 

The next section of the paper presents the approach for automatic design of 
personalized learning scenarios and evaluation of personalization strategies. Section 3 
presents an integrated framework for automating the E-learning personalization 
according to the appropriate strategy. Finally, section 4 concludes the paper with a 
summary of the work, its limitations and potential future research directions. 

2 Automating the Design of Personalized Learning Scenarios 
and Evaluation of Personalization Strategies 

This section presents two processes which are needed to achieve the central question. 
Then, section 3 presents an integration of these processes in the whole architecture. 
The first process is concerned with the automatic design of personalized learning 
scenarios. This process raises its importance from the need to generate appropriate 
learning scenario by considering the personalization strategy and the learner profile. 
The second process is needed to evaluate personalization strategies and help teachers 
in selecting the appropriate one.   

The first process (automatic design of personalized learning scenarios) uses the 
ontology OSRVDL [9, 10] which includes 76 semantic relations between metadata 
elements and learners characteristics. The richness of the ontology and its 
extensibility is the basis for an extensible and generic process. This process links 
learning objects with the appropriate learners characteristics based on OSRVDL. 
Then, appropriate and non-appropriate learning objects can be used for personalizing 
E-learning courses. For example, in an adaptive navigational support, appropriate 
learning objects could be marked with green icons and non-appropriate learning 
objects could be marked with red icons. If no information is available for the 
adaptation decision for some learning objects, the adaptation is considered as neutral 
for those learning objects. This process is based on metadata (which is commonly 
used for the reuse of learning objects), course, and OSRVDL. For example, if we 
assume that: (1) there is a semantic relation between the data element 4.1 Format [11] 
associated with the value image and the learner media preference of graphic; and, (2) 
a course contains a learning object O1 which is described by the data element 4.1 
Format associated with the value image, we can conclude that the learning object O1 
is appropriate for the media preference graphic (see Figure 1). This process can be 
used for operationalizing the personalization of courses. In addition, this approach can 
also be used for the analyses of the metadata describing the learning objects in order 
to evaluate personalization strategies.  
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Fig. 1. Appropriate learning object 

The second process (evaluation of personalization strategies) benefits from the 
result of the first process. The generic approach for automatic selection of appropriate 
learning objects can be used for earlier evaluation of personalization parameters 
(before starting the learning process and determining the learners’ characteristics). 
This is because of two reasons. The first one is: it is possible to study automatically 
the feasibility and the easiness of personalizing a given course according to a 
personalization parameter. For example, when a given course contains learning 
objects appropriate for each learner’s characteristic included in a personalization 
parameter, the parameter is considered as useful for personalizing the given course. 
However, if the given course does not contain learning objects appropriate for the 
learners’ characteristics included in another personalization parameter, this parameter 
is considered as non-useful for personalizing the course. The second reason is the 
feasibility of comparing personalization parameters. Figure 2 presents the structure of 
a course and a matrix of appropriate learning objects used for the evaluation of 
personalization parameters. This matrix contains the personalization parameters and 
their divergent characteristics in the columns. The rows of the matrix contain the 
courses and the concepts included in them. Each cell contains the learning objects 
presenting a specific concept according to a specific characteristic. The last lines of 
the matrix can include metrics evaluating personalization parameters. For example, 
one of these metrics calculates, for each personalization parameter, the number of 
cells which include a learning objects divided by the number of cells. This rate 
increases when there are more learners’ characteristics considered by learning objects. 
This metric allows for comparing personalization parameters.  

 
Fig. 2. Early evaluation of personalization parameters 
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3 An Integrated Framework 

This section presents a solution to the third sub-question (how to integrate the 
automatic evaluation, selection and design of personalized learning scenarios). At 
first, the basic solution is integrated with that of sub-questions 1and 2. ELP1+ELP2 
[1], which consists of a system architecture for the personalization at two 
complementary levels, is integrated with the ontology OSRVDL, the service 
evaluating personalization strategy and the service for automating the design of 
personalized learning scenarios.  

ELP1+ELP2 is built by integrating components which focus on the personalization 
level 1 (ELP1) and the personalization level 2 (ELP2). Furthermore, ELP1 must apply 
the personalization strategy specified by the teacher in ELP2. ELP1+ELP2 is a new 
vision of personalization that offers a solution towards some fundamental limitations 
of E-learning personalization systems. The main advantages of ELP1+ELP2 include 
the ability of teachers to select the most suitable personalization parameters for their 
learning scenarios and the possibility of applying more than one personalization 
parameter according to the specifics of the learning scenarios. The personalization 
systems available in the literature offer important functionalities for determining the 
learner characteristics according to a predefined subset of the personalization 
parameters. The federation of these functionalities and their combination allows for 
generation of other personalization strategies. However, the personalization systems 
are developed with different programming languages and tested/used in different 
contexts. This makes the combination of the functions offered by these systems rather 
difficult. In this context, the Web services technology offers a powerful solution for 
the interoperability between multiple applications. In fact, a service can be considered 
as a distant function which is executed when it is called. In this way, when using 
services, developers are not interested in the implementation (algorithm, structure, 
programming language) and the platform of the service. Developers want to only call 
the service when they need it. Therefore, Web service is an emergent solution for 
integration of applications. Besides, the personalization systems are tested on 
different Web servers. This also advocates use of Web services technology for the 
integration of these personalization systems. Web services technology also offers a 
major solution for federation of the functionalities of personalization systems. In this 
context, an important step for concretizing the proposed approach consists of utilizing 
Web services technology when developing ELP1+ELP2.  

The mechanism of ELP2 is based on the Service for Specifying Personalization 
Strategies (SSPS). SSPS is needed to concretize the new idea of allowing the 
pedagogues and teachers to specify the personalization strategy adapted for the 
learning scenario. This service enables the selection of personalization parameters 
(SPP). For the given courses, the selected personalization parameters and their list of 
values are stored in a relational database.  

ELP1 includes 4 services. The first one is the Service for Specifying and Reusing 
Learning Scenarios (SSRLS). This service allows the designer of learning scenarios to 
define a structure of a learning scenario and to determine the content to be 
communicated to the learners for each component of the defined structure. A learning 
scenario can be represented in the form of a tree of chapters, subchapters, pedagogical 
activities, and so on. The second service is the Services for Determining Learners’ 
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Characteristics (SDLC). The aim of SDLC is to federate the set of services for 
determining the learners’ characteristics where each of them is associated with a 
personalization parameter. The third service is the Service for Applying 
Personalization Strategies (SAPS).  SAPS allows for the application of the 
personalization strategy specified in SSPS by combining the learner profile with the 
learning scenarios. Besides, SAPS is responsible for building the learner profile by 
gathering the output of the selected services for approximating the required learner 
characteristics. The fourth service is the Service for Learner Navigational Support 
(SLNS). SLNS allows for the illustration of the learning content in the form of 
adaptive navigational support. SLNS displays the structure of learning scenarios 
designed with SSRLS in an adaptive way. 

The integrated framework is presented in the figure 3. ELP1+ELP2 is enhanced by 
integrating the ontology OSRVDL, the service evaluating personalization strategy and 
the service for automating the design of personalized learning scenarios. 

 

Fig. 3. An integrated framework 

The automatic design of personalized learning scenarios plays two roles. The first 
one is to prepare the matrix of appropriate learning objects as presented in the figure 
2. This matrix is used by the component Evaluation of personalization parameters. 
After the selection of the appropriate personalization parameters based on their 
evaluation, the automatic design of personalized learning scenarios allows for having 
learning scenarios appropriate for the selected personalization strategy and the learner 
profile. This is done by considering only those columns of the matrix which include 
the selected personalization parameters.    
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4 Conclusion, Limitation and Potential Future Research 
Directions 

There is a rich set of personalization strategies which could help for the success of E-
learning. These personalization strategies need to be evaluated to select the 
appropriate one for each course. Furthermore, personalized learning scenarios need to 
be designed based on the selected personalization strategy. These processes 
(evaluation of personalization strategy and design of personalized learning scenarios) 
need to be automated and integrated in order to reduce the efforts and times of course 
personalization. 

This paper presented a solution to the central question: How to automate the E-
learning personalization according to an appropriate strategy? An integrated 
framework is presented for the personalization of E-learning at two levels (ELP1 and 
ELP2), evaluation of personalization parameters, and automatic design of 
personalized learning scenarios.  

ELP1 is considered as a generalization of the E-learning personalization. ELP1 
allows for applying any specific personalization strategy when appropriate learning 
scenarios are designed. ELP2 supports teachers in selecting the learning scenario and 
in specifying the personalization strategy (to be applied on the selected learning 
scenario). This approach enables the application of the declared personalization 
strategies without developing a personalization system for each possible 
personalization strategy [1]. 

The evaluation of personalization parameters can be used to compare and select 
appropriate personalization parameters for personalizing each course. For the automation 
of the evaluation process, metrics such as the rate of learning objects appropriate for 
learners’ characteristics are used. These metrics are included in ELP2. The evaluation of 
personalization parameters was supported by 76 Semantic Relations between Values of 
Data elements and Learners’ characteristics stored in OSRVDL [9, 10].  

Concerning the automatic design of personalized learning, the proposed approach 
exploits learning objects annotated with Learning Object Metadata (LOM) standard 
and semantic relations between data elements and learners’ characteristics in order to 
determine learning objects appropriate for learners’ characteristics. 

The proposed approach has a limit which concerns the availability of the Services for 
Determining Learners’ Characteristics (SDLC). For the application of personalization 
strategies, a Web service is needed for each personalization parameter. For some 
personalization parameters, Web services are implemented and used for the evaluation 
of the proposed approach. Other personalization parameters are reported in the literature 
without publication of Web service (or software components) for determining learners’ 
characteristics. The absence of published Web service for each personalization 
parameter is a constraint towards an easy specification of personalization strategies. It 
might be interesting to collaborate with the research structures working on these 
parameters for the capitalization of the developed components (for determining 
learners’ characteristics) by their implementation and publication as Web services. In 
this way, each component could be used/called by several personalization systems. 

Beside the future works for reducing the limit of the proposed approach, there are 
other potential future works concerning ELP1+ELP2 and OSRVDL that deserve some 
consideration. 



 Automating the E-learning Personalization 349 

Concerning ELP1+ELP2, ELP3 should be studied as an additional layer of the E-
learning personalization. ELP3 symbolizes the E-learning systems which support the 
personalization by educational institutes as personalization logistics according to the 
personalization needs and environments. 

Concerning OSRVDL, future directions of this research should deal with extending 
OSRVDL for describing the Web services implementing the personalization 
parameters (including the URL of the Web service, available functions, organizations, 
researchers working on the personalization parameters, and so on). This extension 
could facilitate the reuse of the personalization parameters. Furthermore, OSRVDL 
should be extended by considering additional data elements, learners’ characteristics 
and semantic relations between them.  
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Abstract. Computational thinking (CT) skills applied to Science, Tech-
nology, Engineering, and Mathematics (STEM) are critical assets for
success in the 21st century workplace. Unfortunately, many K-12 stu-
dents lack advanced training in these areas. C3STEM seeks to provide
a framework for teaching these skills using the traffic domain as a fa-
miliar example to develop analysis and problem solving skills. C3STEM
is a smart learning environment that helps students learn STEM topics
in the context of analyzing traffic flow, starting with vehicle kinematics
and basic driver behavior. Students then collaborate to produce a large
city-wide traffic simulation with an expert tool. They are able to test
specific hypotheses about improving traffic in local areas and produce
results to defend their suggestions for the wider community.

Keywords: Computational Thinking, Smart Learning Environments,
Simulation, Visual Programming.

1 Introduction

There is an increasing awareness that the United States is not doing well in K-12
STEM education. In a science proficiency assessment that included 400,000 stu-
dents from 57 countries, the U.S. ranked 25th of 30 developed nations, with
25% of its students at or below proficiency (the largest percentage among the
30 developed nations) [1]. Improved STEM education in high schools will better
prepare students for college education in the STEM disciplines, an important re-
quirement for the 21st century workforce [2]. Developing paradigms that combine
STEM learning and problem solving along with preparation for future learning
is critical for our nation’s future [3].

One way to revitalize STEM education is to make learning engaging and
ubiquitous through real-world problem solving that extends beyond the class-
room and into the community. In addition, cyber-enabled educational infras-
tructure that seamlessly integrates personalized and collaborative learning will
further advance engagement and participation in STEM education. In this paper,
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Fig. 1. C3STEM Workflow

we lay the initial groundwork for an innovative community-situated, challenge-
based, collaborative learning environment (C3STEM) that harnesses computa-
tional thinking, modeling, simulation, and problem-solving to support ubiquitous
STEM learning.

Through these combined learning activities and larger-scale collaborations
across schools, there will be concrete curriculum-related science and mathemat-
ics lessons that the activities will exercise and remediate. Figure 1 illustrates
the workflow for participants in C3STEM. The proposed system will support
a challenge-based curriculum that integrates STEM concepts, model building,
problem solving, and collaboration. Through C3STEM projects high school stu-
dents will collaboratively address problems of traffic congestion and safety in
urban and suburban environments. The traffic domain is attractive because it is
a rich source of STEM-related problems, data and simulations are readily avail-
able for building our pedagogical tools, and we have local expertise in modeling
transportation systems. In particular, small classroom-based student groups will

1. identify traffic patterns by analyzing actual traffic data collected in the form
of streaming video by city and state traffic departments;

2. interact with traffic engineers, city planners, and the C3STEM research team
to understand how to analyze the traffic data, model traffic patterns, and
develop and analyze their solutions;

3. develop agent-based models that align with the observed patterns (e.g., traf-
fic congestion along selected thoroughfares at different times of day and the
effects of stoplights and interstate on/off-ramps);

4. design and analyze interventions using their models (e.g., revising traffic light
cycles, suggesting carpooling, or extending a public transportation system
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with additional buses or new hubs, stops, and routes), and observe the effects
of these interventions in their region by simulation;

5. use a virtual environment (such as Second Life) and shared simulations to
collaborate with student groups in other local schools, adapting and coordi-
nating their region-specific solutions to arrive at globally-consistent solutions
for an overall challenge problem; and

6. much like the STAR.Legacy cycle [4], the students will present their solu-
tions to the community at large to receive additional suggestions and further
community-wide discussion.

This paper discusses our initial work in designing computer-based tools to sup-
port STEM learning by building simulation models of traffic flow, and using
the fundamentals learned in the modeling activities to solve problems in a col-
laborative, high-fidelity simulation of local traffic. Section 2 discusses the CT
framework that we employ to help students learn STEM concepts through mod-
eling and simulation. Section 3 discusses our visual programming environment
that emphasizes learning of the physics and mathematics concepts. Section 4
then discusses our initial design efforts to construct the collaborative traffic sim-
ulation system for problem solving. Finally, section 5 presents conclusions and
future work.

2 Background: CT and the CTSiM Environment

C3STEM employs a CT framework to promote effective STEM learning and
preparation for future learning. Many of the epistemic and representational prac-
tices central to the development of expertise in STEM disciplines are also primary
components of CT. Wing has described computational thinking as a general ana-
lytic approach to problem solving, designing systems, and understanding human
behaviors [5, 6]. CT draws upon concepts that are fundamental to computer
science, including practices such as problem representation, abstraction, decom-
position, simulation, verification, and prediction. These practices, in turn, are
also central to modeling, reasoning and problem solving in a large number of
scientific and mathematical disciplines [7].

Although the phrase “Computational Thinking” was introduced by Wing
in 2006, earlier research in the domain of educational technology also focused
on similar themes, e.g., identifying and leveraging the synergies between com-
putational modeling and programming on one hand, and developing scientific
expertise in K-12 students on the other. For example, Perkins and Simmons
showed that novice misconceptions in math, science and programming exhibit
similar patterns in that conceptual difficulties in each of these domains have
both domain-specific roots (e.g., challenging concepts) and domain general roots
(e.g., difficulties pertaining to conducting inquiry, problem solving, and episte-
mological knowledge) [8]. Complementary work by Harel and Papert argued
that programming is reflexive with other domains, i.e., learning programming
in concert with concepts from another domain can be easier than learning each
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separately [9]. Along similar lines, several other researchers have shown that pro-
gramming and computational modeling can serve as effective vehicles for learning
challenging science and math concepts [10–12]. Games and simulation can also
be effective at encouraging learning. Work at MIT has led to several programs
designed to engage students while teaching subjects such as electromagnetism
and the American Revolution [13]. Some groups have even taken commercial
games not originally meant for education and developed modules conforming
to core curriculum requirements. An example is SimCityEDU, for which lesson
plans ranging from math to social interaction have been developed [14].

To engage students in computational thinking and STEM learning, we em-
ploy the Computational Thinking in Simulation and Modeling (CTSiM) learning
environment [15, 16]. CTSiM provides an agent-based, visual programming in-
terface for constructing computational models and allows students to execute
their models as simulations and compare their models’ behaviors with that of
an expert model. In CTSiM, students design, build, simulate, and verify compu-
tational models through four interrelated sets of activities:

1. Conceptualization: Initially, students conceptualize the science phenomena
and mathematical relationships by structuring their model in terms of the
types of agents involved, their properties, behaviors, and interactions.

2. Construction: With the visual programming interface, students build
a computational model by composing and parameterizing available ac-
tions/commands with values and properties in the form of visual primitives.
Students select primitives from a library and arrange them spatially, us-
ing a drag-and-drop interface to generate their computational model, which
defines the behavior of individual agents in the simulation.

3. Enactment: A microworld, in the form of a multi-agent simulation using
NetLogo [17], allows students to simulate and visualize the agent-level be-
haviors defined by the student in the computational model [18].

4. Envisionment: Students go beyond simply simulating their own models by
designing simulation experiments to analyze, refine, and validate the behav-
ior of their model with comparison to a simulation of an expert model.

3 Building Traffic Models in CTSiM

Traffic modeling and simulation provides an excellent domain for learning a
variety of STEM concepts in a computational thinking framework. There are
many different levels of abstraction available from the lowest level involving
basic kinematics equations to the interactions between adjacent neighborhoods
with several levels in between. In this section, we present the design of initial
CTSiM units for the micro-level traffic modeling activities in C3STEM.

3.1 Position, Velocity, and Acceleration

To understand traffic at a low level requires knowing the relationship between
position, velocity, and acceleration, so this is where students start. Students are



354 A. Dukeman et al.

asked to build a simple one dimensional model of a single car on a straight road
with zero initial velocity speeding up and then cruising at a specified velocity.
Because students are required to learn the relationship between position, veloc-
ity, and acceleration in the context of Newton’s laws of motion they will develop
systematic mathematical equations using the laws to compute the required val-
ues. Visual primitives are provided for students to compute the car’s position
and velocity using the car’s current acceleration, velocity, and position. A library
of mathematical functions allow students to model acceleration profiles, such as
constant, linear, and square root. Students can us the visual environment to
build and run these models and they can simultaneously observe the movement
of the vehicle on a road as well as plots of position, velocity, and acceleration
over time to facilitate their understanding of the concepts.

After completing the first module, students will move to modeling decelera-
tion. Students can model a scenario where a single car moving with an initial
velocity comes to a stop at a stop sign and then accelerates to its initial velocity
on the road. If the new functions are used correctly, then the computed velocities
will be correct for the entire trajectory, and the car will follow a deceleration
profile, stop at the stop sign, and accelerate again.

After learning the basics of kinematics of motion, students move on to study
driver behavior and interactions. The second module (enactment world shown in
Fig. 2) introduces the parameters, such as stopping sight distance, the distance
from a stop sign or another stationary object that the driver activates the stop

Fig. 2. Enactment world for stop sign model



Teaching Computational Thinking Skills in C3STEM with Traffic Simulation 355

behavior [19]. Students will set two parameters: initial velocity and stopping
sight distance (with sliders visible in the upper portion of Fig. 2) to build two
functions, accelerate and go. As any experienced driver knows, the faster the car’s
velocity, the earlier the driver has to initiate the deceleration function. Depending
on the initial parameters, the acceleration plot (bottom plot in Fig. 2) may have
a steep, uncomfortable drop rather than a smooth deceleration to stop.

3.2 Scaling Up: Modeling Simple Traffic Flows

In this model, students will model multiple cars moving along roads with inter-
sections that have stop signs and stop lights [20]. The road configurations will be
provided to the students, and they may represent a traffic network in a section
of the city. Like before, cars may enter the environment with an initial velocity
or start from rest at different positions. The students’ models will scale up to
include multiple cars that operate together. As cars approach the stop sign or
the end of the queue of cars waiting at the stop sign, they will have to slow
down, and then take turns going through the intersection. Some cars may be
able to go at the same time, such as two cars traveling in opposite directions on
the same road or two cars on perpendicular roads both turning right. Because
this module builds on previous ones, students will focus on the modeling issues
associated with multiple interacting queues, such as waiting at a stop lights and
signs, and following cars. Lane changing functions will be implemented as part
of driver behavior, and students will study wave patterns, such as the propaga-
tion effects when a car suddenly slows down. In addition to basic physics, this
module will introduce students to parameters, such as average vehicle velocity
and throughput, allowing students to learn higher level mathematical analyses
and methods for optimizing parameter values given constraints. A subsequent
module may introduce gap acceptance time, and the average turn time at an
intersection [21].

4 From Micro to Macro: Using SUMO

Another component of C3STEM is collaborative problem solving. Students will
collaborate with other groups at their school and also groups at other schools to
develop models of traffic flow for their entire city. Each group will model traffic
flow in neighborhoods and connected city streets and highways near their school.
Initially, they will interact with the researchers (the authors) and city traffic
engineers to understand the traffic flow patterns and related parameters locally
and globally (i.e., across the entire city). This study will help them formulate
specific solutions to reduce traffic congestion.

For city-wide traffic simulation and analysis, students will interact with a
simulation of traffic in the region around their school using web-based tools
that display results of a back-end simulation run in the Simulation of Urban
MObility (SUMO) environment, a continuous simulation for large road networks
[22]. A web interface using Google Maps will be used as the interface with the
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simulation server as it is a familiar interface for students. The map interface is
easily recognizable and supports a drag-and-drop interface for manipulating the
simulation parameters; cars, stop lights, and stop signs can be easily manipulated
on the map.

5 Conclusions and Future Work

Computational thinking skills are an essential part of STEM-related careers, and
the United States lacks qualified applicants in these disciplines. C3STEM seeks
to improve students’ STEM learning and problem solving skills using the traffic
domain as a motivating example. Students start with the basic low-level physics
simulations involving position, velocity, and acceleration in CTSiM. They then
move on to model driver behaviors, such as gap acceptance time and stopping
sight distance. After mastering the micro-level physics concepts, they move up to
SUMO, to analyze and solve more complex analytic problems. At the macro-level
in SUMO, students can manipulate intersections in many ways such as changing
stop light timing or adding stop signs. Solving complex problems analytically
requires students to think at multiple levels of abstraction and draw conclusions
across the different layers. We will run experimental studies at two high schools
in Chattanooga, Tennessee in the U.S. Students will be given a pretest to mea-
sure each student’s understanding of physics principles and CT skills. After the
program, students will be given a similar posttest to determine the efficacy of
the program at promoting both CT and STEM skills in the students.

Some future work involves enhancing the collaboration aspect. Good collabo-
ration requires good communication and this will be provided through a persis-
tent online world. In this environment, students will be able to interact through
text and video. They will be able to see the simulation as it is running and share
ideas about how to improve it. Students working on adjacent neighborhoods will
have to communicate often as they are the most likely to be affected by each
other’s changes, however, neighborhoods that are far apart may have to commu-
nicate as well and will be able to do so. We will also create additional CTSiM
modules to simulate other aspects of driver behavior to students, such as lane
changing and highway merging.
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Abstract. Virtual worlds in education, intelligent tutorial systems, and 
learning analytics – all these are current buzz words in recent educational 
research. In this paper we introduce ProNIFA, a tool to support theory-
grounded learning analytics developed in the context of the European project 
Next-Tell. Concretely we describe a log file analysis and presentation module 
to enable teachers making effectively use of educational scenarios in virtual 
worlds such as OpenSimulator or Second Life.  

Keywords: Learning analytics, CbKST, virtual worlds, OpernSimulator, data 
visualization. 

1 Introduction 

Although the hype over open, freely accessible virtual worlds is abating a little bit, 
there is still a significant amount of interest from teachers, particularly technology-
minded ones, to adopt the rich possibilities of virtual worlds for their classroom work. 
In particular a strong beneficial aspect is seen in using existing communities and 
worlds to illustrate, to demonstrate, and to experience historical facts and events or 
other cultures. There is also a strong community for foreign language learning. 
Examples of how to find such “educationally meaningful” places offers the 
SecondLife destination guide (http://secondlife.com/destinations) ordered by topics or 
for OpenSimulator the 3D Learning Experience Services (http://3dles.com/en).  

But what are virtual worlds or virtual environments? Virtual worlds are persistent, 
computer-simulated, graphical environments in which individuals can appear through 
avatars, i.e., artificial representations of themselves. Within these worlds, people can 
interact with the virtual environment and with others, regardless of their physical 
locations, through a variety of integrated communication channels ranging from text-
based chat to video communications. Virtual worlds, which were first developed in 
the late 1970s, are viewed as a subset of virtual reality applications that have moved 
through several stages of development [1].  

While virtual worlds are common in (multiplayer) online games and role-playing 
games (such as World of Warcraft), virtual environments are rapidly emerging as a 
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complementary means to the physical world for communicating, collaborating, and 
organizing activities in a variety of fields, ranging from education to management. Of 
special relevance to the educational sector is that virtual worlds offer a rich potential 
for collaboration, exploration, and creativity due to characteristics such as immersion, 
avatar-based interaction, multi-modal collaboration, or the feeling of presence. For 
example, virtual environments have been used for activities such as brainstorming or 
iteratively and interactively creating (from objects such as clothing or buildings to 
interactive art and music shows to simulations of natural disasters), while 
simultaneously or asynchronously sharing the act of creation with other users. Many 
of the objects in the virtual world contain scripts that run animations of the object, 
play media files (such as sound or video) or otherwise enable the user to do or 
experience something new or perhaps even impossible. Another aspect is the fact that 
virtual worlds are not constrained by the real world physics (Figures 1). While this 
may appear to be self-evident, it is worth consideration when imagining and planning 
what one can do in these virtual environments; it can be just emptiness populated with 
objects or physically impossible representations such as being depicted as a cancer 
cell avatar within a human body. Undoubtedly, the holodeck of the 1970s is becoming 
reality. Therefore, virtual worlds and avatar-supported interaction seem to be a 
convincingly natural playground with an unbelievable diversity of tools to learn.  

During the past few years, virtual worlds and virtual teams have received an 
increasing amount of attention by educational researchers. The results, however, are 
still unclear. The work of [2], for example, yielded that distinct characteristics of 
teaming in virtual worlds such as physical distance, device dependence, structural 
dynamism, or natural and cultural diversity may reduce (learning) performance.  
On the other hand, in a larger scale study [3] found that aspects like virtual proximity, 
communication modalities, and task coordination can significantly support 
performance. Further enabling factors coming from the research are trust, support, 
encouragement, freedom, challenge, goal clarity, motivation, commitment, sufficient 
resources and time. Further research addressed also several distinct aspects of virtual 
environments and teams, for example, the effects of avatar reference frames and 
realities, multimodality, simulation fidelity, immersion, etc. (e.g., [4, 5]). 
Summarizing such findings, virtual worlds may (and likely will) serve as a promising 
basis for educational solutions supporting and facilitating new forms of learning. This 
holds true for conventional schooling but also for distance education measures. 
 

 

Fig. 1. Examples for virtual worlds (OpenSimulator and Second Life) 
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In the past years, OpenSimulator (http://opensimulator.org) has been increasing in 
popularity, particularly for serious purposes (such as education). OpenSimulator is an 
open source multi-platform, multi-user 3D application server that enables individuals 
and firms across the globe to customize their virtual worlds based on their technology 
preferences (Figure 1). The project is powered by the efforts of the community 
members, who devote their time and energy to the development processes. The 
project has a global reach and the community hosts a very diverse group of actors: 
independent users, freelance developers, non-profit organizations (e.g., universities), 
and commercial players. 

2 Bringing Virtual Worlds into the Classroom 

A learning scenario for OpenSimulator, we developed recently, is an English learning 
adventure. The idea is that an entire class logs into the virtual world and forms small 
teams. The teams then are supposed to solve a mysterious riddle: Why is the town they 
find abandoned? Where are all the people? There are only a view characters left (e.g., 
a drunkard or a priest) who can provide the teams with foretelling and throughout the 
world various hints are hidden. Accomplishing this scavenger hunt, the teams must 
read and listen to English texts and must understand the (often complex) meaning and 
must identify the main points. A highly motivational, competitive element is a reward 
for the team who solves the riddle first. From a pedagogical perspective, the scenario 
is designed around the so-called CEFR skills, a common specification of second 
language competencies (cf. http://www.cambridgeesol.org/about/standards/cefr.html). 

In educational settings, usually activities and test results are stored with scores or 
qualitative descriptors in an overview and are included separately in a series of results 
or outcomes alongside other activities. This is a strongly behavior/activity-oriented 
approach, which most often cannot life up to the demands of 21st century education. 
Also educational policies in Europe presently are moving from a focus on knowledge 
to a focus on competency, which is reflected in revisions on curricula in the various 
countries. For example, in Norway, the learning goals catalogue now covers five 
broad areas: communication; language learning; culture, society and literature - each 
of which comprises sets of competencies (e.g., “the ability to read and understand the 
main content of texts on familiar topics”). Equally, in Austria there is a revision of the 
curricula in progress heading towards competence-based schooling.  

In alignment with this increasing competency and ability focus of modern teaching, 
the virtual learning scenarios are a perfect teaching context, because they combine 
experiential, active, constructivist learning, with the need to directly apply the 
competencies in a meaningful setting, not least receiving direct feedback (e.g., by 
progressing with the scavenger hunt or by feedback of virtual educational entities).  In 
that sense, a playful use of virtual worlds enables designing instructionally brilliant 
lesson, grounding for example on the important “First Principles of Education”, as 
stated by famous M. David Merrill. The principles are (1) demonstration, (2) 
application, (3) activation of prior knowledge, (4) integration of new information into 
the mental and physical world of the learner, and (4) an orientation to meaningful 
tasks. 
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The problem with a broad virtual scenario (as the adventure described above) is the 
massive amount of relevant educational data being produced and the inability of 
teachers to monitor, record, aggregate the information in a formative sense in or to 
generate a fair and correct model of a learner’s activities and competencies – without 
the support of smart software solution enabling such level of “learning analytics”. In 
other words, imagine an entire school class with 25 students; all are entering a large 
virtual world and disperse quickly all over this world. The teacher has almost no 
chance to monitor what is going on in the world, who is active or inactive, who is 
communicating to whom in which manner, etc.  

One option is log file data. Usually, virtual environments such as OpenSimulator 
provide detailed log files for specific sessions. Unfortunately, the amount of 
information, stored in such log files, is massive and it takes software to analyze the 
log files – in an educationally meaningful way. This is the prerequisite that the 
activities and the performance in the virtual worlds can really contribute to a 
formative assessment and thus a tailored support of students. 

3 Learning Analytics with ProNIFA 

ProNIFA is a tool to support teachers in the assessment process that has been 
developed in the context of the European Next-Tell project (www.next-tell.eu). The 
name stands for probabilistic non-invasive formative assessment and, in essence, 
establishes a handy user interface for related data aggregation and analysis services 
and functions. Conceptually, the functions are based on Competence-based 
Knowledge Space Theory (CbKST), originally established by Jean-Paul Doignon and 
Jean-Claude Falmagne [6, 7], which is a well elaborated set-theoretic framework for 
addressing the relations among problems (e.g., test items). It provides a basis for 
structuring a domain of knowledge and for representing the knowledge based on 
prerequisite relations. While the original idea considered performance only (the 
behavior; for example, solving a test item), extensions of the approach introduced a 
separation of observable performance and latent, unobservable competencies, which 
determine the performance [8, 9]. 

CbKST assumes a finite set of more or less atomic competencies (in the sense of 
some well-defined, small scale descriptions of some sort of aptitude, ability, 
knowledge, or skill) and a prerequisite relation between those competencies. A 
prerequisite relation states that competency a (e.g., to multiply two positive integers) 
is a prerequisite to acquire another competency b (e.g., to divide two positive 
integers). If a person has competency b, we can assume that the person also has 
competency a. To account for the fact that more than one set of competences can be a 
prerequisite for another competency (e.g., competency a or b are a prerequisite for 
acquiring competency c), prerequisite functions have been introduced, relying on 
and/or-type relations. A person’s competence state is described by a subset of 
competencies. Due to the prerequisite relations between the competencies, not all 
subsets are admissible competence states.  

By utilizing interpretation and representation functions the latent competencies are 
mapped to a set of tasks (or test items) covering a given domain. By this means, 
mastering a task correctly is linked to a set of necessary competencies and, in 
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addition, not mastering a task is linked to a set of lacking competencies. This 
assignment induces a performance structure, which is the collection of all possible 
performance states. Recent versions of the conceptual framework are based on a 
probabilistic mapping of competencies and performance indicators, accounting for 
making lucky guesses or careless errors. This means, mastering a task correctly 
provides the evidence for certain competencies and competence states with a certain 
probability.  

ProNIFA retrieves performance data (e.g., the results of a test or the activities in a 
virtual environment) and updates the probabilities of the competencies and 
competence states in a domain.  When a task is mastered, all associated competencies 
are increased in their probability, vice versa, failing in a task decreases the 
probabilities of the associated competencies. A distinct feature in the context of 
formative assessment is the multi-source approach. ProNIFA allows for connecting 
the analysis features to a broad range of sources of evidence. This refers to direct 
interfaces (for example to Google Docs) and it refers to connecting, automatically or 
manually, to certain log files. Using this level of connectivity, multiple sources can be 
merged and can contribute to a holistic analysis of learners’ achievements and activity 
levels. The interpretation of the sources of evidence occurs depending on a-priori 
specified and defined conditions, heuristics, and rules, which associate sets of 
available and lacking competencies to achievements exhibited in the sources of 
evidence. The idea is to define certain conditions or states in a given environment 
(regardless if it is a Moodle test or a status of a problem solving process in a learning 
game). Examples for such conditions may be the direction, pace, and altitude a learner 
is flying with a space ship in an adventure game or a combination of correctly and 
incorrectly ticked multiple choice tasks in a regular online school test. The 
specification of such state can occur in multiple forms, ranging from simply listing 
test items and the correctness of the items to complex heuristics such as the degree to 
which an activity reduced the ‘distance’ to the solution in a problem solving process. 
The next step is to assign a set of competencies that can be assumed to be available 
and also lacking when a certain state occurs. This assumption can be weighted with 
the strength of the probability updates. In essence, this approach equals the conceptual 
framework of micro adaptivity as, for example, described by [10]. Figure 2 is a 
screenshot of ProNIFA analyzed data from a Second Life activity. 

 

Fig. 2. Screenshot of ProNIFA 
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Fig. 3. Screenshots of the log file analysis module 

3.1 Working with Log Files 

Related to aforementioned English scenario for OpenSimulator, we developed a chat 
log analysis module (cf. Figure 3). The module allows using a course with a set of 
assigned students and a set of involved competencies (in this particular case 6 of 
aforementioned CEFR skills); in a second step the teacher may apply a set of rules to 
interpret the log files. The possibilities range from simple counting of certain events 
up to using scripting code to identify competencies. In the following box an example 
is given; this rule defines a time-based quest. The students have to listen to what the 
drunkard says; his talk finishes with “…, now go there!”. The actual target is a box 
with a hidden letter in a hotel. If a student, indicated by “<NAME>”, has understood 
the speech and manages to get there within 8 minutes, the system takes this as an 
indicator that the student has competence number 2 and consequently increases the 
probability in the competence model for this student by the value 0.2. In the same 
manner competencies could be decreased in the probability as well.  
 

[Time1] 

Type=1 

WhoS=Drunkard 

WhoE=Hotel Hint 

WhatS=<NAME>, now go there! 

WhatE=<NAME> arrived 

Whom=Mario Wolf; Maria Wolf 

Up=002 

UpVal=0,2 

Down= 

DownVal=
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On such basis, the entire log file with the data about all students is analyzed and 
the competence models for all students are updated incrementally. As a result, a 
teacher can access a broad range of information of the OpenSimulator session, the 
activities and learning performance. In Figure 3, some examples are shown. The 
upper left panel shows how a session summary is presented; this includes among 
other the log in and log out times, amount of chat contacts, activities, etc. for each 
student. The upper right images shows a bar chart visualization of the chat intensity 
(i.e., the number of characters typed by each student in the text chat, related to that, 
the lower left image shows the intensity of chat activities for all students over time. 
The lower right image illustrates another important feature. A teacher can access the 
chat text of each student extracted from the entire log file; alongside the competencies 
assigned to this course are listed with slider controls. These sliders indicate the 
competency level (in a percentage of the likelihood that this competency is available), 
in a way they mirror the system’s adjustments of a student’s competency model 
during the session. A teacher can now, in view of the real chat text, intervene and 
adjust the competency levels manually.  

As mentioned above, ProNIFA operates on the basis of probability distributions 
over competence structures. In simple words this means that there is an order set of 
meaningful states a student can be in, ranging from having none of the competency to 
having all of them. However, due to the underlying prerequisite relations not all states 
are possible. For example, it is highly unlikely that a student cannot understand a 
written text in a foreign language and, at the same time, has the ability to understand 
the same text spoken by a native speaker. Since we are applying a probability 
distribution, the probabilities to be in one of the states sum up to 1. A teacher can 
access these information in form of so-called Hasse diagrams (an example is shown 
in the lower left part of Figure 2). The competence states are arrange according their 
structure and the assigned probabilities are displayed in form of color coding – the 
more salient a state appears the higher is its probability (ProNIFA allows custom 
color themes).  

4 Conclusion 

There is no doubt that learning scenarios for and in virtual worlds will be a part of 
classroom education. The advantages are convincing: immersion and fun, 
collaboration and interaction, exploration and active competence construction. The 
downside is that a reasonable and effective implementation of activities in the virtual 
world requires smart software solutions and sound approach to learning analytics to 
record, aggregate, analyze, visualize and store the data. ProNIFA is a tool that 
supports exactly those needs. Moreover, ProNIFA has a scientific, psycho-
pedagogical framework in the background enabling a competence and learning 
performance oriented analysis of data. 

Presently we are conducting classroom, studies to elucidate the usefulness of  
the existing features and to collect real-world demands for such learning analytics 
system – also beyond the focus on log files (as described here).  
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Abstract. This paper presents a visual perception evaluation of efficient visua-
lization for terrain data obtained by LiDAR technology. Firstly, we briefly 
summarize a proposed hierarchical data structure and discuss its advantages. 
Then two level-of-detail rendering algorithms are presented. The experimental 
results are then provided regarding the performance and rendering qualities for 
both approaches. The evaluation of the results is finally discussed in regard to 
the visual and spatial perceptions of human observers. 

Keywords: LiDAR, level-of-detail, visual perception, human visual system, 
image quality assessments. 

1 Introduction 

Over the last decade with on-going advances, Light Detection and Ranging (LiDAR) 
has become the leading technology for obtaining spatial data [1–3]. LiDAR is a  
laser-based remote sensing technology that measures the time delay between the 
transmission of the laser pulse and the detection of its reflection when determining the 
range of a distant object [4]. LiDAR systems can be mounted on aircraft, and are ca-
pable of acquiring surface data quickly with high accuracy and great density, as 
shown in Fig. 1. The obtained points are georeferenced according to the position of 
the aircraft by using the Differential Global Positioning System (DGPS), and the 
orientation of the aircraft by using the Inertial Measurement Unit (IMU) [5]. In this 
way, LiDAR data consist of three-dimensional, georeferenced point clouds of the 
terrain surface. LiDAR achieves higher precision and is less dependent on the weather 
and light conditions because of the use of a short wavelength laser light [6]. Further-
more, LiDAR is able to penetrate through vegetation and due to its ability to separate 
individual reflections, it is able to record a terrain under the vegetation [6]. 

Airborne LiDAR technology provides huge quantities of spatial data, but the 
processing and interactive visualization of such massive point clouds can be very 
difficult. Regrettably, the more data we want to visualize, the longer it takes to render, 
thus inducing a noticeable lag of the system. Humans are extremely sensitive to visual 
lags, and as a result the users’ efficiency reduce when they have to work with such 
systems [7]. Therefore an efficient rendering technique is needed for interactively 
visualizing of LiDAR data. Several techniques have been developed in an effort to 
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reduce system lag like: visibility culling [8], double buffering [9], antialiasing [10], 
level-of-detail [11], and hierarchical subdivision [12]. All these techniques are based 
on a graphic workload reduction. Only the Level-Of-Detail (LOD) technique can 
balance the system’s load in real-time, to the point that no considerable frame drops 
are noticeable at any time. In essence, LOD attempts to trade spatial fidelity against 
temporal fidelity: detailed geometry requires more time to display but contains more 
details, and vice versa. It is a good compromise for real-time interactive graphic sys-
tems, since it is less perceptible to human vision than temporal delays during visual 
updating [13]. 

 

Fig. 1. Gathering the LiDAR data 

LOD is realized by rendering a detailed geometry when the object is close to the 
viewer and coarser approximation when the object is distant or small. In this way, the 
graphic workload is significantly reduced and image quality is preserved without 
affecting the fidelity of the display. However, LOD with its advantages regarding 
performance enhancements also comes with some significant drawbacks. The most  
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problematic is the popping effect, which happens when the graphic system switches 
between different detail levels, and flicker is noticed. This visual artifact occurs due to 
an improper model for selecting an optimal detail level. In order to avoid this effect, a 
smooth visual transition is needed in the form of a continuous model for measuring 
the degree of visual details that a user can perceive. This information is then used by 
the model to select the optimal LOD, in order to avoid noticeable changes in visuali-
zation. For this it is essential to find the relation between the computer’s capabilities 
and human perception. 

This paper presents an evaluation based on the visual perception of optimized LOD 
visualization regarding LiDAR data. This paper is organized as follows: a brief over-
view of LOD techniques is presented in the next section. Section 3 explains LOD 
management with data organization, and the simplification process. The results are 
presented in Sec. 4, whilst Sec. 5 concludes the paper. 

2 Related Work 

LOD is a traditional approach for visualizing 3D scenes with many geometric primi-
tives. The general idea of a hierarchical model was first introduced by Clark in 1976 
[14]. Clark provided a meaningful way of varying the amount of detail within a scene 
according to the screened area occupied by objects within a scene, and to the speed at 
which an object or camera moves. Then Schachter [15] discussed the need for opti-
mizing the number of graphic primitives representing a scene, and stated that it was 
common to display objects in less detail when they appeared to be further away. The 
first applications using such LOD techniques for optimizing graphic workloads were 
flight simulators. In these applications different detail levels were created by hand. 

Several Discrete LOD (DLOD) techniques have been proposed over past decades 
[16–19]. It is typical for DLOD techniques to simplify a 3D object into a number of 
objects with different detail levels. Then proper LOD of the object is selected accord-
ing to the calculated distance from the viewpoint. Falby et al. [20] used the DLOD 
technique for managing massive terrain datasets using a terrain-paging algorithm to 
manage the swapping of visible terrain tiles. They used three different dataset resolu-
tions and displayed the terrain within a resolution, depending on the distance. The 
Hysteresis technique was presented by Astheimer and Pöche [21] to overcome DLOD 
weaknesses regarding the flickering effect when an object constantly switches be-
tween two different representations. Hysteresis provides a lag between the level 
switches, thus the object switches to a lower level at a different distance then to the 
higher level. 

Most LOD techniques for terrain optimization in real-time use hierarchical space 
subdivision for scene representation. A method for recursively subdividing terrain 
into quarters using a quadtree was presented by Lindstrom at al. [22]. They used a 
hierarchy in which each depth of the tree corresponded to a certain detail level. There-
fore, it was easy to combine different detail levels into representation of the terrain. 
Their system also considered the roughness of the terrain and used lower details 
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where the topography was smoother. Similar methods have also been developed using 
Delaunay triangulation for continuous terrain LOD [23, 24]. The resulting hierarchies 
in these methods are not trees but directed acyclic graphs, which make it difficult to 
combine different detail levels. 

The field of progressive meshes as a technique of dynamic LOD was intensively 
promoted by Hoppe [25–28]. He presented an efficient data structure with a simplifi-
cation procedure that preserves the geometry of the mesh and its overall appearance 
[25, 26]. This methods supported geomorphs, progressive transmission, compression, 
and selective refinement. In his further work, he presented a view-dependent frame-
work for selectively refining arbitrary progressive meshes [27, 28]. He defined a  
criteria based on the view, surface orientation, and screen-space geometric error for 
incrementally adapting the approximation of progressive meshes. In this way, it is 
possible to apply progressive meshes on terrain data. 

Visualization of LiDAR point clouds is a hard challenge. Recently, Kovač and 
Žalik [29] developed a two-pass point-based rendering technique that uses elliptical 
weighed average filtering for solving problems relating to aliasing. A web-based Li-
DAR visualization with point-based rendering was proposed by Kuder and Žalik [30]. 
They used an efficient data organization within a data structure that enabled quick 
handling of range and LOD queries. 

More sophisticated approaches are based on the Human Vision System (HVS)  
[31–34], where perceptual metrics like spatial frequency and visual acuity are used to 
determine visible differences between images. The Just Noticeable-Difference (JND) 
approach was presented by Cheng et al. [35]. They used a perceptual analysis for 
improving the results of geometric measures and so identified redundant data that 
cannot be identified using conventional geometric metrics. A volume-rendering algo-
rithm that follows the user’s gaze and smoothly varies the display resolution has been 
developed by Levoy and Whitaker [36]. Gaze-contingency uses models of human 
spatial perception and can be applied to geographic data representation. 

3 LOD Management 

The first, and probably most important decision, having direct impact on display qual-
ity and performance corresponds to the choice of rendering primitives. Due to the 
nature of the data we use points as display primitives for rendering instead triangles or 
quads. 

As already mentioned, the main problem working with LiDAR datasets is the 
amount of data. A typical LiDAR data set contains several tens of millions of points. 
Today’s graphic cards are incapable of storing such amounts of geometric primitives. 
Consequently, they cannot show a whole dataset using real-time interaction. There-
fore, LOD management is needed. In addition, presenting three-dimensional spatial 
data on a two-dimensional display weakens human perception of 3D data. Therefore, 
it is necessary to find a LOD balance between technical and perceptual abilities. LOD  
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is always implemented with an efficient data organization that allows for fast simpli-
fication of the scene. In the continuation we describe our data organization and the 
simplification process. 

3.1 LiDAR Data Organization 

Data collected by LiDAR technology are stored in ASPRS LAS [37], a public binary 
file format for exchanging spatial data. LAS files store remotely sensed point clouds 
without any topological information amongst individual points. Airborne LiDAR data 
are typically saved into LAS files as flight swathes. Because of this, the data are in the 
form of stripes. Usually it takes a number of flights to collect enough surface data for 
the desired resolution. 

The basis for the fast and effective visualization of point clouds is hierarchical 
space partitioning, where data are divided into smaller segments. Although we are 
dealing with 3D point cloud data, a quadtree data structure has been applied, since 
LiDAR data describing terrain is considered as 2.5D data. A quadtree is a 2D data 
structure, where the root covers the whole area and has 4 children that halved space 
into 4 equal quadrants. Due to the shape of the point cloud, the spatial hierarchy can 
be ineffective; since space is always halved and the stripe form is preserved through-
out all levels of the tree. Therefore, the root of the tree is divided in such a way as to 
approximate a square shape. In this way, our structure can have one or more children 
in the root. Obviously, with such a root division our structure is no longer a traditional 
quadtree anymore (see Fig. 2). 

In our case, space partitioning is constructed during the pre-processing phase. The 
construction of the tree is accomplished over three steps: 

• During the initialization step the root and the corresponding quadtrees are created. 
The root bounding volume is divided into rectangles along the longer dimension. 
The number of divisions is determined as the ratio between the length and width of 
the root area. 

• Actual space partitioning is obtained during construction of the quadtrees. The 
construction is conducted by sending, point after point through the corresponding 
quadtree nodes, depending on their positions in space. The points are inserted until 
the predetermined threshold has been met regarding points per quadtree leaf. When 
this happens, four new quadtree nodes are created by dividing this leaf and rear-
ranging the points from previous leaves into new ones. 

• When the whole tree has been constructed, the points within individual quadtree 
leaves are randomly sampled to avoid re-sampling during the rendering phase. By 
using OpenGL’s Vertex Buffer Objects (VBO) [38], the geometry of the points is 
stored within the graphic card memory. This allows for maintaining only point in-
dexes and VBO references in the leaves of the quadtree, which are located within 
the main memory. Those LiDAR point attributes that are not needed for visualiza-
tion remain in the source file and can be accessed on request via the point indexes. 
The points, which are displayed, are selected by random sampling. 
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Fig. 2. Data organization 

3.2 Simplification of the Scene 

In order to achieve faster visualization, reducing the number of the display primitives 
is needed, where only the points lying outside the view can be removed without loss 
of image quality. A frustum culling technique on the space subdivision hierarchy 
needs to be applied for this. Frustum culling excludes tree nodes from rendering if 
they are outside the viewing frustum. This process must be performed each time the 
view changes. The described technique is effective and provides a significant reduc-
tion of display primitives. However, it has some drawbacks if insufficient points are 
reduced, especially when the view covers the entire scene. Therefore, points being 
located inside the viewing frustum have to be removed, too. For this purpose, a LOD 
technique is applied to simplify the scene. 

Our design of data organization ensures a simple LOD implementation, where only 
the number of points is calculated for those quadtree nodes that need to be rendered. 
This is possible because of using VBOs. However, two different LOD selection fac-
tors have been developed that adapt the abilities of the computer system. The first 
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method transforms distance into the detail level, whilst the second the size projection 
on the screen. Both methods are described below. 

Distance-Based LOD defines the terrain representation upon the Euclidian distance 
between the viewpoint (observer) and a predefined point inside the bounding volume 
of a subspace [11]. This method works over two-passes: during the first pass the re-
quired data is obtained, whilst during the second phase the detail level is calculated 
and rendered. 

The first pass is conducted simultaneously with frustum calling, as explained 
above. Let , , … , , be a set of all visible subspaces depending on the cur-
rent view, and  the number of points within the visible subspace . The average 

distance of all visible subspaces to the viewpoint is then 

  ∑ , (1) 

where  is the total number of all visible subspaces and  is the distance between 
the viewpoint and the center of the visible subspace . The average portion of ren-
dered points ( ) is determined according to the ratio between  and , where 

 is the maximum number of rendered points that the considered system can 
render in real-time. 

By considering spatial perception, when the distance between a subspace and the 
viewpoint is 0, all points in the given subspace are rendered; when the distance be-
tween a subspace and the viewpoint is , then the number of rendered points in the 
given subspace is reduced to . In the second pass using these two aspects, a linear 
relation can be defined by 

 
· 1, (2) 

where the percentage of points rendered ( ) in subspace  is calculated based on its 
distance to the viewpoint ( ). 

Nevertheless, there are several issues related to the domain of the variable ∞, ∞ . First, the negative percentage of points cannot be drawn. Moreover, there 
are often no subspaces at distance 0, and thus no subspaces are drawn in full details. 
Another issue occurs when subspaces are too far and are not drawn, but must be visi-
ble. In order to avoid this, the optimal number of rendered points within a subspace  
can then be calculated by a piecewise function of distance  

 

,· ,· , , (3) 

In this way, we render all points within the subspaces where the render factor is high-
er than 85% and in the other at least five percent of the contained points, as shown in 
Fig. 3. Using such an organization and definition of LOD, we are able to smooth tran-
sitions between different detail levels. In this way, we are able to remove the popping 
effect. 
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Fig. 3. The relation between detail level and distance  

Size-Based LOD defines the terrain representation based on the projected size in 
screen coordinates [11]. This method is also performed in two passes like distance-
based LOD. 

During the first pass, the projected screen area for all visible subspaces is defined 
by 

  ∑ , (4) 

where  is the area of all subspaces on the screen in pixels,  is the area for each 
individual subspace . Then the maximum density of the points projected on the 
screen is calculated by: 

 . (5) 

In this way, the upper limit is set so that the system cannot produce any lag. 
The area  of subspace is transformed into a number of points that will be ren-

dered by the following equation: 

 ·  (6) 

The calculation of  where the number of points is defined with the area occu-
pied on the screen is computationally more expensive. However, size-based LOD is 
more accurate and can calculate a more accurate detail level. 
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4 Results 

The presented methods have been implemented in the C++ language under Microsoft 
Foundation Class Library (MFC) and OpenGL 2.1 on Microsoft Windows 7 Profes-
sional. The measures were obtained on a PC with 3.30GHz Intel Core i5, 8 GB of 
main memory, Western Digital Blue 1TB 7200RPM hard drive, and NVIDIA Ge-
Force GTX 560 with 1 GB graphic memory. 

The performance and visual acuity were compared on a test dataset. This dataset 
consists of 10 different LiDAR LAS files with different terrain-types, number of 
points, sizes, and densities, as presented in Table 1. 

In terms of performance, the Frames Per Second (FPS) and rendered points were 
measured for each dataset, whilst the scene was rendered with and without LOD. Table 
2 summarizes the performance of distance-based LOD and Table 3 the performance of 
size-based LOD. In both tables, the reduction of points (point ratio) and speed (FPS 
ratio) calculations were made in the forms of rendering relations with and without 
LOD. It can be seen that both methods are comparable and none of them is superior to 
another in both speed and point reduction, as shown graphically in Fig. 4. Both LOD 
methods also achieve real-time rendering in all cases and are faster by up to 2.5 times. 

Table 1. Description of test LiDAR LAS files 

Dataset Terrain type No. points Size (m × m) Density 
File 1 Flat rural 6190800 781 × 880 9.01 
File 2 Moderate rural 16438927 866 × 3704 5.13 
File 3 Steep forested 13677384 500 × 750 36.47 
File 4 Flat rural 19426701 1000 × 1500 12.95 
File 5 Mountains 34000000 2593 × 3385 3.87 
File 6 Flat urban 21147263 3294 × 1501 4.28 
File 7 Flat forested 17949909 1000 × 895 20.07 
File 8 Flat urban 13861142 1957 × 2114 3.35 
File 9 Moderate urban 37933412 4012 × 3025 3.13 
File 10 Moderate urban 20657230 683 × 1383 21.87 

Table 2. Distance-based LOD performance 

Dataset 
Without LOD  Distance-based LOD 

Points FPS  Points FPS Points ratio FPS ratio 
File 1 6190800 58  5051868 62 0.82 1.07 
File 2 15328038 29  5611506 50 0.37 1.72 
File 3 11884312 35  4828047 53 0.41 1.51 
File 4 18194184 26  4956370 52 0.27 2.00 
File 5 27355270 17  5323969 40 0.19 2.35 
File 6 20208650 23  5188756 42 0.26 1.83 
File 7 11667829 38  4992648 45 0.43 1.47 
File 8 11446218 38  4966357 55 0.43 1.45 
File 9 18714995 25  5864291 47 0.31 1.88 
File 10 19765258 23  5674141 42 0.29 1.83 
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Table 3. Size-based LOD performance 

Dataset 
Without LOD  Size-based LOD 

Points FPS 
 

Points FPS 
Points 
ratio 

FPS ratio 

File 1 6190800 58  5266644 60 0.85 1.03 
File 2 15328038 29  4241778 53 0.28 1.83 
File 3 11884312 35  5083744 52 0.43 1.49 
File 4 18194184 26  5932876 48 0.33 1.85 
File 5 27355270 17  5718530 41 0.21 2.41 
File 6 20208650 23  4459356 45 0.22 1.96 
File 7 11667829 38  3901293 60 0.33 1.58 
File 8 11446218 38  5144027 53 0.45 1.39 
File 9 18714995 25  4305302 55 0.23 2.20 
File 10 19765258 23  5294721 44 0.27 1.91 

 

Fig. 4. The comparison between distance-based LOD and size-based LOD in terms of point 
reduction (left) and speed (right) 

In terms of image quality, both LOD methods were compared using seven different 
Quality Assessment (QA) algorithms: 

• Root-Mean-Square Error (RMSE) one of the more commonly used signal fideli-
ty measures [39]; 

• Peak Signal-to-Noise Ratio (PSNR) another widely used metric of quality [40]; 
• Structural Similarity (SSIM) index for measuring the similarity between two 

images [41]; 
• Visual Difference Predictor (VDP) a metric for predicting whatever differences 

between two images are visible to the human observation [42]; 
• Visual Information Fidelity (VIF) an image information measure that quantifies 

the information relation between reference image and distorted image [43]; 
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• Naturalness Image Quality Evaluator (NIQE) an image quality analyzer based 
on statistical regularities observed in natural images [44] and 

• Blind Image Quality Index (BIQI) another image quality assessment that works 
on the statistics of local Discrete Cosine Transformation (DCT) coefficients  [45]; 

The presented QA algorithms can be grouped into three categories: general-purpose 
algorithms, HVS algorithms, and blind algorithms. 

The general-purpose and HVS algorithms are full-reference metrics [41], based on 
measuring the error between the distorted (with LOD) and the reference image (with-
out LOD). The general-purpose algorithms RMSE and PSNR results are presented in 
Table 4. Distance LOD refers to the error between the reference image and the image 
rendered using distance-based LOD, whilst Size LOD is the error between the refer-
ence image and the image rendered using size-based LOD. The range of RMSE me-
tric is from 0 to infinity, with 0 being a perfect score, whilst the PSNR metric has 
inverse scoring (i.e. the higher the number the better the score). 

Table 4. The results of general-purpose QA algorithms 

Dataset 
RMSE  PSNR [dB] 

Distance LOD Size LOD  Distance LOD Size LOD 
File 1 9.7919 6.2102  28.3134 32.2687 
File 2 43.3670 34.8870  15.3876 17.2776 
File 3 26.6052 17.1241  19.6315 23.4587 
File 4 40.7296 32.5546  15.9326 17.8788 
File 5 54.6781 51.0715  13.3746 13.9673 
File 6 57.1262 57.3533  12.9941 12.9596 
File 7 42.7937 36.0430  15.5032 16.9944 
File 8 40.3076 33.0030  16.0232 17.7598 
File 9 33.6437 33.2461  17.5928 17.6960 
File 10 19.8574 19.2496  22.1724 22.4424 

 
It is observed that the size-based LOD has better values than the distance-based 

LOD thus indicating higher consistency, as shown in Fig. 5. The size-based LOD  
has lower RMSE and higher PSNR values for all files except for insignificant differ-
ence in file 6. However, these methods are too general and inconsistent, according to 
human eye perception, for obtaining more adequate information about perceived 
details. 

The VDP, SSIM, and VIF Image Quality Assessment (IQA) algorithms were 
adapted to objectively evaluate the rendered image quality in terms of HVS, and  
are shown in Table 5. These algorithms are also full-reference metrics [41] like  
general-purpose algorithms. 
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Fig. 5. The comparison between distance-based LOD and size-based LOD with general-
purpose QA: RMSE (left) and PSNR (right) 

Table 5. The results of the HVS methods 

Dataset 
SSIM  VDP [%]  VIF 

Distance 
LOD 

Size 
LOD 

 
Distance 

LOD 
Size 
LOD 

 
Distance 

LOD 
Size 
LOD 

File 1 0.9733 0.9875  87.97 85.76  0.4021 0.7595 
File 2 0.9174 0.9528  71.09 69.89  0.1863 0.6065 
File 3 0.9038 0.9474  39.93 30.35  0.2362 0.5741 
File 4 0.8738  0.8996  69.02 44.67  0.1349 0.2675 
File 5 0.7050 0.7296  63.03 25.30  0.0489 0.0725 
File 6 0.8645 0.8567  60.15 63.33  0.0997 0.1282 
File 7 0.8388 0.8727  68.42 57.40  0.1363 0.5156 
File 8 0.9190 0.9488  64.83 59.83  0.1430 0.3116 
File 9 0.9394 0.9322  56.96 53.92  0.2177 0.4934 
File 10 0.9581 0.9627  58.98 52.40  0.3050 0.4090 

 
Fig. 6 shows the LOD evaluation with the SSIM metric [41]. It can be seen from 

the SSIM index map (darker pixels’ greater visual differences) that most of the differ-
ences either occurred within dense point regions that represent vegetation or at sharp 
edges, for both methods. Moreover, size-based LOD shows fewer differences in the 
front regions (see Fig. 6 and Fig. 12) that appear larger on the screen and have more 
details. The SSIM index is a value between -1 and 1, where SSIM=1 for images that 
are perceptually equivalent. In general, size-based LOD has fewer differences (higher 
SSIM value), as can be seen in Fig. 8. However, a lower SSIM index was achieved in 
the cases of file 6 and 9. The reason for this exception can be related to the outliers 
contained in those files. File 6 was selected in order to further compare the visual 
acuity of the LOD methods with noisy data. 
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Fig. 6. LOD evaluation of dataset 4 with SSIM algorithm in terms of HVS 

VDP is an algorithm for describing the human visual response. The goal of  
the algorithm is to determine the degree to which physical differences (i.e. incor-
rect luminance and chrominance) become visible to the human observer [42]. The 
results of the evaluation from the VDP metric show that the probability of differ-
ence detection within the compared images is high, but the size-based LOD has 
lesser probabilities than the distance-based LOD, except for file 6, as shown in 
Fig. 9. The VDP metric gives comparable results with the SSIM metric (see Table 
5). The exception is file 9 where the size-based LOD provided a better result under 
the VDP metric than the distance-based LOD, in comparison by using SSIM  
metric. It can also be observed that the detection map of the VDP metric gave  
the same graphical result as SSIM metric (compare Fig. 6 and Fig. 7). Both VDP 
and SSIM graphical results show that the size-based LOD produces lees differenc-
es (e.g. more visual acuity and more details) in the front regions, as can be seen  
in Fig. 12. 
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Fig. 8. The comparison of SSIM index between distance-based and size-based LODs 

 

Fig. 9. Graphical comparison of VDP metric between both LOD 

 

Fig. 10. The comparison between both LODs using VIF 
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The third category are No-Reference QA algorithms or blind algorithms, where the 
algorithm has only the distorted image and has to estimate the quality [44, 45]. Both 
methods, NIQE and BIQI, are not correlated with human judgment of visual quality. 
The results are shown in Table 6. From the obtained BIQI metric the size-based LOD 
had better results (smaller values) than the distance-based LOD, with the exception of 
file 6 (see Fig. 11). This was unlike the NIQE metric where the values were more 
diverse and no relevant information could be extracted, which is a consequence of the 
measurable deviations from statistical regularities that can be observed from these 
methods. 

 

Fig. 11. The comparison between distance-based LOD and size-based LOD with no-reference 
QA: NIQE (left) and BIQI (right) 

The summation is that particularly good results are obtained with the RMSE, 
PSNR, and BIQI methods, which are not correlated to HVS. However, these methods 
are not authentic enough for our evaluation. File 6 showed poor results in almost  
all metrics, which can be related to the specific data contained within the dataset. The 
data in file 6 described a city and thus contained a considerable amount of noise. This 
noisy data appears as highly elevated points known as high outliners. Subspaces  
describing such large differences in z-coordinates occupy relatively large areas on  
the screen even if the subspaces are somewhere in the middle or in the background.  
In this way, such subspaces are rendered with high detail levels but they have almost 
no relevant data, whilst other subspaces with relevant data are rendered with lower 
detail levels. The SSIM index had again problems due to the noise presented in file 9. 
In the case of file 5, it can be observed that all HVS matrices had the best results. File 
5, consisting of bare mountains, had the biggest points reduction ratio from all the 
datasets, and therefore, it could be displayed with almost imperceptible differences. 

The results show significant variances across each dataset, because each metric 
covers a particular aspect. Important information about the structure of the objects in 
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the visual scene was tested using the SSIM metric, whilst the VDP metric was used to 
obtain the important visual information within the reduced LOD picture. The VIF 
metric was used to measure the perceptually relevant information that could be ex-
tracted from a picture. With the evaluation of HVS metrics, it could be concluded that 
the size-based LOD better represents data in terms of human vision. 

 

 
Fig. 12. LOD evaluation of dataset 3: distance-based LOD (a), without LOD (b), size-based 
LOD (c), SSIM index map of distance-based LOD (d), SSIM index map of size-based LOD (e), 
VDP result of distance-based LOD (f), and VDP result of size-based LOD (g) 
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5 Conclusion 

In this paper, two different LOD methods were developed and evaluated in terms of 
visual perception and human judgment. We have presented an efficient method for the 
visualization of LiDAR data. Within this context, LOD hierarchy has been introduced 
that enables the elimination of invisible parts of a scene, as well as the allocation and 
fast rendering of visible bounding volumes. Two different LOD criteria were created, 
for this purpose. The first method calculates LOD depending on distance, whilst the 
second depends on the projected size. Both methods are constructed to remove all 
visual artifacts like ‘popping’. The results show that the presented approach is capable 
of rendering large amounts of LiDAR data in real-time. 

Little is known about how to select optimal LOD, especially in terms of human vi-
sion and spatial perception. Bearing this in mind, we evaluated both LOD methods 
using 7 different QA methods. We believe from the results, that the size-based LOD 
is more suitable for representing terrain data gathered by LiDAR airborne scanners. 
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Abstract. This paper presents a new automatic colouring technique for
grey-scale images that extends the CSL model from the visual perception
point of view. Colour-coding is based on the attributes of contained ob-
jects, such as their area or radius of the bounding circle. Their extraction
is achieved using advanced concepts of connected operators from mathe-
matical morphology, whilst CIELab LCH colour-space is considered for
their visualisation. A comparison between the proposed attribute-based
visualisation (ABV) model and the CSL model was performed during
a test-case on biological-cells. Whilst both models were superior to the
original grey-scale image representation, we showed that the ABV model
significantly increased the clarity of the visualisation in comparison to
the CSL model, as it produced smoother transitions from low to high
attribute values and avoided creating visual boundaries between regions
of similar attributes.

Keywords: HCI, visual human perception, connected operators, math-
ematical morphology.

1 Introduction

The use of colours within HCI systems is primarily motivated by their higher dy-
namic range compared to grey-scales [1]. By using appropriate colour-scales, the
number of just-noticeable differences can be considerably increased [2]. However,
the usage of colours that is motivated purely by aesthetic reasons is not always
the right choice, especially in science and engineering. Although such colour-
mappings may increase the attractiveness of the visualisation, they often cause
confusion when users try to understand their meaning [3]. The use of colours
that do not increase the information perceived by the user should, therefore, be
avoided. For these reasons, it is important to understand the information and
select an appropriate colour-scale in order to achieve a clear representation of
the data.

In biomedical data visualisation colours play an increasingly important role.
By increasing the number of just-noticeable differences, they help the detection,
diagnosis, and management of many ailments, whilst the increased dimension-
ality of the data representation allows for visualisation of information obtained
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by supplementary sensors. A realistically hued colour map, the construction of
which is based on Hounsfield units (HU), was proposed by Silverstein [4] to rep-
resent a density measurement of peritoneal fluid. This colour map is then applied
on 2D CT (computed tomography) slices to create volume visualisation. Colours
are also effectively used in Doppler colour flow imaging [5,6], where the blood-
flow direction is displayed as red or blue, whilst variations of hues from dull to
bright represent the velocities. Additional information, such as the turbulence
of the flow can be displayed with green and hue/saturated combinations. Since
complex spectral velocity visualisations are avoided in this way, such colour-
flow visualisation makes the data more readable and easier to interpret by an
inexperienced user. As the blood-flow can be used to quantify the inflamma-
tory response to a burn, the same colour pallet was extended by Pape [7] to
show the prediction of burn healing potential. The occurrence of colour can also
be found in ultrasound image interpretations, where so-called B-colour [8] was
proposed for emphasising the meniscal tear. More recently, magnetic resonance
imaging (MRI) for brain-structure studies has been extended to functional mag-
netic resonance imaging (fMRI) [9] that can measure brain activity based on
excess blood-supply. This brain activation is graphically colour-coded based on
the strength of the activation. Although these are just some of many examples
where the dimensionality of biomedical data visualisation has been increased
by the use of the colours, they show the effectiveness of such information pre-
sentation. Nevertheless, these methods only consider the information obtained
from supplementary sensors, whilst an automated colouring method capable of
extracting information about structures contained in biomedical images, has not
as yet been considered.

This paper presents an automatic colouring technique for the grey-scale im-
ages of biological cells. The main purpose of this method is to increase the
information presented to the user by considering several characteristics of ob-
jects present within a grey-scale image. Conceptually, this work is an extension
of the so-called MSLS segmentation scheme [10] and the CSL model [11] from
the human perception point of view. An efficient image-preprocessing frame-
work, provided by these morphological methods allows for automated extraction
of objects. Their characteristics (e.g. area, volume, or radius) can then be used
for image colouring that provides the user with a better understanding of the
content.

The structure of this paper is as follows: Section 2 gives a short background of
the used image preprocessing techniques that extract attributes used for image
colouring. Section 3 discusses the use of colour-scales and gives the definition of
the proposed visualization model. The results are presented in Section 4, and
Section 5 concludes the paper.

2 Extraction of Visualization Attributes

By providing quantitative algebraic descriptions of geometrical structures and
shapes, mathematical morphology (MM) has long been an effective tool for pat-
tern recognition on grey-scale images [12]. Over recent years, connected operators
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have become increasingly popular [10,11,13,14]. These morphological operators
act on connected sets of pixels with constant intensities called flat-zones, rather
that on individual pixels. They can merge flat-zones, but they cannot break
them. Because of this, they cannot introduce new edges or modify the positions
of the existing ones. Consequentially, they either remove a feature from an image
or they leave it perfectly preserved. A particularly interesting type of connected
operators are attribute-filters [15,16]. These filters do not use structuring ele-
ments. Instead, they decide which flat-zones to merge using a specific attribute
(e.g. area, volume, or bounding volume) of a connected set of flat-zones called
a connected component. For this purpose, an image f : E → Z is viewed as a
mapping function that maps a pixel n ∈ E from a space E ⊂ Z

d (usually d = 2)
to a space Z ⊂ Z. In order to define an attribute-filter γ(f), f is decomposed
into a set T = {th} of thresholded sets th, each given by [17]:

th = {n | f [n] ≥ h}. (1)

Let a function Ch[n] ∈ th return a connected set of pixels from th (i.e. connected
component) that contains a pixel n or ∅ otherwise, and Λ(Ch[n]) a function that
estimates its attribute. An opening γΛ

λ (f) that filters f according to Λ with a
criterion λ, is defined as [18]:

γΛ
λ (f)[n] =

∨
{h | Λ(Ch[n]) > λ}, (2)

where
∨

is the maximum. In short, γΛ
λ (f) assigns to each pixel n the highest

value h at which it still belongs to a peak-connected component Ch[n] that
satisfies a criterion Λ(Ch[n]) > λ. Note that Λ is considered in this paper as an
increasing attribute given by the following relationship:

ChA [n] ⊆ ChB [n] → Λ(ChA [n]) ≤ Λ(ChB [n]). (3)

Amongst the increasing attributes, the area of the connected components
A(Ch[n]) is especially well-studied. In particular, area opening γA

a (f), intro-
duced by Vincent [18], has recently come back into focus by the introduction
of so-called differential area profiles (DAPs) [19]. DAP is essentially a top-hat
scale-space computed from granulometry based on γA

a (f). A granulometry is an
ordered set of filters that progressively removes image details by filtering them
at an increasing scale, whilst a top-hat scale-space is obtained by comparing the
differences between filtered images. Consider a granulometry obtained by an or-
dered set of area thresholds a = {ai}, where i ∈ [0, ..., I], a0 = 0 and ai−1 < ai.
DAP ΔA

a is defined as:

ΔA
a (f) = {γA

ai−1
(f)− γA

ai
(f) | i ∈ [1, ...I]}. (4)

In other words,ΔA
a assigns to each pixel a I−1 long vector containing information

about the reductions achieved by each of the corresponding area openings γA
ai

at
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scale ai. Δ
A
a is called a positive response vector, whilst its negative equivalent

can be obtained by an ordered set of area closings φA
a as:

ΘA
a (f) = {−(φA

ai−1
(f)− φA

ai
(f)) | i ∈ [1, ...I]}. (5)

On this basis, the so-called MSLS mapping scheme, proposed for classical mor-
phological filter [20], has been extended by Ouzounis [10]. At each pixel n, the
MSLS mapping scheme estimates two characteristics: r(f) is the maximal re-
sponse and s(f) is the scale at which it is obtained. By considering ΔA

a , it is
given as follows (

∧
is minimum):

rΔA
a
(f)[n] =

∨
ΔA

a (f)[n], (6)

sΔA
a
(f)[n] =

∧
i | (γA

ai−1
(f)− γA

ai
(f))[n] = rΔA

a
(f)[n]. (7)

The same definitions are used in order to obtain rΘA
a
(f) and sΘA

a
(f) from ΘA

a (f),
whilst the final output is obtained by:

r(f)[n] =
∨

rΔA
a
(f)[n], rΘA

a
(f)[n], (8)

s(f)[n] =

⎧⎨
⎩

sΔA
a
(f)[n] if rΔA

a
(f)[n] > rΘA

a
(f)[n]

sΘA
a
(f)[n] if rΔA

a
(f)[n] < rΘA

a
(f)[n]

0 if rΔA
a
(f)[n] = rΘA

a
(f)[n]

. (9)

This MSLS scheme has further been optimised for visualization by the so-called
CSL model introduced by Pesaresi [11]. In addition to r(f) and s(f), the CSL
model maps the intensity level l(f) of the pixel n before the iteration of the
maximal response filter. That is:

l(s)[n] =

⎧⎨
⎩

γA
as(f)[n]−1

[n] if rΔA
a
(f)[n] > rΘA

a
(f)[n]

φA
as(f)[n]−1

[n] if rΔA
a
(f)[n] < rΘA

a
(f)[n]

f [n] if rΔA
a
(f)[n] = rΘA

a
(f)[n]

. (10)

Note that extraction of DAPs can be in linear time using a max-tree structure
[21], where only three passes over the image are required. A pseudo-code of
computationally efficient implementation of DAPs is given in [10].

3 Applying the Colour Scales

By enhancing visual dimensionality, colours are very important in human-
computer interaction. Namely, they allow better perception of the image content
by visualising information obtained during the preprocessing step. Colours are
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determined as single points within the coordinate system named the colour-space
(or colour-model [2]). Two categories of colour spaces are known:

– Device-dependent colour spaces are defined in such a way as to be easily
displayed on a physical device such as a computer monitor. The best-known
device-dependent colour space is the RGB cube [1,2].

– Device-independent colour spaces, on the other hand, are not limited by the
number of colours that a device can display. A good example is the CIE colour
space [2,22,23] that is able to represent all the colours visible by a human eye.

A colour-scale is defined as a parametric curve within a colour space [1,24]. An
appropriate colour-scale can greatly enhance data representation, but if used
incorrectly may cause confusion and misinterpretation [3]. In order to avoid
problems relating to colour-scales, the following properties are desirable when
considering representing a sequence of numerical values {v1 ≤ . . . ≤ vn} by
colours {c1 . . . cn} [24,25,26]:

– Order preservation is a property that requires visually ordered colour-codes
for ordered sets of values. This property can be seen in the temperature
colour-scale, where gradual transition from blue (used to display cold or low
values) to red (used for hot or large values) is achieved.

– Uniformity and representative distance demands that colours satisfy
the separation principle [25], which states that clearly-separated values should
be separated from colours clearly perceived as different, whilst near values
have to be presented by colours that are perceived as similar. The colours
encoding two numerical values should correspond to the distance between
them.

– Boundaries should not be created by a colour-scale if there are no signifi-
cant differences between the numerical data.

Colour-scales can then be divided into two types of representation [24,27]. The
first is the univariate representation that is essentially a mapping function assign-
ing 3D (or 4D) colour-coordinates to a 1D scalar value. Such colour-scales can
either be continuous or discontinuous according to the definition of the mapping
function. These univariate colour-scales are popular during biomedical visuali-
sation in those cases where intensity values exceed the range [0, 255] (e.g. CT
images), and their representation using grey-scales leads to information loss [4].
On the other hand, multivariate colour-scales are able to colour-code two or more
independent input variables. Since the attributes obtained by the previously ex-
plained image preprocessing step describe significantly different characteristics
of the objects (e.g. intensity, maximal intensity difference, and attributes), mul-
tivariate colour-scales are more appropriate. However, selecting an appropriate
colour-scale becomes significantly more complex in this case since intuitive cor-
relations between attributes and colours have to be established [28]. The RGB
model, for example, produces unsatisfactory results when each particular at-
tribute is used for independent control of a particular channel, since two objects
with the same attribute value may be of different colours. It was for this reason
that the HSV colour-space was proposed in the CSL model [11].
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3.1 Using HSV for Attribute Visualisation

HSV is a cone-shaped multivariate colour space that describes a colour by its
hue, saturation, and value. The hue component is represented by an angle around
the central vertical axis and it determines the colour from the rainbow-scale
spectrum [2]. Saturation is defined as the distance from the centre axis and
determines the amount of grey present in the colour, whilst value is determined
as the distance along the vertical centre axis, and indicates the intensity of the
presented light.

The main motivation behind the HSV model is to achieve more perceptually-
intuitive colour representation in comparison with the traditional Cartesian RGB
model. However, this model is still device-dependent because it is defined di-
rectly in terms of the displayed RGB drive signals [3]. A transformation from
HSV colour coordinates to the device-dependent RGB coordinates is therefore
straightforward.

According to the CLS model [11], s(f) (obtained by (9)) provides the value
of the hue. For this purpose, s(f) is normalised and scaled within the range
[0, 360]. In practical terms, all the connected components that share similar
attributes are of similar colours, and the whole colour-spectrum is used. The
maximum response r(f), on the other hand, is normalised to [0, 1] and then
used as saturation. Consequently, those connected components that have high-
intensity relative to their neighbouring backgrounds should contain less grey.
Finally, l(s) is applied to value, thus ensuring that the colour level is the same
for all pixels belonging to the same most contrasted connected component.

Despite being quite popular, applying HSV has some significant disadvantages
[2,24]. As it usually follows the scale of colour within the visible spectrum, it does
not appear as linear [2,24,28]. Because of this, an observermay see no perceptually
initiated ordering between the colours. In addition, the varying hues are defined
by a circle. Consequentially, the hue starts and ends with the same colour (usually
red), meaning that themore extreme attributes will be coloured red or very similar
(Fig 1). Although this can be solved by limiting the value of the hue, a significant
range of colours is eliminated from the visualisation in this way. Another problem
is imposed by the colour-scale itself as yellow is used to visualise mid-range values.
However, yellow is naturally perceived as a very striking colour and mid-range
values are emphasised in this way. This colour-scale also contains the perceptual
discontinuities that lead to perception of boundaries even when they are absent
within the visualised data. Some of these problems (but not all) can be solved by
the CIELab colour space, where attributes can be coloured in a linear fashion and
perceptual discontinuities are avoided.

3.2 Using CIELab LCH for Attribute Visualisation

CIELab is a variation of the device-independent colour model named CIE
[2,22,23]. CIE is defined as describing the whole human visual gamut using only
positive values called tristimulus colour coordinates [2]. CIE is perceptually non-
linear [22], meaning that the linear changes in the components do not result in
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Fig. 1. Area-based image representation using the CLS model with a HSV colour-scale,
where the smallest and largest objects are of the same colour

a linear change in the perceived colour [2,3]. CIELab was created in order to
overcome this problem using three components called L, a*, b*. Component L
represents the lightness and ranges from 0 to 100 for darker and lighter colors,
respectively. On the other hand, a* and b* are defined on the principle that a
color cannot be both red and green, or yellow and blue at the same time. Com-
ponent a*, therefore, describes the transition from the green at one extreme
to the red at the other. Component b* gives the same transition, but for the
yellow and the blue. The ranges for these two values are dynamic and depend
on L. Because of this, L, a*, and b*, as represented by Cartesian coordinates,
are usually mapped into a more meaningful model called LCH. LCH uses po-
lar coordinates that match more closely with the human visual experience [22].
LCH represents lightness, chroma, and hue and is in that sense similar to the
previously described HSV model. Hue is again represented by degrees from the
range [0−360], whilst chroma and lightness are from the range [0−100]. Similar
to CIELab, the lightness represents the transition from dark to bright and the
chroma represents colourfulness.

3.3 Attribute-Based Visualisation Model

In this section, a new attribute-based visualisation (AVB) model is proposed that
extends the previously discussed CSL model from the human visual perception
point of view. Three important modifications are applied for this purpose:

– first, MSLS labelling schema is avoided in order to emphasise the visualisa-
tion of particular objects of interest,

– the level, defined by the CLS model as the pixel intensity before the inter-
action of the maximal-response filter is changed to be equal to the original
pixel intensity, in order to preserve the information from the original image,
and

– finally, CIELab LCH is applied instead of HSV in order to increase the
efficiency of the data representation.
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Accordingly, ABV (f) : f → (r(f), s(f), l(f)) maps the characteristic values of
a grey-scale image f at pixel n as:

r(f)[n] =
∨

ΔA
a (f)[n], (11)

s(f)[n] =
∧

i | (γA
ai−1

(f)− γA
ai
(f))[n] = rΔA

a
(f)[n], (12)

l(f)[n] = f [n]. (13)

CIELab LCH colour-scale is then proposed to be applied on ABV values. The
extracted maximal responses r(f) are normalized to the range [0 − 100] and as-
signed to chroma, corresponding attribute values s(f) normalisedwithin the range
[0, 360] are represented by hue, and pixel intensity levels l(f) are normalisedwithin
the range [0, 100] to define the lightness. Since CIELabLCH is device-independent,
colours that cannot be displayed have to be clipped to the nearest displayable
value. Nevertheless, the obtained transitions of colours are more linear in com-
parison with the HSV colour space, as confirmed by the results.

4 Results

The efficiency of the proposed ABVmodel was studied in a test-case of biological-
cells. Freshly-prepared pancreatic tissue slices were loaded with membrane la-
belling di-4-anneps dye for 20 minutes at room temperature. Excitation was
performed with an argon laser using 476 nm wavelength, and emission collected
between 500-650 nm using a HyD hybrid detector. Images were then obtained
using a Leica TCS SP5 II invert confocal microscope. Two of the five images
included in the test-set are shown in Fig. 2.

The DAPs of the test-images were estimated based on area A and radius R
attributes, i.e. ΔA

a and ΔR
r . Area-zones of interest were heuristically defined by

a = {0, 290, 440, 590, . . . , 2690}, whilst r = {0, 18, 29, 40, . . . , 117} was used to

(a) (b)

Fig. 2. Grey-scale images of biological cells
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obtain radius-zones. In all the cases, the first attribute-zones were ignored due to
their subjectivity to noise. Since the cells appeared darker than the fluorescent
dye loaded in the bordering membrane (see Fig. 2), their attributes were obtained
from the bottom-hat scale-space. In order to emphasise this notion,ΔA

a (−f) and
ΔR

r (−f) were considered when applying the ABV models. Thus, comparison
between the original image representation, CSL model, and the proposed ABV
model was achieved based on 5 different test images, where 10 coloured images
were obtained (5 for each of the two attributes) by each of the two models.

In order to evaluate the visualization methods, a group of 14 test subjects was
selected during a survey, which was achieved over two sessions (for each attribute).
All the test subjects were familiar with the contents of the images prior to this
survey, where 9 of them were professionals working with images of biological cells
on a daily basis. A set of 143 unique cells were selected from 5 test images and
the test subjects were then asked to classify them as small or large. In the case of
coloured images, the meaning of colours was not explained to the test subjects.
Three of the examples used in the survey are shown in Fig. 3.

Each of the test images was shown to the test subjects on a different sheet
of paper in a carefully chosen order, where two successive images were always
different and visualised using a different model. The test subjects were instructed
to write S or L in white transparent circles for which they thought to represent

(a)

(b) (c)

Fig. 3. Three different visualisations of the same image used in the survey, where (a)
is the original representation, (b) is coloured by CLS, and (c) by ABV
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small or large cells, respectively. The time and accuracy of the classification was
measured for each individual image. The latter was defined as the percentage of
correctly classified cells as smaller (or larger) than the average cell-size. Fig. 4
shows the results obtained from the survey.
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Fig. 4. Results obtained from the survey for (a) accuracy and (b) the average time
spent on each image

As seen in Fig. 4b, the average time spent by the test subject did not de-
pend significantly on the type of the visualisation, whilst the accuracy of the
classification (shown in Fig. 4a) was significantly lower in the case of the orig-
inal image representation in comparison with both colouring models. The first
reason for this is that when the cells are visualised using CSL and ABV, their
textures appear flat because the saturation (defined by the maximal response
contained in DAP) is equal for all the pixels belonging to a single cell. They are
also of similar colour as determined by the corresponding attribute value of the
maximal response, which is assigned to the hue. As shown in Fig. 5, this greatly
simplifies the cell identification as boundaries are sharp and easy to distinguish,
whilst this is not always the case with original grey-scale images.

When considering the results of the original grey-scale image visualisation
(see Fig. 4a), a greater error rate was noticeable when classification was based
on the area than on the radius attribute. Namely, the test subjects relatively
often misclassified long thin cells as large. On the other hand, they were able
to intuitively relate the colour of the cell with the corresponding attribute, and
avoid this error when CLS and ABV models were used. The example shown
in Fig. 6 caused considerable problems to test subjects as it demonstrates two
cells with the same radius (Fig. 6b) but significantly different areas (Fig. 6a).
Consequentially, their colour-codes are similar in the former and different in
the latter cases. However, they were often wrongfully classified within the same
group during grey-scale image representation.
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(a) (b)

Fig. 5. Comparison of area-based visualisations using (a) the original grey-scale and
(b) ABV

(a) (b)

Fig. 6. Comparison of the visualisations using the ABV, based on the (a) area and (b)
radius attributes

Another important aspect of image colouring can be observed when compar-
ing the error rates obtained by CLS and ABV models. The latter appears to be
advantageous as the used CIELab LCH colour-space is more linear in comparison
to HSV. Since CIELab LCH dose not create obvious visual boundaries between
gradually increasing attribute values, the test subjects correctly related the colour
differences to differences in attribute values. The great majority of errors obtained
in the case of ABV model were noted during classification of cells with attributes
close to the threshold value. On the other hand, the error rate was higher in the
case of the CLS model since the non-linearity in colour transition misled the test
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subjects when classifying two cells with similar attributes (radius or area), in dif-
ferent groups. Two examples where the test subjects often made this mistake can
be seen in Fig. 7. It could arguably be claimed that cell 1 in Fig. 7a is more simi-
lar to cell 3, if only the colours were observed. However, the actual area difference
between cell 1 and 2 is 372, whilst the difference between cells 1 and 3 is equal
to 858. On the other hand, test subjects did not made this error when visualisa-
tion was based on the ABV model. As seen in Fig. 7b, colours of cells 1 and 2 are
much more similar than the colours of cells 1 and 3. The same drawback for the
CSL model can observed when comparing the areas of cells 3, 4, and 5. The test
subjects often classified cell 4 as large because of the resemblance to the colour
of cell 3 when visualisation was based on the CLS model. However, cell 5 is from
the same class as cell 4, which is small. This is represented significantly better by
ABV model in Fig. 7b.

(a) (b)

Fig. 7. Example image of area visualisation in the survey where errors were caused by
CIE (a) in comparison with ABV (b)

5 Conclusion

This paper proposed a new colouring technique for grey-scale images named
the ABV model. Similar to the concurrent CLS model, this method is capa-
ble of colour-coding objects present within a grey-scale images, based on their
attributes. The extraction of attributes is achieved through a morphological con-
cept known as DAPs, where the ABV model only consider negative response vec-
tors whilst applying CIELab LCH colour-space for the visualising the biological
cells. In comparison with their original grey-scale representations, the visuali-
sation significantly improves. Both models increase visual distinction between
the cell’s interior and membrane and allow for straightforward visual recogni-
tion of those cells with similar attributes. However, the ABV model appears to
be better in comparison with the CLS. Since it avoids boundaries during the
transition from low to high attribute values, a better perception of the relation-
ships between cell-attributes is achieved. Finally, different relationships between
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objects can be established according to the attributes used for the visualisation.
As shown by the results, this type of visual grouping can significantly improve
the human-computer perception of visualized objects.
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Abstract. Data Mining on time-oriented data has many real-world ap-
plications, like optimizing shift plans for shops or hospitals, or analyzing
traffic or climate. As those data are often very large and multi-variate,
several methods for symbolic representation of time-series have been pro-
posed. Some of them are statistically robust, have a lower-bound distance
measure, and are easy to configure, but do not consider temporal struc-
tures and domain knowledge of users. Other approaches, proposed as
basis for Apriori pattern finding and similar algorithms, are strongly
configurable, but the parametrization is hard to perform, resulting in
ad-hoc decisions. Our contribution combines the strengths of both ap-
proaches: an interactive visual interface that helps defining event classes
by applying statistical computations and domain knowledge at the same
time. We are not focused on a particular application domain, but intend
to make our approach useful for any kind of time-oriented data.

Keywords: Data Mining, KDD, Data Simplification, Visual Analytics.

1 Introduction

In Knowledge Discovery in Databases (KDD) [1], pattern-based Data Mining
methods [2] play an important role when the user looks for specific events in-
stead of creating a general model. Such kind of Data Mining is useful in many
different application domains, like optimizing shift plans for shops or hospitals,
or analyzing traffic or climate. For most methods, (e.g., [3]), an event is a tuple
consisting of an integer representing the type of the event and the point in time
when the event happened. A pattern (or event sequence) is a triple of an array
of events with a starting and an ending time. Less formal definitions for pattern
with similar meaning are given as “a local feature of data” [2] or “a local struc-
ture in the data” [4]. As time series are often very large and multi-variate, several
methods for simplification have been developed (see Section 2). This simplifica-
tion allows more efficient algorithms for Data Mining tasks like classification,
clustering, and pattern discovery [4]. Various publications about pattern discov-
ery [3,5,6,7,8,9,10,11] require data simplified that way. Lin et al. [12] point out
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that based on the generic framework for temporal Data Mining [13], the first step
for all data mining methods is “generating a simplification that fits into memory
while retaining the essential features of interest”. If the simplified representation
of the data is symbolic (also considered discrete), methods from text processing
and bioinformatics can also be used for time-oriented data [14,12]. We call the
data we are dealing with time-oriented data instead of time series, as we focus
on the fact that this kind of data can be multi-variate and the variables can be
correlated [15]. In datasets, time usually acts as a reference domain, with each
time reference pointing to one or more data values in the form R → C, with R
being a set of references and C a set of data values [16]. Time as a reference
domain also comprises a number of important structural aspects [15], some of
which are already dealt with in Data Mining [10,11]. Domain experts dealing
with time-oriented data often consider the structure of time an aspect of utmost
importance [17,18]. In this publication, we deal with simplification along the
various data domains, while keeping the information along the reference domain
(e.g., time) as unchanged as possible. Thus, other methods can be used to mine
this information.

Current methods for temporal pattern discovery either assume that the data
dimension already is symbolic [5,6,3,7,8,9] or include a very simple means of
user-based simplification, without dealing with user interface issues [10], or do-
ing that in a very limited manner [11]. Methods that deal with simplification of
data [19,20,14,12], on the other hand, tend to have a simplistic view on time as
reference domain, considering only a list of concurrent data tuples. Therefore,
performing such methods can “spillage” information contained in the time do-
main. Moreover, they are focused on automated Data Mining methods and do
not support user interaction regarding special important event classes. To bridge
this gap, we present a novel visual interface that allows users to define and mod-
ify event classes either manually by giving restrictions in the data dimensions, or
using a statistical method similar to [12]. Our interface gives immediate visual
feedback on the effects of these modifications. Contrary to existing methods, our
data simplification works on multi-variate data. It is statistically robust, and has
a lower-bounding distance measure. Moreover, it preserves the (temporal) refer-
ence dimension for possible mining at later stages. Above all, our interactive user
interface includes human users into the process, providing access to their domain
knowledge. By doing so, we transform the existing approaches with more lim-
ited uses into a flexible tool that allows direct interaction between humans and
a computer-based algorithm. The data structures and the code for calculating
the event classes are already implemented. All the user interface (UI) elements
have been designed and the code for calculations and visualizations has been
implemented, but the connection as shown in Section 3 has to be implemented
as well. So while we are showing mockups for the UI elements, the visualizations
inside and the presented values are correct. Our UI is not focused on one single
application domain, yet we provide an example from shift plan analysis for shops
in Section 4.
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Fig. 1. A time series is discretized in SAX by using statistically determined breakpoints
to map the PAA approximation into event classes [12]

2 Related Work

In this section, we focus on three questions: (1) how is data simplification cur-
rently applied, (2) which algorithms that require simplified data could be im-
proved by better simplifications methods, and (3) how are interactive visual
interfaces already successfully applied in KDD.

Methods forData Simplification.Dealing with data locally is a newermethod
than developing a global model [4,21]. The first such methods [20,19] therefore
were compared to global methods, like Singular Value Decomposition, Discrete
Fourier Transformation, andDiscreteWavelet Transformation.The PiecewiseAg-
gregate Approximation (PAA) by Keogh et al. [20,19] can be considered as a kind
of rasterization: time-oriented data with n points in time is converted to time-
oriented data with w points in time. The authors call this “dimensionality re-
duction” because they treat time series as vectors in high-dimensional space. The
amount of data is reduced along this dimension. However, the total number of vari-
ables in the dataset is unchanged. The only parameter that can be given by users
for this transformation is the number of target references w. The PAA approxi-
mation can also be considered data simplification, but the resulting data is still
value-based, while important information contained in the time reference might
be hidden. PAA approximation is also part of SAX [14,12]. In SAX, a time series
is first normalized to a mean value of 0 and a standard deviation of 1. The authors
show that most time series have Gaussian distributed data values by analyzing
various time series by means described by Larsen and Marx [22]. While this may
not be true for all time series, we agree with Lin et al. [12] that this kind of time se-
ries is frequent enough that it deserves primary consideration. After applying the
PAA, a resulting shortened time series is transformed to a symbolic (discrete) rep-
resentation by allocating each of the w time windows to one of a number of event
classes. The event classes are chosen on a statistical basis: Each class contains the
same number of values (see Fig. 1). Lin et al. claim that the equiprobability of
classes is important for several further analysis methods that can be performed
after SAX, giving some examples [23,24]. For the same reason, they provide an
Euclidean distance measure for their output. To preserve temporal information,
we do not include the PAA-based rasterization in our work. The discretization
step can be performed without rasterization. Another approach for data simplifi-
cation is the rough set approach [25,26], used to include ontologies and/or domain
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knowledge. In the context of Data Mining, these comprise various methods to give
event classes and their characteristics names and meaning.

Time-Centered Algorithms for Pattern Finding. Lin et al. [14,12] focus
on methods from text processing and bioinformatics as target of their work.
When time is more than a simple counter of steps, however, different methods
are capable of detecting more information. Most of those methods go back to
the work by Agrawal et al. [5] who only consider patterns of events happen-
ing simultaneously (in their case, an event is the purchase of a product). They
also consider time, but only as a method of separating different pattern candi-
dates. However, they already perform planning towards further steps with more
complex patterns that can overstretch time steps [6]. The events in those pub-
lications, like the purchase of a product, are inherently discrete data. Mannila
et al. [3] focus further on sequences of events at different points in time. They
also explicitly consider the time step at which one event occurs. They consider
events to be determined by some external algorithm. Magnusson [7] is among
the first to consider the time intervals between events, which is an important
step to increase the consideration of time. His T-patterns are tree-shaped and
therefore differ from the patterns in most other publications that are sequences.
The work is focused on behavior analyses, so the events are found by some algo-
rithm or even manually. Chen et al. [8] introduce the I-Apriori algorithm which
extends the Apriori algorithm for pattern finding [4] by the consideration of in-
tervals between events. Hu et al. [9] provide a similar approach where the focus
is on patterns with events that do not need to be consecutive, as long as the
time intervals are kept. Both approaches deal with events that either result from
purchase and are inherently discrete, or assume that the data domain has been
simplified to discrete events. Bertone et al. [10,11] provide a similar approach
with user configurable time intervals that can have variable length and consider
calendar aspects. They also mention the definition of events as multi-variate
value combinations given by users. Therefore, Bertone et al. are also consider-
ing multi-variate data, but give limited explanation how users should deal with
the complex event definition step. Summarizing those approaches, events are
either considered as given, or the authors include a rather simple event finding
process. Such simple event finding methods result in ad-hoc decisions that are
not guaranteed to work, even if performed by very experienced users with do-
main knowledge. Therefore, we see a great need to find a better method of data
simplification that results in more applicable event classes.

Samples for Application of Interactive Visual Interfaces in KDD. The
Data Mining methods presented in the last subsection conduct pattern discovery
as an automated task. Laxman et al. [4] discuss the advantages of this approach.
However, interactive visual interfaces can greatly improve the applicability of
the pattern finding process. Tominski [27] gives an overview how interactive
visual interfaces are already used to find and display events according to the
requirements and domain knowledge of users. He also provides an overview and
formal model how events can be found with an interactive visual interface. Our
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interactive visual interface is developed with the guidelines from this publica-
tion in mind. The VISITORS system [28,29] has an interactive visual interface
to explore and query patient data over time. It supports multi-variate data
and combines both actual values and events. The events are determined by
knowledge-based temporal abstraction methods. Similarly, Lifelines2 [30] is a
system to explore events in time-oriented patient data. It provides specific inter-
action techniques such as alignment and temporal summaries. It expects data
to be either of a categorical scale or simplified in advance. The simplified data
resulting from application of our contribution are possible events that can be fur-
ther analyzed by these systems. Activitree [31] provides a powerful interactive
visual interface that users can employ to choose which patterns are important
while performing algorithms, like those based on the Apriori approach [4]. As
these examples show how interactive visual interfaces can improve various steps
of Data Mining, we are heeding the call and present an interactive visual inter-
face for the data simplification step of value discretization which has received
insufficient attention in most existing work.

3 Interactive Visual Data Simplification

To present our interface, we need to (1) lay out the requirements, (2) describe
the sample dataset we have used to design it, (3) show the interface itself, and
(4) pay special attention to multi-variate data.

3.1 Requirements

We deal with multi-variate data as this kind of data is common among time-
oriented data [15]. The number of variables can also be considered the number of
dimensions in the multi-variate data space. The output should consist of a time
reference and a single discrete data value. Each output element represents one
single “event”. Events can occur many times in any temporal order. However,
the total number of different events is limited. All events that share the same
characteristics and are grouped together by the user or by some kind of auto-
mated similarity computation are considered an “event class”. In the current
state of development, our user interface does not support giving events classes
names or putting them into an ontology, however we are aware of the possible
advantages of such expansions. We want users to be able to apply their domain
knowledge and freely configure event classes. At the same time, we want to en-
sure equiprobable event classes, so that our approach can keep up with SAX
[14,12] for Data Mining methods that require this kind of data discretization as
input. Compared to SAX, we have to perform more complex statistical calcu-
lations in order to deal with multi-variate data. To combine the statistical and
the manual approach, we need to provide three alternatives of defining the event
borders between event classes:
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Giving a Target Number of Event Classes. This results in classes with
borders provided by the algorithm, similar to SAX, [14,12], but considerably
more complex when there is more than one data variable.

Completely Free Parametrization. Similar to the one proposed by Bertone
et al. [10,11]. Event classes resulting from such kind of parametrization are not
equiprobable. However, it is possible to have the set of event classes partitioned
into groups, with each merged group being as probable as any other group.

Giving Target Value Ranges That Are Supposed to Be Allocated into
Separate Classes. The algorithm uses these ranges to calculate a number of
classes (which cannot be chosen by the user in this case) with class borders at
the given range borders. Below we show how these borders can be set.

All three alternatives should be performable at the same time. Making changes
in one of those three alternatives has to be reflected immediately in the pa-
rameters for the other alternatives. At the same time, we need an interactive
visualization for the data as well as the event classes.

3.2 Our Example Dataset

We used a synthetic dataset that is similar to the dataset analyzed by Bertone et
al. [10,11]. The original dataset from that publication is not open to the public,
therefore we use this alternative. The dataset covers data of a shop over one year.
It is measured on a one-hour-raster a three data variables: employees, customers,
and turnover. The dataset has the following characteristics:

– All values are higher on weekdays and lower on weekends.
– When customers and employees are high at the same time, turnover is high.
– When customers or employees are high while the other of those two values

is low, turnover is average.
– When customers and employees are low, turnover is also low.

We will present our user interface using this dataset as exemplary input-data.

3.3 The User Interface

The user interface consists of three main parts which in turn contain different
parts themselves (see Fig. 2, the parts described below are marked by red text):

1. At the top, some basic commands are presented. We include an undo button
that reverts the last action.

2. At the left, we have an area where users can edit the parameters of event
classes: (a) At the top, the user can specify if given variables are statistically
linked or independent from each other. The user does so by clicking on the
variable, shifting it between the “statistically linked” and “independent”
area. We will explain the meaning of this classification below. (b) In the
middle, event classes can be configured using statistical properties. (c) At
the bottom, manual event classes can be defined using specific values.
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Fig. 2. Our user interface with (1) the basic commands (2.a/b) automated statisti-
cal calculation of three event classes, (3.a) a line plot, and (3.b) a value and class
distribution scatter plot

3. At the right, the raw data and events are visualized. The interactive visual-
ization allows for modification by users. (a) At the top, the dataset is shown
(a line plot in Fig. 2). (b) At the bottom, the event classes are shown (a
scatter plot in Fig. 2).

Event classes are calculated in two stages. The first stage is based on statistical cal-
culations. Fig. 1 already showed how equiprobable event classes are calculated in
SAX. We extended this method to n value dimensions. Due to correlation effects,
the classes cannot be related to low or high values formultiple dimensions. Instead,
we use distance from themean as criterion. Fig. 3.a) shows customers and turnover
of our example dataset in a 2D scatter plot with three classes. Fig. 3.c) shows all
variables of our example dataset (i.e., customers, employees, and turnover data)
in a 3D scatter plot with three classes. Interpreting the 3D view is not always
straightforward and easy (see below). Therefore, we project the 3D scatter plot
visualization on a plane spanned by two variables that can be switched by the
user. In our user interface, we support two variants of configuring equiprobable
event classes: (1) A target number can be given by the user. The system calcu-
lates equiprobable classes as done by SAX, but it works for any number of vari-
ables instead of only one. (2) Class border values can be given for any variable. The
data value space can be set in normalized form (with mean of zero and standard
deviation of one), or the absolute values can be used. With respect to the cor-
relation between variables, changing the borders along one variable changes the
number of classes as well as the borders along the other variables. The borders are
forming hyperellipsoids (ellipsoids for three variables, ellipses for two variables).
For normalized values, the border values are given on the coordinate axis of one
variable, with the other variables having values of zero. Otherwise, the respective
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Fig. 3. a) The customers and turnover part of or example data in a 2D scatterplot. The
green ellipses are the class borders. b) A combination of manual and calculated event
classes in a 3D-view. c) Our example data in a 3D scatterplot from several directions.
The green ellipsoids are the class borders.

mean values are used. For each value a hyperellipsoid representing a class border is
formed, with its actual shape given by the correlation of the variables. Additional
borders are added to the given borders in order to keep the number of events per
class equiprobable, so it is likely that the algorithm will add further border po-
sition values. The various settings can all be modified; the system automatically
updates the dependent values accordingly.

When theuser is about to changeavalue, this change is reflected in thewholeuser
interface: In case the user modifies the parameters in the text boxes on the left, the
text is entered in blue as long as Enter has not been pressed. The newly calculated
class-borders are indicated by blue ellipses in addition to the current class-borders
which are shown in green (see Fig. 4). Two situations result in the system showing
“possible future” values: Hovering the mouse over an arrow (see Fig. 4) or editing
a value in a text box. By pressing the Enter key, the change is permanent (unless
Undo is used). By pressing Esc, the text box and all values are resetted.

Variables that are not included in statistical event class definition (because
the user has shifted them to manual event class definition) are ignored at this
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Fig. 4. Our user interface while the user hovers the mouse over the button for increasing
the number of classes. The values that would become actual by clicking are shown in
blue, as are the class borders that would result from this user interaction.

stage. A data element is placed in a certain class no matter what data values are
given for ignored variables. The number of data elements for the equiprobability
calculation considers several data elements as identical, even if they differ along
the ignored variables.

For variables that are set to be independent, manual event class definition
can be performed. This is done in a second stage after statistical calculations.
The manual event class definition works as described by Bertone et al. [10,11].
The vertical “+” button adds new event classes. The horizontal “+” button
to the right of an existing event class adds new constraints for this class (see
Fig. 5). All data elements that do not fit to the constraints are placed in an
“other” event class. The data value space can be set to normalized values or as
absolute values. The class borders resulting from this stage are added to the class
borders from the first stage. If classes from the first stage are further intersected
in the second stage, equiprobability for the resulting classes cannot be imparted.
However, the combinations of classes that emerge from the second stage are still
equiprobable. If no manual event class definition is performed, only the classes
from the first stage exist. When changes are about to be made to manual event
class definition, they are reflected at all parts of the user interface in blue color.
This works the same way as described above for statistical event class definition.

Fig. 2, 4, 5, and 8 show how the dataset is visualized (upper right). We provide
three different visualizations of the dataset:

Line Plot is a widely known method for visualizing time-oriented data [32] (see
Fig. 2 and 4). Time is plotted over the horizontal axis, while the value of a
variable determines the position at the vertical axis. Multiple variables are
shown in various shades of grey. Blue and green shades are not used because
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Fig. 5. Our user interface can define event classes by a combination of statistical
equiprobability present our user interface using this dataset as exemplary input-data
and manual borders. The resulting class-borders are indicated by green lines in the
projected scatter plot on the right.

they are needed for other user interface elements. This visualization can be
actived when users need to have a better view on data values.

Parallel Coordinates (see Fig. 6) by Inselberg and Dimsdale [33] do not show
the flow of time. Instead, each of the axes represents one variable. The po-
sition is determined by the data values. The lines connecting the axes show
the correlations between values. Therefore, this visualization can be acti-
vated when users need to investigate these correlations.

GROOVE (see Fig. 7) is a pixel-based visualization technique developed specif-
ically for time-oriented data [34]. It is based on recursive patterns [35]. Both
axes are used for time, while the data value is mapped to the color of pixels.
Instead of adapting GROOVE to show multiple data variables at once, we
use small multiples [36]. This visualization can be activated when users need
to understand temporal structures.

Fig. 2, 4, 5, and 8 also show how event classes are visualized (lower right).
Four kinds of visualization are possible:

Data Distribution and Event Classes are similar to the scatter plot [33]
that has already been shown in Fig. 3.a). The points are data elements
projected on a plane which can be selected by a tab bar over the visualization.
The borders of event classes are shown as green lines. These borders are
also projected. They represent the maximum circumference of the actual
border frames. Elliptical borders result from statistical event class definition.
Intersecting straight lines (as seen in Fig. 5) result either from manual event
class definition or are projected elliptical cylinders. Fig. 3.b) explains this
fact and shows how the classes could be represented in three dimensions.
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Fig. 6. In the Parallel Coordinates [33] view, each data variable is represented on
one axis. A data element is represented by a polyline, connecting the corresponding
attribute values on the parallel axes. Depending on the available display area, the value
range, and the number of variables, the axes may be vertical like in the reference, or
horizontal like in this example.

When users are about to make changes to the event class configuration, the
new class borders that would result are shown as blue lines in addition to the
green lines showing the current borders. It is also possible to directly interact
with the class borders: They can be grabbed with the mouse and dragged.
This interaction results in the creation of new borders. This border is placed
directly at the mouse position (assuming a value of zero for the variables
that are not part of the projection plain). When the dragged border was
resulting from statistical calculation, other borders are calculated in a way
so that the classes remain equiprobable (see Fig. 8). For manually defined
classes, the definition of the class is simply changed. When pressing the Esc
key before releasing the mouse button, the dragging is canceled.

Histogram of Event Classes is a visualization that shows how many data
elements fall in the various event classes [37]. If only statistical event class
definition is used, the classes are all the same size (and the histogram is not
needed). If manual event class definition is used, the histogram shows how the
probability of these classes are distributed (we aim for equal probabilities).
The current state is shown in black, blue lines show predicted changes when
users are currently making changes to classes. In Fig. 9, we show an example
histogram for the classes defined in Fig. 5. As some of the class borders are
defined in an equiprobable way, and some are defined manually, summing
up these bars in the right combination would result in three equal bars.

Separated Time Plots with class borders (see Fig. 10) are a mixture between
the distribution, as the points are colored according to classes, and the line
plots, as the horizontal axis shows time. They are focused on displaying the
event borders. Therefore, this visualization is similar to the visualization
used to explain the event borders of SAX [12] (see Fig. 1).

STZ is a visualization method for qualitative abstractions and the associated
quantitative time-oriented data. This interactive visualization technique,
which is referred to as SemanticTimeZoom (STZ), is adopted from the



Interactive Visual Transformation 411

Fig. 7. GROOVE visualizations [34] of the three variables. Each part with uniform hue
represents one month, red means high average, blue low average. Each pixel represents
one day, bright means high value, dark means low value.

Midgaard system [38,39]. While, in previous publications the qualitative
abstractions were defined on basis of a single variable, typically based on
severity ranges from domain knowledge, we can apply here the event data
from our classification as common abstraction for all variables. Thus, the se-
quence of events is shown in combination with the development of numerical
raw data along the time axis (see Fig. 11). STZ allows the user to dynam-
ically switch between different levels of detail depending on vertical space.
At a low detail level it shows only events, which are represented by colored
boxes. Fig. 11 demonstrates the medium level, where raw data is shown as
line plot and the area is colored by event class. At high detail level the raw
data is again represented in a line plot with marks at the time points when
event classes change.

3.4 Dealing with More Than Three Variables

Our user interface can deal with as many variables as the computer performance
and the screen space permit. For visualizations that place the variables along
the dimensions, a projection on two dimensions is necessary. While a projection
on a pseudo-3D-view is possible, we focus on a full 2D projection because in a
pseudo 3D-view (1) the occlusion is too severe (2) the actual position of points
is too hard to grasp (3) user interactions are too complicated. An example for
these problems can be perceived in Fig. 3.b). For a straight projection on two
dimensions, the values of the projected dimensions can be just ignored. This
results in exact projections for the points, for class borders the maximum values
have to be taken. So for three dimensions, the silhouette is shown. For four
dimensions, when mentally picturing an animation over three dimensions, the
ellipse is growing and shrinking again. Here, the projection shows the maximum
circumference. For five or more dimensions, there is no real imaginable model,
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Fig. 8. Our user interface while the user drags the class borders at the right with
the mouse. The potential new class borders are shown in blue. On the left side, the
numerical values that represent these borders are shown, releasing the mouse sets these
values, which makes them become black.

but the rule can still be applied. For values normalized to a mean of zero, the
maximum circumference also exists where the other dimensions have values of
zero, so dragging the class borders results in a clearly defined user interaction.
Due to the fact that the class borders are showing the maximum circumference,
several values that are outside one of the borders are projected inside the border.
Here, the different gray levels of the data points can help to some degree.

4 Usage Scenario

We perform our usage scenario on the synthetic dataset as described in Section
3. A user wants to find important patterns in the data from her shop. This is
a realistic scenario based on real-world application [10,17,18]. There are several
important tasks to solve like “how many employees should be in the shop at
a given time to maximize profit?”, with profit being driven by turnover, but
diminished by labor costs. By viewing the data in our user interface, it is likely
that specific characteristics of the dataset given in Section 3 can already be seen.
For example, the difference between weekdays and weekends becomes obvious
in the GROOVE visualizations (see Fig. 7). In our example, the GROOVE vi-
sualizations are very similar among the variables. This is due to the fact that
the correlation is rather high. This is an advantage though, as a high correla-
tion simplifies finding suitable event classes. In the example case, it means that
the shift plan is already not bad. The user tries several numbers of classes (see
Fig. 2, 4, and 8). In the end, she finds that for her business, it is important
to separate the cases of high turnover and low turnover from average turnover.
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Fig. 9. A histogram [37] showing the distribution of events classes in the resulting
event data (in this example, the classes are taken from Fig. 5)

The reason is that she needs to find the definite causes for the high turnover
(hoping to reproduce them), and for low turnover (hoping to prevent them).
Sacrificing equiprobability regarding turnover might be necessary. Based on her
domain-knowledge, she deems a high turnover of about one third higher than the
standard deviation and a low turnover of about one third lower then the stan-
dard deviation as the most important cases. Therefore, she sets manual event
classes for turnover (see Fig. 5). This results in the categorization of nine dif-
ferent types of events. These classes are represented by the different gray levels
of points in the lower right of Fig. 5. Of course, this view is not the solution for
the whole task, but a crucial step that enables the application of Data Mining
methods relying on those classes. In those future steps, sample questions that
could be answered are, which situations can lead to low turnover even if there
are average customers, and how high turnover can be achieved even with average
customers. The classes for these situations are provided.

5 Expert Review

We have placed our user interface under review by two different experts who both
have been working in a university environment with close ties to industry. They
received a preliminary version of the paper and information about the focus of the
review by E-Mail and replied the same way. We analyzed the textual reports and
implemented as much as possible in the actual paper, while scheduling the rest
for future work. As there were only two expert reviews, more complex analysis
was not necessary. Goal of the reviews was to get insights about the general
applicability of the approach and of possible user interaction pitfalls prior to
further implementation work.

Review 1. focused on the applicability of our results for KDD. This review was
done by an expert for Visual Data Mining, Temporal Data Mining, Information
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Fig. 10. Separated Time Plots: the vertical axes gives the normalized data value, the
horizontal axis shows time. The points are shown in three different gray levels: each level
means affiliation with one specific event class. The projected class borders are shown
in green. As more than one data dimension influences the borders, the affiliation is not
fully conferred by these borders.

Visualization and Visual Analytics who took about two hours to get familiar
with the topic and three hours for the evaluation:

The expert considers the method “definitely of high interest, as the selection of the
most suitable event classes for a given task is usually not obvious and a bad choice
may negatively influence the further steps of the analysis”. The description is rated as
“clear and well supported by references” and the expert sees “a clear advantage for the
user performing the first stages of his/her analysis, or refining not satisfactory results”.
Two problems are mentioned:
1. The expert is concerned about the number of attributes that can be accounted

for in the visual interface and demands a better explanation for such situations.
Furthermore, he proposes a Scatterplot Matrix instead of a single projection. We
improved our explanation on how to deal with more than three variables as well as
our explanation of user interactions in the data distribution views. Furthermore,
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Fig. 11. The SemanticTimeZoom (STZ) adopted from Midgaard [38,39] can interac-
tively combine numerical raw data with qualitative events

we included a discussion of the limitations of two dimensions as well as possible
future developments in Section 6.

2. The expert considers the choice of the event classes “already a part of the visual
analysis”. Therefore, in his opinion, our technique provides a bit more than only
data simplification. We pick up the topics of visual analysis, time, and steps of the
KDD process in Section 6.

In sum, it can be said that the expert was very positive about the applicability of the

method for KDD while seeing some user interface issues that we intend to deal with

in the future.

Review 2. focused on the usability of our user interactions. This review was
done by an expert for Interactive Visual Interfaces, Visual Decision Support,
Temporal Representations, HCI, Information Visualization and Visual Analytics
who took one hour to get familiar with the topic and one hour for the evaluation.
We provided a list of tasks. The expert solved these tasks by hypothetically
applying the user interface. Based on the answers, we made some changes to the
user interface. The labels of several visualizations had to be clarified. In total, the
expert had no problem dealing with the interface, but the statistical background
needed to fully employ the interface seems to be rather high. Still, we think that
a decent class definition result can be achieved by domain experts. The result
becomes better with more statistics skills and domain knowledge—which both
are even harder requirements for other methods. After answering the questions,
the reviewer gave an assessment of the usability:
1. Inconsistent: when I edit textboxes or drag ellipses, the new borders are shown

in blue. For the +/− buttons, this already happens when I hover them with the
mouse. It would be better if that happened when the buttons are pressed.
There actually is a small inconsistency here. However, in the current state of devel-
opment, textbox content is not actually changed before pressing Enter. The same
is true for the dragging of class borders: They are not changed till releasing the
mouse. When changing the number of classes with the arrow button, the click al-
ready makes the change fixed, so there is no room for a blue preview after the
hovering. We think that this has to be reevaluated on an actual implementation.

2. If I change the borders manually using some rules (with the lower left view), the
new borders are shown immediately as green lines. These lines should be blue first
and only become green after pressing Enter, removing the blue ones (see Fig. 5).
This is a good input that will be included in the implementation of the interface.
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3. GROOVE uses blue. This can result in misunderstandings as blue is the result of
interactions here.
At the same time, green is always used for class borders. To solve this issue, we will
first evaluate whether GROOVE will be kept as part of the user interface. If it stays,
we will evaluate whether it can be changed to an overlay of saturation and lightness.
If this works, we will evaluate making GROOVE fully blue and interactions red.

4. Histogram: if the distributions resulting from an interaction are shown in blue
again, the current condition should be green again. However, I am not sure if this
visual metaphor should be used here, as no borders are shown, but the number of
elements in the particular classes.
We will analyze several color schemes using the working prototype.

5. There are too many possibilities to show the data, resulting in a high learning curve
and confusion while switching between two different visualizations. Why are that
many visualizations necessary? What is the advantage of GROOVE and simple line
charts over separated time plots? Why the parallel coordinates? The correlations
are hard to see in parallel coordinates and there are scatterplots anyway?
A (smaller) choice of visualizations has to be made. However, we first have to test
various visualizations and find out which ones are best, hoping that this is not too
dependent on different datasets.

6. There is much overplotting in the line charts and the legend is hard to read. Why
are the boxes not filled? They look like checkboxes.
Currently, we cannot reduce the overplotting. We will look into solutions for line
plot overplotting for the working prototype. The legend has already improved in the
new version of the mockups shown in this paper.

7. The various time visualizations show different time spans. The time spans should
be the same for all visualizations.
The visualizations are intended to be zoomed and panned. As the mockups are
static, they show states that we consider most illustrative.

6 Conclusion, Limitations, and Future Work

We have presented an interactive visual user interface that enables users to define
event classes among a set of time-oriented data. These event classes can be (1)
equiprobable and work similar to SAX [12], (2) freely configurable as described by
Bertone et al. [10], or a combination of automated and user-based methods. The
visual interface enables users to interactively develop suitable event classes for
their needs. Our approach is in particular oriented to support multi-variate data.
The data visualization area, and, to some degree, the event class visualization
area, help users to gain an understanding of the data by means of interactive vi-
sualization. This understanding goes beyond the data variables—it also extends
into understanding time-oriented effects. We consider this understanding advan-
tageous for performing the event class configuration and, therefore, have included
it into the user interface even though it surpasses the topic of data simplification.
Furthermore, we can conceive a more extensive user interface that also includes
other steps off KDD. In such an interface, the visualizations would be absolutely
necessary. They would also help possible expansions of the user interface that let
users provide names for event classes and their characteristics or even place them
into an ontology. For many data variables, the two-dimensional view is a strong
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abstraction of the actual distribution. As a 2D-display and traditional user input
devices make showing more dimensions hard to impossible, this limitation cannot
be overcome directly. However, the application of linked views like a Scatterplot
Matrix that show projections on different dimensions might help. Still, the num-
ber of variables that our approach can deal with in a meaningful way might be
limited. To explore that actual limits of the method, a working prototype will
be used. We are in the planning stage of such a prototype that will also include
the proposed changes explained in Section 5. We can currently apply statistical
classification under the assumption that the data has a Gaussian distribution
and the Euclidian distance is an adequate measurement. Lin et al. show that
this is sufficient for many important use cases [12] (see Section 2). On the other
hand, Vlachos et al. [40] show that there are different tasks which require other
classification and distance methods. Our approach can be extended to incorpo-
rate such methods. Furthermore, our approach is developed with time-oriented
data in mind, as time is a complex data reference [15] and its complex structure
is important for users [17,18]. However, other reference dimensions, like space,
are also very important and show similar structures. As we focus on leaving time
untouched, for other methods to deal with its structure, it is easy to extend our
method to other reference domains. Many methods, like SAX, apply rasteriza-
tion of the time dimension prior to further methods, because time-oriented data
can be huge. However, rasterization can hide important information. Therefore,
finding an optimal raster size is an important issue that can be dealt with by
applying interactive visual interfaces. Others problems that are closely related
to rasterization are dealing with missing values and outliers. Time-oriented data
and the information contained in it is heavily influenced by certain aspects of
social life and other phenomena [15]. To perform KDD on time-oriented data,
special methods have been developed [10,11], but many more are needed to fully
deal with all those aspects. Inventing such methods seems to be the next im-
portant step after successfully performing data simplification. Approaches like
Activitree [31] show that interactive visual interfaces are an outstanding way to
make such methods more accessible and effective.
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Abstract. This paper describes a study in the wild of software for document  
organization aimed at supporting activities. A preliminary study of current prac-
tices with traditional tools was followed by the design and development of a 
program called Docksy. Docksy introduces workspaces explicitly zoned by 
movable panels and features document descriptors augmented with tags, com-
ments, and checkboxes. Docksy was deployed for at least two weeks and users’ 
practices with the new tool were studied. The aim of the study was to see how 
the new tool was appropriated and how people used the new features. The 
workspace structured in panels was shown to support users in clustering and  
separating documents, in having a holistic view of the document space, in locat-
ing files inside a workspace, and in managing temporary files. The study also 
shows how tags, comments, and checkboxes afforded the use of documents  
as explicit items in a workflow. The study suggests Docksy supports users in a 
variety of information and activity management tasks, including new practices 
for emerging activities.  

Keywords: Personal Information Management, activity management, user 
evaluation. 

1 Introduction 

The computer is the primary work environment for many people today. The tradition-
al systems offer the file system and the desktop as the only tools to manage files. The 
file system affords storing and retrieving files, but people today use the computer as a 
place to carry out activities. People are not only dealing with an increasing number of 
documents but they are also using the computer for many simultaneous work projects 
and activities. This research explores the management of people’s personal environ-
ment and in particular focuses on ways people use documents and how they structure 
the environment to work on short-term and long-term activities and projects. 

The area of research on document organization is vast. Studies found in the litera-
ture have analyzed organization of both paper and electronic documents.  Prior re-
search focuses on various aspects of organizations; among them on the organizational 
strategies, such as pile vs. file [1, 2], on folder structure [3], on the management based 
on the classification of documents, such as ephemeral vs. archival [4-6], on paper and 
electronic archiving strategies, on retrieval strategies [7], on relationships among job 
and type of organization, such as managerial vs. clerical [1, 8], and on the influence of 
context [9, 10]. 
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Other studies focused on electronic document organization aimed at understanding 
the relation to task accomplishment or project management. Some studies focused on 
the way users decompose projects in folders [11], on the relationship between docu-
ments and organization and activity workflow [12], or on typical problems people 
have in creating and using their virtual workspaces [13]. Similarly to Kaptelinin, this 
research focused on the practices relative to activities or projects and workspace man-
agement, but, besides studying people working on more recent computer systems, it 
focused on different aspects of the personalization of the workspace; among them the 
use of the desktop, file names and start menu. 

New technologies have been developed in support of document organization, with 
the goals of facilitating archival and retrieval tasks [14], of integrating different types 
of data files [15], and with several other objectives [11, 13, 16-23]. Colletta [24] and 
co-Activity Manager [25] are activity-based desktop manager that augments MS 
Windows with sharable virtual desktops, each one of virtual desktop collecting re-
sources for an activity. co-Activity shares activities among collaborators. The system 
presented in this paper, Docksy, introduces features, such as panels, not previously 
used in the management of documents, and features, such as comments or checkbox-
es, not previously available in document widgets.  

The research includes two user studies. Initially a field study is conducted to learn 
about current practices. Then a new tool is designed and developed, and it is studied 
in the wild. Rogers explains that “Designing in the wild differs from previous ethno-
graphic approaches to interaction design by focusing on creating and evaluating new 
technologies in situ, rather than observing existing practices and then suggesting gen-
eral design implications or system requirements. […] Instead of developing solutions 
that fit with existing practices, there is a move toward experimenting with new tech-
nological possibilities that can change and even disrupt behavior” [26]. The purpose 
of the final study was to put in the hands of the user a tool with new features, and see 
how users could use them, which new uses or strategies they could come up with. The 
study uncovers interesting new practices afforded by the tools, and generates ideas for 
developing tools with some of the features introduced in Docksy. At the same time 
the study highlights the limitation of a study in the wild with a system that is not at 
production level yet. When is a tool good enough to collect information? How to have 
insight when the tool is in a prototype stage? 

2 Preliminary Study 

In the summer of 2006, a preliminary study [27] was performed to observe how 
people use documents on their computer desktop or in their folders structure to organ-
ize activities and tasks. The study informed the design of the system Docksy. The 
focus of the preliminary study was organization of documents in relation to task ac-
complishment or project management. The research questions were: 

1. How do users integrate document management with their particular tasks? 
2. Which kind of organization do users use? 
3. Why did users choose a particular way to organize files? 

Thirty faculty, students, and staff at Texas A&M University participated in the study. 
The study consisted of video recorded semi-structured interviews concerning computer 
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use and observations of strategies for organizing documents and other resources. Each 
study session lasted between twenty minutes and one hour. Participants were using a 
variety of operating systems: four participants used Mac OSX, three Linux and 23 
Windows XP. 

2.1 Results 

Portal. One of the things analyzed during the study was how participants structured 
their work environment, where they built it, which tools they used to characterize it, 
and which strategies they used to manage files in this environment. Each participant 
would typically start his activities in either the desktop or in a special folder. This 
starting point will be referred to as the portal or home. Participants would set up the 
portal in such a way to have an overview of the projects or tasks at hand. They would 
store the resources or the links to those resources for the projects that they are work-
ing on. 50% of the participants used the desktop as portal, 50% used a folder.  

The desktop was used by the majority of participants, 87%, even the ones using a 
folder as portal. Participants placed documents and shortcuts on the desktop for varia-
ble time length and some gave it a structure. Most of the participants (80%) used the 
desktop as a temporary place before moving documents into folder in the file system, 
before transferring them to another device (for example to a PDA), before sending 
them as an attachment by email, or simply before using and deleting a document. 
Only one participant used the desktop exclusively for transient files, all others used it 
also to organize more long term resources.  

Workspace Personalization. Participants arranged resources in order to have those 
currently used at hand. Resources included documents, folders, applications and their 
shortcuts. Besides arranging them in the portal of choice, they also utilized the XP 
quick launch bar, the XP start menu, or the Mac OS X dock. Participants customized 
the start menu (13%) and the launch bar (33%) by placing also shortcuts to most fre-
quently used folders, besides applications. The main rational for the customization 
was to find more frequently used resources more easily; in one case one participant 
arranged his resources to also optimize mouse movements on the screen. Customiza-
tion in the start menu consisted in grouping similar programs, changing the names of 
shortcuts or adding new ones. For example one participant grouped all graphical ap-
plications. Another professor used the icon of a tree for the folder that contained files 
for his research on fruit trees and placed this icon to the taskbar. 

Organization Inside a Folder. Locating files on the desktop or inside a folder my not 
be an easy task when the number of files is high. To locate files inside folders partici-
pants frequently used sorting. Approximately half of the participants left the default 
alphabetical sorting and half occasionally switched the sorting attribute. They sorted 
by date, by name, or by type, with sorting by name and by date among the most used. 
The choice of the sorting attribute changed with participants’ needs or circumstances, 
with attribute switching occurring even in the course of the same search. Some 
switched for example and sort by name. One participant used “by type” on the desk-
top in order to have all the shortcuts grouped in the columns on the extreme right. 
Another participant employed “by type” in folders containing her papers so that she 
could visually isolate the pictures from the text.  
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Participants also forced special orders by modifying the names of the files. 13% of 
users employed a chronological order based on the name of the files, instead of the 
file time stamps: they added for example a date in the filename. A professor pre-
pended the year to the name of folders relative to classes taught: “2012_EE101 Cir-
cuits”. The year he used in the filename was not the actual date of the file, the created 
or last modified date. He also prepared folders for classes that he will teach in the 
future. This forced chronological order was how he wanted his folders to appear. The 
strategies used to force certain sorting and the switching between one sort attribute 
and the other attest to the importance for users of the organization of documents on 
the desktop or inside folders. 

File Location and Identification. Besides sorting, participants used strategies to 
make the files they are interested in stand out and to make their identification inside 
folders easier. There are two connected aspects: location and identification. Location 
refers to the pinpointing of a file inside a folder, and identification to recognizing the 
right document among several documents with similar names.  

Strategies for location included sorting and icon personalization. Participants used 
color and modified icons to make a file stand up inside a folder or on the desktop. 
13% of participants (one Mac and three XP users), changed the icons of the most 
frequently accessed folders and one Mac user used colors. She used red and green for 
urgent and important documents. One user tried to find a significant icon among the 
few provided by his system. He said “I used it to distinguish between folders that I 
tend to use a lot. It gives me a better idea of what is going on with them” [27]. 

Strategies for identification included filename coding schemes and colors. Partici-
pants extended file names with comments about the content of file, such as version, 
name of collaborators, status or date.  

Temporary Files. Participants had files that neither were archived in the folder struc-
ture nor did they belong to current activities. These files can be divided in three cate-
gories:  

• To-Process. Files that participants intend to look at and then throw away. They 
may eventually throw them away after some time, if they realize they do not have 
time or if the documents became outdated in the meanwhile. 

• To-Keep. Files participants plan to file away in an archival structure. 
• To-Throw. Files participants plan to delete but they have not done it yet. They may 

postpone it indefinitely. 

Participants employed different strategies for dealing with temporary documents. 
Some scattered To-Process files on the desktop surface or hided them in a folder. 
Others used the system temporary directory or created one or several in the folder 
structure. One user created a “temp” directory on every network disk she was working 
on “I am a big fan of the temp directory. I use it a lot but nothing there is really  
important. Everything in the temp directory can be deleted” [27]. To-Keep files often 
were kept around because participants did not know where to put them or did not  
file them due to time constraints. To-Throw files were often kept in “My Documents” 
or in the root of the hard disk or home directory. One participant kept 30 folders  
under “My Documents” and hundreds of loose files: “The folders are what is really 
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important, but the documents under the root directory are not. They end up there and 
I don’t use them anymore” [27]. Participant did not always have a clear separation of 
those temporary files, and mixed together the different types of temporary and not 
temporary documents. Sometimes among the tens of files to throw away, there were 
files they intended to keep, but time constraints kept them from sifting them out. 

Notes. While working on tasks or projects it is common to maintain notes or to-do 
lists. During the preliminary study participants’ practices regarding notes were ob-
served with the purpose of understanding the roles of notes in the organization of 
project resources. Notes were either in paper (33%) or in electronic form. Two thirds 
of the participants used an electronic form of notes at some time. Participants wrote 
notes specific to projects, similar to “readme.txt”, and/or general notes. The general 
notes usually contained to-do lists, and were maintained in the main directory, or 
often on the desktop.  Project specific notes were relative to projects and were main-
tained in the folders relatives to the project. One user kept a file called “notes” in 
every project directory. Another user kept a sort of diary that he called “log” on the 
desktop in MS WinWord format. In it he wrote all his daily activities. 

2.2 Conclusion 

This preliminary study showed a range of practices employed by participants to struc-
ture their activities using files. The design of the system proposed in the next section 
aims at providing software that better supports the current user practices regarding 
their work environment, while at the same time giving them the freedom to explore 
new practices. 

3 Design 

The design of the new system combined three different objectives. First, to explore 
the idea of expanding the concept of a computer file system and its interface to a work 
environment as opposed to a storage and retrieval system. Second, to support the 
practices related to the organization of documents uncovered during the preliminary 
study. Third to develop a system that is malleable enough to allow users to appropri-
ate it for new uses or new practices.  

Among the practices observed in the preliminary study, the focus is on those that 
allow users to integrate the organization of documents into their daily work. The fol-
lowing characteristics are considered important. Users should be able to: 

• easily create project environments 
• use files to more explicitly structure activities 
• add project-specific metadata information (textual annotation) to files. 

The design aims at providing infrastructure that enables the expression of meta-
information about documents and the use of document representation to express in-
formation about activities. The document is traditionally represented at the interface 



 Organizing Documents to Support Activities 425 

level by the document icon, the file name, or a combination of the two. The new sys-
tem augments the document representation with checkboxes and text areas that allows 
the insertion of tags and comment. In this way the representation of the file is trans-
formed into something more than a handle to the file. The file representation can store 
information about the file; moreover activities and work flows can be structured using 
the new file representation.  

The new system is also designed to provide an explicit portal or workspace for 
each project. Each workspace will provide support for the current user practice of 
zoning the work area. In the preliminary study users clustered documents on the desk-
top to circumscribe and separate different projects, or used different areas of the 
screen as reminder for operations to do [2]. 

4 Implementation 

Docksy is implemented as a standalone program in the Java programming language. It 
presents the user with an alternative desktop composed of different workspaces, 
where each workspace is overlaid with panels. Fig. 1 shows one workspace with four 
colorful panels. Panels are areas of the desktop where users can gather together doc-
uments. The user can name panels and swap their position by dragging them. He can 
also resize them or change the number of the rows and columns. Fig. 2 shows one 
workspace with six panels and the effect of resizing.  

The user can drag and drop documents from the traditional file system into panels. 
Once the files are in Docksy, they are displayed in a widget consisting of an icon, a 
title, a comment text field, a tag text field, and a series of checkboxes or flags (Fig. 3). 
The document widgets can be dragged from one panel to the other inside the same 
workspace. The widgets can be resized or deleted. Figure 3 shows five documents 
inside a panel named “TO DO”. The document titled “Capture-Copy.JPG” has five 
flags or check boxes, three of which have colors, the tag area, and the comment area. 
Each checkbox has a label that can be shown as a tooltip. 

5 Evaluation 

“A central part of designing a system in the wild is evaluating the system in situ” [26]. 
Evaluation in the wild has many challenges. How to observe users? What to observe? 
For how long to observe? How to collect data? The evaluation of a system such as 
Docksy is made more challenging by the fact that Docksy is not an application that 
people use directly to accomplish a task, such as it could be a text editor for writing a 
text or a phone to make phone calls. Docksy is a somewhat background application 
that users use on their way to use other applications. Paradoxically, if a user has a 
system structured in such a way that he can quickly find or use the information he 
needs, spending few time on it is a positive aspect. At the same time structuring your 
information could be a meaningful task. Suppose you dump in a folder photos relative 
to different animals. When you have several of them, you can start seeing some pat-
terns, and split your collection in useful subgroups. In this example spending time in 
the system is positive. 



426 A. Zacchi and F.M. Shipman III 

 

 

Fig. 1. Docksy’s screenshot from a study participant showing one workspace with four panels 

 

Fig. 2. Docksy: resizing panels 
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The solution adopted was to evaluate Docksy by looking at the possibility of the 
system to be adopted by users, by observing the effective support of current user prac-
tices, and by looking at its potential for changing or introducing new user practices. 
To do this Docksy was installed on the users’ computers and participants were let to 
use it freely for a couple of weeks. After this period the study was run. The study 
consisted in a structured interview during which participants showed what they did 
with Docksy, which kind of structure or organizations they accomplished with the 
system and which rational was behind the organization. They also filled an online 
survey to evaluate the single features individually, such as the checkboxes or the 
comment areas. In short, the main research questions for Docksy’s evaluation were: 

• Which kinds of organization do users use in Docksy? 
• Does Docksy support organization of documents for projects? 
• What is Docksy’s potential for changing user practices? 

In the summer of 2011, 20 participants, faculty, staff, and students used Docksy for at 
least two weeks; Docksy was installed on their MS Windows XP, Vista, or Windows 
7 systems. They were then subjected to a semi-structured interviewed about their use 
of Docksy and were given an online survey. The interview started by asking partici-
pants to show what they did with Docksy, and then it continued according to the par-
ticular situation at hand. The answers to open-ended questions in the survey were 
collected and the interviews were transcribed. Both were analyzed and keywords and 
concepts were grouped into thematic clusters. The next subsection reports the answer 
to the kind of use people did of Docksy. The title of the subsections corresponds to 
the thematic extracted. Fig. 4 shows a screenshot from a study participant. 

 

Fig. 3. Docksy’s documents widgets: comments, flags, tags 
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5.1 Uses 

Participants used Docksy for general purpose or specific projects. Some participants 
said that they used Docksy for general day to day activities, some for the same activi-
ties they would normally use the desktop for, and others for a specific project. A sam-
ple of the answers is: “organizing files that had stacked up on the desktop”; “general 
day to day work”; “my thesis research”; “reshaping and integrating my archives”; 
”organizing reference material”; “organizing my pictures”; “multidimensional sort-
ing”; “organizing documents for the project I am working on”. 

5.2 Holistic View 

The three aspects that participants found most useful are related to the panels: first the 
possibility of seeing all the documents a person is working on in the same place, to 
have a holistic view. Second, the fact that users do not have to open multiple folders 
and browse the contents to find the files they are looking for. Participants often com-
plained of having to do too many “clicks” in the folder directories to locate files, and 
search for the right folder in the traditional system. Third, the possibility of easily 
locating a file inside a workspace, because even though all the files are present in the 
same workspace, they are categorized or divided by panels, making them easier to 
locate. 

Here I get a holistic view of the documents I use on a day to day base. […] I think 
it is better than the traditional file browser; I don’t have to use a lot of clicks and go 
through every folder and see all the files. I can see all of them in one place. [Partici-
pant 10] 

5.3 Grouping and Separation 

Panels help users to group and at the same time to separate documents in a work-
space. Participants liked both the idea of grouping together related documents and the 
idea of separating them in panels inside the workspace. Moreover the grouping did 
not require participants to explicitly give the panel or the cluster a name. The user was 
free to name the panel or to leave the default name. This feature is helpful in incre-
mental formalization. 

Participants juxtaposed the notions of panel-concept, panel-tag, panel-subgroup, 
panel-relationship, panel-logical-network, panel-activity, or used expressions such as 
“aggregate the spaces”. This suggests that participants mapped the role of panels to 
one or more of the above concepts, and at the same time that they appropriated in 
their own way the concept of panel. For one participant the panel had a semantic 
meaning similar to that of a label. Grouping of documents into panels had different 
purposes or meanings. Some participants used panels to organize different work phas-
es, some to build or highlight relationships among documents, similar to mind-maps, 
others to categorize or to subcategorize documents. Panels afforded the possibility of 
having a structured overview of a project, the possibility of keeping together and visi-
ble all documents relative to one subject, but at the same time to separate them. The 
separation also helped them in restricting the search or the browsing of documents to 
a subset of files, improving the efficiency of locating files. 
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Fig. 4. Docksy’s screenshot from a study participant 

5.4 Focus 

Some participants stated that Docksy and its panels feature helped them better focus 
on the current work, and relax their mind from the clutter. 

It is nice to have them organized in different concepts or panels. It is uncluttering 
the mind. You can just look at it, where it is, and focus only on these things. I don’t 
have to browse up and down and search anywhere. And if I am in the work mood I 
can just go in the work panel or workspace and my mind is just here, I can just look at 
what I need to see. [P5] 

5.5 Comments, Tags, or Flags 

The features comments, tags, and flags or checkboxes, while they were considered 
useful, they were used by few participants during the study. Participants that used 
them used tags and comments for several purposes. One use was for prioritizing 
among documents. Another use was for adding keywords in order to be able to find 
documents quicker later, or to classify them. Another was to add notes about the con-
tent, to avoid opening them again. Another use was for adding extensive comments to 
the files, to supplement additional information about the content, or to add summaries. 
Yet another use was for adding information about work or operations to do or already 
done about that document. Some participants said that they didn’t make use of tags 
because they worked on Docksy only for a limited time, and they would have used 
those features if they had the chance to use it for a longer period. 

If you have a project you can add checkbox and check off whenever you completed 
something. And add comments, to better remember what that file is. [P2] 
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5.6 Project 

Docksy has been used to work on projects or to organize daily or recurrent tasks. To 
use Docksy for projects was an indication participants were given at the beginning of 
the study. Nevertheless, about 60% of participants actually used it for projects, others 
for general work activities, and in one case for archiving purposes. In describing how 
they used Docksy, participants referred either to projects and work, or to document 
organization or management. Even the creation of data or references panels is an indi-
cation of a work environment as opposed to an archive environment. 

I used Docksy generally, for whatever I was working at that point in time. I felt like 
better organized. I was using it more to categorize things, what I wanted to do, to 
prioritize my work in term of documents. [P6]  

Panel number 7 was my working space. Whatever I was working on was in this 
panel, and then I will move it back in its original panel.” [P23] 

5.7 Document Management 

Participants also referred to their use of Docksy in terms of document management or 
archive. In the survey a participant said: 

It allows me to build a meta archive relative to contingent necessities. For example 
with files for exams to be used in the current month, leaving the original archive un-
changed. 

5.8 Color 

Participants liked the use of panels’ background colors, but at the same time they did 
not like the colors proposed, that were random. Colors were also used as borders on 
checkboxes, but they were barely noticeable. Overall participants liked colors, but 
they wished for better choices. Beside the look, colors were useful in subcategorizing 
the different document groups, and in better segmenting the screen. 

“I like being able to choose my colors. That was very helpful, because it makes me 
feel good with colors, I know it is silly, but …” [P20] 

5.9 Control 

A couple of participants experienced a sense of control while using Docksy. 
Docksy gives you the impression of control, because you can change the color of 

the panels, or swap the files around. [P1] 
While some participants felt in control, another felt that Docksy guided him to or-

ganize the documents. 
If the desktop would look like Docksy, they basically have to organize it. It will be 

cool to see people finding their way into organizing either they recognize it or not. 
Even if it looks like this, things would still be organized. [P4] 

It is interesting that the above participant felt like Docksy, by forcing him to split 
documents in the various panels, induced him to organize his documents, and that he 
found this experience positive. 
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6 Problems 

One of the problems of evaluating a prototype in the wild is that the system is not at 
production level and doesn’t contains all the nice features users are used to. For ex-
ample, users wanted to create files directly in Docksy by right clicking the mouse and 
using the menu item “New”. That was not implemented. A user wanted to have the 
thumbnails for every file. That also was not implemented. The list of requests was 
long, but their implementation meant to create a system with most of the interface 
features available on current Windows OS or Apple OS. Besides the fact that that 
required having the resources available to a big company, it was also beyond the pur-
pose of testing a prototype. Having a production level product will forego the inter-
mediate stages of testing a tool during the development. Some of the requested fea-
tures were implemented during the study, such the possibility to use Docksy on a 
network disk or on a different storage area as opposed to the local hard disk. Also a 
couple of bugs were fixed during the study. Nonetheless some users struggled to 
comprehend that a prototype doesn’t have to implement everything and they were 
proactive in suggesting features common to other systems. 

Another issue related to the prototype status was that for safety reasons all docu-
ments dragged into Docksy were duplicated. In a production level Docksy would not 
require a sand box but should be fully integrated into the OS. Related to this issue was 
the request for the possibility to drag files out of Docksy. In a production system there 
would not be an “out of Docksy”.  

Another problem was that the prototype status meant that the study would come to 
an end after a certain period, and this prevented some participants to invest too much 
into the system. They could keep the system, but since it was not a full-fledged sys-
tem it meant that its support and usability where somewhat limited. By using Docksy 
they created a parallel system for some projects. As a user put it “I will put a lot of 
effort in adding information to my files and projects, and all of this will be wasted at 
the end.” 

Notwithstanding the prototype status and the study period with all their conse-
quences, problems were observed related to the usability of the features under testing 
and issues that raise higher-level questions about the design of Docksy. 

On the interface level the choice of colors, which was random, was uncomfortable 
for users. Participants liked colors, but not the strong colors that came out randomly. 
Changing the number of panels was a task that some found not very intuitive. Another 
problem was the use of the comment and tag text areas. Some user didn’t distinguish 
between the two, and actually there was nothing to distinguish them besides the posi-
tion and the description in the help file. 
On the design front, the main problem was the lack of scrolling, or of an equivalent 
feature to browse large quantity of files inside a panel. A missing layout inside panels 
also was a serious issue. Both these problems are in part related to the prototype sta-
tus; in the design and development the focus was on some aspects while others were 
foregone, still these aspects had a big impact on the usability of the prototype. 

One interesting problem was the conceptual difficulty to move from a system 
based on hierarchical folders to a system based on workspaces and panels. This is not 
necessary a problem, but it shows that adapting to a system with a radical different 
philosophy is challenging, and this influences its adoption. 
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7 Discussion 

The following subsections discuss how the different features of Docksy supported 
users in their daily working practices and if they met the expectations set forth by the 
design. 

7.1 Panels 

During the preliminary study, participants used the desktop as a workspace or as a 
dashboard, clustered documents on the screen, or used different areas of the screen for 
different purposes, zoning the screen. For example one user used the center of the 
screen for the current work, the top left corner for the things scheduled for the week, 
and the top right for references, such as dictionaries. To support these practices Dock-
sy provided panels that tile the desktop, to make explicit the clustering or the screen 
zoning.  

The results of the Docksy study support the idea that panels were useful in support-
ing the user practices regarding clustering or screen zoning. Panels were the feature 
that participants liked the most. They liked the possibility of having background col-
ors, the possibility to drag and drop documents from one panel to the other, and the 
possibility to title the panels. Besides commenting on interface characteristics, partic-
ipants reported that panels helped them to better focus on the work at hand, helped 
them to organize files, and gave them a sense of control. 

The feature that users found most important for panels was the possibility to have 
an overview of all their documents and at the same time to categorize or cluster the 
files without the need to open and browse the folders. 

Participants in the study also reported that panels helped them to better locate pa-
pers inside a workspace. Search versus organization and browse is a debated issue in 
literature [5, 6, 14, 19, 21, 22]. While both approaches have their merits in different 
circumstances, there is still another related issue: what can help the user find a file 
when he knows the folder but the folder contains many files and the person doesn’t 
know the title or the title and content search is not helpful. One participant highlighted 
the problem: 

Right now I have a pdf folder and I have all of my pdfs in. But sometimes I need to 
categorize them, like High pressure freezing, R6, R3, R5, so that way I know this will 
allow me to go to the exact panel, and not have to scroll to and try to remember which 
author wrote which paper. So I can categorize all this as R6, which would be my title, 
and put all of the articles underneath that are related to it. Now I have author and 
date in the name of the file. And that is very difficult to remember, because I get mixed 
up, and I don’t remember who did what, and I have go click and open the file and that 
takes a long time, so this will make me more efficient. [P20] 

The problem is not only to locate a file in a folder, but also to remember or recon-
struct the title of the file, or the content. Participants in both studies often mentioned 
the problem of locating documents inside a folder. They knew the folder or the parent 
folder containing the file they were looking for, but they complained that it took too 
long to locate the document inside it. Either there were too many files in the folder 
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they were looking for, or they didn’t know in which subfolder they placed it, and they 
spent too much time clicking and browsing the different subfolders. The preliminary 
study shows that participants tackled the problem by using a variety of methods. 
Docksy provided another way to deal with this problem: panels. Participants in the 
Docksy study reported that they used panels to subdivide documents inside a work-
space that was equated to a big directory. Subgrouping documents inside panels 
helped reduce their number in a particular group being examined, and therefore speed 
up the location, while at the same time leaving them all visible instead of obscuring 
them inside a closed folder. Moreover panel color and spatial position of panels inside 
the workspace added contextual information that helped to speed up the location of 
files. Participants reported that the tag feature also helped them in locating files. A 
participant said that to put a document into a panel was equivalent for him to tag it 
with a label. Panels turned out to be a simple solution for helping users employ mul-
tiple strategies to locate documents inside a workspace. 

Panels also offered support for incremental formalization. Each panel was created 
with a default name that the participant was free to change. The titling of the panels 
was not mandatory, giving users the possibility of deferring the formalization of their 
task or work. Not all users named the panels. One participant said: 

I didn’t put the names on the panels because I just forgot, I got so comfortable with 
it, I could look right at piano 2 and I immediately know what it is, it doesn’t even need 
a name. It is so visible that I knew it. It never even crossed my mind to put a name. 
[P18] 

Forcing formalization adds overhead that may discourage people or force them to 
overcommit too soon [28]. Panels provide a way for users to structure a workspace 
without imposing users to formalize it. Placing documents in different panels without 
forcing the selection of a title helps users create a structure without requiring too 
much from them.  

The preliminary study described participants using a variety of different temporary 
files. The Docksy study showed that participants used some panels to place categories 
of temporary files. For example, some users delegated a panel for documents which 
they were planning to read, or they created a panel for references that they needed for 
a current task, or they used a panel for activities to do at a scheduled time. Once the 
task relative to those documents was accomplished, the file was either deleted or 
moved to another panel. This suggests that panels were also appropriated as support 
for managing temporary files. 

7.2 Comments, Labels, and Flags 

The preliminary study showed that people used a variety of strategies to organize their 
work. Besides positioning documents in particular places on the screen or in the fold-
er structure, they also used colors to distinguish particular icons, they used note files 
inside folders, and they used the file title to add information regarding the document. 
To support those practices Docksy featured comments, tags, and checkboxes or flags 
to add to the representations or icons of documents. 
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The Docksy study suggests that those features were useful in structuring users’ ac-
tivities. Only a limited number of participants used tags, comments and checkboxes, 
but many participants who did not use them saw themselves as using those features in 
the future, provided that they would have more time to work with Docksy instead of 
just two weeks, and provided they would feel that their effort will not be wasted at the 
end of the study. 

Participants who used tags, comments, and checkboxes used them to prioritize 
their work, to add information about the status of the documents, to add information 
about operations to do with the documents, to add information about the content of 
the file in order to avoid opening it every time they considered it, and to help locate 
the file. One participant added a number in the tag to prioritize files. Another user 
said: 

I like the comment thing, if there is a volume of files, I like the fact that you can 
write stuff down for each file, and what you did, and what you edited, and things of 
that nature. So I think in terms of organization that is important, because sometimes 
when I edit, what I do I create a new folder for things that have been edited and I will 
put the edited ones in the edited folders, where here I just put a comment that it has 
been edited, or use a checkbox. I just find writing it is easier. [P21] 

This suggests that Docksy was useful in supporting users to structure their work, 
and in using the documents as explicit items in the workflow description. 

8 Research Questions 

8.1 Which Organization? 

The first research question was “Which kind of organization is used in Docksy?” The 
names of the panels, the interviews and surveys indicate that participants used panels 
to group documents belonging to subcategories, to build or highlight relationships, or 
to structure activities. The former can be seen in the case of the user using panels with 
names such as “data”, “draft”, “results”, “references”, “presentation”, all related to 
subsections of a dissertation writing project [P9]. The second can be seen in the user 
that said that he would use panels to create logical networks among papers, and that 
documents in each panel are related to each other [P14]. The third can be seen in the 
case of the participant that used one panel for the work scheduled for the week, one 
for the work assigned to Monday, one for the work done, and others for other days of 
the week [P7]. Participant 23’s [P23] use of one panel for current work is another 
example of panels’ use to organize activities.  

Docksy’s workspace was either seen as a working space, a project space, or as an 
archive. A user said “I don’t see Docksy as a desktop, but as a library where I put 
documents that I gradually refer to”. This also shows that Docksy has the flexibility 
to be used in different ways. 

Besides panels, not many participants made use of the additional features in a sig-
nificant way, i.e. the checkboxes, the flags, or the comments. One reason could be the 
length of the study period. Those features are likely to be more useful when working 
on a project for a longer period of time. Another reason could be that some users did 
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not understand how they worked. Visually there was no difference between the tag 
and the comment text fields, and some participants did not understand the difference. 
A third reason, that a couple of participants mentioned, is that they did not want to 
invest energy into building a structure that they could not transfer to their traditional 
environment once the study was terminated.  

8.2 Support for Projects? 

The second research question was “Does Docksy support organization of documents 
for projects?” 59% of users used it to organize projects. It is worth to remember that 
at the beginning of the study participants were explicitly asked to choose at least one 
project to work on. While some participants actually used Docksy for projects, others 
used it to organize general day to day activities, and one person used it as an archive. 
The organization of day to day activities was still one of the desired outcomes of 
Docksy. Panels were the feature most used in support of projects. Panels were used in 
support of projects in three ways. First, participants separated activities to be per-
formed at different times in different panels, and therefore panels had a temporal con-
notation or they were used as a scheduling mechanism. For example, they assigned to 
different panels activities scheduled for the week or for the day. Second, they parti-
tioned in different panels documents that referred to subcomponents of a project; for 
example, one panel assigned to documents for the dissertation, one for the presenta-
tion, and one for the data collection. Third, they clustered in different panels docu-
ments related to each other. For example, one panel was for papers relative to fif-
teenth century writers, and one for sixteenth century writers. 

8.3 Changing User Practices? 

The third research question was: “What is Docksy’s potential for changing user prac-
tice?” Participants adopted very quickly the panel organization, and some claimed 
that MS Windows had been lacking this feature for long time. Some participants said 
that they see themselves as using the comment and checkbox features in the future, 
assuming that they would have the chance of using Docksy for a longer time. 

One participant during the interview reasoned on the way she organized files for 
the study and how she would do for the future, showing a change in progress between 
her folder structure in the traditional system, her initial use of Docksy, and her envi-
sioned way of using it in the future. 

I will divide the screen into the stages of my research project. I can put panel 1 for 
all material of my literature review, including my pdf documents and stuff. Panel 2 
will be a Word doc plus other scholarly articles involving my method section, and I 
could store all my data and my interviews in Panel 3. Versus putting all of them in a 
single folder which is what I have right now. And that is how I would use it. I would 
use it for each project , as opposed to what I did right now as more organizational 
tool. [P23] 

In Windows XP she was used to put all files in a single folder. In Docksy she in-
itially put different project and activities in the same workspace but she said that in 
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the future she would use one workspace for each project. She was still experimenting 
on which organization would better fit her work.  

Other participants employed organizations of documents not possible in other sys-
tems. For example, one user created one panel for the work scheduled for the week, 
one for Monday, one for “done” and so one. One participant used comments and 
checkboxes instead of putting documents in folders.  Yet another participant used 
tags to add priorities to documents, to indicate the sequence in which he wanted to 
read the documents. 

One participant expressed very clearly one important aspects of the transition to 
Docksy:  

Before, you need to change your mindset. Docksy helps you change your mental 
model, the way in which you are able to organize your files. You change the way in 
which you think to organize your files; before, you need to change. Docksy helps you 
to change your reasoning, in such a way that by changing your reasoning you can 
change the way in which you organize. [P26] 

The participant used the colloquial meaning of “mental model”. Docksy substitutes 
folders with spaces, folder “boxes” with spatial panels. This requires a different way 
of thinking about the system. The mental models and the practices associated with the 
traditional folder system change when transitioning to Docksy change. In general 
people appropriate new environments and use them according to their new mental 
models and they develop new practices.  

One of the advantages of Docksy is that, although it is different from the current 
systems, i.e. the current desktop and the file system, it introduces a new environment 
that is fairly easy to transfer to and that is familiar. In this way, it does not impose a 
big sudden change; it affords a smooth transition. Participants can gradually move 
from one environment to the other, and Docksy provides scaffolding. A longer study 
would be able to give more insight into users’ changing practices; however the above 
cases suggest a direction in which the practices may be changing, and overall they 
suggest that Docksy has the potential for changing practices. 

9 Conclusion 

Electronic documents are not just items to be stored and retrieved on the computer. 
Documents and their organization are part of a bigger work environment. Users view 
them as components of activities and workflows and make use of documents to struc-
ture activities. However current systems offer limited support for these practices. This 
raised two main research questions. First, what are users’ practices in structuring their 
work environment on the computer? Second, which kind of environment or features 
will support those practices? The first part of the research addressed the first question 
drawing on results from a study of current practices. The second question is addressed 
by developing a new tool with features designed to support the practices emerging 
from the first study, and by studying the use of the new tool. 

Overall, the studies, both the preliminary study and the Docksy study, suggested 
that an important aspect of organizing files for current tasks or projects is the possibil-
ity to have an overview of the workspace. The studies also suggest that participants 



 Organizing Documents to Support Activities 437 

value the possibility to categorize documents or to segment them in a variety of ways, 
including explicit spatial arrangement and by adding colors. While a traditional folder 
structure affords the segmentation of files into different groups, it doesn’t provide an 
overview and force people to open and close folders to locate files, or to regroup files 
by eliminating subfolders. Participants in the Docksy study expressed their apprecia-
tion for the possibility to have an overview and a way to classify their documents 
different than the one offered by the desktop and folders. They found the mechanism 
offered by Docksy useful in providing an overview and segmentation at the same 
time. Participants also valued the possibility of adding information to documents, both 
in textual form and in other forms such as checkboxes or colors.   

The final study suggests that workspaces structured in panels provide support to 
users’ practices, and in particular for zoning the screen or clustering documents, for 
locating files inside a workspace, and for managing temporary files; moreover Dock-
sy afforded incremental formalization. The study also suggests that tags, comments, 
and checkboxes are useful in supporting users to structure their work, and in using the 
documents as explicit items in a workflow description.  

The introduction of a new tool in an environment for study purposes is always a 
challenging effort because tools and practices coevolve. Once the new tool is intro-
duced in the environment, the user may appropriate it by adopting it and by adapting 
it to his needs. It is part of human nature to use things beyond their intended limits. 
Therefore the study of a new tool, when it is immersed in a real environment, could 
change the practices. Designing in the wild takes advantage of these effects, develop-
ing tools that change with the practices that both influence and are influenced by. The 
aim behind Docksy’s design was to create a lightweight system, easy to use and flexi-
ble enough to be adapted to users’ needs; easy and useful enough to be incorporated 
into users’ daily practice, old or new. Such a system could be used to learn about 
practices and their evolution. Docksy showed the potential for changing user practice 
and the potential for the system to be adopted by users. Docksy was also a study tool 
that deployed in the wild helped to identify features useful in the organization of doc-
uments for accomplishing tasks, and showed some possible new strategies that users 
could employ when those features are provided to the users. 
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Takada, Kohei 311
Trtica-Majnarić, Ljiljana 25
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