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Abstract. We present a case-study of applying probabilistic logic to the
analysis of clinical patient data in neurosurgery. Probabilistic condition-
als are used to build a knowledge base for modelling and representing
clinical brain tumor data and expert knowledge of physicians working
in this area. The semantics of a knowledge base consisting of proba-
bilistic conditionals is defined by employing the principle of maximum
entropy that chooses among those probability distributions satisfying all
conditionals the one that is as unbiased as possible. For computing the
maximum entropy distribution we use the MEcore system that addi-
tionally provides a series of knowledge management operations like re-
vising, updating and querying a knowledge base. The use of the obtained
knowledge base is illustrated by using MEcore’s knowledge management
operations.

1 Introduction

In the medical domain, uncertain rules like “If symptoms S1, S2, and S3 are
present, then there is a probability of 70% that the patient has disease D.” oc-
cur frequently. An intelligent agent providing decision support for performing
medical diagnosis and for choosing a therapy must be able to deal with pieces of
knowledge expressed by such rules, requiring elaborate knowledge representation
and reasoning facilities. For instance, in neurosurgery, such an agent should be
able to answer diagnostic questions in the presence of evidential facts like “Given
the evidence that the patient has perceptual disturbances, suffers from unusual
pain in the head and that there are symptoms for intracranial pressure, what is
the probability that he has a cranialnerve tumor?”, and the agent should be able
to perform hypothetical reasoning as in: “There is evidence that the patient has
perceptual disturbances and that there are symptoms for intracranial pressure.
If we chose a surgery for therapy and if the correct diagnosis was gliobastoma,
what would be the patient’s chance to recover completely without any serious
complications?” Moreover, when the agent lives in an uncertain and dynamic
environment, she has to adapt her epistemic state constantly to changes in the
surrounding world and to react adequately to new demands (cf. [5], [10]).
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In this paper, we report on a case study on the application of probabilistic
modelling and reasoning to clinical patient data in neurosurgery. A knowledge
base BT representing and integrating both statistical frequencies of brain tumors
reported in the literature as well as physicians’ expert beliefs is developed and
used to perform reasoning regarding the diagnosis of brain tumor types or the
prognosis for patients (see [22,21] for more information on the medical back-
ground). Uncertain rules as the first one above are modelled by probabilistic
conditionals, formally denoted by (D|S1∧S2∧S3)[0.7]. Semantics of such condi-
tionals are given by probability distributions over the possible worlds determined
by the underlying propositional variables, and satisfaction of a conditional by a
probability distribution P is defined via conditional probability, e.g., P satisfies
(D|S1∧S2∧S3)[0.7] iff P (D|S1∧S2∧S3) = 0.7. In order to complete any missing
or unspecified knowledge, the concept of maximum entropy [16,11] is used. The
required reasoning is carried out by the MEcore system [7] that implements
reasoning at optimum entropy and provides knowledge management operations
required for modelling an intelligent agent.

In the following section, we first recall some preliminaries of probabilistic
conditional logic and features of the MEcore system as they are presented in
[7]. In Sec. 3, the vocabulary of BT and a first version of this knowledge base
is presented. Section 4 introduces revision and update operations for BT, and in
Sec. 5 we illustrate the reasoning facilities for prognosis and hypothetical what-
if-analysis, demonstrating that the results are well in accordance with a clinical
physician’s point of view. In Sec. 6, we conclude and point out further work.

2 Background: Probabilistic Conditionals and MEcore

2.1 Probabilistic Conditional Logic in a Nutshell

We start with a propositional language L, generated by a finite set Σ of (binary)
atoms a, b, c, . . .. The formulas of L will be denoted by uppercase Roman letters
A,B,C, . . .. For conciseness of notation, we will omit the logical and -connector,
writing AB instead of A∧B, and over-lining formulas will indicate negation, i.e.
A means ¬A. Let Ω denote the set of possible worlds over L; Ω will be taken
here simply as the set of all propositional interpretations over L and can be
identified with the set of all complete conjunctions over Σ. For ω ∈ Ω, ω |= A
means that the propositional formula A ∈ L holds in the possible world ω.

By introducing a new binary operator |, we obtain the set (L | L) = {(B|A) |
A,B ∈ L} of (unquantified) conditionals (or rules) over L. (B|A) formalizes “if
A then B” and establishes a plausible, probable, possible etc connection between
the antecedent A and the consequent B. We will use SenC to denote the set of
all probabilistic conditionals (or probabilistic rules) of the form (B|A)[x] where
x is a probability value x ∈ [0, 1].

To give appropriate semantics to conditionals, they are usually considered
within richer structures such as epistemic states. Besides certain (logical) know-
ledge, epistemic states also allow the representation of e.g. preferences, be-
liefs, assumptions of an intelligent agent. Basically, an epistemic state allows
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one to compare formulas or worlds with respect to plausibility, possibility,
necessity, probability etc. In a quantitative framework, most appreciated rep-
resentations of epistemic states are provided by probability functions (or
probability distributions) P : Ω → [0, 1] with

∑
ω∈Ω P (ω) = 1. Thus, in this

setting, the set of epistemic states we will consider is EpState = {P | P : Ω →
[0, 1] is a probability function}. The probability of a formula A ∈ L is given by
P (A) =

∑
ω|=A P (ω), and the probability of a conditional (B|A) ∈ (L | L) with

P (A) > 0 is defined as P (B|A) = P (AB)/P (A), the corresponding conditional
probability. Conditionals are interpreted via conditional probability. So the sat-
isfaction relation |=C ⊆ EpState × SenC of probabilistic conditional logic is
defined by P |=C (B|A) [x] iff P (B|A) = x.

2.2 Epistemic States and Belief Management Operations

Initialization. First, a prior epistemic state has to be built up on the basis
of which the agent can start her computations. If no knowledge at all is at
hand, simply the uniform epistemic state is taken to initialize the system. In our
probabilistic setting, this corresponds to the uniform distribution where each
possible world is assigned the same probability. If, however, a set of probabilistic
rules is at hand to describe the problem area under consideration, an epistemic
state has to be found to appropriately represent this prior knowledge. To this
end, we assume an inductive representation method to establish the desired
connection between sets of sentences and epistemic states. Whereas generally, a
set R of sentences allows a (possibly large) set of models (or epistemic states),
in an inductive formalism we have a function inductive : P(SenC) → EpState
(where P(S) denotes the power set of S) such that inductive(R) selects a unique,
“best” epistemic state from all those states satisfying R.

In the probabilistic framework, the principle of maximum entropy associates
to a set R of probabilistic conditionals the unique distribution P ∗ = MaxEnt(R)
that satisfies all conditionals in R and has maximal entropy, i.e., MaxEnt(R) is
the unique solution to the maximization problem

arg max
P ′|=R

H(P ′) with H(P ′) = −
∑

ω

P ′(ω) logP ′(ω) (1)

The rationale behind this is that MaxEnt(R) represents the knowledge given by
R most faithfully, i.e. without adding information unnecessarily (cf. [16,11]).

Example 1. Consider the three propositional variables s - being a student, y
- being young, and u - being unmarried. Students and unmarried people are
mostly young. This commonsense knowledge an agent may have can be expressed
probabilistically e.g. by the set R = {(y|s)[0.8], (y|u)[0.7]} of conditionals. The
MaxEnt -representation P ∗ = MaxEnt(R) computed by MEcore is:

ω P ∗(ω) ω P ∗(ω) ω P ∗(ω) ω P ∗(ω)
syu 0.1950 syu 0.1758 syu 0.0408 sy u 0.0519
syu 0.1528 syu 0.1378 s yu 0.1081 s y u 0.1378
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Querying an Epistemic State. Querying an agent about her beliefs amounts
to pose a set of unquantified sentences and asking for the corresponding degrees
of belief with respect to her current epistemic state.

Example 2. Suppose the current epistemic state is currState = MaxEnt(R) from
Ex. 1, and our question is “What is the probability that unmarried students are
young?”, i.e. the set of queries is {(y|su)}. MEcore returns {(y|su)[0.8270]},
that is, unmarried students are supposed to be young with probability 0.8270.

New Information and Belief Change. Belief revision, the theory of dynam-
ics of knowledge, has been mainly concerned with propositional beliefs for a
long time. The most basic approach here is the AGM-theory presented in the
seminal paper [1] as a set of postulates outlining appropriate revision mecha-
nisms in a propositional logical environment. This framework has been widened
by Darwiche and Pearl [5] for (qualitative) epistemic states and conditional be-
liefs. An even more general approach, unifying revision methods for quantita-
tive and qualitative representations of epistemic states, is described in [12]. The
crucial meaning of conditionals as revision policies for belief revision processes
is made clear by the so-called Ramsey test, according to which a conditional
(B|A) is accepted in an epistemic state Ψ , iff revising Ψ by A yields belief in B:
Ψ |= (B|A) iff Ψ ∗A |= B where ∗ is a belief revision operator (see e.g. [8]).

Note, that the term “belief revision” is a bit ambiguous: On the one hand, it
is used to denote quite generally any process of changing beliefs due to incoming
new information [8]. On a more sophisticated level, however, one distinguishes
between different kinds of belief change. Here, (genuine) revision takes place
when new information about a static world arrives, whereas updating tries to
incorporate new information about a (possibly) evolving, changing world [10].
Further belief change operators are expansion, focusing, contraction, and erasure
(cf. [8,6,10]). In the following, we will use the general approach to belief change
developed in [12] where belief change is considered in a very general and advanced
form: Epistemic states are revised by sets of conditionals – this exceeds the
classical AGM-theory by far which only deals with sets of propositional beliefs.

In the probabilistic framework, a powerful operator to change probability dis-
tributions by sets of probabilistic conditionals is provided by the principle of
minimum cross-entropy which generalizes the principle of maximum entropy in
the sense of (1): Given a (prior) distribution P and a set R of probabilistic
conditionals, the MinCEnt-distribution P ∗ = MinCEnt(P,R) is the unique dis-
tribution that satisfies all constraints in R and has minimal cross-entropy Hce

with respect to P , i.e. P ∗ solves the minimization problem

arg min
P ′|=R

Hce(P
′, P ) with Hce(P

′, P ) =
∑

ω

P ′(ω) log
P ′(ω)
P (ω)

(2)

If R is basically compatible with P (i.e. P -consistent, cf. [12]), then P ∗ is guar-
anteed to exist (for further information and lots of examples, see [4,16,12]). The
cross-entropy between two distributions can be taken as a directed (i.e. asym-
metric) information distance [19] between these two distributions. Following the
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principle of minimum cross-entropy means to modify the prior epistemic state P
in such a way as to obtain a new distribution P ∗ which satisfies all conditionals
in R and is as close to P as possible. So, the MinCEnt -principle yields a prob-
abilistic belief change operator, associating to each probability distribution P
and each P -consistent set R of probabilistic conditionals a revised distribution
P ∗ = MinCEnt(P,R) in which R holds. In [13] it is shown how both revision and
update can be based on such a belief change operator, and the corresponding
conceptual agent model MEcore which realizes this approach is described in
[2].

Example 3. Suppose that some time later, the relationships in the population
from Example 1 between students and young people have changed, so that stu-
dents are young with a probability of 0.9. In order to incorporate this new
knowledge, the agent applies an updating operation to modify P ∗ appropriately.
The result P ∗∗ = MinCEnt(P ∗, {(y|s)[0.9]}) as determined by MEcore is:

ω P ∗∗(ω) ω P ∗∗(ω) ω P ∗∗(ω) ω P ∗∗(ω)
syu 0.2151 syu 0.1939 syu 0.0200 sy u 0.0255
syu 0.1554 syu 0.1401 s yu 0.1099 s y u 0.1401

It is easily checked that indeed, P ∗∗(y|s) = 0.9 (taking rounding into account).

Diagnosis. Diagnosing a given case is one of the most common operations in
knowledge based systems. Given some case-specific evidence E (formally, a set of
quantified facts), diagnosis assigns degrees of belief to the atomic propositions D
to be diagnosed (formally, D is a set of unquantified atomic propositions). Thus,
making a diagnosis in the light of some given evidence corresponds to determine
what is believed in the state obtained by focusing the current state P on the
given evidence, i.e. querying the epistemic state MinCEnt(P,E) with respect to
D. Thus, here focusing corresponds to conditioning P with respect to the given
evidence E.

Example 4. Let currState = P ∗ from Ex. 1. If there is now certain evidence for
being a student and being unmarried – i.e. E = {su[1]} – and we ask for the
degree of belief of being young – i.e. D = {y} –, MEcore computes {y[0.8270]}.
Thus, if there is certain evidence for being an unmarried student, then the degree
of belief for being young is 0.8270.

What-If-Analysis: Hypothetical Reasoning. Hypothetical reasoning asks
for the degree of belief of complex relationships (goals) under some hypothetical
assumptions. This is useful, e. g., to exploit in advance the benefits of some ex-
pensive or intricate medical investigations. Note that whereas in the diagnostic
case both evidence E and diagnoses D are just simple propositions, in hypothet-
ical reasoning both the assumptions A (formally, a set of quantified conditionals)
as well as the goals G (formally, a set of unquantified conditionals) may be sets of
full conditionals. However, since its underlying powerful MinCEnt -update oper-
ator can modify epistemic states by arbitrary sets of conditionals, MEcore can
handle hypothetical what-if-analysis structurally analogously to the diagnostic
case, i. e. by querying the epistemic state focussed state = MinCEnt(P,A) with
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respect to G where P is the current epistemic state. Since this is hypothetical
reasoning, the agent’s current epistemic state remains unchanged.

Example 5. Given currState = P ∗ from Ex. 1 as present epistemic state, a hypo-
thetical reasoning question is given by: “What would be the probability of being
young under the condition of being unmarried – i.e. G = {(y|u)} –, provided that
the probability of a student being young changed to 0.9 – i.e. A = {(y|s)[0.9]}?”
MEcore’s answer is {(y|u)[0.7404]} which corresponds to the probability given
by P ∗∗ from Ex. 3.

2.3 The MEcore System

The main objective of MEcore is to implement probabilistic reasoning at
optimum entropy and to support advanced belief management operations like
revision, update, diagnosis, or what-if-analysis in a most flexible and easily ex-
tendable way. MEcore is implemented in Java and uses a straight-forward,
direct implementation of a well-known MinCEnt algorithm, computing the dis-
tribution P ∗ = MinCEnt(P,R) in an iterative way [4], and provides a powerful
and flexible interface. MEcore can be controlled by a text command interface or
by scripts, i. e. text files that allow the batch processing of command sequences.
These scripts and the text interface use a programming language-like syntax
that allows to define, manipulate and display variables, propositions, rule sets
and epistemic states. The following example shows a way to generate an epis-
temic state using the initialize and update operators:

//define a set of rules
kb := ((y|s)[0.8], (y|u)[0.7]);
// initialize an epistemic state with these rules
currState := epstate().initialze(kb);

//query and output current belief in the conditional (y|su)
currState.query((y|su));
//update the epistemic state currState by (y|s)[0.9]
currState.update((y|s)[0.9]);

Hence, one is able to use both previously defined rule sets and rules that are
entered just when they are needed, and combinations of both. The ability to
manipulate rule sets, to automate sequences of updates and revisions, and to
output selected results for comparing, yields a very expressive command lan-
guage. This command language is a powerful tool for experimenting and testing
with different setups. All core functions of the MEcore system are also acces-
sible through a software interface in terms of a Java API; thus, MEcore can
easily be extended by a GUI or be integrated into another software application.

There are many systems performing inferences in probabilistic networks, espe-
cially in Bayesian networks. One system built upon network techniques to imple-
ment reasoning at optimum entropy is the expert system shell Spirit [18]. Graph
based methods are known to feature a very efficient representation of probabil-
ity distributions via junction trees and hypergraphs, while MEcore works on a
model based representation of probabilities. While this is clearly inefficient, the
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aim of MEcore is to implement subjective probabilistic reasoning, as it could be
performed by agents, making various belief operations possible. In particular, it
allows changing of beliefs in a very flexible way by taking new, complex informa-
tion into account. This is not possible with graph based systems for probabilistic
inference, as efficient methods of restructuring probabilistic networks still have
to be developed.

3 BT: Modelling Clinical Brain Tumor Data

For generating an initial knowledge base for clinical brain tumor data we will
use various binary and multi-valued variables considering aspects of the patient,
the patient’s anamnesis, the observed symptoms, the possible diagnosis, etc; a
medical justification for these variables and their values along with references
to the relevant medical literature is given in [21,22]. Since the prevalence of
different tumor types varies with the age of patients, the variable age distin-
guishes patients with respect to the three values le20 (less or equal 20 years
old), 20to80 (between 20 and 80 years), and ge80 (greater or equal 80 years).
The binary variable warningSymptoms is true iff warning symptoms like percep-
tual disturbances or unusual pain in the head are present. Given results of a
magnetic resonance tomography (MRT), the variable malignancy corresponds
to the assumed malignancy of the tumor with respect to the WHO grading sys-
tem [14]; a higher index corresponds to a higher malignancy. The binary variable
icpSymptoms indicates whether MRT results provide symptoms for intracranial
pressure (ICP). The preoperative physical fitness of patients is evaluated by the
ASA (American Society of Anesthesiologists) classification system represented
by the variable ASA. It is associated with perioperative risks, and a higher value
indicates a higher risk. Only the first four states are considered here, as treatment
of a brain tumor is of low priority for a higher value. Thus, so far we have:

age : le20, 20to80, ge80
warningSymptoms : true, false

malignancy : 1, 2, 3, 4, other
icpSymptoms : true, false

ASA : 1, 2, 3, 4

In BT, the ten most common brain tumor types like gliomas and meningiomas
[17] are taken into account. Together with the value other for any other tumor
types, these brain tumor types constitute the values of the variable diagnosis:

diagnosis : pilocytic-astrocytoma, diffuse-astrocytoma,
anaplastic-astrocytoma, glioblastoma,
oligodendroglioma, ependymoma, meningeoma,
medulloblastoma, cranialnerve-tumor,
metastatic-tumor, other

Finally, there are three variables denoting the therapy, possible complications,
and the expected health of the patient. The variable

therapy : conservative, surgery, none
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diagnosis Adults Children

glioma

- glioblastoma 15% unspecified
- pilocytic-astrocytoma unspecified 35%
- diffuse-astrocytoma 10% unspecified
- anaplastic-astrocytoma 10% unspecified
- oligodendroglioma 10% unspecified
- ependymoma 4% 8%

meningeoma 20% unspecified

medulloblastoma 7% 25%

cranialnerve-tumor 7% unspecified

metastatic-tumor 10% unspecified

other unspecified unspecified

Fig. 1. Empirical frequencies of brain tumor types, where unspecified stands for rare
or unknown (collected from [3,9,15,20])

refers to the therapy to be chosen. We distinguish a conservative therapy without
surgery, surgery, or no therapy at all. Possible complications during an inpatient
stay are expressed by the variable

complication : 1, 2, 3

which distinguishes the three stages 1 (no complications or minor, completely
reversible complications like temporary pain after surgery), 2 (medium or heavy
complications with uncertain reversibility like neurological or other functional
disorders), and 3 (life-threatening complications like serious internal bleeding or
neurological deficits at the risk of brain death). Thus, higher values correspond
to more serious complications. The expected health of the patient after inpatient
stay is denoted by:

prognosis : very good, good, intermediate, poor, very poor

The knowledge base BT uses these nine propositional variables as its vocabulary
to represent clinical brain tumor data and corresponding expert knowledge. Note
that although we have only 9 variables, due to the multiple values they induce
22 × 33 × 4× 52 × 11 = 118.800 possible worlds.

There are various publications containing empirical frequencies of certain
brain tumor types. For our initial version of our knowledge base BT, we en-
code the frequencies given in Fig. 1 that are collected from [3,9,15,20] and that
are given relative to the patient being an adult (age=20to80 or age=ge80) or
being a child (age=le20). The representation of these frequencies is given by
conditionals of the following type

(diagnosis=meningeoma| !(age=le20))[0.20] (3)
(diagnosis=medulloblastoma| !(age=le20))[0.07] (4)
(diagnosis=cranialnerve-tumor| !(age=le20))[0.07] (5)
(diagnosis=metastatic-tumor| !(age=le20))[0.10] (6)

where, using the input syntax of MEcore, ! denotes negation. Additionally, BT
contains the probabilistic facts (age=le20)[0.15] and (age=20to80)[0.62]

reflecting the age distribution in Germany in the year 2009.
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Note that there are some missing frequencies in Fig. 1, and thus, there are
no conditionals in BT for these missing frequencies. In order to obtain a full
probability distribution over all variables and their values, the missing knowledge
is completed in an information-theoretically optimal way by employing the ME
principle, thus by being as unbiased as possible with respect to each diagnosis
with unspecified probability. In MEcore, the computation of an epistemic state
incorporating the knowledge given by BT is started by

cmd-1: currState := epstate.initialize(BT);

so that currState denotes the ME distribution over BT.
In order to be able to ask a set of queries instead of just a single query at the

same time, MEcore allows the introduction of an identifier to denote a set of
queries. Here, we will illustrate this feature with a singleton set containing an
unquantified conditional for the diagnosis under the premise that the patient is
older than 80 and that he suffers from warning symptoms

cmd-2: queriesBT := (diagnosis|(age=ge80)∧ warningSymptoms);

cmd-3: currState.query(queriesBT);

which yields the following probabilities:

diagnosis probability
glioblastoma 0.150
pilocytic-astrocytoma 0.035
diffuse-astrocytoma 0.100
anaplastic-astrocytoma 0.100
oligodendroglioma 0.100
ependymoma 0.040

diagnosis probability
meningeoma 0.200
medulloblastoma 0.070
cranialnerve-tumor 0.070
metastatic-tumor 0.100
other 0.035

Note that up to now, BT does not contain any information about the influence
of warning symptoms or the observation that the patient is more than 80 years
old. Therefore, in the ME distribution given by currState, the corresponding
premise given in the queries in queriesBT (cf. command line cmd-2) does not
cause a deviation from the probabilities given in the original conditionals in
BT and taken from Fig. 1. Note also that the prababilities for the two possible
diagnosis values pilocytic-astrocytoma and othermissing for adults in Fig. 1
have also been computed as expected.

4 Revising and Updating BT

Besides available statistical data, another important knowledge source is the
clinical expert knowledge of a physician. For example, for adults, Fig. 1 tells
us that the most frequently appearing glioma tumor type is glioblastoma,
but no information is provided about its probability given specific symptoms.
An experienced physician working with brain tumor patients might state the
following conditionals expressing his expert beliefs about the probability of a
glioblastoma given various observations:

(diagnosis=glioblastoma| !(age=le20) ∧ warningSymptoms)[0.20] (7)
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(diagnosis=glioblastoma| !(age=le20) ∧ icpSymptoms)[0.20] (8)
(diagnosis=glioblastoma| !(age=le20) ∧ (malignancy=4))[0.40] (9)
(diagnosis=glioblastoma| !(age=le20) ∧ (malignancy=3))[0.10] (10)
(diagnosis=glioblastoma| !(age=le20) ∧ (malignancy=2))[0.05] (11)
(diagnosis=glioblastoma| !(age=le20) ∧ (malignancy=1)[0.01] (12)

Taking into account only Fig. 1, the probability for glioblastoma is 15%. There-
fore, given the respective preconditions, rules (7) - (9) would increase the prob-
ability, whereas rules (10) - (12) would decrease it.

In [21], about 90 conditionals expressing such expert knowledge from a physi-
cian’s point of view are formulated. With expertBT denoting the set of these
conditionals, we will incorporate this new knowledge into the current epistemic
state. We can achieve this in such a way as if it had been available already in
the original knowledge base BT by a kind of belief change called genuine revision
(cf. Sec. 2 and [13,2]). In MEcore, this is easily expressed by

cmd-4: currState.revise(expertBT);

Now, asking the queriesBT (cf. command line cmd-2) again, the probabilities
have changed considerably in the new epistemic state:

diagnosis probability
glioblastoma 0.223
pilocytic-astrocytoma 0.050
diffuse-astrocytoma 0.098
anaplastic-astrocytoma 0.106
oligodendroglioma 0.086
ependymoma 0.039

diagnosis probability
meningeoma 0.156
medulloblastoma 0.065
cranialnerve-tumor 0.057
metastatic-tumor 0.106
other 0.011

E.g., the probability for glioblastoma increased from 15% to 22.3%, while the
probability for meningeoma decreased from 20% to 15.6%. This is well in accor-
dance with the observations made by physicians working in this area [21].

Now suppose that later on, experts think that the probabilities of condition-
als (7) - (9) should be changed to 0.15%, 0.25%, and 0.45%, respectively, and
let gliobNew denote these three modified conditionals. Genuine revision of the
current epistemic state with gliobNew would lead to an inconsistency since (7)
- (9) and gliobNew cannot be satisfied simultaneously. However, MEcore’s up-
date operation of currState by gliobNew can incorporate the new knowledge in
the current epistemic state by choosing the distribution satisfying gliobNew and
having minimum cross entropy with respect to currState (cf. [13,2]). Note that
update is the more appropriate operation here, since the shift of the probabilities
reflects a changed environment.

5 Prognosis and What-If-Analysis

For the real documented case of a patient being older than 80 years, with
warningSymptoms, icpSymptoms, and malignancy=4, asking MEcore results in
a probability of 55.6% for the diagnosis glioblastoma, being very plausible from
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a physician’s point of view. Assuming that glioblastoma were indeed the correct
diagnosis and assuming further that a surgery would be chosen, the prognosis
for complications that might occur are determined by:

cmd-5: whatIfQ := (complication| (diagnosis| (age=ge80) ∧
warningSymptoms ∧ icpSymptoms ∧ malignancy=4));

cmd-6: hypothesis := ((diagnosis=glioblastoma)[1.0],

(therapy=surgery)[1.0]);

cmd-7: currState.whatif(hypothesis,whatIfQ);

Note that what-if is similar to an update except that it does not change the cur-
rent belief state. The resulting probabilities for complications of grade 1, 2, and 3
are 0.4%, 45.4%, and 54.2%, respectively. While complications of grade 2 or 3 are
rare in general, the provided evidence and the given assumptions causedMEcore
to rise the probabilities for these types of complications considerably. After sur-
gical treatment of the given patient, there was indeed a complication of grade
2. From a clinical perspective, the probabilities for complication computed by
MEcore is an adequate warning; however, the probability for grade 3 is a bit too
pessimistic, since compared to similar patient-risk constellations, life-threatening
complications are frequent, but less than 50%. Here, a corresponding adaptation
of the conditionals constraining the probabilities for grade 3 complications might
lead to a more realistic probability value for this query. Further types of queries
for BT asking MEcore for the expected health of patients after inpatient stay,
returned a very realistic prognosis from a medical point of view [21]. An exam-
ple for what-if-analysis where the assumptions are not just facts with probability
1.0 (as in cmd-7) is given by currState.whatif(gliobNew,whatIfQ), asking for
the probability of whatIfQ in the current epistemic state under the assumption
that the conditionals in gliobNew (cf. end of Sec. 4) hold.

6 Conclusions and Further Work

We reported on a case study using probabilistic logic and the principle of maxi-
mum entropy to model clinical brain tumor data and medical expert knowledge
in neurosurgery. The knowledge base BT contains approximately 110 probabilis-
tic conditionals over 9 multi-valued variables that medical experts identified to
be at the core of clinical brain tumor data analysis. Using MEcore for working
with BT produced realistic probabilities for diagnosis and prognosis from a clini-
cal physician’s point of view. We are currently working on extending BT, taking
into account additional variables and further refining the medical modelling.
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