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Preface

As the amount and the sensitivity of information disseminated in the online world
grow, so do related privacy concerns. Extensive surveillance and massive tracking
of users on the Web are only some of the threats to individual privacy. In the big
data era, information increasingly equals power and money, and organizations are
thus motivated to collect and retain large quantities of personal and, increasingly,
contextual information.

These concerns motivate the need for privacy-enhancing technologies, such
as data protection, anonymity networks, decentralization, zero-knowledge, and
secure computation, by which individuals can achieve privacy in the online world.

The 13th Privacy Enhancing Technologies Symposium (PETS 2013) brought
together privacy and anonymity experts from around the world to discuss re-
cent advances and new perspectives. It fostered novel research efforts toward
designing and building systems for privacy and anonymity protection as well as
analyzing challenges and threats.

There were 69 papers submitted to PETS 2013, and each received an average
of 4.33 reviews from the 43 members of the Program Committee (PC). Following
an intensive discussion among the reviewers and other PC members, 13 papers
were accepted for presentation. Topics addressed by the papers published in
these proceedings include data privacy, privacy-oriented cryptography, location
privacy, performance of the Tor network, censorship evasion, traffic analysis, and
user-related privacy perspectives.

Compared to recent PETS editions, the number of PC members was increased
to accommodate a broader range of expertise, deliver a greater number of re-
views, and involve a wider representation of both senior and junior researchers.

We maintained the tradition of dedicating one day of PETS to the Workshop
on Hot Topics on Privacy Enhancing Technologies (HotPETs), at which par-
ticipants discussed exciting–though possibly preliminary–ideas. HotPETs 2013
included a keynote talk by Helen Nissenbaum of New York University. As with
the previous five HotPETs editions, there are no published proceedings for Hot-
PETs, except on the dark side of the moon.

PETS 2013 also included a keynote talk by Lorrie Cranor of Carnegie Mellon
University, a rump session with brief presentations on a variety of topics, and
two panels.

We would like to thank all PETS and HotPETs authors, especially those
who presented their work that was selected for the program, as well as keynote
speakers, panelists, and rump session presenters. We are very grateful to the PC
members and additional reviewers, who contributed to editorial decisions with
thorough reviews and actively participated in the PC discussions, ensuring a high
quality of all accepted papers. We owe special thanks to the following PC mem-
bers and reviewers who volunteered to shepherd some of the accepted papers:
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Damon McCoy, Michael Hay, Jim Graves, Eugene Vasserman, Roger Dingledine,
Julien Freudiger, Srdjan Capkun, Elaine Shi, and Alexei Czeskis. We gratefully
acknowledge the outstanding contributions of the PETS 2013 General Chair,
XiaoFeng Wang, the members of the Local Arrangements Committee, Apu Ka-
padia, Raquel Hill, and Haixu Tang, as well as our webmaster of seven years,
Jeremy Clark. Moreover, our gratitude goes to the HotPETs 2013 Chairs, Pra-
teek Mittal and Reza Shokri, who put together an excellent program. Last but
not least, we would like to thank our sponsors, the Indiana University School
of Informatics and Computing and Center for Security Informatics, the Indiana
University Center for Applied Cybersecurity Research, and the Indiana Uni-
versity Pervasive Technology Institute, for their generous support, as well as
Microsoft for its continued sponsorship with travel stipends.

May 2013 Emiliano De Cristofaro
Matthew Wright
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Optimizing ORAM and Using It Efficiently

for Secure Computation

Craig Gentry1, Kenny A. Goldman1, Shai Halevi1, Charanjit Julta1,
Mariana Raykova1, and Daniel Wichs2,�

1 IBM Research
2 Northeastern University

Abstract. Oblivious RAM (ORAM) allows a client to access her data
on a remote server while hiding the access pattern (which locations she
is accessing) from the server. Beyond its immediate utility in allowing
private computation over a client’s outsourced data, ORAM also allows
mutually distrustful parties to run secure-computations over their joint
data with sublinear on-line complexity. In this work we revisit the tree-
based ORAM of Shi et al. [20] and show how to optimize its performance
as a stand-alone scheme, as well as its performance within higher level
constructions. More specifically, we make several contributions:

– We describe two optimizations to the tree-based ORAM protocol of
Shi et al., one reducing the storage overhead of that protocol by an
O(k) multiplicative factor, and another reducing its time complexity
by an O(log k) multiplicative factor, where k is the security parame-
ter. Our scheme also enjoys a much simpler and tighter analysis than
the original protocol.

– We describe a protocol for binary search over this ORAM construc-
tion, where the entire binary search operation is done in the same
complexity as a single ORAM access (as opposed to log n accesses
for the naive protocol). We then describe simple uses of this binary-
search protocol for things like range queries and keyword search.

– We show how the ORAM protocol itself and our binary-search pro-
tocol can be implemented efficiently as secure computation, using
somewhat-homomorphic encryption.

Since memory accesses by address (ORAM access) or by value (binary
search) are basic and prevalent operations, we believe that these opti-
mizations can be used to significantly speed-up many higher-level proto-
cols for secure computation.

1 Introduction

Oblivious RAM. Oblivious RAM (ORAM), introduced by Goldreich and Ostro-
vsky [9,16,11], allows a client to outsource her data to a remote server (e.g., “the
cloud”) and access it efficiently and privately. In particular, the client can access

� Work done in part while in IBM Research.

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 1–18, 2013.



2 C. Gentry et al.

individual elements of her data without revealing to the server which elements
she is accessing. The efficiency of the client and server on each such data access
should be small and essentially independent of (polylogarithmic in) the size of the
entire client data. Using ORAM, a client can privately execute arbitrary RAM
computations over her remotely stored data, without having to download the
data from the server in its entirety. In particular, the client/server computation
and communication is essentially only proportional to the time-complexity of
the RAM computation itself (with polylogarithmic overhead). Therefore ORAM
offers tremendous savings when the client wants to execute simple computations
(e.g., binary search) over huge amounts of data.

ORAM for Multiparty Computation. Another use of ORAM is to speed up se-
cure multi-party computation (MPC) protocols (e.g., [21,10] etc.), where two or
more parties want to execute some computation over their inputs without re-
vealing the inputs to each other. When the total size of the input is large (e.g.,
one of the inputs is a large database), one may often want to compute func-
tions whose running time on a RAM is sublinear in the total size of the input.
However, secure computation protocols that use either Boolean or arithmetic
circuits as a representation of the evaluated functionality, inherently incur com-
putation complexity at least linear in the total size of the input for each secure
evaluation. This is also the case for secure computation based on fully homo-
morphic encryption [6,5,4,3,7] that uses arithmetic circuits. Several works [17,14]
have demonstrated that ORAM can be used to construct secure computation
protocols whose (amortized) complexity can be sub-linear in the total size of
the input. In particular, the efficiency of these protocols is proportional to the
time-complexity of the underlying computation on a RAM (which may be sub-
linear in the input size), in contrast to traditional approaches whose efficiency
is proportional to the circuit size of the underlying computation (which cannot
be sublinear in the input size).

Efficiency of ORAM. Although there has been much recent progress in con-
structing progressively more efficient ORAM schemes [18,12,20,13], the concrete
computation and storage overhead introduced by ORAM is usually significant
in practice. Most ORAM schemes are based on a hierarchical structure of [11].
Despite their asymptotic efficiency, these schemes suffer in practice due to their
reliance on fairly complex “sorting networks”. (Some constructions also have
large “spikes” of complexity, where every so often the client and server need
run a maintenance procedure of complexity linear in the entire data set.) A
recent solution of Shi et al. [20] (which we describe in Section 2) takes a very
different approach over these other schemes. Despite having worse asymptotic
performance, it is significantly simpler to implement (and understand concep-
tually), and is deemed to be more efficient in practice because it does not hide
any large constant factors. It has been implemented and used in past projects
[14]. The client/server computation and communication needed to perform each
operation in this protocol is O(k log2 N), and the server storage is O(kN), where
N is the size of the client data and k is the “security parameter.” (Roughly in
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every operation we incur at most a 2−k-probability of privacy loss. Clearly to
support M operations we need k � logM where M is the number of operations;
a typical setting may be k ∈ [50, 80].)

1.1 Our Results

We propose some significant optimizations to the ORAM construction of Shi et
al. [20] and its use in performing private RAM computation over outsourced data
and secure multiparty computation. These optimizations improve both asymp-
totic and concrete efficiency of the scheme. We briefly describe each of these
optimizations below.

Reduced Storage and Query Time. One of the main disadvantages of the Shi et al.
scheme is the large O(k) multiplicative storage overhead on the server. We show
a very simple modification to the scheme that gets rid of this overhead; the server
only needs to store O(N) bits for N bits of client data (the hidden constant is no
more than 4). Another modification improves the computation and communica-
tion complexity by a factor of log k from O(k log2 N) to O(k log2 N/ log k), and
also greatly simplifies and tightens the analysis. Since we usually assume that
N = kc for some small constant c, our improved time/communication complexity
simply becomes O(k logN). These improvements only require relatively minor
changes to the scheme of Shi et al., and do not introduce any hidden complex-
ity to its implementation (in fact they may make it even easier to implement).
Together, these changes yield a scheme whose asymptotic efficiency matches the
best “hierarchal ORAM” construction, while being significantly simpler and with
much better concrete efficiency.

Optimized Binary Search. One of the most commonly used sub-linear time op-
erations over large data is binary search. This operation is performed whenever
executing any query over an indexed database (or sorted data) and only accesses
logarithmic number of elements in the database. A direct execution of binary
search using ORAM requires a logarithmic number of ORAM queries. We pro-
pose a modification for the ORAM scheme of Shi et al. [20] (or our variant of it)
that allows the execution of binary search with the efficiency of a single ORAM
query.

Optimizations Using Homomorphic Encryption. Lastly, we show that it is possi-
ble to optimize the asymptotic communication complexity and the client’s com-
putation time using homomorphic encryption (HE) [6]. Moreover, by only relying
on very limited low-complexity homomorphic operations, these optimizations can
be made practically efficient using somewhat homomorphic encryption schemes.
In particular, the client’s computation and the communication complexity per
data access is reduced from at least O(k log2 N/ log k) to O(k logN). This may
provide a constant-factor savings even for N = kc, and the saving gets larger for
larger value of N .
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2 Tree ORAM Construction

In this section we summarize the oblivious RAM (ORAM) construction of Shi et
al. [20]. Recall that anORAMconstruction allows a client to request storage blocks
from a server in a way that hides the access pattern. Roughly, the server should not
be able to discern if an access query refers to the same storage block as a previous
query, or to a new block that was not queried before. The original protocol of Shi
et al. usesO(k ·DN logN) storage on the server to store a database ofN elements,
each of which isD-bits long, with security parameter k (i.e., with failure probabil-
ity exp(−k)). The client only needs O(k logn(D+ logD)) memory,1 and the time
complexity of the protocol is O(k log2 N(D + logN)) per access.

We note that most prior work assumed a computation model with D-bit word
size, so the expressions above become O(kN logN) andO(k log2 N), respectively,
but here we stick to the more accurate notation that includes also the D factors.
We also note that in [20] they use k = O(logN), but again here we follow the
more standard convention of having a separate security parameter, unrelated to
the database size.

2.1 Recursive Structure

At the heart of the construction of Shi et al. is the following recursive structure:
Suppose that we have an underlying basic ORAM protocol, where the client
stores a table of N “addresses” of size logN bits in order to implement oblivious
access to a database of N elements of size D > 2 logN bits (and moreover, a
single ORAM access to the database only requires a accessing a single address
in the table). Since the client’s table is at most half the size of the database,
it suggests storing the table itself in the same ORAM structure recursively,
reducing the client storage by a factor of two with every level of recursion.

In more detail, in level 0 of the recursion the client “outsources” a database
consisting of N0 := N values of D bits each, using a client-stored table consisting
of N0 addresses of size logN0 bits each. In each future level, the client outsources
the table of the previous level using the underlying scheme. In level i+ 1 of the
recursion, the client outsources a table with Ni entries of size logNi bits, by
thinking of it as a database of Ni+1 = �Ni/2� elements, each of of size 2 logNi

bits. This is done using the underlying basic ORAM construction, in which the
client only needs to store a level i+1 table of Ni+1 entries of logNi+1 bits each.
Repeating this for logN levels of recursion reduces the client table to only a
constant number of entries.

To access the j’th entry of the level-i table, the client computes the address of
that entry in the level-(i+ 1) database (with Ni+1 = �Ni/2� elements), specifi-
cally that address is j′ = �j/2�. The client uses the level-(i+1) basic ORAM to
fetch that element, and extracts from it the desired entry. For that instance of

1 The client memory can be made as small as O(k+D+ logN), but in the variant that
we describe here the server’s messages can be as long as O(k logN(D+ logN)) so the
client needs this much memory just to store them.
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the basic ORAM protocol, the client needs to access a single entry of its level-
(i + 1) table, and this is done recursively using the level-(i + 1) basic ORAM.
Therefore, altogether, the recursive scheme uses at most logN accesses of the
underlying ORAM.

Clearly, the same recursive structure can be applied with any integer factor
τ ≥ 2 between the size of successive levels. Specifically, we store the i-level client
table (with Ni entries) as a database of Ni+1 = �Ni/τ� elements of size τ logNi

bits, accessing the j’th entry of the level-i table is done by retrieving the element
j′ = �j/τ� in the corresponding database, and we use logτ (N) levels of recursion.
The drawback of using a large value of τ is that the size of elements in the i-level
database grows linearly with τ , which impacts the running time of the underlying
basic ORAM protocol. Below we assume that τ is a small constant, e.g., τ = 4.

2.2 The Underlying Basic ORAM

The underlying basic ORAM protocol from [20] has the server keeping an N -
element database in a complete binary tree of depth logN , where each node
in the tree contains a bucket large enough to store k data elements (k is the
security parameter). Of course, the content of all the buckets is encrypted under
the client’s key, in particular the server does not know how many elements are
actually stored in each bucket.

Each database element with logical address v ∈ [N ] is associated with a
random leaf Lv, and the client keeps an N -entry table of the mapping v 	→ Lv.
(I.e., entry v in the table contains the leaf number Lv.)

Denote by dv the data corresponding to logical address v. Throughout the
protocol we maintain the invariant that the triple (Lv, v, dv) is stored in one of
the buckets on the path from the root to the leaf Lv. (Initially it is stored at the
leaf itself.) Access to logical address v consists of two subroutines, one for doing
the actual access and another one to clean up after the first.

Access. To access the data associated with logical address v, the client looks up
Lv in its table and asks the server for the entire path from the root to leaf Lv.
Upon receiving all the buckets in this path, the client decrypts them, finds a
triple of the form (Lv, v, dv) in one of the buckets (for some dv), and this value
dv is the requested data.

The client either leaves the data unchanged (if the operation is a read) or
overwrites it with a new value (if it is a write), and we denote the resulting data
by d′v. In either case, it chooses a new random leaf L′

v ∈ [N ] and updates its
table with the new L′

v value. The client then removes the triple (Lv, v, dv) from
the bucket where it was found, and instead puts the triple (L′

v, v, d
′
v) in the root

bucket. Finally it re-encrypts all the buckets and send them back to the server,
who replaces all the buckets on the path to Lv by the new encrypted buckets.

Observe that since the new triple is placed at the root, then this operation
does not violate the tree invariant that we maintain.

Eviction. To prevent the root bucket from overflowing, the client and server
run a “maintenance” subroutine whose goal is to evict triples from their current
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buckets and push them to buckets lower down the tree. Specifically, the client
chooses at random two nodes from every level of the tree except the leaves. For
every chosen node, it asks the server for the buckets in that node and its two
children. The client decrypts these buckets, and if the parent bucket contains any
triples then it chooses one of them at random, which we denote by (Lv, v, dv).
The client removes that triple from the parent bucket, and pushes it to the
bucket of one of the two children.

The child to which this triple is evicted is determined by Lv. Namely, the tree
invariant tells us that this triple is currently found in some node on the path
from the root to leaf number Lv, and the client just pushes it one level down on
that path. Clearly, this operation maintains the tree invariant. The client then
re-encrypts the buckets of the parent and its two children and send them back
to the server, who stores the new buckets in place of the old ones.

Shi et al. proved in [20] that the probability of any bucket overflowing is
small. Specifically, the probability of an overflow in m operations is bounded by
O(mN/ exp(k)). They also proved that as long as no overflow occurs, the view
of the server is computationally independent of the access pattern (assuming the
security of the encryption scheme).

2.3 Putting It Together

In the complete construction of [20], the server keeps � − 1 = �logτ (N)� − 1
complete binary trees, with the level-i tree having τ �−i leaves (rounded up to
a power of 2). Each node in every tree has a bucket large enough to store k
“entries”, each entry is assigned a (changing) random leaf of the tree, and we
maintain the invariant that each entry can be found in one of the buckets on the
path from the root to “its leaf.”

In the largest tree (i = 0), each entry corresponds to one logical address
v ∈ {0, . . . , N−1}, and it contains the user data for that logical address. For the
next tree (i = 1), each entry corresponds to a size-τ interval of logical addresses,
and it contains the τ leaf-numbers in the largest tree that are currently assigned
to the entries of those τ logical addresses. More generally, each entry in the tree
at level i + 1 corresponds to the union of τ level-i intervals (which is itself a
size-τ i+1 interval of logical addresses), and that entry contains τ leaf-numbers
of the level-i tree, namely the leaves that are currently assigned to the entries
of those τ level-i intervals. With each entry in every tree we store also the first
logical address of the interval of that entry, as well as the leaf that is currently
assigned to that entry. Thus each entry is of the form

level-0 :
(
L∗, v, user-data

)
level > 0 :

(
L∗, v, (L1, L2, . . . , Lτ )

)
where L∗ is the leaf currently assigned to that entry, [v, v + τ i) is its interval,
and (L1, L2, . . . , Lτ ) are the leafs in the next tree that are currently assigned to
the τ sub-intervals

[v, v + τ i−1), [v + τ i−1, v + 2τ i−1), [v + 2τ i−1, v + 3τ i−1), . . .
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Of course, all of the buckets in all of the trees are encrypted under a key known
to the client.

The “tree at the last level �”, which has a single node, is kept by the client.
That tree has just a single entry, corresponding to the interval [0, τ �), and con-
taining τ leaf-numbers of the tree at level � − 1 that are currently assigned to
the entries of the sub-intervals [0, τ �−1), [τ �−1, 2τ �−1), . . .

ORAM Access Query. To access the logical address v, the client looks up in its

level-� “tree” for the list (L
(�−1)
1 , . . . , L

(�−1)
τ ), and determines the level-(� − 1)

sub-interval containing v, namely j such that (j − 1)τ �−1 ≤ v < jτ �−1. The

client sets v�−1 = (j−1)τ �−1 and L(�−1) = L
(�−1)
j , chooses at random a new leaf

L̂(�−1) and replaces L
(�−1)
j by this new value in the list. Then the client proceeds

iteratively for i = �− 1 down to 0:

1. Request from the server all the buckets on the path from the root of the
level-i tree down to the leaf L(i). Decrypt them and find in them an entry
of the form (L(i), vi, data).

2. If i > 0 do the following:

(a) Parse data = (L
(i−1)
1 , . . . , L

(i−1)
τ ), choose a new random leaf in the next

tree, L̂(i−1).
(b) Determine the level-(i−1) sub-interval containing v, namely j such that

vi + (j − 1)τ i−1 ≤ v < vi + jτ i−1. Set vi−1 = vi + (j − 1)τ i−1 and

L(i−1) = L
(i−1)
j .

(c) Replace L
(i−1)
j by L̂(i−1) inside data, denoting the result by data′.

Else (i = 0), if this is a write operation then set data′ to be the new value.
Otherwise (read), set data′ = data.

3. Remove the entry (L(i), vi, data) from the bucket where is was found, and
instead place in the root bucket the entry (L̂(i), vi, data

′). Re-encrypt all the
buckets and send to the server.

Finally, the client and server run the Eviction subroutine for each of the trees
i = 0, 1, . . . , �− 1. If this was a read operation then the return value is the data
value from the last level i = 0.

The complexity of this protocol is essentially linear in the amount of informa-
tion sent between the client and server. This information consists of a constant
number of buckets from every level in every tree. Since the (� − i)’th tree has
depth log2(τ

i) = i log2 τ , then the number of buckets sent is

log2 τ ·
�−1∑
i=0

i = O(log τ · �2) = O(log τ · (logN/ log τ)2) = O(log2 N/ log τ)

(with logN buckets sent in the largest tree). Each bucket has size either O(k(D+
logN)) (for the largest tree) or O(kτ logN) (for all the smaller trees), hence the
total communication (and computation) complexity is

O(log2 N/ log τ )·O(kτ logN)+log2 N ·O(k(D+logN))=O
(
k log2 N(D+τ logN/ log τ )

)
.

Using a small constant for τ , we get the claimed complexity of O(k log2 N(D +
logN)).
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3 Parameter Optimizations for the Tree ORAM Scheme

In this section we present two optimization for the underlying basic tree-based
ORAM construction of Shi et al. [20]. First we describe in Section 3.1 a very
simple optimization that saves a factor of O(k) in the storage overhead of the
protocol. Then in Section 3.2 we describe a somewhat more involved optimization
that reduces the time complexity per access by a factor of O(log k), and also
considerably simplifies and tightens the overflow-probability analysis.

3.1 Reducing the Height of the ORAM Tree

The construction from [20] uses an N -leaf tree to store an N -element database.
We first observe that increasing just slightly the capacity of the buckets, one can
achieve the same overflow probability for many more elements than leaves. Note
that the buckets in [20] are large enough to keep O(k) elements, but the expected
number of elements in each bucket in only O(1), which is the reason for the O(k)
overhead in storage. We observer, however, that we can increase the expected
number of elements per bucket to any desired number m, while keeping the
overflow probability at exp(−k), simply by making the bucket capacity O(m+k),
thus reducing the overhead to O(m/k). Hence by setting m = k, we reduce the
storage overhead to only O(1).

Specifically, by making the capacity of each bucket be 2k (rather than k as in
[20]), we can use a shallower tree with only n/k leaves to store n elements. We
reduce the number of nodes by a factor of k while increasing the bucket size by
only a factor of 2, thus getting a factor k/2 saving in storage.

For this new setting, it is enough to analyze the overflow probability only in
the leaves, since all the internal nodes have the exact same behavior as in the
original construction of [20]. For the leaves we have the following:

Lemma 1. Fix one particular leaf (out of the n/k leaves in the tree) and one
particular access operation. With the bucket of that leaf having size 2k, the over-
flow probability for this leaf in that operation is at most e−k/3.

Proof. For any fixed access operation, we can model the content of the leaves
as having n balls thrown randomly into n/k bins. The expected number of balls
in a bin is k, and using Chernoff bound [1] we get that the probability that any
particular bin has more than 2k balls is upper-bounded by e−k/3 ≈ 2−k/2.

(We remark that to improve the bound from 2−k/2 to 2−k, it suffices to increase
the size of each bucket from 2k to just under 2.6k.)

3.2 Increasing the Degree of the Tree

Our next observation is that instead of using just binary trees as in [20], we
can use higher-degree trees. Specifically, we propose increasing the branching
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factor of the trees to k, and decreasing their depth accordingly to logk(n/k) =
(logn/ log k) − 1. Clearly, this modification reduces the running time of the
Access subroutine from Section 2.2 by a log k factor (simply because the tree is
shallower, and hence the size of the paths that the server sends is decreased).
However, this would increase the complexity of the Evict procedure by a factor
of k, since each eviction operation now involves a parent and all of its d children
(rather than just two children as in [20]). We therefore change the eviction
algorithm so as to avoid the increased computation cost, as described next.

A New Eviction Procedure

Notations. Below we denote [k] = {0, 1, . . . , k−1}, and use the standard notation
where we name each node in a degree-d tree using the path from the root to that
node, represented as a sequence of integers in [k]. For example the root is the
empty sequence (), child number 3 of the root it (3), the child number 2 of
that node is (3, 2), etc. Formally, the nodes of a complete k-ary tree of height h
are [k]≤h, where each internal node v ∈ [k]<h is the parent of all the nodes
{(v, i) : i ∈ [k]}.

With these notations, the least common ancestor of two nodes u, v, denoted
LCA(u, v), is just the longest common prefix in the names of these two nodes.

We also use the notation DigitReversek(t) to denote the order-reversal of the
base-k digits of the integer t, for example in decimal representation we have
DigitReverse10(1234) = (4, 3, 2, 1). Formally, if t < kh, t =

∑h
j=1 ijk

j−1 for

unique ii < k, then DigitReversek(t) = (ih, . . . , i2, i1) ∈ [k]h.

The push-to-leaf procedure. We replace the randomized eviction procedure of Shi
et al. with a deterministic procedure that just picks one leaf L in every time step
(in a specific order to be described shortly), and tries to push items down along
the path to L as far as they can go. Namely, if somewhere on the path from the
root to L we found an item that is assigned to leaf L′, then we push that item
down the path to the node LCA(L,L′), i.e., the least common ancestor where
the paths to L and L′ diverge.

For example, if we choose leaf L = (1, 2, 0, 3), and in the root we found an
item (L′, v, data) that is assigned to leaf L′ = (1, 2, 3, 3), then we remove that
item from the root and push it down to the internal node two levels below
LCA(L,L′) = (1, 2). We do the same for all the items on the path from the root
to L. Notice that during the entire procedure, we only access nodes along this
one path.

We observe that if our tree satisfies the tree invariant before the push-to-L
procedure (i.e., every item in the tree is found on the path from the root to
its assigned node), then it still satisfies that invariant also after the procedure.
Moreover no item is ever pushed up by that procedure, only down (or not at all).
We also note that it is possible to implement the push-to-leaf procedure in time
complexity linear in the size of a root-to-leaf path.
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Ordering the leaves. The deterministic order in which we pick the leaves for
eviction is just the digit-reversed lexicographic order. For example, with k =
3, h = 2, we use the order

(0, 0), (1, 0), (2, 0), (0, 1), (1, 1), (2, 1), (0, 2), (1, 2), (2, 2), (0, 0), (1, 0), . . .

Specifically, for a degree-k, height-h tree, we pick at every step t ∈ N the leaf
whose name is L = DigitReversek(t mod kh). The new eviction procedure, using
this ordering of the leaves, is described in Figure 1. The main property of this
ordering is that, at each level i of the tree, these paths cycle through the ki−1

nodes of that level periodically every ki−1 steps.

Evict(tree = [k]≤h, step t ∈ N):

1. Set t′ = t mod kh, and L = DigitReversek(t
′); // L is a leaf

2. For every item I = (L′, v, data) in any bucket on the path to L, do: // push-to-L
3. Remove I from its current bucket and push it to the bucket of node LCA(L,L′).

Fig. 1. Our new eviction procedure

Overflow Analysis. The overflow analysis for the leaves does not change from
the previous section. For internal nodes, we now prove that if we set the bucket
size in the internal nodes to 2k, then with the eviction procedure from Figure 1
the overflow probability is exponentially small in k. Surprisingly, the analysis for
our deterministic evacuation procedure turns out to be a rather easy, quite simi-
lar to the analysis for the leaves. In particular we do not need any of the “heavy”
queuing-theory tools that were used in the analysis of the original protocol in
[20].

Lemma 2. Fix one particular internal node in the tree, v ∈ [k]<h, and one
particular access operation. With the bucket of v having size 2k, the overflow
probability for this node in that operation is at most e−k/3.

Proof. We think of the evolution of data items in internal nodes as a game, in
which in every step we throw a ball in the root and associate to it a random
leaf, and then perform our deterministic evacuation procedure. Assume that the
node v in question is at level i in the tree, which means that there are exactly
ki−1 nodes in that level (and exactly ki nodes one level below).

Fix some step t ≥ ki, and denote by St(v) the set of all balls in the system
that satisfy (a) the path from the root to the leaves of these balls go through
the internal node v, and (b) the balls are at level i or above at time t. We prove
that Pr[|St(v)| > 2k] < e−k/3, which clearly implies the lemma (since St(v) is a
superset of the balls in v at time t).

The property of the digit-reversed lexicographic order that we need for the
analysis, is that every consecutive interval of ki steps covers each length-i prefix
exactly once. This means in particular, that every node at the level i+1 was on
exactly one eviction path during the sequence of ki steps [t− ki+1, . . . , t− 1, t].
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Hence every ball that entered the system before that interval must have been
evicted to level i+ 1 or below, and therefore in not in St(v).

It remains to consider only the last ki balls. For each of these balls we assign
an indicator random variable χj (j ∈ [t− ki+1, . . . , t]), which is 1 if the path of
that ball goes though v and 0 otherwise. Clearly the χj ’s are i.i.d. and Pr[χj =
1] = k−i+1 for all j. Moreover only balls with χj = 1 can belong to St(v), hence

|St(v)| <
∑t

j=t−ki+1 χj . Since the expected value of the sum is E[
∑

j χj] =

ki · k−i+1 = k, we can use Chernoff bound to conclude that

Pr[|St(v)| > 2k] ≤ Pr

[( t∑
j=t−ki+1

χj

)
> 2k

]
< e−k/3.

Complexity Analysis. It remains to analyze the complexity of our new vari-
ant. As usual, the time complexity is governed by the communication complexity
of the protocol. To analyze the communication, we recall the different parameters
in our system:

We have security parameter k, and an N -element database, each element of
sizeD bits. The largest tree has �N/k� leaves, and each subsequent tree is smaller
than the previous one by a constant factor of τ , hence the i’th tree has

⌈
N/(kτ i)

⌉
leaves and we have � = �logτ (N/k)� trees. The trees have branching degree k,
thus the height of the i’th tree is logk(

⌈
N/(kτ i)

⌉
) ≈ (logN−i log τ)/ log k. Every

node in the largest tree contains 2k entries, each of size D+O(logN), for a total
size of O(k(D + logN)). In the smaller trees, every node contains 2k entries,
each of size O(τ logN), for a total size of O(kτ logN).

Recall that in our protocol, for each access request the parties send to each
other two paths in every tree (one for the access itself and another one for
eviction). Hence the total communication complexity per access in our protocol
is

O(logN/ log k) ·O(k(D + logN)) +

�−1∑
i=1

O((logN − i log τ )/ log k) ·O(kτ logN)

=
k logN

log k
· O(

D + logN + τ� logN
)

=
k logN

log k
·O(

D + logN + (τ/ log τ ) log2 N
)

= O
(
k logN(D + log2 N)/ log k

)
,

where in the first two equalities above we assumed that N > k2 (say), so that
log(N/k) = O(logN), and in the last equality we used the fact that τ was a
constant, hence (τ/ log τ) = O(1). As noted above, in the word model where we
can process a D-bit word in one operation (and D ≥ logN), the above bound
can be replaced by O(k log2 N/ log k).

4 Oblivious Binary Search

Oblivious RAM lets us retrieve a value from the database by specifying its
logical address, but in some applications we may want to retrieve the data by
its key (or tag) rather than address. In such applications, we may initially sort
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the elements by their tags, then use binary search to retrieve the tag that we
want in logn steps. Implementing this procedure obliviously is similarly going
to take logn ORAM accesses, which may be quite expensive. Here we present a
modification of the tree ORAM protocol from before that lets us to implement
a binary search query with only a single ORAM access. For a logical address v
(in the actual database) denote by (tv, dv) the tag and data that are associated
with that address, respectively.

Consider the recursive structure of the tree ORAM construction from [20]. In
this structure, an entry in the tree at level i+1 contains a list of τ leaf numbers
in the next tree at level i, and a client that fetches that entry chooses one of these
leaves (based on the logical address that it wants to access) and then fetches that
leaf (and the path to it) from the next tree. To enable efficient binary search,
we need to add some information to let the client decide what leaf to fetch next,
based on its tag rather than on its virtual address.

For an interval I of logical addresses, denote by t↓(I), t↑(I) the smallest and
largest of the tags associated with I, namely t↓(I) = min{tv : v ∈ I} and t↑(I) =
max{tv : v ∈ I}. Since the database is sorted by tags, we know that an address
v ∈ [N ] belongs to I if and only if the corresponding tag tv satisfies t↓(I) ≤ tv ≤
t↑(I).

Consider an entry in the tree at level i + 1, let [v, v + τ i+1) be the interval
of logical addresses corresponding to that entry, and also let I1, . . . , Iτ be the
corresponding level-i sub-intervals, namely Ij = [v+(j−1)τ i, v+jτ i). We modify
the ORAM protocol by storing the tags t↓(Ij) together with the leaf numbers
Lj that are currently assigned to these sub-intervals. Namely, an entry in the
tree has the form

Level-0 : ( L∗, v, (tv, dv) )

Level-i > 0 :
(
L∗, v,

({L(i)
1 , t↓(I1)}, {L(i)

2 , t↓(I2)}, . . . , {L(i)
τ , t↓(Iτ )}

) )
When accessing some tag t, the client fetches some level-(i+1) entry, compares
the tag t against all the τ tags t↓(Ij) in that entry, and based on that comparison
decides which of the leaves Lj to get from the next tree. Specifically, we replace
the Access subroutine from Section 2.3 by the following:

Binary Search. To access the data for tag t (if exists), the client looks up in

its level-� “tree” for the list ({L(�−1)
1 , t↓(I1)}, . . . , {L(�−1)

τ , t↓(Iτ )}), and let j be
the largest index such that t↓(Ij) ≤ t. (Such an index must exist since t↓(I1)
is the smallest tag in the database.) The client sets v�−1 = (j − 1)τ �−1 and

L(�−1) = L
(�−1)
j , chooses at random a new leaf L̂(�−1) and replaces L

(�−1)
j by

this new value in the list. Then the client proceeds iteratively for i = �− 1 down
to 0:

1. Request from the server all the buckets on the path from the root of the
level-i tree down to the leaf L(i). Decrypt them and find in them an entry
of the form (L(i), vi, data).
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2. If i > 0 do the following:

(a) Parse data = ({L(i−1)
1 , t1}, . . . , {L(i−1)

τ , tτ}), choose a new random leaf

L̂(i−1).
(b) Let j be the largest index such that tj ≤ t. (Such an index must exists

since t1 is equal to the t↓(·) value from the previous iteration.) Set vi−1 =

vi + (j − 1)τ i−1 and L(i−1) = L
(i−1)
j .

(c) Replace L
(i−1)
j by L̂(i−1) inside data, denoting the result by data′.

Else (i = 0), parse data = (tv, dv). if tv = t and this is a write operation
then set data′ = (tv, d

′
v) where d′v is the new value. Else set data′ = data.

3. Remove the entry (L(i), vi, data) from the bucket where is was found, and
instead place in the root bucket the entry (L̂(i), vi, data

′). Re-encrypt all the
buckets and send to the server.

As before, the client and server then run the Eviction subroutine for each of the
trees. If this was a read operation then the return value is either dv from level-0
(if tv = t) or ⊥ (if tv �= t).

Complexity. The binary-search algorithm above is nearly identical to the ORAM
access from Section 2.3, except in the way that the next label is chosen from the
current entry (i.e., the choice of j in Step 2(b)). While in the original ORAM tree
the client can compute j directly from its logical address, in the binary search
algorithm the client needs to compare its tag against all the tags in the entry
to find the index j. Still, the complexity of this algorithm is linear in the size
of the messages that the server sends, and if the tags are short (of size O(log n)
bits) then that size is asymptotically the same as for the ORAM access. We also
note that the same ORAM modification can also be used for regular queries that
access logical address, for example if we want to handle a sparse set of addresses
out of a large universe.

4.1 Applications

Range queries. Another type of query we can perform on sorted data is a range
query. Given a sorted databased stored in an ORAM and an interval [tl, tr],
we can retrieve all database items with search tag in the interval [tl, tr] with
computational complexity proportional to the size of the result set times the cost
of a single ORAM access. To do this we just run the binary-search algorithm from
above on the tag tl, and this returns both the first tag t ≥ tl in the database as
well as its logical address v. We then just access logical addresses v+1, v+2, . . .
until we get the first tag t > tr. (It is easy to avoid that last extra query by
paying attention to the values t↓(I) throughout the queries.)

Assuming that the client has enough memory to store the result set, we can
modify the ORAM binary search algorithm to implement a range query with
fewer communication rounds (namely, have the client accesses each tree only
once). This is done by the client requesting not just one leaf from each level, but

also all the leaves L
(i)
j with larger tag values, as long as their tj values satisfy
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tj ≤ tr. In addition to saving communication rounds, this approach also saves
on the total number of leaves accessed (especially in the small trees), since we
do not access the same leaf more than once.

Keyword search. The keyword search problem is to retrieve all the records from
a database that contain a given keyword. One solution is to build an (inverted)
index, namely a list of all the words in the database, and for each word w keep a

list of addresses of all the documents D
(w)
1 , . . . , D

(w)
i that contain w. Having this

index reduces the problem of keyword search to finding the keyword in the list
of the inverted index, which can be done in sublinear time using binary search.
With this setup we can use our binary search algorithm for an efficient access
hiding algorithm for keyword search.

5 Secure Computation Using HE-Over-ORAM

An exciting application of ORAM is secure computation with sublinear online
complexity [17,14]. In this setting, we have two players who first engage in an
“offline” setup protocol, at the end of which one of them is holding the server
state of the oblivious RAM, while the client state is shared between them so that
no single player knows it. Then, in the “online” phase, the players just carry out
secure computation for the evolving finite state of the control (i.e., the client
state), and implement any memory access that the computation needs using
the underlying ORAM. Using this configuration, the online complexity of the
protocol is related to the amount of data which is actually accessed during this
computation, rather that to the overall amount of data held by the server. This
configuration was first mentioned by Ostrovsky and Shoup [17], and recently
an optimized version was described and implemented by Gordon et al. [14],
working over the ORAM protocol of Shi et al. [20]. A crucial difference between
the standard ORAM setting and this configuration of MPC-over-ORAM is that
in the latter, the client is not allowed to know in the clear the logical addresses
that are accessed or the values that are returned. Instead, that information is
shared between the two parties, and is processed by the secure-computation
protocol in this shared format.

In this section we show how to leverage homomorphic encryption to reduce
the communication and interaction between the client and the server in the dur-
ing our ORAM protocol (which itself may be embedded inside a larger secure
computation protocol). A practical concern is that the complexity of contem-
porary HE schemes degrades quickly with the complexity of the functions that
are computed (especially the multiplicative depth). We show how the functions
used inside ORAM can be expressed as low-depth functions that can be evalu-
ated by somewhat homomorphic encryption [6] schemes, which are weaker but
much faster than fully homomorphic encryption schemes.

5.1 Our High-Level Approach to Sublinear Secure Computation

In our system, we have a client and a server. The server roughly plays the role of
the ORAM-server and the client roughly plays the role of the ORAM-client, but
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the mapping is not quite one-to-one. Below we say “client” and “server” when re-
ferring to the two parties in our secure computation protocol, and “ORAM-client”
and “ORAM-server” when referring to the roles in the underlying oblivious RAM
construction.

Just as in the underlying ORAM construction, for our protocol the content
of the database is stored at the server. In our optimized version, the content
is encrypted using a HE scheme to which the client holds the secret key. Since
we are implementing secure computation rather than just ORAM, the client in
our case cannot hold in the clear the address-to-leaf mapping for the smallest
tree (since this will leak to the client information about the logical addresses
being accessed). Instead, this table is shared between the two players in a simple
two-out-of-two fashion: if in the underlying construction the ORAM-client has
a table with the i’th entry being some value li, in our protocol the server holds
a random mask value mi and the client holds li ⊕mi.

When implementing the access protocol, the client and server cooperate to
jointly compute the ORAM-client messages in the clear. Note that this does
not leak any information due to the privacy property of oblivious RAM. In our
case, each message of the ORAM-client consists of a single leaf address in one
of the trees. In the underlying construction the server would reply by returning
the full path to that leaf, but in our system the server will return much less
than that. In some cases the server will compute the entire ORAM-client logic
homomorphically, returning to the client in our protocol just the encrypted result
(namely the leaf address in the next tree). In some cases we need to hide even
this final result from the client (e.g., the actual data in the largest tree), so the
server will blind it using a random mask, and send to the client this blinded
value to be decrypted. This will again result in the server holding a random
mask m and the client holding the value v ⊕ m (where v is the value that the
ORAM-client was supposed to get).

Note that homomorphic encryption allows us to save considerably on band-
width. Below, we describe in more detail the implementation of the various
sub-protocols involved.

5.2 ORAM Access

In the ORAM scheme of [20], the data that is stored in each node in any of the
trees consists of pairs (vi, di), where di is either the data element corresponding
to logical address vi (if this is the largest tree), or leaf identifiers in the next
tree (if this is an intermediate tree). In the underlying ORAM construction the
ORAM-client holds an address v, it gets from the ORAM-server an entire path
in the tree, and it decrypts all the nodes and search for an entry matching that
logical address v that it holds.

In our case, the client holds a masked logical address u = v ⊕ m and the
server holds the corresponding mask m. The client encrypts its values u and
sends to the server, who uses (additive) homomorphism to add-in its mask, thus
obtaining a HE ciphertext encrypting v.
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The server next evaluates homomorphically the client logic that selects the
one entry from all of the nodes that match the logical address v. Specifically,
for every encrypted entry of the form (vi, di), the server first compute a single
“choice bit” ci which is one if vi = v and zero otherwise. This can be done
naively by comparing each bit of vi to the corresponding bit of v, then taking
an AND of all the resulting bits. The bit-wise comparison is just a NOT XOR
operation (hence it is linear), and the big AND has depth logarithmic in the size
of v. Note that current homomorphic encryption schemes [3,7,8,2] can evaluate
arithmetic circuits of polynomial depth even without an expensive procedure
called “bootstrapping”, and that a scheme capable of evaluating logarithmic
depth is realizable using comparatively small parameters. Alternatively, if the size
of v is too large and one wants to lower the depth of the circuit further, one can
use a low-degree approximation of the AND function, such as the approximation
due to Ben-Or described, e.g., in Example 2.4 of [15]. (The example is a low-
degree approximation of OR, but it is straightforward to convert it to a low-
degree approximation of AND.) For a soundness parameter k, this low-degree
approximation introduces an error probability of 2−k, but it can be computed in
depth only log k. Once the server computes all the choice bits ci, it then evaluates
homomorphically the MUX function

out =
∑
i

ci · di

thus obtaining only the value d that matches the logical address v. (Note that
the ci’s are individual bits, but the di’s are bit-string. The operation ci · di thus
refers to multiplying by ci each of the bits of di.) This last computation only
adds one to the depth of the multiplication depth of the circuit.

The harder part of the access procedure is removing the entry (vi, di) from
its current intermediate node putting the corresponding (vi, d

′
i) at the root of

the tree. To enable this homomorphic procedure, we keep with each entry in
every node also an encrypted “full-bit” which is 1 if that entry is full and zero if
it is empty (and this full-bit is used also in the comparison calculation above).
After computing the choice bits ci, we just multiply the negation of each ci
back into the corresponding full-bit, thus “removing” the entry from its current
node. Choosing a new leaf value for the next tree (as needed for the intermediate
trees) is done by both the client and server choosing random values, and the new
address being the XOR of the two strings (this can be computed using additive
homomorphism).

To put it in the top node, we compute for each entry in the top node a bit
signaling whether that entry is the first empty entry in the node. This can be
done naively in depth equal to the logarithm of the bucket size, namely for each
entry we AND the negation of its full-bit with all the full-bits of previous entries.
Here again we can use the Ben-Or trick to compute these bits in only log k depth,
with k the security parameter. Once we compute these “first available” bits (call
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them ai), we compute for each entry of the form (v, d) in the top node another
MUX function, setting the new value of that entry to

(v′′, d′′) = ai · (vi, d′i) + (1− ai) · (v, d)
We note that repeated accesses gradually increase the noisiness of the encryp-
tions of the data stored in the tree, hence they need to be periodically refreshed,
which can be done using bootstrapping [6]. Alternatively, we can use an inter-
active protocol where the server blinds the encrypted data using additive homo-
morphism, then send it to the client to be decrypted and freshly re-encrypted,
and finally remove the blinding factors.

ORAM Evictions. If we use HE for encryption of the data in the ORAM, then
the evictions can be done completely noninteractively by the server. Given a node
chosen for eviction, the server homomorphically evaluates a function that pushes
each of the items stored in the node to an available slot in the least-common-
ancestor of the “current eviction leaf” and the leaf associated with that item.
The operations involved with eviction are similar to those required on read, and
in particular can be implemented using functions of depth log k + log logN .

5.3 Binary Search

In our extension of the ORAM scheme for more efficient binary search, we need
to check not for exact match but whether the required address is within a given
interval. For this purpose we can define a function:

gv1...vk(x1, . . . , xk) = (x1 − v1)x1 + (x1 − v1 + 1)gv2...vk(x2, . . . , xk), (1)

where the bits of x and v are ordered most significant to least significant.
The function gv(x) takes value 1, if x > v and 0, otherwise. Now, in order
to implement a selection condition that v is in the interval (vl, vr) we can set
fv(x) = gvl(v) · gv(vr) for the selection function in Equation 1.
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Abstract. A receiver-anonymous channel allows a sender to send a mes-
sage to a receiver without an adversary learning for whom the message is
intended. Wireless broadcast channels naturally provide receiver anony-
mity, as does multi-casting one message to a receiver population contain-
ing the intended receiver. While anonymity and confidentiality appear to
be orthogonal properties, making anonymous communication confiden-
tial is more involved than one might expect, since the ciphertext might
reveal which public key has been used to encrypt. To address this prob-
lem, public-key cryptosystems with enhanced security properties have
been proposed.

We investigate constructions as well as limitations for preserving re-
ceiver anonymity when using public-key encryption (PKE). We use the
constructive cryptography approach by Maurer and Renner and inter-
pret cryptographic schemes as constructions of a certain ideal resource
(e.g. a confidential anonymous channel) from given real resources (e.g. a
broadcast channel). We define appropriate anonymous communication
resources and show that a very natural resource can be constructed by
using a PKE scheme which fulfills three properties that appear in cryp-
tographic literature (IND-CCA, key-privacy, weak robustness). We also
show that a desirable stronger variant, preventing the adversary from
selective “trial-deliveries” of messages, is unfortunately unachievable by
any PKE scheme, no matter how strong. The constructive approach
makes the guarantees achieved by applying a cryptographic scheme ex-
plicit in the constructed (ideal) resource; this specifies the exact require-
ments for the applicability of a cryptographic scheme in a given context.
It also allows to decide which of the existing security properties of such
a cryptographic scheme are adequate for the considered scenario, and
which are too weak or too strong. Here, we show that weak robustness
is necessary but that so-called strong robustness is unnecessarily strong
in that it does not construct a (natural) stronger resource.
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nymity, constructive cryptography.
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1 Introduction

Protocols and other mechanisms for protecting privacy often use cryptographic
schemes in non-standard ways, sometimes requiring such schemes to have cryp-
tographic properties that go beyond data authenticity and confidentiality. It is
important that new cryptographic schemes take these requirements into account
and that designers of privacy protocols are aware which cryptographic properties
are needed in which situation. Several types of cryptographic schemes have been
investigated with a focus on anonymity. In “key-private” public-key encryption,
the ciphertext does not reveal information about the intended receiver [5,2], in
private key exchange [8,1] two parties can exchange a key without revealing their
identities, and “anonymous” signatures protect the signer’s identity at least as
long as parts of the signed plaintext remain hidden [27]. In this paper, we focus
on public-key encryption and receiver anonymity.

The cryptographic community traditionally defines security notions for cryp-
tographic schemes such as encryption from a game-based perspective, i.e., one
defines properties of schemes by means of theoretical experiments, usually re-
ferred to as games. Though often used, well-studied, and improved over the years,
game-based definitions have two major shortcomings. First, the models simplify
the use of a scheme to the interaction between an adversary and a challenger
(both somewhat artificial); thus, it is not clear what level of security is attained
when a provably secure scheme is used in a specific context. Second, if a larger
protocol employs such a provably secure (encryption) scheme, the security of
the larger protocol is proved explicitly by reductions: one shows that breaking
the security of the protocol leads to breaking the security of the (underlying)
scheme. The reduction must in principle be tailor-made for each protocol.

A fundamentally different approach to defining the security of cryptographic
schemes was proposed in [18]. In their constructive cryptography paradigm, one
models both the resources assumed by a protocol and the desired functional-
ity explicitly; the goal of the protocol is to construct (in a well-defined sense)
the desired resource from the assumed resources. For a public-key encryption
scheme, for instance, this means that one assumes an authenticated communica-
tion channel from the receiver to the sender to transmit the public key, and an
insecure channel from the sender to the receiver to transmit the ciphertext. The
goal is to construct, from the assumed channels, a confidential communication
channel (from sender to receiver, cf. [20]). The assumed channels can be either
physically realized or constructed cryptographically; the resulting channel can
be used directly in any application requiring such a channel. Furthermore, as
the constructive approach explicitly states the guarantees of both the assumed
and the constructed resources, it allows to capture the exact cryptographic as-
sumptions required for security.

Anonymity in constructive cryptography. In constructive cryptography, a net-
work is a resource that can be accessed by multiple (honest or dishonest) parties.
The parties use interfaces provided by the resource (and specific to each party)
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to access it; the interfaces specify exactly how each party can access the re-
source. In this context, anonymity is an explicit guarantee of the resource (e.g.,
a network). Since adversarial interaction with the network is also modeled by an
interface (the attacker is a dishonest party), the security (or privacy) guarantees
of the underlying network are described by the (absence of) capabilities of the
adversary.

For the case of receiver-anonymous communication, we model a network re-
source with multiple receiver interfaces. Whenever a sender inputs a message
at its interface and chooses a receiver, the network may leak some information
(the length of the message, even the entire plaintext) at the adversary’s inter-
face; however, the resource will not reveal the receiver. In this context, a PKE
scheme aims to construct a resource that still hides the receiver, while leaking
no information on the message contents apart from (potentially) the length.

We consider the case where PKE schemes are used for end-to-end encryption
between senders and receivers; in this case anonymity cannot be created through
a cryptographic primitive. In fact, a constructive approach shows that schemes
can only preserve the anonymity guaranteed by the underlying network, but
never produce it.1 If Alice sends a message to Bob over the Internet using Bob’s
publicly known IP address, then no encryption scheme (or key exchange protocol)
can hide the fact that Bob is the intended receiver of Alice’s message. In fact,
encrypting messages can make the problem worse: Even if the transmission of
the ciphertext is itself anonymous, the ciphertext might still reveal under which
public key it was encrypted.

Hence, in a constructive analysis of the end-to-end use of cryptographic
schemes, we always consider the preservation of anonymity. If the underlying
network (one of the initial resources) is insecure, but guarantees some anonymity,
then an “anonymity-preserving” scheme will improve security while retaining as
much anonymity as possible. The obtained guarantees are strong in that they
hold regardless of the context, i.e., of any prior knowledge the adversary might
have and of any protocols executed in parallel.

Our contributions. We give a treatment of receiver anonymity in the context
of public-key encryption (PKE) schemes from the perspective of constructive
cryptography. Concretely, we describe anonymity as a feature of a commu-
nication resource, and we prove which security properties of the underlying
encryption scheme are necessary and/or sufficient to achieve a confidential
receiver-anonymous communication resource from a non-confidential, but also
receiver-anonymous one. (Schemes with these properties exist in the literature.)
Specifically, we consider the following network resources, where our notations
extend the •-notation of [20]. See Section 3.1 for details.

1 This observation does not hold, however, for active or overlay networks that can
implement their own multi-hop anonymous routing strategy (here, encryption is
crucial). Buses [4] is an example of this, while TOR [10] is the most widely-used
anonymization system based on this principle.
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– The insecure broadcast network � , allowing a single sender to broadcast
messages to multiple receivers. The adversary may learn the entire message
and may remove, change, or inject messages;

– The confidential receiver-anonymous channel − ?� � ••, preserving both mes-
sage confidentiality and receiver anonymity, leaking only the length of the
message and allowing the adversary only to delete or honestly deliver mes-
sages, and to inject arbitrary messages to chosen recipients.

We show that − ?� � •• can be constructed from � and authenticated channels ←−•
(in an initial step), by employing a secure (IND-CCA), key-private (IK-CCA),
and weakly robust (WROB-CCA) PKE scheme. We prove that constructing
− ?� � •• does not require strong robustness (SROB-CCA, a stronger property for
anonymous, secure encryption proposed in [2]). Of course, using SROB-CCA
encryption also constructs − ?� � ••; however, this property is not required. Thus,
the treatment in [2] relies on slightly too strong assumptions. Using SROB-CCA
security, however, does yield a tighter security reduction.

We also show that one (the only natural) channel providing stronger anony-
mity than we achieve with IND-CCA, IK-CCA, and WROB-CCA encryption
cannot be achieved by any PKE scheme at all (see Section 3.3). Thus, using
e.g. the stronger SROB-CCA property does not construct this stronger channel.
This does not mean that SROB-CCA is not useful in other scenarios; however,
our results indicate that improving the properties of − ?� � •• in a natural way
cannot be done by using SROB-CCA, or any other type of encryption.

Related work. The first definition of key-private public-key encryption appears
in [5]; the goal of the primitive was to attain receiver anonymity. Abdalla et
al. [2] noted that also robustness is needed for the PKE scheme to achieve
this property, since otherwise an honest receiver is unable to detect whether
he is the intended recipient of a given ciphertext and could obtain a bogus de-
cryption. We explicitly describe the guarantees achieved without robustness in
the resource − $� � •• in Section 4.1. Mohassel [22] analyzed game-based security
and anonymity notions for KEM-DEM encryption schemes, showing that, for
this particular type of composition, weak robustness together with the key pri-
vacy of the KEM (key-encapsulation mechanism) and DEM (data-encapsulation
mechanism) components is sufficient to obtain a key-private hybrid public-key
encryption scheme. Our result implies that weak robustness is sufficient even for
universal composition; a constructive formulation of KEM-DEM schemes is cur-
rently being developed. However, as shown recently by Farshim et al. [11] (even
strong) robustness is insufficient in certain contexts, such as Sako’s auction pro-
tocol. The same concept (i.e., that only the intended recipient must be able to
decrypt a ciphertext to a meaningful plaintext) lies at the core of incomparable
public keys in [26].

More general (game-based) frameworks that mix the analysis of cryptographic
schemes and traffic-analysis resistance have been proposed in [14] and [24]. Inde-
pendently, different cryptographic [7,3] and traffic-analysis models [12,13] have
been developed for variants of onion routing. Whereas our work here does not
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consider traffic analysis explicitly, our in-depth results can be composed with
meaningful models of traffic analysis. We discuss implications of our results for
traffic analysis in Section 5.

An early treatment of anonymity in networks (including receiver anonymity)
was given in [25]. They explicitly considered the idea of using public-key encryp-
tion towards realizing receiver-anonymous networks. However, our treatment
in this paper gives a more thorough, formal assessment of receiver anonymity
and investigates necessary and sufficient resources that are necessary to achieve
different levels of it. Nagao et al. [23] describe a similar resource for two sender-
anonymous channels and show that such channels can be related by reductions to
other types of channels, such as secure channels and direction hiding channels.
Ishai et al. [15] provide a broader investigation on how to bootstrap crypto-
graphic functionalities using anonymity. The resource we construct here pro-
vides receiver, rather than sender anonymity, and we also require confidentiality
for our ideal resource (which is not the case for [15]).

2 Preliminaries

Notation. We use the symbol ♦ to denote an “error” output of an algorithm.
Moreover, for an integer n ∈ N, we let [n] := {1, . . . , n}. We generally use type-
writer fonts such as enc or dec to denote algorithms.

2.1 Systems: Resources and Converters, Distinguishers, and Games

We model objects like resources and protocols in terms of systems. At the highest
level of abstraction—following the hierarchy in [18]—systems are objects with
interfaces by which they connect to (interfaces of) other systems. Each interface
is labeled with an element of a given label set and connects to only a single
other interface. This concept, which we refer to as abstract systems, captures the
topological structures that result when multiple systems are connected in this
manner. In the following, we describe the basic types of systems that appear in
this work at this level (of abstraction), and we introduce a notation for describing
the structure in which multiple such systems are composed.

The abstract systems concept however does not model the behavior of sys-
tems, i.e., how the systems interact via their interfaces. As statements about
cryptographic protocols are statements about behavior, they are formalized at
the next (lower) abstraction level. In this respect, all systems in this work are
(probabilistic) discrete systems, similar to [17].

Resources and converters. A resource for a multi-party setting is a system that
provides one interface for each party. In our setting, resources have one interface
labeled A for the sender, n interfaces labeled B1, . . . , Bn for the n receivers,
and one interface labeled E associated with the attacker. Resources are usually
denoted either by special symbols such as � or by bold-face upper-case letters
like R or S. Protocols are formalized as tuples of so-called converters, one for
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each honest party; converters are systems that have two interfaces: one inside and
one outside interface. Standard notations for converters are small Greek letters
or special identifiers such as enc or dec; the set of all converters is denoted as Σ.
A complete protocol (i.e., a tuple of converters) is denoted by a bold-face Greek
letter, such as π.

Converters can be attached to resources by connecting the inside interface of
the converter to one interface of the resource. Notationally, if we attach the inside
interface of the converter φ ∈ Σ to interface I of the resource R, we write φIR.
The resulting system φIR is again a resource which provides all the interfaces
of R (apart from I) as the respective interfaces, and the outside interface of
the converter as the I-interface. If multiple parties use a protocol π, then all
converters that together form π, one for each (honest) party, are attached to the
resource in this manner. This is then denoted as πR.

Multiple resources R1, . . . ,Rm can be composed in parallel. This is denoted
[R1, . . . ,Rm] and is again a resource, such that each interface I ∈ I of
[R1, . . . ,Rm] allows to access the corresponding interfaces of R1, . . . , Rm.

Distinguishers. A distinguisher D is a special type of system that connects to all
interfaces of a resource U and outputs a single bit at the end of its interaction
with U. We write this as the expression DU, which defines a binary random
variable. The distinguishing advantage of a distinguisher D on two systems U
and V is defined as

ΔD(U,V) := |P(DU = 1)− P(DV = 1)|,
and we define ΔD(U,V) := supD∈D ΔD(U,V) as the advantage of a class D
of distinguishers. The distinguishing advantage measures how much the output
distribution of D differs when it is connected to either U or V. Intuitively, if no
distinguisher differentiates between U and V, they can be used interchangeably
in any environment (otherwise the environment can serve as a distinguisher).

The distinguishing advantage is a pseudo-metric. In particular, it satisfies the
triangle inequality, i.e., ΔD(U,W) ≤ ΔD(U,V) +ΔD(V,W) for all resources
U, V, and W, and for all distinguishers D. Two systems are equivalent, denoted
by U ≡ V, if they have the same behavior, which is the same as requiring that
ΔD(U,V) = 0 for all distinguishers D.

The notion of construction. The formalization of constructive security definitions
follows the ideal-world/real-world paradigm. The “real world” corresponds to
an execution of the protocol π in which all honest parties have their converter
attached to the assumed resource R; more formally, we consider the real-world
system πR. The “ideal world” corresponds to the constructed resource S with
a simulator σ connected to the E-interface of S, written σES and referred to as
ideal-world system. The purpose of σ is to adapt the E-interface of S such that it
resembles the corresponding interface of πR.2 If the two systems πR and σES

2 Indeed, the adversary can emulate the behavior of any efficient simulator σ; thus,
using σES instead of S can only restrict the adversary’s power, so using σES and
hence πR instead of S is safe.
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are indistinguishable, then this roughly means that “whatever an attacker can
do in the real world, he can also do in the ideal world”.

Apart from the security condition described above, we also require an avail-
ability condition,3 which excludes trivial protocols: If no attacker is present, the
protocol must implement the specified functionality. In the definition, we use
the special converter “⊥” that, when attached to a certain interface of a system,
blocks this interface for the distinguisher.4

Definition 1 (Construction). The protocol π constructs S from the resource
R within ε and with respect to the class D of distinguishers if

∃σ ∈ Σ : ΔD(πR, σES) ≤ ε and ΔD(⊥EπR,⊥ES) ≤ ε.

An important property of Definition 1 is its composability. Intuitively, if a re-
source S is used in the construction of a larger system, then the composability
implies that S can be replaced by a construction πR without requiring an ex-
plicit security reduction. For completeness, we include the composition theorem
(which is adapted from [21]) in the full version of the paper [16].

Public-key encryption schemes. A public-key encryption (PKE) scheme with
message space M, ciphertext space C, and public-key space PK is typically
described as three algorithms PKE = (kgen, enc, dec). The key-generation algo-
rithm kgen outputs a key pair (pk, sk), the (probabilistic) encryption algorithm
enc takes a message m ∈ M and a public key pk and outputs a ciphertext
c = enc(pk;m), and the decryption algorithm takes a ciphertext c ∈ C and a
secret key sk and outputs a plaintext m = dec(sk; c). The decryption algorithm
may also output the special symbol ♦ (for an invalid input c).

In constructive cryptography, using PKE in a setting with only one sender
and one receiver can be described as deploying converters enc1 (associated with
the sender) and dec1 (associated with the receiver) as follows. The receiver
(within dec1) initially runs the key-generation algorithm kgen to obtain a key
pair (sk, pk), stores the private key sk locally, and sends the public key pk via an
authenticated channel (denoted ←−•, the first assumed resource). Upon receiv-
ing a ciphertext c̃ at the inside interface (via an a priori insecure communication
channel −→, the second assumed resource), dec1 computes m̃ = dec(sk; c̃) and
outputs m̃. The encryption converter enc1 initially obtains the public key pk (via
←−•) and, for each message m obtained at the outside interface, enc1 computes
c = enc(pk;m) and sends c over the insecure channel −→. As pointed out already
in [20], this constructs a confidential channel −→•.

In this paper, we consider PKE schemes deployed in a setting with one sender
A and n receivers B1, . . . , Bn, corresponding to a tuple (enc, dec, . . . , dec) of
n+1 converters. Each converter dec is defined similarly to dec1 above, but if the
decryption algorithm dec outputs ♦, then the converter dec outputs nothing.
The encryption converter enc connects at its inside interface to n+ 1 resources.

3 This corresponds to the completeness or correctness properties in some contexts.
4 The ⊥-converter also signals to the resource that no attacker is there.



26 M. Kohlweiss et al.

By using the first n resources (here instantiated by ←−•n, i.e. for each receiver Bi

there is one authenticated channel from Bi to A), enc expects to obtain public
keys pk1, . . . , pkn. Upon receiving (m, i) ∈ M× [n] at the outside interface, enc
computes c = enc(pki;m) and sends (c, i) via the (n+1)st resource (instantiated
by an insecure broadcast network � ) at the inside interface.

Games and security properties. Game-based definitions specify a property of a
cryptographic scheme based on an interaction between two (hypothetical) en-
tities: the game (or challenger) and the adversary. During the interaction, the
adversary may issue “oracle queries” to the challenger, the responses of which
model what information may be leaked to the adversary. The adversary’s goal
is specified by the game, and could be, e.g., forging a message or distinguishing
encryptions of different messages. If this game cannot be won by any (efficient)
adversary, then the scheme is secure against the considered type of attack.

We formalize the adversary and the game as systems that are connected
by their interfaces. The game, often denoted as G with additional super- and
subscripts, allows the adversary A to issue “oracle queries” via that interface.
Whether or not the game is won is signaled by a special (monotone) output
bit of G (this can be considered as an additional interface) that is initially 0
but switches to 1 as soon as the winning condition is fulfilled. This bit is de-
noted Output. For a game G and an adversary A, we define the game-winning
probability after q steps (queries) as

ΓA
q (G) := PAG(Outputq = 1).

For an adversaryA that halts after (at most) q steps, we write ΓA(G) := ΓA
q (G).

Many games considered in the context of encryption schemes, including most
games considered here, are bit-guessing games. These games can often be de-
scribed by a pair of systems G0 and G1; in the beginning of the game, a bit
B ∈ {0, 1} is chosen uniformly at random and the adversary is given access
to GB. The goal is to find the bit B; thus, the adversary has a probability 1

2
to simply guess this value. Hence, we measure the adversary’s success in terms
of his advantage, that is, the (absolute) difference between A’s probability of
winning G and the success probability for these “trivial” strategies, formally
ΦA(G) = 2 · ∣∣ΓA(G)− 1

2

∣∣. Note also that ΦA(G) = ΔA(G0,G1).
For a security property that is defined by means of G, we say that the scheme

is secure within ε and with respect to a class A of adversaries if the advantage
A ∈ A has in winning G is bounded by ε.

Asymptotics. To allow for asymptotic security definitions, cryptographic pro-
tocols are often equipped with a so-called security parameter. We formulate all
statements in this paper in a non-asymptotic fashion, but asymptotic statements
can be obtained by treating systems S as asymptotic families {Sk}k∈N and let-
ting the distinguishing advantage be a real-valued function of k. Then, for a
given notion of efficiency, one can consider security with respect to classes of
efficient distinguishers and a suitable negligibility notion. All reductions in this
work are efficient with respect to the standard polynomial-time notions.
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2.2 Games for Key Privacy and Robustness

We describe the queries that an adversary can ask in a game formally as pro-
cedures that he can call ; the specific game structure is enforced by the order
in which they are called. This is not a technically new approach (see for in-
stance [6]); however, it integrates smoothly with the security statements we aim
for in this work. The most important properties for our work are IND-CCA-
security, key privacy, and robustness.

Key privacy. In a key-private PKE scheme, the adversary, given two public keys
pk0 and pk1, must be unable to tell which key was used to generate a given
ciphertext [5]. This definition is similar in spirit to the standard “left-or-right”
IND-CCA definition, where the adversary is given the public key, but does not
know which of two messages is encrypted under it. In the key-privacy game the
message is known, but not the public key. The standard notion of key privacy,
i.e. key privacy for chosen ciphertext attacks (IK-CCA) is recalled in the full
version [16] together with the two variants we use in our reductions.

Robustness. The notion of robustness in encryption was formalized by Abdalla
et al. [2] in two flavors: weak and strong robustness. They consider both versions
under both chosen plaintext and chosen ciphertext attacks. We focus here on
weak, resp. strong robustness under chosen ciphertext attacks (WROB-CCA,
resp. SROB-CCA), associated with the experiments in Figures 1, resp. 2, where
the adversary may call the following oracles.

– On input an identifier ID, the oracle GenUser(·) generates a public and a
private key for the user ID and returns the public key. A set U keeps track
of the honestly generated key pairs and identifiers.

– On input a valid identifier ID ∈ U , the oracle Corrupt(·) returns the private
key corresponding to user ID and adds the identifier to a set V .

– On input a valid identifier ID ∈ U and a ciphertext c, the decryption oracle
Decrypt(·, ·) outputs the corresponding plaintext m.

Init() GenUser(ID) Corrupt(ID) Decrypt(ID, c) GameOutput(m, ID0, ID1)

U ← ∅
V ← ∅
Output ← 0
end.

(skID, pkID) ← kgen()
U ← U ∪{(ID; skID; pkID)}
return pkID
end.

if (ID; ·; ·) �∈ U
return ♦

end if.
V ← V ∪ {ID}
return skID from U
end.

if (ID; ·; ·) �∈ U
return ♦

end if.
return dec(skID, c)
end.

if (ID0 = ID1)∨{ID0, ID1}∩V �= ∅
return ♦

end if. c ← enc(pkID0
,m)

m1 ← dec(skID1 , c)
Output ← (m �= ♦) ∧ (m1 �= ♦)
end.

Fig. 1. The weak robustness game, Gw-rob

In the WROB-CCA game, the adversary chooses a plaintext and two identi-
ties. The plaintext is encrypted by the challenger (without tampering) for the
first identity. The adversary wins if this ciphertext decrypts to a valid plain-
text for the second identity. By contrast, for strong robustness (SROB-CCA),
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Init() GenUser(ID) Corrupt(ID) Decrypt(ID, c) GameOutput(c, ID0, ID1)

U ← ∅
V ← ∅
Output ← 0
end.

(skID, pkID) ← kgen()
U ← U ∪{(ID; skID; pkID)}
return pkID
end.

if (ID; ·; ·) �∈ U
return ♦

end if.
V ← V ∪ {ID}
return skID from U
end.

if (ID; ·; ·) �∈ U
return ♦

end if.
return dec(skID, c)
end.

if (ID0 = ID1)∨{ID0, ID1}∩V �= ∅
return ♦

end if.
Output ← (dec(skID0 , c) �= ♦)∧

(dec(skID1 , c) �= ♦)
end.

Fig. 2. The strong robustness game, Gs-rob

the adversary can manipulate ciphertexts and wins if a chosen ciphertext de-
crypts to valid plaintexts for two different public keys.

3 Receiver-Anonymous Communication

The main goal of this work is to model and achieve confidential and receiver-
anonymous communication. We first formalize a useful anonymity guarantee by
describing in Section 3.1 the resource − ?� � ••, which can actually be constructed
from a “broadcast” channel and several authenticated channels (to transmit the
public keys). We then discuss in Section 3.2 in which (inefficient) way this con-
struction can be achieved by vanilla public-key encryption, and, in Section 3.3,
we argue that “much more” anonymity is impossible to achieve. Finally, in Sec-
tion 3.4 we show how to achieve this construction more efficiently, by using a
PKE scheme that is IND-CCA, IK-CCA [5], and WROB-CCA [2].

3.1 Resources for Receiver-Anonymous Communication

An n-receiver channel is a resource with an interface labeled A for the sender,
interfaces labeled B1, . . . , Bn for the receivers, and a third type of interface
labeled E that captures potential adversarial access. The security properties of
different n-receiver channels are described in the following; the symbolic notation
for the channels extends that from [20].

The security statements in this work are parametrized by the number of mes-
sages that are transmitted over the channels. More precisely, for each of the
following channels and each q ∈ N, we define the q-bounded channel as the one
that processes (only) the first q queries at the A-interface and the first q queries
at the E-interface as described, and ignores all further queries at these interfaces.
We then require from a protocol that it constructs, for all q ∈ N, the q-bounded
“ideal” channel from the q-bounded assumed channel.5 Wherever the number
q is significant, such as in the theorem statements, we denote the q-bounded

versions of channels by writing the q on top of the channel symbol (e.g.,
q

� ); we
omit it in places that are of less formal nature.

5 This condition is equivalent to considering an “unbounded” channel; the important
feature is that the protocol is independent of the number q of messages.
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Insecure broadcast communication. We base our constructions on a resource � ,
which allows the sender to broadcast a given message to all receivers B1, . . . , Bn.
Such a channel can be implemented, for example, by multi-sending the same mes-
sage individually to each receiver over an insecure network; the channel models
also what is achieved by wireless broadcast. The resource � leaks the complete
message at the E-interface, and allows to delete, change, or inject messages
destined for particular receivers via the E-interface. In more detail:

– If at the E-interface the ⊥-converter is connected,6 then on input the k-th
message mk at the A-interface, output mk at Bj for all j ∈ [n].

– Otherwise, on input the k-th message mk at the A-interface, output mk at
the E-interface. Upon the query (inject, j, m̃) at the E-interface for j ∈ [n]
and m̃ ∈ M, deliver m̃ at interface Bj .

Confidential receiver-anonymous communication. The confidential receiver-ano-
nymous channel − ?� � •• leaks neither the message contents nor the intended
recipient to the adversary, just the message length. It allows, however, to “con-
ditionally” deliver a message to a chosen user if and only if this chosen user was
the originally intended recipient.

– If at the E-interface the ⊥-converter is connected, then on the k-th input
(mk, ik) at the A-interface, output mk at Bik .

– Otherwise, on the k-th input (mk, ik) at the A-interface, output the mes-
sage length |mk| at the E-interface. Furthermore, the E-interface allows the
following queries:

• (inject, j, m̃) for j ∈ [n] and m̃ ∈ M: delivers m̃ at interface Bj ;

• (deliver, j, k̄) for j ∈ [n], k̄ ∈ N: If at least k̄ messages have been sent
via A and ik̄ = j, then it delivers the message mk̄ at Bj .

This is also depicted in Figure 3. In the application of a public-key cryptosystem
to a broadcast network such as − ?� � ••, the capabilities at the E-interface corre-
spond to trial deliveries of intercepted messages and to adversarial encryptions.

Authenticated channel. Each receiver uses one authenticated channel ←−• to
send its public key to the sender; we use n parallel authenticated channels,
denoted ←−•n (one for each receiver), as assumed resources in our constructions.
Formally, a single authenticated channel ←−• with message space M is a three-
party resource with interfaces A, Bi (for some i), and E. On input a message
m ∈ M at interface Bi, the channel outputs m at the E-interface. The channel
outputs m at the A-interface only upon receiving an acknowledgement from the
E-interface (the adversary controls message delivery).

6 Formally, there is a special input that provokes this behavior, and the converter ⊥
provides this input.
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Fig. 3. The confidential receiver-anonymous channel

3.2 Generic Construction Using Public-Key Encryption

The channel− ?� � •• can be constructed from � and←−•n using any secure public-
key scheme: Each receiver generates a key pair and sends the public key through
its authenticated channel ←−• to the sender; the sender transmits a message to a
specific receiver by concatenating (in a fixed predetermined order): an encryption
of this message under the intended receiver’s public key and a “garbage” mes-
sage encrypted with the appropriate key for each additional potential receiver;
this composite message is then sent via the broadcast channel. Each receiver
decrypts only “its” part of the composite ciphertext and checks whether or not
the message was “garbage.” (Typically, the “garbage” message can be set to
a constant message m̄ ∈ M not otherwise used.) If the broadcast channel is
achieved by multi-sending the same message to each receiver, then one can also
send only the corresponding part to each receiver.

Yet, this approach has two main disadvantages. First, the computation and
communication complexity is linear in the (potentially large) number of possible
receivers. Second, the sender must know the public keys of all potential receivers,
not just of the one intended receiver.

3.3 “Upper Bounds” on Anonymity

Anonymity beyond the guarantees of − ?� � •• seems unlikely to be achieved from
the resources � and ←−•n which we assumed. Indeed, we show that a (minor
and natural) extension of − ?� � •• cannot be achieved from our assumed resources.
The extension, denoted by ANON, removes the “conditional delivery” capability
provided at the E-interface in resource − ?� � ••, and enables deliveries of the type
(deliver, k̄) for k̄ ∈ N, where, if at least k̄ messages have been sent via A, then
the message mk̄ is delivered to Bik̄ . In particular, the distinguisher can use the
E-interface of system � to deliver the messages to, e.g., only one chosen receiver,
which will output the message if and only if it is the intended recipient. We call
this process a “trial delivery” and show that it allows the distinguisher to tell



Anonymity-Preserving Public-Key Encryption: A Constructive Approach 31

the real-world system apart from the ideal-world system with ANON, where trial
deliveries are impossible by definition.

This result is formalized in in the full version [16]; the proof expands on
the sketch we gave above. Note that the channel ANON is just one type of
ideal resource providing stronger anonymity guarantees than− ?� � ••; however, our
impossibility result extends easily to any resource without conditional deliveries.

3.4 Achieving Confidential Receiver-Anonymous Communication

A public-key encryption scheme constructs the resource − ?� � •• from a broad-
cast channel if it has the properties IND-CCA, IK-CCA, and WROB-CCA.
The property WROB-CCA (weak robustness) captures the guarantee that ci-
phertexts honestly generated for one user will not be successfully decrypted by
another user. We show that weak robustness is sufficient for our construction.
This may appear somewhat surprising since the adversary can inject arbitrary
ciphertexts into the channel � , see [2]. The intuitive reason why WROB-CCA
is sufficient is two-fold: First, preventing the adversary from generating a single
“fresh” ciphertext that is accepted by two receivers is only helpful if injecting two
different ciphertexts is impossible, or harder for the adversary than injecting a
single one (cf. Section 4.3). Second, the non-malleability guarantees of IND-CCA
exclude that the adversary can “maul” honestly generated ciphertexts such that
unintended receivers decrypt “related” plaintexts (this is used in the reduction
to IND-CCA in the proof of Theorem 1).

pk1 pk2
c c̃1, c̃2

←−•

←−•

�

enc

dec

dec

A

B1

B2

pk1

pk2
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c̃2

pk2
m, i

m̃1

m̃2

(a) Using public-key encryption over an (in-
secure) broadcast.

− ?� �
••

σ

A

B1

B2

m, i

m̃1

m̃2

|m| ∗

pk1 pk2

c c̃1, c̃2

(b) The idealized setting, the
value “∗” depends on c̃1, c̃2.

Fig. 4. The security statement in a setting with two receivers

The security statement we prove below is depicted in Figure 4, where we
show how the scheme is used together with the assumed resources: Each sender
transmits its public key authentically to the sender, who then uses the broadcast
channel to transmit the ciphertext to both receivers. Figure 4b shows the ide-
alized setting, where the message is transmitted via the resource − ?� � •• (which
guarantees confidentiality). The value “∗” is determined by the simulator and
depends on the values c̃1 and c̃2 given by the adversary; the symbol may stand
for a query to deliver the message m or to inject unrelated messages.
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Theorem 1 shows that if the public-key encryption scheme has the three as-
sumed properties, then the two settings in Figure 4 are indistinguishable. Intu-
itively, whenever such a scheme is used to protect messages transmitted via a
broadcast channel like � , one obtains the guarantees explicitly described by the
“idealized” network resource − ?� � ••. The proof of the theorem shows that every
distinguisher for the two settings can be transformed into an adversary against
(at least) one of the three properties IND-CCA, IK-CCA, and WROB-CCA with
loss qn for q messages and n receivers. The games Gind-cca and Gik-cca referred
to in the theorem are defined in the full version [16].

Theorem 1. Let (kgen, enc, dec) be a public-key encryption scheme that has
the three properties IND-CCA-, IK-CCA-, and WROB-CCA. Then, the protocol
(enc, dec, . . . , dec) defined as in Section 2.1 transforms � and (←−•)n into − ?� � ••.
More formally, there are a simulator σ and for each q ∈ N four reductions Aq(·),
A′

q(·), A′′
q (·),A′′′

q (·) such that

ΔD

(
encAdecB1 . . . decBn⊥E

[ q

� ,←−•n
]
,⊥E

q

− ?� � ••
)

≤ qn · ΓAq(D)
(
Gw-rob

)
, (1)

and

ΔD

(
encAdecB1 . . . decBn

[ q

� ,←−•n
]
, σE

q

− ?� � ••
)

≤ qn · ΦA′
q(D)

(
Gind-cca

)
+ 2qn · ΦA′′

q (D)
(
Gik-cca

)
+ qn · ΓA′′′

q (D)
(
Gw-rob

)
. (2)

Proof (sketch). We sketch the proofs for conditions (1) and (2) independently.

Availability. We describe a reduction Aq(·) that turns a distinguisherD between

the real-world system encAdecB1 . . . decBn⊥E [ � ,←−•n] (which we denote R⊥)
and the ideal-world system ⊥E(− ?� � ••) (denoted S⊥) into an adversary for the
the WROB-CCA game. The idea of the proof is to construct a monotone event
sequence (MES, see [17]), which becomes true once the distinguisher inputs a
pair (m, i) at the A-interface such that a receiver Bj for some index j �= i outputs
some plaintext mj �= ♦. If the encryption scheme has perfect correctness, the
systems R⊥ and S⊥ are equivalent, conditioned on the MES remaining false (if
the scheme is not perfectly correct, we alter the MES to take this into account).
Yet, note that even isolating a query (m, i) that invokes the MES does not
immediately imply that a new encryption of the same m and pki will yield
another ciphertext (in the query of the WROB-CCA game) that decrypts to
m′

j �= ♦ by skj for the index j �= i. Instead, for the reduction to be successful, the
reduction Aq guesses the query and the receiver where this erroneous decryption
will occur. Thus, the reduction loses a factor qn, as claimed.

Security. We first describe the simulator σ attached to the E-interface of the
ideal resource. The role of σ is to simulate the interaction at the E-interface
to a distinguisher. We then prove that σ is indeed a good simulator: in other
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words, we provide reductions that transform a given successful distinguisher into
a successful adversary against one of the following games: IND-CCA, IK-CCA,
or WROB-CCA. The simulator σ runs as follows:

– Generate n private-/public-key pairs (pki, ski) with i ∈ [n] to simulate each
pki that it is transmitted via the corresponding channel ←−•. Furthermore,
generate one auxiliary key pair (p̃k, s̃k).

– Upon the k-th message length �k from − ?� � ••, generate a new ciphertext

ck = enc(p̃k; 0�k) and simulate ck as a message on � .
– When D delivers a message c̃ to some user j ∈ [n]:

• In case c̃ = ck̄ for some k̄ ∈ N, issue (deliver, j, k̄) to − ?� � ••.• In case c̃ is “fresh,” compute m̃j := dec(skj ; c̃), and, if m̃j �= ♦, issue
(inject, j, m̃j) to − ?� � ••.

Assume that there exists a distinguisher D that successfully distinguishes the
real-world system encAdecB1 . . . decBn [ � ,←−•n] from the ideal-world system
σE− ?� � ••. We sketch the security reductions to the underlying games.

WROB-CCA. As a first intermediate step, we introduce a hybrid resource H1.
This resource behaves like − ?� � ••, except that it allows for the delivery of an
arbitrary message to a party other than the intended recipient: namely, instead of
the query (deliver, j, k̄), we allow to deliver a message m̃ to a user Bj for j �= ik̄
(still mk̄ for j = ik̄) by means of (deliver, j, k̄, m̃). We use a modified simulator
σ1 that sends the decryption of the ciphertext simulated for message k̄ under the
key of user j. The systems σE

1 H1 and σE− ?� � •• are equivalent unless, for some
query, there is a user Bj , not the intended recipient of some ciphertext, that
outputs a message upon receiving the ciphertext. A distinguisher that provokes
this situation (i.e., it causes some unintended recipient to output a message from
a ciphertext) can be used to win the WROB-CCA game. The reduction A′′′

q (·)
obtains n generated keys from the WROB-CCA game, which correspond to the
users, and an additional key, used to simulate ciphertexts. As in the availability
proof, A′′′

q has to guess on which query (m̃l, il) and with respect to which other
index j the erroneous decryption will occur, for sending the appropriate m̃l, il,
and j as its challenge in the weak robustness game. In order to properly simulate
the eavesdropper to the environment, we use a slightly tweaked version of weak
robustness (equivalent to the original one) where we also obtain the generated
ciphertext when running the GameOutput oracle.

IND-CCA. We introduce a second hybrid H2 that behaves as H1 but addition-
ally leaks the receiver’s identity (no anonymity). The suitable simulator σ2 al-
ways encrypts the all-zero string of appropriate length for the respective user, and
decrypts as needed. Two things must be shown: first, that σE

2 H2 is indistinguish-
able from the real-world system; and second, that σE

1 H1 and σE
2 H2 are indistin-

guishable. We start with the former one, where the reduction A′
q(·) uses a hybrid

argument to employ a distinguisher for σE
2 H2 and encAdecB1 . . . decBn [ � ,←−•n]

to win the IND-CCA game. Technically, one defines a sequence of hybrid sys-
tems, where the i-th hybrid simulates “ideal” encryptions for the first i − 1
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receivers, uses the game to simulate for the i-th receiver, and “real” encryptions
for the remaining receivers. The reduction A′

q(·) then chooses i ∈ [n] uniformly
at random. Overall, the first hybrid with no simulated encryptions is equivalent
to encAdecB1 . . . decBn [ � ,←−•n], while the hybrid with only simulated encryp-
tions is equivalent to the hybrid σ2H2. As the IND-CCA game offers only a
single challenge query, another hybrid argument must be employed to account
for the number of encryptions; this adds a factor of q.

IK-CCA. The last step is to show a reduction A′′
q (·) that turns a distinguisher

between σ1H1 and σ2H2 corresponding, respectively, to the first and second hy-
brid introduced in the proof, into an IK-CCA-adversary. Recall that H2 behaves
just like H1 except that it does not grant anonymity. We again use a hybrid
argument with qn “intermediate” systems between σE

1 H1 and σE
2 H2, similarly

to the IND-CCA case, such that each intermediate system embeds the challenge
at a different position (as above). All other keys, encryptions, or decryptions are
either simulated as “real” or as “ideal,” depending on their position. The system
where only the queries are “real” is equivalent to σ2H2, and the system where
only p̃k was used (all queries are “ideal”) is equivalent to σ1H1. ��

4 Relation to Notions of Robustness

While the confidential receiver-anonymous channel can be achieved using an en-
cryption scheme that fulfills IND-CCA, IK-CCA, and WROB-CCA, anonymity
without robustness is not sufficient. This was already noted by Abdalla et al. [2],
who point out that if one receiver obtains a ciphertext that was intended for a
different receiver, the decryption should yield this information—by producing an
error symbol—instead of an arbitrary, but well-formed plaintext, because this
undetected, but unintended plaintext message might “upset” higher level proto-
cols. This “robustness,” however, is not guaranteed by IND-CCA or IK-CCA.

This section formalizes and proves statements related to robustness. In Sec-
tion 4.1 we describe the type of channel one obtains if the PKE scheme is
only IND-CCA- and IK-CCA-secure; this confirms the intuition given in [2].
We then show in Section 4.2 that WROB-CCA is indeed formally necessary to
construct the channel − ?� � ••: Every (IND-RCCA and IK-RCCA-secure) scheme
that achieves the constructive notion must be weakly robust. Finally, in Sec-
tion 4.3 we show that a strongly robust scheme will also only construct the
resource − ?� � ••, though with a tighter reduction. We also explain why a strongly
robust scheme does not help to construct a “qualitatively better” resource.

4.1 Anonymity with Erroneous Transmission

The channel one obtains from applying an IND-CCA and IK-CCA-secure scheme
to � and ←−•n is the resource − $� � •• which is parametrized by a family of dis-
tributions

(
P�
Y1...Yn

)
�∈N

and differs from − ?� � •• only in the cases where honestly
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generated messages are transmitted to receivers other than the intended one (ei-
ther during an honest transmission or because the adversary forwards an hon-
estly sent message to such a receiver). Without weak robustness, the unintended
receiver will output a message according to the (scheme-specific) distribution. A
formal description of − $� � •• follows.

– If at the E-interface the ⊥-converter is connected, then for the k-th input

(mk, ik) at the A-interface, choose m
′
k,1, . . . ,m

′
k,n according to P

|mk|
Y1...Yn

, out-
put mk at Bik and m′

k,j at Bj for j �= ik (if m′
k,j �= ♦, else nothing).

– Otherwise, on the k-th input (mk, ik) at the A-interface, output only the
message length |mk| at the E-interface. Furthermore, the E-interface allows
the following queries:
• (inject, j, m̃) for j ∈ {1, . . . , n} and m̃ ∈ M: Delivers m̃ at Bj ,
• (deliver, j, k̄, m̃) for j ∈ {1, . . . , n}, k̄ ∈ N, and m ∈ M: If at least k̄
messages have been sent via A, then delivers message mk̄ at Bj if ik̄ = j,
and delivers m̃ at Bj otherwise.

In the full version [16] we show that the channel − $� � •• is constructed from �
and n authenticated channels←−• if the encryption scheme is IND-CCA- and IK-
CCA-secure. In the proof, we instantiate the channel − $� � •• with a distribution
P�
Y1...Yn

that we define by honestly choosing keys for the receivers and, whenever
a message is sent to a party Bi, decrypting a “random ciphertext” of the correct
length with respect to the keys of all parties Bj with j �= i.

4.2 “Equivalence” with Weak Robustness

In Section 3.4 we showed that IND-CCA, IK-CCA, and WROB-CCA security
are sufficient to construct − ?� � ••. Indeed, (slightly weaker variants of) these
properties are also necessary: If a PKE scheme is sufficient for the construc-
tion, then it must also be weakly robust, IND-RCCA, and IK-RCCA. Note that
“CCA”-notions are sufficient, but not necessary, as they also prohibit that a
scheme allows for “trivial” modifications of the ciphertext, which do not have an
impact on the actual security [9,19]. We explicitly describe the IND-RCCA-game
and the IK-RCCA-game in the full version. These notions, compared to the orig-
inal ones, have more “elaborate” decryption oracles that prevent decryptions of
“trivially modified” ciphertexts.

The formal statement and the proof are deferred to the full version [16]. The
basic idea is that for each of the three games for weak robustness, IND-RCCA,
and IK-RCCA, we show that a successful adversary will also serve as a good
distinguisher in the constructive security statement.

4.3 Anonymity with Strong Robustness

Strong robustness (SROB-CCA, [2]) is strictly stronger than weak robustness.
Intuitively, whereas weak robustness states that honestly generated ciphertexts
are not decryptable by two distinct receivers, strong robustness requires this even
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for adversarially generated ciphertexts. A strongly robust scheme will of course
also be sufficient to achieve − ?� � ••, in the full version we show that we even
achieve better bounds in the reduction. Intuitively, due to the exact definition
of the oracles in the games, the reduction to SROB-CCA can exploit every
inconsistency in an emulated interaction with the distinguisher, whereas the
reduction to WROB-CCA has to guess when the inconsistency will occur.

Somewhat surprisingly, strong robustness does not provide a “qualitatively”
better security guarantee than weak robustness. (“Qualitative” refers to the
properties of the resources, in contrast to the “quantitative” reduction tightness.)
This is particularly relevant since obtaining a WROB-CCA secure scheme from
a non-robust one is easier than obtaining an SROB-CCA one [2].

To some extent, the fact that the “qualitative” guarantees of weak and strong
robustness coincide stems from the assumed resource � . Since � allows the ad-
versary to inject arbitrary ciphertexts to arbitrary receivers, there is no incentive
to send the same (faked) ciphertext to two or more different users; the adversary
could also send different ciphertexts. Technically, from a network that allows the
adversary to inject one message to multiple receivers more “easily” than it al-
lows him to inject different messages, a strongly robust scheme indeed achieves a
“better” resource than a weakly robust one; in the weakly robust case the adver-
sary can inject messages to several receivers “easily,” in the strongly robust case
only to one. We think, however, that such a network guarantee (injecting several
different messages is more difficult) would have to be justified by a particular
application and should not be the focus of a general-purpose discussion as ours.

Theorem 2. An encryption scheme that is IND-CCA-, 1-sided-IK-CCA-, and
SROB-CCA-secure will transform � and (←−•)n into − ?� � ••. More formally,
there exist a simulator σ′ and reductions Anq(·), A′

q(·), A′′
q (·),A′′′

nq(·) such that

ΔD

(
encAdecB1 . . . decBn⊥E

[ q

� ,←−•n
]
,⊥E(

q

− ?� � ••)
)

≤ ΓAnq(D)
(
Gs-rob

)
, (3)

and

ΔD

(
encAdecB1 . . . decBn

[ q

� ,←−•n
]
, σ′E(

q

− ?� � ••)
)

≤ qn · ΦA′
q(D)

(
Gind-cca

)
+ qn · ΦA′′

q (D)
(
G1-sided-ik-cca

)
+ ΓA′′′

nq(D)
(
Gs-rob

)
. (4)

5 Conclusion and Possible Extensions

We analyzed the problem of achieving confidentiality for a receiver-anonymous
channel; our results are the constructive counterpart of the notions discussed
in [5,2]. In particular, we showed that confidentiality, key privacy, and weak
robustness are indeed sufficient for such a scheme to be useful, and that (slightly
relaxed versions of) these are indeed necessary. We have also discussed why
strong robustness is not necessary in this context. Our results do not only support
the trust in existing schemes and constructions; they also show that the simpler
and more efficient weakly robust schemes (see [2]) can be used safely.
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Our constructive statements help explore the boundary between cryptography
and traffic analysis. For example, an (active) instance of the latter, conditional
delivery, cannot be prevented by end-to-end encryption (even if it has all the
properties we suggest); indeed countermeasures against such attacks at the ap-
plication level are critical to provide any meaningful traffic analysis resistance.
Our ideal resource, thus, does not yet correspond directly to the black-box sys-
tem models used by traffic analysis research, but is a component upon which
such a model could be based. In contrast to our model here, traffic analysis
frameworks usually consider restricted attackers that observe only parts of the
system and a probabilistic model for sender and receiver behavior.7

Protocols in which encrypted messages are processed by multiple parties
can, to some extent, prevent conditional deliveries. In a MIX-network, for in-
stance, the attacker cannot direct a multi-layered ciphertext at a particular
recipient, as he will be unable to remove the outer ciphertext layers. Thus
receiver-anonymous communication using onions, threshold decryption, or ver-
ifiable re-randomization bypasses our impossibility result, instead requiring ad-
ditional (distributed) trust in third parties.

Our study of anonymity properties of end-to-end encryption is only a first
step in the constructive modeling of resources with useful anonymity properties
and constructions thereof. The general paradigm of examining the security of
anonymity-preserving cryptographic schemes in a constructive manner can (and
should) be applied to other schemes as well, including topics such as anonymous
signature schemes and key-exchange protocols.
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Abstract. Near field communication (NFC) is a recent popular technology that
will facilitate many aspects of payments with mobile tokens. In the domain of
public transportation payment systems electronic payments have many benefits,
including improved throughput, new capabilities (congestion-based pricing etc.)
and user convenience. A common concern when using electronic payments is
that a user’s privacy is sacrificed. However, cryptographic e-cash schemes pro-
vide provable guarantees for both security and user privacy. Even though e-cash
protocols have been proposed three decades ago, there are relatively few ac-
tual implementations, since their computation complexity makes an execution on
lightweight devices rather difficult. This paper presents an efficient implemen-
tation of Brands [11] and ACL [4] e-cash schemes on an NFC smartphone: the
BlackBerry Bold 9900. Due to their efficiency during the spending phase, when
compared to other schemes, and the fact that payments can be verified offline,
these schemes are especially suited for, but not limited to, use in public trans-
port. Additionally, the encoding of validated attributes (e.g. a user’s age range,
zip code etc.) is possible in the coins being withdrawn, which allows for addi-
tional features such as variable pricing (e.g. reduced fare for senior customers)
and privacy-preserving data collection. We present a subtle technique to make
use of the ECDHKeyAgreement class that is available in the BlackBerry API
(and in the API of other systems) and show how the schemes can be implemented
efficiently to satisfy the tight timing imposed by the transportation setting.

1 Introduction

In the year 2011 about 52% of the world population lived in urban areas. It is antici-
pated that the urbanization trend is going to continue, leading to an expected 67% of
the population living in urban areas by the year 2050 [35]. This trend calls for well
functioning public transportation systems, to ensure the mobility of people and limit air
pollution in cities [32].
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Use-based fees and payments allow the costs of transportation systems to be fairly
passed on to their users, facilitating revenue generation and user incentives. But, the
payment process for trips should not impact the smooth operation of a transportation
system. Hence, a payment needs to be executed quickly. This favors the use of electronic
payment systems, which can lead to a better throughput and greater user convenience
while at the same time allowing for congestion-based pricing. For the transportation
authority a further advantage of electronic payments is that they enable the collection
of meaningful data about customer behavior which helps to maintain and improve the
system. However, currently employed electronic public transportation payment systems
have suffered security attacks [20,3], and they do not incorporate means to protect the
user’s (locational) privacy. For example it is reported that “in the period from August
2004 to March 2006 alone, the Oyster system was queried 409 times”[31], which shows
that location data about customers is collected and stored and later used by other agen-
cies. “Anonymous” cards are offered in some systems, but even with those cards user
privacy can be sacrificed. The reason is that there is a unique identifier assigned in each
card which makes payments made using the same card linkable. So a natural question
is how to get the best of both worlds: all the benefits of electronic payments in public
transportation systems but without sacrificing user privacy?

Cryptographic techniques make this possible. Electronic cash (e-cash) schemes al-
low secure and private electronic payments by providing similar security and anonymity
as physical cash. The general e-cash concept describes the interaction between three
types of entities: the bank, users, and shops. Monetary value is represented by elec-
tronic coins, which are pieces of data blindly signed by the bank. The bank is the only
entity able to generate coins. It issues coins to a user, who utilizes them to pay at a
shop. In an electronic coin its serial number as well as the identity of its possessing
user is encoded in a blinded fashion. During spending this serial number and the user’s
identity are not revealed. At a later point in time the shop deposits the coins that he
received from users to his bank account. During or after the deposit process the bank
checks, whether a deposited coin had been deposited before. If so the bank can also
check, whether a shop deposited the same coin twice, or whether a user double-spent
a coin, in which case his identity will be revealed. An important property of certain e-
cash schemes is that they support the encoding of users’ attributes into coins (i.e. user’s
age or zip code). This is very convenient for two reasons: (1) it allows the collection of
meaningful user data in order to analyze and improve the system in a privacy preserving
way (2) it allows to implement additional features in the system such as variable pricing
(e.g. reduced fares for senior customers).

This paper presents an implementation of several e-cash schemes that suit the trans-
portation setting on a smartphone which can be used as a potential payment device. To
satisfy the tight timing requirements imposed by the transportation setting, we choose
a payment device that can communicate with an access point in a contactless fash-
ion. A standard for contactless communication integrated in modern smartphones is
Near Field Communication (NFC) [1]. It allows a smartphone to communicate with
other NFC-enabled devices within a range of a few centimeters. While the through-
put is moderate, the benefit of this type of communication is its simple and hence fast
establishment, as electronic devices can be connected with a simple touch. There are
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predictions that in the long run NFC devices will replace the multitude of smart cards
that many users carry around currently. For transportation authorities the advantage of
relying on users’ NFC-enabled smartphones, is that no additional (electronic) tokens
will have to be handed out. Instead only a software-app has to be provided that the user
can download to his phone. This contributes to decreasing the revenue collection cost,
and further allows the payment system to be updated easily. If a change to the system is
made, the transportation authority only needs to provide a software update, rather than
a hardware rollout.

Several attacks on NFC enabled mobile phones have been shown, yet most of them
target the use of passive tags [36,28], while we make use of the card emulation mode
whose security greatly depends on its implementation (in our case the Blackberry Java
API). The main threats introduced by the NFC communication link include: eavesdrop-
ping, data corruption/modification or insertion, as well as denial-of-service attacks [22].
Eavesdropping is not so harmful for our system as intercepted data is of no use to an at-
tacker. This is because (1) no user information is sent, apart from user attributes, which
are assumed not to reveal private information and (2) if an attacker knew the represen-
tation of a user’s coin, he could not use it to pay for a trip, as knowing the user’s secret
key is required during the spending phase. An attacker could harm a user, by corrupting
or modifying sent data, and hence not letting him execute the payment. Preventing these
denial-of-service attacks is very hard as known from other contactless communication
links. Relay attacks are also considered a threat for NFC [36]. However, in the trans-
portation domain it is hard to realize them in practice since it would require an attacker
to bring one device in close proximity to the payment machine and another one in close
proximity to the user device, while additionally having access to the e-cash application
on the user device. The user interface and the NFC properties can prevent this attack
easily by deactivating the NFC functionality, which is a further benefit of relying on an
NFC smartphone rather than on contactless smart cards.

1.1 Related Work

E-Cash. In 1982, Chaum [15] was the first to propose the idea of an e-cash system
that allows anonymous, unlikable payments, which are secure against double spend-
ing in the offline setting. Following Chaum’s paradigm many schemes were proposed
[11,16,7,12,14]. The one due to Brands [11] is known for its efficiency during spending,
however, a formal proof of security has never been given for it and it has been recently
shown that it cannot be proven secure in the Random Oracle model using currently
known techniques [5]. In 2001 Masayuki Abe proposed a three-move blind signature
scheme [2] that can be extended to e-cash, is only slightly less efficient compared to
Brands’ and has a proof of security in the RO model for concurrent composition. How-
ever, he later found together with Ohkubo that his proof suffered some restrictions, since
it was only valid for an adversary with overwhelming success probability, and they gave
a new proof in the generic model [29]. Very recently, Baldimtsi and Lysyanskaya pro-
posed Anonymous Credentials Light (ACL) [4], which extends Abe’s scheme to allow
the encoding of attributes into coins while preserving its efficiency. In contrast to Abe’s
proof, their proof of security goes through since they limit their attention to sequential
composition only.
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Privacy-Preserving Payment Schemes. Sadeghi et al. [33] and Blass et al. [9] pro-
posed RFID-based, privacy-preserving e-ticket schemes for transit applications which
are limited to only protect the users’ privacy against outsiders and not against the trans-
portation authority. Pirker et al. described how to make use of certain hardware capabil-
ities of some mobile phones to build a secure, NFC-based, privacy-preserving, prepaid
payment system [30], but the system requires the devices accepting a payment to be
online at all times. Heydt-Benjamin et al. [23] proposed the use of recent advances
in anonymous credentials and e-cash to design offline privacy-preserving public trans-
portation payment systems. They consider a hybrid system with two kinds of tickets:
passive RFID transponders and embedded systems such as cell phones.

E-Cash Implementations. Implementations of anonymous credentials on Java cards
have been presented in [8] and [6]. Hinterwälder et al. presented an implementation of
Brands’ e-cash scheme for a computational RFID tag [24]. It is shown that it is feasible
to execute the spending part efficiently on the tag, while the execution of the withdrawal
part is still problematic. Derler et al. [19] implemented an NFC-based mobile ticketing
system, which is based on Brands’ private credential scheme. Execution times of several
seconds are achieved, which can be a limiting factor in some application settings. Simi-
larly, [18] presented a PDA implementation of an offline e-cash scheme that is based on
Brands’, which achieves an execution time of several seconds for the withdrawal phase.

1.2 Contributions

The work at hand presents a detailed description of how to encode attributes in Brands’
e-cash scheme [11] and how to use ACL [4] for e-cash. Although the construction of
Brands’ e-cash was given in detail, it was never explicitly described how to use it com-
bined with attributes. We also explain how ACL [4] can be used as an e-cash scheme,
although it is pretty straightforward. The main contribution of this paper is that we
present NFC-smartphone implementations of: Brands’ scheme (with and without at-
tributes), Abe’s e-cash scheme (which does not support the encoding of attributes) and
ACL and we compare and evaluate the performance of those four different schemes
(Section 5). Our results are very promising: first of all we have fully realized the first ef-
ficient and practical implementation of e-cash in smartphones, and moreover, we show
that a provable secure e-cash scheme like ACL is actually practical and has running
time comparable to those of schemes without rigorous security proofs.

Our implementation is based on Elliptic Curve Cryptography (ECC), which is the
most efficient established public-key primitive. The device used is the BlackBerry Bold
9900, featuring a Qualcomm Snapdragon MSM8655 processor running at 1.2 GHz. It
is equipped with the operating system BlackBerry OS 7 and is programmed using Java
SDK API 7.1.0 provided by Research in Motion (RIM). We have developed a sub-
tle technique that enables us to use the ECDHKeyAgreement class for calculating the
scalar multiplication on an elliptic curve, which is present in this and other Java APIs.
While developed and shown for this device, the use of this technique is not limited to
the BlackBerry Bold 9900. It can be applied to devices that support efficient implemen-
tations of ECC, but only allow access to most commonly used results, as ECDH key
agreement or ECDSA (as for example some Java smart cards). While the ECDH key
agreement essentially executes a scalar multiplication, the APIs often only give access
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to the x-coordinate of the resulting point, since only the x-coordinate is needed for the
ECDH key agreement. Our technique shows, how to efficiently recover the y-coordinate
for those cases. Using these techniques, we achieve execution times that meet real-world
requirements. Interestingly, our results show, that the computation necessary to execute
the different schemes can easily be handled by a device as the BlackBerry Bold, whereas
the component limiting the execution time is the NFC communication link.

Yet, this work is not limited to demonstrating and evaluating implementation results
of a theoretical concept. We also present several ideas of why e-cash fulfills the unique
requirements of transportation payment systems, and hence show how to make use of
efficient e-cash in practice.

2 Payment System Requirements of the Transportation Setting

Several features of the considered e-cash schemes are especially useful for the design
of a payment system that fulfills the requirements of transportation payments.

Verifying a Payment Offline. We envision a scenario that is based on currently em-
ployed transportation payment systems, where a user buys fares at a vending machine
and pays at an entrance point of the transportation system. For example in the case
of buses it cannot be assumed that the device granting access to users is permanently
connected to the back-end system of the transportation authority. Yet, we assume tem-
porary connection to transfer the data of collected payments. Consequently, verifying a
payment needs to be possible in an offline fashion. This holds for the chosen schemes,
where a verification of the payment does not require access to the database. However, in
this case fraud cannot be detected at the time of the payment, as it requires comparing
the received data with the database. Alternatively the chosen e-cash schemes reveal a
crime after the fact, and allow a user to be penalized, when misusing the system.

Modular Payment System. In case of multiple transportation authorities the e-cash
concept offers great convenience advantages for users, as it allows for multiple banks
and shops. A user does not need multiple payment devices to use different transportation
systems. Rather he can withdraw coins at one transportation authorityTA1 and use them
to pay for a trip in the transportation system of TA2. Thus, TA1 would act as the bank
and TA2 as a shop. TA2 can later deposit the received coins to its account at TA1. This
is achieved, as no trust between shops and banks is assumed in the e-cash concept.

Different Denominations. A transportation authority needs to offer different fare prices.
This can be accomplished by assigning a low monetary value to coins and letting the user
spend many coins to pay for a fare. Yet, spending many coins increases the execution
time of a payment which should remain low. In the e-cash sending we can conveniently
allow for different denominations of coins and thus reduce the number of coins that need
to be spent. One way to accomplish this is to have the bank possess multiple public keys,
one key for each possible denomination of coins.

Encoding Attributes. The collection of user data is important to analyze and improve
the system in order to adapt it to customer needs1. However, the collection of data

1 For example the number of elevators that should be provided at a station could be planned
better, when knowing, how many people require wheelchair accessibility.
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should be done in a way that wouldn’t sacrifice a user’s privacy. With the use of e-
cash this can be achieved by encoding attributes into coins. Those attributes allow the
user to reveal some information, as for example his zip code, while keeping further
information hidden, and hence hiding his identity. Apart from private data collection,
encoding attributes into coins allows for private variable pricing. The system could
require the users to encode specific information like their age and then, when the coin
is spent, compute the right fare according to the presented attributes.

3 E-Cash with Attributes

In this section we describe how e-cash with attributes works and we provide instantia-
tions based on Brands’ e-cash scheme [11] and ACL [4]. The descriptions are tailored to
match the transportation setting but can be easily adopted for other settings as well. To
our knowledge this is the first time that an explicit description of how Brands and ACL
schemes can be used as e-cash schemes with attributes is given. Although at the end
we will compare the implementation results of Brands with attributes, Brands without
attributes, ACL and Abe’s e-cash (which is essentially ACL without attributes), here we
will only provide the detailed construction of the attribute supporting schemes. In our
descriptions we will point out the differences between the attribute and the correspond-
ing non-attribute version.

A transportation payment system based on e-cash is described as an interaction be-
tween three kinds of players: the transportation authority TA (with vending machines
that are connected to its database), the users of the system U and the payment machines
M that are placed at the entrance points and, after receiving a valid payment, grant a
user access to the transportation system.

Setup. During the setup phase the transportation authority (or another trusted authority)
generates the public parameters for the system together with the TA’s secret key.

Account Opening. Initially, users need to register with the TA and open an account. To
do so, a user U, would have to present some form of identification (e.g. a passport) to
the TA and provide a cryptographic commitment C for a set of attributes (L1, . . . , Ln)
that are required for the system and for his public key pkU = gskU . The attribute types
and their order are determined by the TA during the setup of the system. A possible
setting is to use attribute L1 for the user’s secret key (skU = L1), L2 for his age, L3

for his zip code etc. For the transportation setting we assume that revealing attributes in
clear is good enough and does not violate user’s privacy 2.

Withdrawal. Whenever U wants to withdraw coins from a vending machine, he first
needs to prove ownership of his account and then he runs the withdrawal protocol. In
order to prove ownership of his account, we require U to form a digital signature (i.e. a
Schnorr signature [34]) on a message that describes the number of coins he wishes to
withdraw and include some kind of timestamp. This is useful for two reasons: (1) the TA

2 If there is need for extra privacy we could require for all attributes that are revealed during the
spending phase to be binary attributes i.e. L2 equals 0 if the user is more than 18 and less than
65 years old and 1 otherwise (used for age discounts). This way we avoid range proofs which
are rather costly. Besides, for the transportation setting binary attributes would work rather
well, given that we need the attributes mainly for variable pricing or private data collection.
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can easily identify the user by checking whether the signature is valid under the user’s
public key and (2) it provides an extra level of security against a man-in-the-middle who
may intercept the communication and try to withdraw more coins. Note that depending
on the protocol the adversary may not be able to actually spend these coins (since he
needs the user’s secret key to execute the payment protocol). However, he can still hurt
U by reducing his account balance. Alternatively, we could require the execution of the
identification phase for every single coin withdrawn but this is obviously less efficient
than identifying U once for all the coins he wishes to withdraw.

Spending. In order for a user U to spend a coin at a payment machine, U runs the spend-
ing protocol as described in the corresponding e-cash system. Moreover, he might be
asked (by the system) to reveal some of his attributes. When a User reveals an attribute
Lj he can either send the attribute value in clear or provide a proof of knowledge of
that attribute. Note that in both cases he needs to prove that the attribute he reveals is
the same one he committed to during the account opening phase.

Deposit. The payment machines present the spending transcript to the TA. Here, an
extra mechanism, called double spending detection, is required to protect the TA against
cheating users. The double spending detection is executed off-line in order to detect and
penalize users, who spent the same coin more than once. In order for double spending
detection to be possible, the TA needs to preserve a special database where all the
deposited coins are stored. Obviously we cannot assume that all the coins are stored
there forever, thus, we need to introduce some kind of coin expiration date after which
the coin will be deleted from the database. This could be done either by having the
expiration date encoded as an attribute in the coins (so the user would have to prove
that the coin is still valid during spending) or by changing the TA’s public key (i.e. once
a year) and setting older coins invalid.

3.1 Brands’ E-Cash with Attributes

We describe how Brands’ e-cash scheme [11] can be modified to support the encoding
of users’ attributes. The main differences between the attribute and the non-attribute
version can be found in the account opening and the spending phases (when attributes
are revealed). The actual withdrawal protocol is essentially the same.

Setup. The TA (or another trusted authority) picks a group G of prime order q, gen-
erators h, g, g1, . . . , gn, where n is the maximum number of attributes needed for the
system, and a hash function H : {0, 1}∗ → Z∗

q . The public key of the TA is y = gx,
where x ∈ Zq is its secret key.

Account Opening. The account opening procedure of Brands with attributes is pre-
sented in Table 1. When a user U wants to open an account with the TA, he first presents
an identification document to the TA and then encodes his attributes (L1, L2, . . . , Ln

∈ Zq) into a commitment I3. The value L1 (which is not revealed to the TA) serves
as the user’s secret key. His public key is pkU = gL1

1 . Then, U provides a proof of

3 Obtaining these attributes can be done similar to a credential system. A user would either have
to reveal his attributes to the TA when committing to them or obtain them from some other
trusted authority and then prove knowledge of them to the TA.
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knowledge π that he knows the opening of the commitment I and that the same value
L1 has been used to generate I and pkU . The proof π can be computed as a standard
Schnorr AND proof of knowledge of several discrete logarithms [34,25]. Upon receiv-
ing π, I, pkU , the TA checks the validity of the proof, stores the user’s information
and computes z = (Ih)x which is send to U. The corresponding protocol for Brands
without attributes only requires the user to prove knowledge of his secret key.

Table 1. Brands’ with Attributes Account Opening Protocol

TA(y = gx) U(pkU = gL1
1 )

I = gL1
1 . . . gLn

n

π = PK{(Λ1, . . . , Λn) :

I/pkU = gΛ2
2 . . . gΛn

n ∧ pkU = gΛ1
1 }

Verify π
I,pkU ,π←−−−−−−−− If Ih �= 1

Store identifying information
of U together with I

z = (Ih)x
z−−−−−−−−→ Store z

Withdrawal. To withdraw k coins, U first has to identify himself to the TA by proving
knowledge of his secret key and then claiming how many coins he wants to withdraw.
These two actions can be achieved simultaneously by computing a Schnorr signature
[34] σ(m) on a message m of the form: m =“# of coins + time/date”. The TA will
authorize the user to perform the withdrawal, if the signature validates under the user’s
public key and there are sufficient funds in his account. Then the user runs the with-
drawal protocol k times, once for each coin he withdraws (Table 2).

Table 2. Brands’ with Attributes Withdrawal Protocol

TA(y = gx) U(pkU = gL1
1 )

w ∈R Zq , a = gw, b = (Ih)w
a,b−−−−−−−−−−→ s ∈R Z

∗
q , A = (Ih)s, z′ = zs

x0, x1, . . . , xn, u, v ∈R Zq

B = Ax0gx1
1 . . . gxn

n

a′ = augv, b′ = bsuAv

c′ = H(A,B, z′, a′, b′)
c←−−−−−−−−− c = c′/u mod q

r = cx+ w mod q
r−−−−−−−−−−→ gr

?
= yca, (Ih)r

?
= zcb

r′ = ru+ v mod q

For each coin, U needs to store the values: A,B, sign(A,B)=̂A,B, z′, a′, b′, r′ to-
gether with s and the values x0, x1, . . . , xn, where sign(A, b) is essentially a blind
Chaum-Pedersen signature [17]. In order to verify the signature one needs to check
whether: gr

′
= yc

′
a′ and Ar′ = z′c

′
b′. Note that the basic difference of Brands with-

drawal when using attributes is found in the computation of B since you need to pick
as many random values xi as the number of attributes in the scheme and compute
B = Ax0gx1

1 . . . gxn
n . Those random values xi will be used later, during the spending
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phase in order for the user to prove knowledge of his attributes. For Brands withdrawal
without attributes the value B is computed as B = gx1

1 gx2
2 : only two random values x1

and x2 are required and it will be used for proving knowledge of user’s secret key in the
spending phase.

Spending. When U spends a coin to M (with identifying information IM) the spending
protocol is executed. In Table 3 we present Brands spending protocol when supporting
the encoding of but not revealing any attributes. During this phase the user presents the
coin: A,B, sign(A,B) to M and also proves knowledge of the representation of A (i.e.
U proves knowledge of his attributes). After the transaction and if the signature verifies
(i.e. the coin is valid), M saves the payment transcript consisting of A,B, sign(A,B),
(R, r1, . . . , rn) and the time stamp date/time.

This protocol is significantly less efficient compared to Brands e-cash without at-
tributes, since the user needs to prove knowledge of the representation of A, which now
includes n+1 exponents. For Brands without attributes the user only needs to compute
r1 and r2 to prove knowledge of his secret key.

Table 3. Brands’ with Attributes Spending Protocol when not Revealing Attributes

U(pkU = gL1
1 ) M

A,B,sign(A,B)−−−−−−−−−−−−→ A
?

�= 1

r1 = −dL1 + x1 mod q
d←−−−−−−−−−−−− d = H0(A,B, IM, date/time)

. . .
rn = −dLn + xn mod q

R = d/s+ x0 mod q
(R,r1,...,rn)−−−−−−−−−−−−−→ gr11 . . . grnn h−d ?

= A−RB
Verify sign(A,B)

What if U additionally wants to reveal an attribute, say Lj , during the spending
protocol (remember that we assume that attributes are revealed in clear)? In order to
reveal Lj , U does not need to compute rj , when receiving the value d from M. Instead,
he sends the attribute value Lj together with its blinding value xj in his response to
M, which is shown in Table 4. Thus, revealing a larger number of attributes reduces the
user-side’s computation, but increases the amount of data that U sends to the payment
machine M.

Deposit. In order to deposit a coin, M submits the payment transcript to the TA. The
TA first checks the validity of the coin (i.e. it verifies sign(A,B) and checks whether

gr11 . . . grnn h−d ?
= A−RB) and then queries the database, where all deposited coins are

recorded, to check whether this coin had been deposited before. This double spend-
ing check does not need to happen during the deposit phase. The TA could run it at
specific time intervals for all the coins in the database. If the deposited coin had not
been recorded in the database before, the TA will store (A, d,R, r1, . . . , rn) in her
database. However, if the coin had been recorded, it means that it was spent twice
by U (we assume that the payment machines in our system are trusted and will not
try to submit the same coin twice: yet, this could easily be checked by storing the
payment machine’s identification IM together with each coin that is stored). If a coin
had been double spent the identity of the cheating user can be revealed by computing:
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Table 4. Brands’ with Attributes Spending Protocol when Revealing the Attribute Lj

U(pkU = gL1
1 ) M

A,B,sign(A,B)−−−−−−−−−−−−→ A
?

�= 1

r1 = −dL1 + x1 mod q
d←−−−−−−−−−−−− d = H0(A,B, IM, date/time)

. . .
rj−1 = −dLj−1 + xj−1 mod q
rj+1 = −dLj+1 + xj+1 mod q
. . .
rn = −dLn + xn mod q

R = d/s+ x0 mod q
(R,r1,...rj−1,rj+1,...,rn)(Lj ,xj)−−−−−−−−−−−−−−−−−−−−−→ gr11 . . . g

−dLj+xj

j . . . grnn h−d

?
= A−RB
Verify sign(A,B)

I = g
(r1−r′1)/(R−R′)
1 . . . g

(rn−r′n)/(R−R′)
n which was stored together with some identi-

fying information of U during the account registration phase.

3.2 ACL E-Cash with Attributes

The ACL scheme [4] is a recent, very efficient “linkable” 4 anonymous credential sys-
tem, which was constructed on top of Abe’s blind signature scheme [2]. It is straight-
forward to use a “linkable” anonymous credential scheme in order to describe e-cash
with attributes since coins are essentially “single-use” credentials. In this section we
explicitly describe how the ACL scheme can be used as e-cash with attributes. Note
that Abe’s blind signature scheme itself is immediately an e-cash scheme (without at-
tributes though) and has been described in the past [2]. Thus, as mentioned above, we
will not provide a detailed description of Abe’s scheme; instead we will just point out
the differences while describing ACL.

Setup. The setup phase of ACL e-cash is similar to the original ACL scheme. The TA
chooses a group G of order q, a generator g and a hash function H : {0, 1}∗ → Zq . It
also picks z, h, h0, h1, h2, . . . hn ∈R G, where n is the maximum number of attributes.
The secret key of the transportation authority is x ∈R Zq , the public key is: y = gx and
z is the “tag public key”.

Account Opening. When a user U with attributes (L2, . . . , Ln), secret key L1 ∈R Zq

and public key pkU = hL1
1 wants to open an account at the TA he presents a valid

identification document and commits to his attributes and public key, as shown in Table
5. For each User the TA stores: pkU , C/pkU and a copy of his identification document.
U also needs to store the randomness R that corresponds to his commitment C.

Withdrawal. To withdraw k coins from his account U first identifies himself to the
transportation authority (similar to Section 3.1). Then U runs the ACL blind signature
protocol k times (Table 6) once for every coin.

4 In a “linkable” anonymous credential system a user can only use a credential once if he does
not want his transactions to be linkable.
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Table 5. ACL with Attributes Account Opening Protocol

TA(y = gx, z) U(pkU = hL1
1 )

R ∈R Zq , C = hR
0 h

L1
1

∏n
i=2 h

Li
i

π = PK{(P,Λ1, . . . , Λn) :

Check π
C/pkU ,pkU ,π←−−−−−−−−−−− C/pkU = hP

0 h
Λ2
2 . . . hΛn

n ∧ pkU = hΛ1
1 }

Store identifying information
of U together with C

Table 6. ACL with Attributes Withdrawal Protocol

TA(y = gx, z) U(pkU = hL1
1 )

rnd ∈R Zq, z1 = Cgrnd, z2 = z/z1
u, c′, r′1, r

′
2 ∈R Zq

a = gu, a′
1 = gr

′
1zc

′
1 , a′

2 = hr′2zc
′

2

rnd,a,a′
1,a

′
2−−−−−−−−−−−−→ z1 = Cgrnd, γ ∈R Z

∗
q

ζ = zγ , ζ1 = zγ1 , ζ2 = ζ/ζ1
τ ∈R Zq , η = zτ

Check whether a, a′
1, a

′
2 ∈ G

t1, t2, t3, t4, t5 ∈R Zq

α = agt1yt2 , α′
1 = a′γ

1 gt3ζt41
α′
2 = a′γ

2 ht5ζt42
ε = H(ζ, ζ1, α, α

′
1, α

′
2, η)

c = e− c′ mod q
e←−−−−−−−−−−−− e = (ε− t2 − t4) mod q

r = u− cx mod q
c,r,c′,r′1,r

′
2−−−−−−−−−−−−−→ ρ = r + t1 mod q

ω = c+ t2 mod q
ρ′1 = γr′1 + t3 mod q
ρ′2 = γr′2 + t5 mod q
ω′ = c′ + t4 mod q

After each execution of the withdrawal protocol, U obtains a coin = (ζ, ζ1, ρ, ω, ρ
′
1,

ρ′2, ω
′), which he stores together with rnd, τ and γ. Note that he omits to compute and

store the value μ of the original ACL scheme. Instead, during the spending phase (Table
7), he computesμp to “bind” the coin to a specific transaction. For each withdrawn coin,
the TA stores z1 together with the public key of U that this coin corresponds to (z1 is
going to be used to reveal the identity of the user in case of double-spending). The
withdrawal of Abe’s e-cash is essentially the same.

Spending. U releases the coin to the merchant together with εp and μp. The spending
protocol for ACL e-cash and Abe’s e-cash is identical and presented in Table 7.

In order for a user U to also reveal an attribute Lj during spending, he will have
to execute the Revealing Attribute Lj protocol (Table 8) additionally to the Spending
protocol. In this protocol he needs to prove that the attributes on his initial commitment
correspond to the attributes encoded in the withdrawn coin (i.e. in value ζ1). In other
words, the user needs to provide a proof of equality of committed values under different
commitment keys and bases [25], for a new commitment C’ that the user computes for
the attribute Lj and ζ1 in which the attributes are encoded.
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Table 7. ACL with Attributes Spending Protocol

U(pkU = hL1
1 ) M

εp = H(zτ , coin, desc)
desc←−−−−−−−−−−− desc = H(IM, date/time)

μp = τ − εpγ mod q
εp,μp,coin−−−−−−−−−−−→ ζ

?

�= 1

εp
?
= H4(z

μpζεp ,coin,desc) mod q
ω + ω′
?
= H(ζ, ζ1, g

ρyω, gρ
′
1ζω

′
1 , hρ′2ζω

′
2 , zμpζεp) mod q

Table 8. ACL with Attributes Revealing the Attribute Lj Protocol

U(pkU = hL1
1 ) M

recall ζ1 = hRγ
0 hL1γ

1 . . . hLnγ
n grndγ

rnd′ ∈R Zq

C′ = h
Ljγ

j grnd′γ

= h
Ljγ

j 1Rγ1L1γ . . . 1Lj−1γ1Lj+1γ . . . 1Lnγgrnd′γ

r, r′, r0, . . . , rn ∈R Zq

ζ̃1 = hr0
0 . . . hrn

n gr

C̃′ = 1r01r1 . . . h
rj
j . . . 1rngr

′

c = H(ζ1, ζ̃1, C
′, C̃′, date/time)

s0 = r0 + cRγ
s1 = r1 + cL1γ
. . .
sn = rn + cLnγ
s = r + c rnd γ

s′ = r′ + c rnd′ γ
Lj ,ζ1,ζ̃1,C

′,C̃′,s0,...,sn,s,s′−−−−−−−−−−−−−−−−−−→ c = H(ζ1, ζ̃1, C
′, C̃′, date/time)

ζ̃1ζ
c
1

?
= hs0

0 . . . hsn
n gs

C̃′C′c ?
= 1s01s1 . . . h

sj
j . . . 1sngs

′

From a theoretical point of view the user side of the spending protocol of ACL (Table
7), when supporting the encoding but not revealing attributes, is more efficient than the
one of Brands’ scheme (Table 3), since, following the trick that was first suggested by
Abe [2], the user only needs to compute the updated μp value for the coin verification
instead of proving knowledge of all his attributes. In practice this depends on the relative
cost for executing modular arithmetic in Zq compared to the hash function and the
communication cost.

Deposit. During deposit, the payment machine M sends the coin as well as εp, μp, desc
and the date and time of the transaction to the TA which verifies that both the coin is
valid and desc correctly encodes date/time and IM . Double spending can be checked
later in an off-line fashion. In order to do that the TA needs to check whether a coin
has been deposited with two different desc and desc ′. In this case we will have (εp, μp)

and (ε′p, μ
′
p) and the TA can calculate: γ = (μ′

p −μp)/(εp − ε′p) and z1 = ζ
1/γ
1 , the TA
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can find the user to whom z1 was given and “punish” him. A useful observation is that
in the ACL scheme, when a user is found cheating, his identity can be revealed without
the TA learning his secret key and attribute values. From a privacy point of view this is
much better, since the user does not need to form a new secret key and commit to his
attributes all over again, after getting “punished” by the TA .

4 Framework Implementation

We will now describe important aspects of our implementation. In our measurement
setup the terminal, which represents the vending as well as the payment machines,
is composed of a personal computer and an OMNIKEY smart card reader from HID
Global that is connected to the computer via USB. The user’s payment device is repre-
sented by a BlackBerry Bold 9900, featuring NFC-capabilities. The BlackBerry Bold
9900 is programmed using the BlackBerry Java SDK API 7.1.05 provided by RIM.

4.1 Near Field Communication (NFC) Framework

All aspects of NFC are specified in ISO/IEC standards. We use the card-emulation mode
provided by the BlackBerry API, in which the NFC-smartphone emulates a standard-
conform smart card. Building the payment system on standard appliances, makes it
conform to already installed payment infrastructure and hence facilitates deployment.
The underlying standard of the card emulation mode is ISO/IEC 14443-A. This stan-
dard describes the communication signal interface of contactless smart cards, operating
at 13.56 MHz with a bandwidth of 106 kbit/s. Both the Java SDK API 7.1.0 of the
BlackBerry device, and the JRE 6 System Library of the terminal support this standard.

Data is exchanged between the terminal and the smart card using so called Applica-
tion Protocol Data Units (APDUs). The reader initializes the communication by send-
ing a command APDU to the smart card. The smart card executes this command and
replies with a response APDU. This communication procedure is specified in standard
ISO/IEC 7816-4. Note that the size of an APDU is limited to 256 bytes, which impacts
the execution time of the protocols, as will be discussed further in Section 5.

4.2 Cryptographic Framework

We base the schemes on Elliptic Curve Cryptography, and deduce from [10] that a 160-
bit elliptic curve presents sufficient security for a micro-payment system. We chose the
standardized curve secp160r1 from [13]. The underlying prime field of this curve Zp is
based on a generalized Mersenne prime p = 2160−231−1, which allows for an efficient
implementation of the curve arithmetic. On the terminal side we use the Bouncy Castle
Crypto Library version 1.56. This library provides a general elliptic curve framework
supporting the use of many different curves. A dedicated implementation of the elliptic
curve functionality for the terminal’s hardware could lead to a better performance of the

5 http://www.blackberry.com/developers/docs/7.1.0api/
6 http://www.bouncycastle.org/

http://www.blackberry.com/developers/docs/7.1.0api/
http://www.bouncycastle.org/
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execution of the payment schemes and is realistic in the transportation setting. However,
our investigations focus on the execution of the protocols on the user device and the
communication of the protocols, which is why we chose to use a standard library for
the terminal side’s implementation.

The representation of finite field elements differs in the CryptoInteger class on the
BlackBerry and the BigInteger class that the Bouncy Castle library on the terminal is
based on. While BigInteger is a signed variable CryptoInteger is unsigned, which has
to be regarded during the conversion between those two types. The data is sent as byte
arrays over the NFC communication link, where an element in Zp is represented as an
array of 20 bytes. Since the size of the byte-array representation of the integer values
can be shorter than the designated 20 bytes, we pad with leading 0x00, when receiving
an element.

The BlackBerry API 7.1.0. supports the curve secp160r1. As such, an implementa-
tion of the ECDH key agreement based on this curve is provided by the API. Yet, the
BlackBerry API does not implement all functionality necessary for the implementa-
tion of the proposed e-cash schemes, and hence had to be extended. Point addition and
doubling were implemented in Java making use of the modular arithmetic functionality
provided in the BlackBerry API. The implementation method to execute the scalar mul-
tiplication efficiently is described in detail in the following. Note, the implementation
is customized for the curve secp160r1, but could easily be adapted to all other curves
supported by BlackBerry API since version 3.6.0, which range from 160- to 571-bit
curves5.

Efficient Execution of EC Scalar Multiplication Using the ECDH Key Agreement.
An implementation of the scalar multiplication Qk = k·P in Java, making use of the
modular arithmetic functionality provided in the BlackBerry API, leads to an execution
time for the scalar multiplication of about 141 ms. Fortunately, the API contains the
ECDHKeyAgreement class. This class offers the method generateSharedSecret, which
executes a scalar multiplication of the input point P = (xP , yP ) with the input scalar
k. This method executes in 1 ms, but only returns the x-coordinate xQk

of the resulting
point Qk. In the protocols of the considered payment schemes multiple point multi-
plications have to be executed. Hence, knowledge of the y-coordinate yQk

of Qk is
essential for further computations.

This drawback can be overcome. Going from the short Weierstrass equation (y2 =
x3 + ax+ b), on which the chosen elliptic curve is based, the magnitude of yQk

can be

calculated as yQk
=

√
x3
Qk

+ axQk
+ b mod p.7 This results in two options for the

resulting point Qk:

Qk = (xQk
,±yQk

)

{
Q

(+)
k = (xQk

,+yQk
)

Q
(−)
k = (xQk

,−yQk
)

(1)

To choose the correct option (Q(+)
k or Q(−)

k ) for Qk we verify yQk
over the coherence

Qk+1 = Qk+P = (k + 1)·P . We pick the positive result +yQk
and calculate the

7 Algorithm 3.36 in [27] describes how to calculate the square root in Zp, if p ≡ 3 mod 4,
which holds for the chosen curve.
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x-coordinate of Q(+)
k+1 by adding Q

(+)
k and P , using the group law for point addition

on an elliptic curve [21]

x
(+)
Qk+1

=

(
+yQk

− yP
xQk

− xP

)2

− xP − xQk
mod p. (2)

Then we check whether the result is equal to the x-coordinate of Qk+1 returned when
executing the generateSharedSecret function on (k + 1) and P . While this algorithm,
which is summarized as Algorithm 4.1, executes the generateSharedSecret method
twice and calculates a square root in the prime field Zp, it still achieves a major speed-up
in execution time, when compared to the Java implementation based on the arithmetic
functionality that is provided in the BlackBerry API, i.e. yields an execution time of
around 4 ms.

Algorithm 4.1. Recovering the y-coordinate, when using the ECDH key agree-
ment class for point multiplication

Data: input point P , input scalar k
Result: x- coordinate and y-coordinate of resulting point Q = (xQ, yQ)

1 begin
2 xQk ← generateSharedSecret(k, P )
3 xQk+1 ← generateSharedSecret((k + 1), P )

4 ±yQk =
√

x3
Qk

+ a · xQk + b mod p

5 x
(+)
Qk+1

=
(

+yQk
−yP

xQk
−xP

)2

− xP − xQk mod p

6 if xQk+1 == x
(+)
Qk+1

then
7 return (xQk ,+yQk);
8 else
9 return (xQk ,−yQk);

5 Implementation Results and Evaluation

The time critical phases of the e-cash schemes are the withdrawal and especially the
spending phase, as those have to be executed frequently, whereas the account opening
only happens once for each user (or once per year, when creating new public keys of
the system each year). We limit the discussion of our results to those time critical parts.

The results for the execution of the withdrawal and the spending phase for all schemes
are presented in the Tables 9 and 10 respectively. We present two cases: I) Brands’ e-
cash scheme, when not allowing, and Abe’s scheme, which does not allow, the encoding
of attributes, and II) Brands’ scheme and ACL when allowing the encoding of two at-
tributes and revealing both of them. Note that the private key of the user is not counted
as an attribute, i.e. he encodes two attributes L2 and L3 additionally to his private key
L1. Of course, our implementation could support a bigger number of attributes if the
transportation system requires so, but keep in mind that there is a trade-off between the
number of attributes and the spending time.
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Table 9. Execution time of withdrawal per coin for I) Brands and Abe not supporting attributes
and II) Brands and ACL supporting the encoding of and revealing 2 attributes

Scheme
Execution time in milliseconds

Terminal Communication Smartphone Total

I) Without attributes
Brands 66.1 45.1 123.8 235

Abe 93.6 69.6 137.5 301

II) With attributes
Brands 73.2 44.1 128.7 246

ACL 93.6 69.9 137.5 301

Table 10. Execution time of spending per coin for I) Brands and Abe not supporting attributes
and II) Brands and ACL supporting the encoding of and revealing 2 attributes

Scheme
Execution time in milliseconds

Terminal Communication Smartphone Total

I) Without attributes
Brands 58.8 96.8 1.4 157

Abe 79.3 81.0 10.7 171

II) With attributes
Brands 87.3 114.8 2.0 204

ACL 151.2 221.4 11.4 384

Figure 1 illustrates those results, where the execution times of the different proto-
cols have been summarized to: Terminal all computation executed on the terminal side,
Communication execution time of the entire communication, and Smartphone all com-
putation executed on the BlackBerry smartphone. In our implementation all steps are
executed serially, i.e. while waiting for the terminal the execution on the smartphone is
suspended. This resembles the execution on a standard smart card. Due to the extended
capabilities of the smartphone, computations on the smartphone and the terminal could
be parallelized, which would lower the total execution time. For example could the TA
in the withdrawal protocol of ACL send the number rnd to the user right after gen-
erating it. Then while the TA calculates a, a′1 and a′2 the user could at the same time
calculate z1, ζ, ζ1 and ζ2.

An advantage of the ACL scheme is that for the revealing attributes phase (Table
8) the values C′, ζ̃1, C̃′ can be precomputed, which has been realized for the imple-
mentation at hand. The computation time for those precomputed values is 39 ms and
is not included in the results. By doing so the total execution time for spending a coin
of all schemes does not exceed 400 ms, which is close to the acceptance threshold for
spendings in the transportation domain, which is 300 ms[31]. Hence, the implementa-
tion shows that it is feasible to spend a coin meeting the extreme time constraints of the
transportation setting. Spending several coins serially exceeds those time constraints.
Yet, the execution time could be further reduced by batching the executions that are
required for spending several coins.

While the terminal side is represented by a powerful computer the execution of a
scalar multiplication on the terminal takes longer than on the BlackBerry device; on
the BlackBerry an execution of the point multiplication takes 4 ms, whereas on the
computer it takes 6 ms. As mentioned in Section 4 we focus on the execution time on
the payment device and of the communication. The implementation results could be
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Fig. 1. Execution times of the (a) withdrawal and (b) spending protocols for the cases I) not
supporting attributes and II) supporting the encoding and revealing 2 attributes

improved when not relying on a Java implementation for the terminal side, which is a
realistic scenario, since the TA has full control over those devices.

Surprisingly, a limiting factor for the execution of the different protocols is the card
emulation mode supported by the BlackBerry device. The communication bandwidth is
limited to 106 kbits/sec, while the maximum bandwidth supported by the NFC standard
is 424 kbits/sec. An additional deceleration limits the practical bandwidth on the appli-
cation layer to 62.5 kbit/s. Since the communication plays an integral part in the execu-
tion of the spending protocol, a faster communication could significantly improve the
execution timings (Figure 1). Moreover, the length of an APDU is limited to 256 bytes.
For some protocol steps data had to be sent using two APDUs. Hence, the overall exe-
cution time could be improved when allowing longer APDUs.

A further observation is that the computational complexity of Brands’ spending pro-
tocol, when allowing attributes, decreases the more of them are revealed. Yet, at the
same time the data to be communicated increases. For our implementation the increase
in data that needs to be communicated, dominates the change in execution time. This
could be different for other platforms, where the communication plays a less important
role in the overall execution time of the protocol.

Table 11 shows the coin size for each of the schemes, i.e. the data that needs to be
stored on the user device for each coin. Since for the ACL scheme C′, ζ̃1, C̃′ have been
precomputed, they need to be stored together with rnd′ on the device as part of the
coin. If storage space would be more critical in comparison to the execution time, those
values could be computed on-the-fly when spending a coin, which would lead to the
same storage amount for a coin as in Abe’s scheme, but longer execution times.

In the following we will estimate the database requirements for our e-cash based
transportation payment system. We base our estimations on the Massachusetts Bay
Transportation Authority (MBTA) system. The MBTA reports an average ridership of
1.28 million trips per day for February 2013 [26]. In the case of Brands’ e-cash with
attributes scheme the TA needs to store the values A, d, (R, r1, . . . , rn) for each coin
in the database, in order to detect double-spending at a later point in time. Assuming
the encoding of two attributes, this results in 146 bytes per coin or average 178 MB
per day that need to be stored in the database. In the case of ACL the TA has to have
two databases. One stores the values z1 together with the public key pkU of a user for
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Table 11. Coin size (per coin data stored on user device) for the cases I) Brands and Abe not
supporting attributes and II) Brands and ACL supporting 2 attributes

Scheme Coin Elements Coin Size
in bytes

I) Without attributes
Brands A,B, z′, a′, b′, r′, s, x1, x2 289

Abe ζ, ζ1, ρ, ω, ρ
′
1, ρ

′
2, ω

′, τ, γ 229

II) With attributes
Brands A,B, z′, a′, b′, r′, s, x0, x1, x2, x3 331

ACL ζ, ζ1, ρ, ω, ρ
′
1, ρ

′
2, ω

′, τ, γ, rnd, rnd′, C′, ζ̃1, C̃′ 394

each withdrawn coin and another one that stores ζ1, desc, εp and μp for each spent coin
(186 bytes per coin or 227 MB per day). Managing large databases does not primar-
ily depend on the number of data records and the size of the related storage. It greatly
depends on the complexity of the search-and-join algorithm. In our case the database
just has to operate with primary-key related search requests – in the case of Brands’
scheme it is the 21 byte value A. Executing the search-and-join algorithm to add a set
of 1.28 million data records to a database that has 1 billion entries should be executable
within a couple of minutes.

6 Conclusion

Brands’ [11], Abe’s [2] and ACL [4] e-cash are all suitable payment schemes for use
in public transport, due to their efficiency during the spending phase. While the ACL
scheme is a little less efficient than Brands’ with attributes, it is the only practical e-cash
with attributes that comes with a formal proof of security. This paper presented an ex-
plicit description of e-cash with attributes for both Brands’ [11] and ACL [4] schemes.
Further it presented a full implementation of Brands’ with and without attributes, Abe’s
and ACL on a BlackBerry Bold 9900. We proposed a method that allows the use of the
ECDHKeyAgreement class of the BlackBerry API to calculate the point multiplication,
by recovering the y-coordinate of the resulting point, which led to transaction times
that meet real-world requirements of transportation payment systems for all considered
schemes. Surprisingly, a limiting factor of the transaction is the NFC communication
bandwidth. Phones equipped with Android release, 4.0 (Ice Cream Sandwich, ICS) or
higher can easily be extended with Spongy Castle, the repackage of Bouncy Castle for
Android. It does support EC key generation, ECDH key exchange and ECDSA signa-
tures. Yet, when using this class the execution of the generateSharedSecret function on
the Samsung Galaxy S3 is much slower than the presented results on the BlackBerry
Bold 9900. As part of future work use of the Android NDK can be investigated to reach
the timing requirements of the transportation setting.
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Abstract. Aggregate statistics computed from time-series data contributed by
individual mobile nodes can be very useful for many mobile sensing applica-
tions. Since the data from individual node may be privacy-sensitive, the aggre-
gator should only learn the desired statistics without compromising the privacy
of each node. To provide strong privacy guarantee, existing approaches add noise
to each node’s data and allow the aggregator to get a noisy sum aggregate. How-
ever, these approaches either have high computation cost, high communication
overhead when nodes join and leave, or accumulate a large noise in the sum ag-
gregate which means high aggregation error. In this paper, we propose a scheme
for privacy-preserving aggregation of time-series data in presence of untrusted ag-
gregator, which provides differential privacy for the sum aggregate. It leverages a
novel ring-based interleaved grouping technique to efficiently deal with dynamic
joins and leaves and achieve low aggregation error. Specifically, when a node joins
or leaves, only a small number of nodes need to update their cryptographic keys.
Also, the nodes only collectively add a small noise to the sum to ensure differential
privacy, which is O(1) with respect to the number of nodes. Based on symmetric-
key cryptography, our scheme is very efficient in computation.

1 Introduction
Mobile devices such as smart phones are ubiquitous today with an ever-increasing pop-
ularity. These devices are equipped with various sensors such as camera, accelerometer,
GPS, etc. Mobile sensing exploits the data contributed by mobile users (via the mobile
devices they carry) to infer rich information about people (e.g., health, activity, and so-
cial event) and their surrounding (e.g., pollution and weather). Applications of mobile
sensing include traffic monitoring [1], environmental monitoring [2], healthcare [3], etc.

In many scenarios, stream data from the mobile users over time can be collected,
aggregated, and mined for obtaining or identifying useful patterns or statistics over a
population [4]. In applications such as CarTel [5] and N-SMARTS [6], participants
generate time-series data such as their location, speed, the pollution density and noise
level in their surroundings, etc. These data can be aggregated to obtain the traffic pattern
and pollution map. For another example, the average amount of exercise (which can be
measured by motion sensors on smartphones [3]) that people do in every day can be
used to infer public health conditions.

The above examples suggest that aggregate statistics computed from time-series data
contributed by individual users can be very useful in mobile sensing. However, in many
cases, the data from individual users may be privacy-sensitive, and the users do not trust

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 60–81, 2013.
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any single third party to see their data in cleartext. A user’s data, if directly collected,
can be used to infer the user’s daily activities and health conditions. For instance, to
monitor the propagation of a new flu, the aggregator will collect information on the
number of patients infected by this flu. However, a patient may not want to directly tell
the aggregator that she is infected. Thus, a challenge is to allow an untrusted aggregator
to obtain the useful aggregate while preserving individual users’ privacy.

Table 1. Comparison between existing schemes and our scheme

Scheme Total comm. Comm. Aggregation Dynamic Comm. per Cryptography
per interval model error join & leave join & leave

[7] O(n) N ↔ A O(1) No - Public-key
Basic [8] O(n) N → A O(1) No O(n) Public-key

Binary [9] O(n log n) N → A Õ((log n)
3
2 ) Yes O(1) Public-key

[10] O(n) N → A O(1) Yes O(1) Public-key
Our scheme O(n) N → A O(1) Yes O(d) Symmetric-key
N → A: node-to-aggregator uni-directional. N ↔ A: interactive between node and aggregator.
n: number of nodes. d: a parameter of our scheme (smaller than 100 in most practical settings).

The problem of privacy-preserving aggregation of time-series data in presence of
untrusted aggregator has been studied in [7] and [8]. They combine differential pri-
vacy [11, 12] and cryptography techniques to provide distributed differential privacy,
such that only negligible information about the node can be leaked even if the aggrega-
tor has arbitrary auxiliary information. In these schemes, each node independently adds
appropriate noise to her data before aggregation, and the aggregator gets a noisy sum
instead of the accurate sum. A large enough noise is accumulated in the aggregate to
achieve differential privacy. These schemes also rely on a special encryption technique
where each node encrypts its noisy data with a key, sends the encrypted data to the ag-
gregator which can decrypt the sum of the nodes’ noisy data without learning anything
else.

In these schemes, all nodes collectively add a sufficient amount of noise (required
for differential privacy) to the sum aggregate, and there is only O(1) aggregation er-
ror (i.e., the difference between the noisy sum and the accurate sum). However, these
schemes cannot efficiently support dynamic joins and leaves. For example, in [8], when
a node joins or leaves, the encryption keys of all nodes are updated, which means high
communication overhead in a large system. Thus, these schemes are not suitable for
applications with many nodes and high churn rate. Chan et al. [9] propose a binary
interval tree technique which can reduce the communication cost for joins and leaves,
but their scheme has high aggregation error which means poor utility of the aggregate.
A recent scheme [10] can efficiently support dynamic joins and leaves, but it has high
computation overhead due to the use of public-key cryptography, and thus may not be
appropriate for mobile sensing scenarios with resource-constrained devices, short ag-
gregation periods, and many aggregate statistics collected simultaneously.

In this paper, we propose a new scheme which can efficiently deal with dynamic
joins and leaves and achieve low aggregation error (see Table 1). Specifically, when a
node joins or leaves, only a small number of nodes need to update their encryption keys,
which is in the order of tens in most practical settings irrespective of the total number
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of nodes. Also, the nodes collectively add O(1) noise to the aggregate for differential
privacy. Our main contribution is a new technique – interleaved grouping. We propose
a novel ring-based interleaved grouping construction, which divides nodes into groups
of smaller size such that (1) at most three (four) groups of nodes need to be updated for
each join (leave) and (2) the aggregator can only learn the sum of all nodes’ data but
nothing else. The scheme is very efficient in computation since it is based on HMAC.
Implementation-based measurements show that our scheme is two orders of magnitude
faster than existing schemes in encryption and/or decryption.

The remainder of this paper is organized as follows. Section 2 discusses related work.
Section 3 presents the system overview and models. Section 4 and 5 describe the basic
idea of interleaved grouping and a ring-based construction. Section 6 presents an aggre-
gation protocol based on ring-based interleaved grouping. Section 7 presents evaluation
results. Section 8 discusses extensions. The last section concludes this paper.

2 Related Work

Security and privacy in mobile sensing systems have been addressed by many works
(e.g., [13–16]), but they do not consider aggregation of data. There are many existing
works (e.g., [17]) on privacy-preserving data aggregation, but most of them assume a
trusted aggregator. Shi et al. [18] proposed an aggregation scheme for mobile sensing,
but the scheme does not consider time-series data. The two constructions [19,20] based
on additive homomorphic encryption [17] do not guarantee differential privacy.

Recent works [7–9] address differentially private aggregation of time-series data.
Rastogi and Nath [7] designed an encryption scheme based on threshold Paillier cryp-
tosystem, but their construction requires an extra round of interaction between the ag-
gregator and the nodes in every aggregation period. Shi et al. [8] proposed a Diffie-
Hellman-based encryption scheme, where no communication is required from the ag-
gregator to the nodes. However, their scheme redistributes encryption keys to all nodes
when a node joins or leaves, inducing high communication cost. To deal with dynamic
joins and leaves and provide fault tolerance, Chan et al. [9] extend the construction in [8]
with a binary interval tree technique which reduces expensive rekeying operations.
However, in their scheme, since each node’s data is aggregated into multiple sums,
a large noise is added to each node’s data to provide differential privacy, which leads to
high aggregation error. Recent designs [21] employ an honest-but-curious proxy server
to tolerate the churn of a small fraction of nodes, but it is unknown how they work when
many nodes leave. Jawurek et al. [10] proposed a fault-tolerant aggregation scheme, but
it employs Paillier cryptosystem which is expensive in computation.

Grouping has been recently used for differentially-private publication of graph topolo-
gies [22, 23]. These solutions divide a dataset into disjoint groups, which is different
from our interleaved grouping technique.

3 Overview

3.1 Problem Definition

Our system model is shown in Figure 1. An aggregator wants to get the sum aggregate
of n mobile nodes periodically. Let x(t)

i (x(t)
i ∈ {0, 1, ..., Δ}) denote the data of node
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i in aggregation period t (t = 1, 2, 3, ...). Then the sum aggregate for time period t is∑n
i=1 x

(t)
i . Since the accurate sum may leak node privacy in presence of side informa-

tion [11, 12], the aggregator is only allowed to obtain a noisy sum (i.e., the accurate
sum plus some noise). In each time period t, each node i adds noise r

(t)
i to her data

x
(t)
i , encrypts the noisy data x̂

(t)
i = x

(t)
i + r

(t)
i with her key k

(t)
i and sends the cipher-

text to the aggregator. The aggregator uses the capability k
(t)
0 to decrypt the noisy sum∑n

i=1(x
(t)
i + r

(t)
i ). Here, k(t)i and k

(t)
0 change in every time period. In the following,

when we describe our solution, we usually focus on the aggregation scheme in one time
period. For simplicity, we omit the superscript t and write xi, ri, ki and k0 instead.

Each mobile node communicates with the aggregator via 3G, WiFi, or other available
access networks. Source anonymity [24] is not necessary since data content is protected.
Peer-to-peer communication among the nodes is not required, because nodes may not
know each other for privacy reasons and such communication is nontrivial due to the
mobility of nodes in mobile sensing. We assume that time is synchronized among nodes.
In mobile sensing, mobile devices (e.g., smartphones) usually have embedded GPS
receivers, which can easily synchronize time without communications among them.

There are three requirements regarding privacy. First, the aggregator only learns the
noisy sum but nothing else (e.g., intermediate results). Second, a party without the
aggregator capability learns nothing. This is aggregator obliviousness [8]. The third
requirement is differential privacy. Intuitively, the sum obtained by the aggregator is
roughly the same no matter if a specific node is in the system or not.

1 c1 = Enc(k1; x1 + r1)

2 c2 = Enc(k2; x2 + r2)

n cn = Enc(kn; xn + rn)

Dec(k0; c1; :::; cn) P
(xi + ri)

data noise

nodes aggregator

Fig. 1. An overview of our system

3.2 Trust Model

The aggregator is untrusted. A number of nodes may collude with the aggregator and
reveal their data and noise values. We refer to these nodes as compromised nodes and
refer to others as good nodes. We assume that the fraction of compromised nodes that
collude is at most γ, and nodes are equally likely to collude. Similar to [8], we assume
that the system has an a priori estimate over the upper bound of γ, and uses it in our
protocol. The aggregator may eavesdrop all messages sent to/from every node. Also, all
entities are computationally bounded.

We also assume a key dealer which issues keys to the nodes and the aggregator via
a secure channel. For now, we assume that the key dealer is trusted, and we relax this
assumption in Section 8. Malicious nodes may perform data pollution attacks in which
they lie about their data values in order to change the aggregate. Data pollution attacks
are outside the scope of this paper, and their influence can be bounded if each node uses
a non-interactive zero-knowledge proof to prove that its data is in a valid range.
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3.3 Basic Scheme

Let us first look at a simple basic scheme, which is a variant of the scheme proposed in
[8]. Basically, it uses the same data perturbation algorithm as in [8]. However, since the
encryption method of [8] is not efficient in computation (especially for the aggregator
to get the sum), it replaces the encryption method with the construction in [20] which
also achieves aggregator obliviousness but has much less computation overhead.

Encryption Method. Setup: The key dealer generates a set S of nc random secrets s1,
..., snc. It divides them into n random disjoint subsets S1, ..., Sn, with c secrets in each
subset. Clearly, S =

⋃n
i=1 Si. The key dealer randomly selects a subset Ŝ of q secrets

and assigns them to the aggregator. It then evenly divides S − Ŝ into n random disjoint
subsets S̄1, ..., S̄n. Clearly, S = (

⋃n
i=1 S̄i)

⋃ Ŝ . It assigns Si and S̄i to node i.
Encryption: In time period t ∈ N, node i generates key ki = (

∑
s′∈Si

h(fs′(t)) −∑
s′∈S̄i

h(fs′(t))) mod M , where M = 2	log2 (nΔ)
. Here, fs′ is a member of the
pseudorandom function (PRF) family Fλ = {fs′ : {0, 1}λ → {0, 1}λ}s′∈{0,1}λ in-
dexed by s′. As suggested in [17,20], it can be implemented with HMAC, where fs′(t)
is the HMAC of t with s′ as the key. Function h maps the output of fs′ to a uniform
random value in [0,M − 1]. A simple construction for h is to truncate the output of fs′
into shorter bit strings of length log2 M and use the exclusive-OR of all these strings as
the output. Node i encrypts its noisy data x̂i by computing ci = (ki + x̂i) mod M .
Decryption: In time period t ∈ N, the aggregator generates key k0 = (

∑
s′∈Ŝ h(fs′(t)))

mod M and decrypts the noisy sum Ŝ =
∑n

i=1 x̂i by computing Ŝ = (
∑n

i=1 ci − k0)
mod M . It is easy to verify that k0 = (

∑n
i=1 ki) mod M . Hence, the aggregator can

get the correct noisy sum. Also, since only the trusted key dealer and the aggregator
know the secrets used by the aggregator, no other party can learn the sum.

By assigning a large-enough number of secrets to each node and the aggregator (i.e.,
c and q are large enough), this method ensures that it is computationally infeasible for
the adversary to guess the secrets assigned to a particular node or the aggregator. More
formally, for l-bit security, the probability of a successful guess is smaller than 2−l.
Table 2 shows the values of c and q for 80-bit security when γ = 0.2.

Table 2. The values of c and q for 80-bit security [20]

n 103 104 105 106

c 5 4 3 3
q 8 6 5 4

As a common practice of security, the secret used to calculate HMAC cannot be
repeatedly used forever and should be updated after being used for a certain length
of time (e.g., one year). The proper length of time can be determined following the
guidelines discussed in [25]. After this period of time (which is usually long), the key
dealer needs to rerun the setup phase and update the secrets.

The basic scheme is very efficient in computation due to the use of HMAC. We
note that our interleaved grouping technique (see later) can also be applied upon other
aggregator oblivious encryption schemes (e.g., [8, 19]) with different tradeoffs.
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Data Perturbation. Shi et al [8] show that differential privacy can be achieved by
adding a noise that follows diluted geometric distribution to each node’s data.

Definition 1. Geometric Distribution. Let α > 1. Geom(α) denotes the symmetric ge-
ometric distribution with parameter α. Its probability mass function at k (k = 0,±1,
±2, ...) is α−1

α+1 · α−|k|.

Definition 2. Diluted Geometric Distribution. Let α > 1 and 0 < β ≤ 1. A ran-
dom variable follows β-diluted Geometric distribution Geomβ(α) if it is sampled from
Geom(α) with probability β, and is set to 0 with probability 1− β.

In time period t, node i generates a noise ri from Geomβ(α) and computes x̂i =
xi + ri. Parameters α and β are set as α = e

ε
Δ and β = min( 1

(1−γ)n ln 1
δ , 1), where ε

and δ are privacy parameters. Given that the encryption method is aggregator oblivious
(i.e., the aggregator only learns the noisy sum but nothing else), the data perturbation
procedure achieves (ε,δ)-differential privacy [8]:

Theorem 1. Let 0 < δ < 1, ε > 0, α = e
ε
Δ and β = min( 1

(1−γ)n ln 1
δ , 1), where γ is

the maximum fraction of nodes compromised. If each node adds noise Geomβ(α), the
above perturbation procedure achieves (ε,δ)-distributed differential privacy1.

With this data perturbation method, roughly one copy of geometric noise Geom(α) is
added to the sum, which is required to ensure ε-differential privacy [26]. Strictly speak-
ing, the basic scheme achieves differential privacy against polynomial-time adversaries,
since the encryption method is secure against polynomial-time adversaries.

Problem with the basic scheme. In the basic encryption method [20], when a node
joins or leaves, the key dealer must issue a new set of secrets to every node and the
aggregator to ensure security. This induces high communication overhead and makes
it impractical for large-scale mobile sensing applications with high churn rate. Thus,
efficient techniques should be proposed to deal with dynamic joins and leaves.

3.4 Naive Grouping

Intuitively, we can apply grouping on top of the basic scheme to reduce the communi-
cation cost of dynamic joins and leaves.

Naive Grouping. The n nodes are divided into g disjoint groups of equal size, and the
basic scheme is applied to each group independently. The aggregator has the capability
to decrypt the sum of each group. To provide differential privacy, one copy of geometric
noise is added to the sum of each group. As some positive and negative noises cancel
out, the accumulated noise in the final aggregate is O(

√
g) with high probability. When

a node joins or leaves a group, only the n
g nodes in this group are redistributed secrets.

The problem with Naive Grouping is that it cannot achieve both low communication
cost for dynamic joins and leaves and low aggregation error, since these two goals
require the parameter g to be tuned in reverse directions. Thus, it is nontrivial to use
grouping to achieve both churn resilience and low aggregation error.

Table 3 summarizes the notations used in this paper.

1 If each node is compromised independently with probability γ, the data perturbation procedure
is proved to achieve (ε,δ)-computational differential privacy [9].
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Table 3. Notations

n Num. of nodes g Num. of groups in Naive Grouping/our scheme
γ Max. fraction of compromised nodes α, β Paras. used to generate noise
xi Data of node i d, x Parameters of our proposed scheme
ri The noise that node i adds to her data k0 The capability used by the aggregator to decrypt
x̂i Noisy data of node i, x̂i = xi + ri noisy sum
Δ Each node’s data is from {0, 1, ..., Δ} ki The encryption key used by node i
ε, δ Parameters of differential privacy l The required security level is l-bit, e.g., l = 80

4 Interleaved Grouping

Although grouping can be used to reduce the communication overhead of dynamic
joins and leaves, the naive grouping scheme has high aggregation error since it adds
one independent copy of geometric noise to each group. To address this problem, we
propose to use a new technique called interleaved grouping.

4.1 Basic Idea

The basic idea is to divide the nodes into interleaved groups, where each group shares
some nodes with other groups. In the setup phase, an independent set of secrets are
assigned to each group of nodes and the aggregator similarly as that in the basic scheme.
For each group, the aggregator does not know the secrets assigned to each member of
the group. A node that belongs to multiple groups will receive secrets from each group
it belongs to. Each node (the aggregator) uses the union of the secrets that it receives to
derive its encryption key (decryption capability). The encryption (decryption) process
is the same as the basic scheme. Clearly the aggregator can decrypt the sum.

Interleaved grouping guarantees that the aggregator cannot learn the sum of any
individual group or the sum of any subset of (not all) nodes (see the example below), and
thus the nodes can collectively add just one copy of geometric noise to the aggregate,
minimizing the aggregation error. When a node joins or leaves a group, the key dealer
runs the setup phase again for this group only. Thus the communication cost is low.

We use the example in Figure 2 to show how interleaved grouping provides that
guarantee. Seven nodes are divided into three interleaved groups, where groupG1 shares

G1

A

D
E

B
C

F
GG2 G3

G1 : SAfs1g; ¹SAfg;SBfs2g; ¹SBfs1g;SCfs3g; ¹SCfg ŜAgg = fs2; s3g
G2 : SAfs4g; ¹SAfg;SDfs5g; ¹SDfs4g;SEfs6g; ¹SEfg ŜAgg = fs5; s6g
G3 : SCfs7g; ¹SCfg;SFfs8g; ¹SFfs7g;SGfs9g; ¹SGfg ŜAgg = fs8; s9g

Fig. 2. The basic idea of interleaved grouping. In this example, A is assigned secrets from both
G1 and G2. A sets kA = h(fs1(t)) + h(fs4(t)). B only receives secrets from group G1, and
it sets kB = h(fs2(t)) − h(fs1(t)). Other nodes set their keys similarly. The aggregator sets
k0 =

∑
i={2,3,5,6,8,9} h(fsi(t)). The aggregator can only get the sum of all nodes.
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node A with G2 and shares C with G3. The secrets assigned to each node and the aggre-
gator are shown in the figure. Suppose the aggregator tries to get the sum of group G2,
i.e., x̂A + x̂D + x̂E . From A’s, D’s and E’s ciphertexts x̂A + h(fs1(t)) + h(fs4(t)),
x̂D + h(fs5(t)) − h(fs4(t)) and x̂E + h(fs6(t)), it sums them and gets (x̂A + x̂D +
x̂E) + h(fs1(t)) + h(fs5(t)) + h(fs6(t)). Although it knows ŜAgg = {s5, s6} and can
get h(fs5(t)) + h(fs6(t)), it does not know s1 (i.e., the secrets assigned to A in group
G1) and hence cannot get the sum of G2. Similarly, it cannot get the sum of G1, G3 or
any other strict and non-empty subset of nodes.

4.2 Security Condition

When nodes may be compromised, the following security condition should be satisfied.

Condition 1: Let S denote an arbitrary strict and non-empty subset of groups. There
exists a good node N , group G ∈ S and group G′ �∈ S, such that N ∈ G and N ∈ G′.
The following theorem (see proof in the technical report [27]) explains why Condition
1 is needed.

Theorem 2. In interleaved grouping, the aggregator cannot obtain the sum of any strict
and nonempty subset of good nodes if and only if Condition 1 is satisfied.

According to Theorem 2, any specific interleaved grouping scheme needs to and only
needs to satisfy Condition 1. Thus, Condition 1 can be used to guide the construction
of interleaved grouping schemes. In the next section, we present such a scheme based
on a ring structure.

1
2

3

4

G1

G2G3

G4

G0
1

G0
2

G0
3

G0
4

5

Fig. 3. Ring-based interleaved grouping. In this example, the nodes form eight groups, four dis-
joint groups in the outer ring (G1–G4) and four disjoint groups in the inner ring (G′

1–G′
4). Groups

on different rings may overlap. Group G1 and G′
1 overlap, and they share node 1 and 2.

5 Ring-Based Interleaved Grouping

For interleaved grouping, it is nontrivial to satisfy Condition 1. With a total of g groups,
there are about 2g possible subsets of groups. Unless g is very small, it is infeasi-
ble to adjust each possible subset to satisfy the condition. In this section, we present
a novel interleaved grouping construction which addresses this challenge with a ring
structure.
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G

l’ l’+1 r-1 r

G:left G:right

(a) Group with nodes l′, ..., r

L R

L:right R:left

(b) Two neighbor groups

Fig. 4. Segment representation of groups

5.1 Ring-Based Group Structure

As shown in Figure 3, the nodes are arranged into a node ring, which is mirrored to
two virtual rings, the outer ring and inner ring. Each virtual ring is partitioned into
segments, and the nodes in a segment form a group. Each node belongs to two groups,
one in each virtual ring. Groups in the same virtual ring are disjoint, but groups in
different virtual rings may overlap (i.e., they share at least one node). A group in the
inner (outer) ring will overlap with one or more groups in the outer (inner) ring.

The Basic Structure. Since the node ring and the two virtual rings are identical, we
use “the ring” to refer to the structure when the context is clear. Suppose there are
n (n ≥ 2d) nodes in the ring indexed from 0 to n − 1 in the clockwise order. For
convenience, we use a directed segment to represent a group, say G (see Fig. 4(a)). The
direction from left to right corresponds to the clockwise order in the ring. Let l′ and
r denote the indexes of the leftmost and rightmost node in G. Then the left and right
boundary of G are defined as G.left = l′ − 0.5 and G.right = r + 0.5, respectively. Let
|G| denote the number of nodes in G. We have |G| = (G.right − G.left) mod n.

Suppose L and R are two neighbor groups in the same virtual ring, and L.right =
R.left (see Fig. 4(b)). L.right (or R.left) is the border between L and R. Term “move
L.right to the right by y” means that L.right and R.left are increased by y mod n,
i.e., the leftmost y nodes of R are moved to L. Term “move R.left to the left by y” is
interpreted similarly.

Overlap Patterns. Two groups in different virtual rings can overlap in two patterns
(see Figure 5). In Pattern I, one group is a strict subset of the other group. In Pattern
II, the two groups have nodes in common, but each group also has some nodes that the
other group does not have.

5.2 Properties

To satisfy Condition 1 and reduce the communication cost of dealing with dynamic
joins and leaves, the ring-based group structure has the following properties:

Overlap Property: Any two groups that overlap share at least x nodes. x is large enough
to make it infeasible (i.e., with probability smaller than 2−l) that none of the shared
nodes is good (see later).
Interleave Property: If two neighboring nodes in the ring belong to two neighboring
groups in one virtual ring, they belong to the same group in the other virtual ring.
Group Size Property: Each group has d (d > 2x) to 2d− 1 nodes.
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G
A

(a) Pattern I

G
A

(b) Pattern II

G
A

(c) Pattern II

Fig. 5. The two patterns that two groups G and A may overlap where |G| ≥ |A|. G and A are in
different virtual rings. In (b) and (c), G overlaps with the left and right part of A, respectively.

An example of the interleave property is shown in Figure 3. Two neighboring nodes 4
and 5 belong to neighboring groupsG1 and G2 in the outer ring, and they are in the same
group G′

2 in the inner ring. The group size property is required by our group adjustment
algorithms.

Theorem 3. In ring-based interleaved grouping, the overlap and interleave property
ensure that Condition 1 is satisfied.

Proof. See the technical report [27].

Comments: Due to Theorem 2 and 3, the ring-based construction guarantees that the
aggregator cannot obtain the sum of any strict and nonempty subset of good nodes.
For convenience, we say the ring-based grouping is secure if the overlap, interleave and
group size property hold.

Practical Considerations. In practice, the value of x should be sufficiently large such
that for any two groups that overlap, with a high probability (denoted by ps) at least one
of their shared nodes is good. Since each node can be compromised with the same prob-
ability, with standard combinatorial techniques, we can derive that ps = 1− (

γn
x

)
/
(
n
x

)
.

When n is large, ps � 1−γx. Parameter x can be set as the minimum value that satisfies
ps > 1− 2−l:

x = �−l logγ 2�. (1)

To minimize the communication cost of dynamic joins and leaves (see later), parameter
d can be set as the minimum value that satisfies d > 2x, i.e., d = 2x+1. Table 4 shows
the values of x and d for 80-bit security.

Table 4. The values of x and d for 80-bit security

γ 0 0.01 0.05 0.1 0.15 0.2
x 1 13 19 25 30 35
d 3 27 39 51 61 71
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(a) Regrouping in Alg. 2
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(b) Regrouping in Alg. 4
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A B
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(c) Regrouping in Alg. 5

Fig. 6. The regrouping in Alg. 2, 4 and 5
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G.right. After splitting G and
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(d) Before join, B.right >
G.right. After splitting G and
moving A.right, |B| = 2d.

Fig. 7. The regrouping (in Alg. 3) when a node joins G and A which overlap in Pattern II.

5.3 Group Management

Suppose initially there are n nodes. Algorithm 1 initializes them into 2n
d groups. Figure

3 shows an instance of initialized groups for n = 16 and d = 4. Clearly, each group
overlaps with two other groups and shares d

2 nodes with each overlapping group. It is
easy to verify that the grouping is secure.

Algorithm 1. initGroup(): Group initialization.
Require: Nodes 0,...,n− 1. Without loss of generality, n is divisible by d.
Ensure: 2n

d
groups G1, ..., Gn

d
, G′

1, ..., G′
n
d

, each of size d.
1: for i from 1 to n

d
do

2: Add nodes (i− 1)n
d

, (i− 1)n
d
+ 1, ..., (i− 1)n

d
+ d− 1 to group Gi

3: Add nodes (i− 1)n
d
+ d

2
mod n, (i− 1)n

d
+ d

2
+ 1 mod n, ..., (i− 1)n

d
+ d

2
+ d− 1

mod n to group G′
i

When a new node joins, it is inserted to a random location in the ring, and added to
the two groups that cover the location of insertion. The two changed groups may violate
the group size property (i.e., having more than 2d − 1 nodes). Similarly, when a node
leaves, it is removed from the ring and from the two groups it belonged to, which may
violate the group size property and overlap property. In these cases, the nodes should
be regrouped so that the three properties still hold.

Algorithm 2-5 show the group adjustment algorithms. Suppose the grouping is se-
cure before the node joins or leaves. Lemma 1-4 show that these algorithms make the
grouping secure. Their proofs can be found in the technical report [27].
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Algorithm 2. adjust(JOIN, I): Re-grouping after a node joins two groups which over-
lap in pattern I (see Fig. 6(a)).
Require: G, A: The two groups that the node joins, |G| > |A|.
1: if |G| < 2d then return;
2: else Split G in the middle into two groups, each of size d;

Algorithm 3. adjust(JOIN, II): Re-grouping after a node joins two groups which over-
lap in pattern II (see Fig. 7(a)).
Require: G, A: the two groups that the node joins, |G| ≥ |A|.
Require: B: A’s neighbor group which also overlaps with G.
Require: Without loss of generality, G overlaps with the right part of A, i.e., G.left > A.left and

G.right > A.right. In this case, B is the right neighbor of A. See Figure 7(a).
1: if |G| < 2d then
2: return;
3: else
4: Split G in the middle into two groups, each of size d;
5: Move A.right to the position P = max{G.left + x,A.left + d};
6: if |B| < 2d then
7: return;
8: else
9: Create a group C, with C.left = A.right and C.right = C.left + d;

10: B.left ← C.right;

Algorithm 4. adjust(LEAVE, I): Re-grouping after a node leaves two groups which
overlap in pattern I (see Fig. 6(b)).
Require: G, A: the two groups that the node leaves, with |G| < |A|.
Require: C, E : the right neighbor of G and A, respectively. See Figure 6(b).
1: if |G| ≥ d then
2: return;
3: else if |C| = d then
4: Merge G and C;
5: else
6: u ← |C⋂A|;
7: if u ≥ x+ 1 then Move G.right to the right by 1;
8: else if u = x and |C| ≥ d+ 2x then Move G.right to the right by 2x;
9: else if u = x and |C| < d+ 2x then Move both G.right and A.right to the right by 1;
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Algorithm 5. adjust(LEAVE, II): Re-grouping after a node leaves two groups which
overlap in pattern II (see Fig. 6(c)).
Require: G, A: the two groups that the node leaves.
Require: D, E : G’s neighbors. D overlaps with A; E does not.
Require: B, F : A’s neighbors. B overlaps with G; F does not.
Require: Without loss of generality, suppose G.left > A.left and G.right > A.right.
1: if |G⋂A| ≥ x then
2: if |G| ≥ d and |A| ≥ d then
3: return;
4: if |G| = d− 1 then
5: if |E| = d then Merge G and E ;
6: else Move G.right to the right by 1;
7: if |A| = d− 1 then
8: if |F| = d then Merge A and F ;
9: else Move A.left to the left by 1;

10: else
11: if |G| ≥ d and |A| ≥ d then
12: if |B| ≥ d+ 1 then Move A.right to the right by 1;
13: else if |D| ≥ d+ 1 then Move G.left to the left by 1;
14: else Move D.right to the right by 2x− 1;
15: if |G| = d− 1 then
16: if |D| = d then Merge G and D;
17: else Move G.left to the left by 1;
18: if |A| = d− 1 then
19: if |B| = d then Merge A and B;
20: else Move A.right to the right by 1;

Lemma 1(2): Suppose a node joins two groups which overlap in Pattern I (II). After
Algorithm 2 (3) is run, the grouping is secure.

Lemma 3(4): Suppose a node leaves two groups which overlap in Pattern I (II). After
Algorithm 4 (5) is run, the grouping is secure.

5.4 Communication Cost Analysis

We measure the communication cost of dynamic joins and leaves by the number of
nodes that the key dealer should reissue secrets to (number of updated nodes for short).
The communication cost of ring-based interleaved grouping is given in the following
theorem (see proof in the technical report [27]).

Theorem 4. In ring-based interleaved grouping, when a node joins (leaves), at most
three (four) existing groups are updated and the number of updated nodes has an upper
bound 4d (6d).

This theorem indicates that the communication cost of ring-based interleaved grouping
depends on parameter d, which in turn depends on parameter γ (see Table 4), the max-
imum fraction of compromised nodes. According to Table 4, the value of d is not large
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when γ is not too high. Thus, the communication cost is low. Note that the cost does
not change with the number of nodes in the system.

6 Applying Ring-Based Interleaved Grouping to Data Aggregation

In this section, we propose a scheme to demonstrate how to apply the ring-based inter-
leaved grouping technique to privacy-preserving data aggregation to achieve both churn
resilience and low aggregation error.

6.1 Encryption Scheme

Setup: The key dealer divides the nodes into groups using Alg. 1, and independently
assigns secrets for each group as done in the basic scheme. Each node i gets secrets
from the two groups that it is in. Let Si1 and S̄i1 denote the sets of secrets received
from one group, and Si2 and S̄i2 denote the sets of secrets received from the other
group. The node merges the secrets as follows: Si = Si1

⋃Si2 and S̄i = S̄i1

⋃ S̄i2. Let
g denote the number of groups generated by Alg. 1. The aggregator obtains Ŝ1, ..., Ŝg ,
where each Ŝj is the decryption capability of one group. It sets the overall decryption
capability as Ŝ =

⋃g
i=j Ŝj .

Encryption: The same as in the basic scheme.
Decryption: The same as in the basic scheme.

Due to the guarantee provided by ring-based interleaved grouping, the aggregator
can only decrypt the noisy sum but nothing else.

6.2 Data Perturbation

The perturbation algorithm is the same as that in the basic scheme, except that parameter
β is set differently (see below).

6.3 Dealing with Dynamic Joins and Leaves

When a node joins or leaves, the key dealer runs Algorithm 2-5 to adjust grouping. For
each adjusted group, it reruns the setup phase to distribute a new set of secrets to the
nodes of the group and to the aggregator. In this process, it only communicates with the
nodes in the adjusted groups, which constitute only a small portion of all nodes.

In the data perturbation part of the basic scheme, each node uses the number of nodes
n to set parameter β (i.e., β = min( 1

(1−γ)n ln 1
δ , 1)), such that all nodes collectively add

just one copy of geometric noise to the aggregate. However, it requires communications
with all nodes upon every join and leave to send the exact value of n to them. Obviously,
it nullifies the benefits of grouping in reducing the communication cost. To address this
issue, we relax the accuracy requirement on the value of n such that n does not have to
be updated to every node upon every join and leave. As a tradeoff, a little more noise is
added compared to the basic scheme.
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Algorithm 6. Procedures run by the key dealer to manage the values of u for nodes.
Require: n: the real number of nodes
Require: ui: the number of nodes that node i uses to set parameter β
1: Initialization:
2: if n is even then u1, u2, ..., un ← �n

2
�+ 1, �n

2
�+ 1, �n

2
�+ 2, �n

2
�+ 2, ..., n, n;

3: else u1, u2, ..., un ← �n
2
�+ 1, �n

2
�+ 2, �n

2
�+ 2, ..., n, n;

4:
5: Join:
6: if Node i joins then
7: n ← n+ 1;
8: ui ← n;
9: Find a node j with uj = min{u1, u2, ..., un};

10: uj ← n;
11:
12: Leave:
13: if Node i leaves then
14: n ← n− 1;
15: Find a node j with uj = max{u1, u2, ..., un};
16: if There exists another node m with um = uj then um ← ui;
17: uj ← �n

2
� + 1;

Specifically, each node records the value of n according to its knowledge. Let u
denote the value recorded by the node. u may not always reflect n, which is the real
number of nodes. Each node uses u to set parameter β for data perturbation, i.e., β =
min( 1

(1−γ)u ln 1
δ , 1). The smaller u is, the more noise is added. u should not be larger

than n to ensure that at least one copy of geometric noise is added to provide differential
privacy, but u cannot be too small to avoid too much aggregation error. Thus, the values
of u at the nodes should be updated appropriately upon dynamic joins or leaves. The
challenge is how to update u without incurring too much communication cost.

We propose Alg. 6 to address this challenge. Table 5 shows a running example of it.

Table 5. An example of Algorithm 6

step operation u1 u2 u3 u4 u5 u6 n

0 initialize 3 3 4 4 - - 4
1 Node 5 joins 3 5 4 4 5 - 5
2 Node 6 joins 6 5 4 4 5 6 6
3 Node 2 leaves 5 - 4 4 5 3 5
4 Node 1 leaves - - 4 4 3 3 4

Aggregation Error. We have a theorem (see proof in the technical report [27]).

Theorem 5. Algorithm 6 guarantees that ∀i, ui ∈ (n2 , n].

Comments: Since u ≤ n, at least one copy of geometric noise is added to the sum
aggregate to provide differential privacy; since u > n

2 , at most one more copy of ge-
ometric noise is added. Thus, the average aggregation error is roughly within twice of
the geometric noise required for differential privacy.
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Communication Cost. Alg. 6 only incurs very small communication cost. When a
node joins, the joining node and another node with the minimum u are updated; when
a node leaves, (at most) two remaining nodes with the maximum u are updated. Thus,
the u of at most two nodes are updated for each join or leave. Considering this property
and Theorem 4, the overall communication cost is as follows.

Corollary 1. When a node joins (leaves), our scheme communicates with at most 4d+2
(6d+ 2) nodes to update their secret keys and their values of u.

7 Evaluations

This section evaluates the communication cost (measured by the number of updated
nodes per join or leave) and the aggregation error of our solution through simulations,
and evaluates the computation cost via implementation-based measurements. We com-
pare our solution against four other schemes: the scheme proposed in [8] (denoted by
SCRCS), the Binary scheme [9], the scheme proposed in [10] (denoted by JK), and the
Naive Grouping scheme presented in Section 3.4.

7.1 Communication Cost of Ring-Based Interleaved Grouping

The communication cost of ring-based interleaved grouping is affected by parameter γ
(i.e., the maximum fraction of nodes compromised). We first evaluate the effect of γ. We
set x and d according to Table 4. To measure the communication cost of join (leave), we
first generate a random initial grouping structure that includes 2000 (102,000) nodes,
and then simulate 105 joins (leaves) over it, resulting in 102,000 (2000) nodes in the
end. We compute the mean and standard deviation over the 105 measurements.

Figure 8 shows the simulation results as well as the analytical upper bound (see
Theorem 4). As γ increases, the communication cost increases. This is because x is
larger (see Eq. 1) and the group size is larger. However, only 170 nodes are updated
even when 20% of nodes are compromised. Also, we found that the communication
cost of our scheme is roughly half of the analytical upper bound.

7.2 Comparisons of Communication Cost

We compare our solution against the other four schemes in communication cost. In
Naive Grouping, parameter g is set such that our scheme and Naive Grouping have the
same average aggregation error. In our scheme, γ = 0.05. We vary the number of nodes
n. For each value of n, we compute the mean and standard deviation over 10000 runs.

Figure 9 shows the results. Clearly, the communication cost of our scheme is much
smaller than SCRCS and Naive Grouping, and is close to Binary and JK. This is because
the ring-based interleaved grouping can effectively reduce the number of nodes that
should be updated for dynamic joins and leaves. Also, the communication cost of our
scheme does not change with parameter n, and hence it can scale to large systems.
Interestingly, our scheme has much smaller communication cost than Naive Grouping
with the same aggregation error, which demonstrates that interleaved grouping achieves
a better balance between communication cost and aggregation error.
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Fig. 8. The communication cost of ring-based interleaved grouping
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Fig. 9. Comparisons between our scheme and other schemes in the communication cost of dy-
namic joins and leaves (log-log scale). For dynamic leaves, the communication cost of Binary
and JK is zero and thus not shown in the log-log plot.

7.3 Comparisons of Aggregation Errors

We compare our scheme with the other four schemes on aggregation error. In Naive
Grouping, the parameter g is set such that Naive Grouping and our scheme have the
same average communication cost for leave. In the simulation, we assume each node’s
data is either 0 or 1 (i.e., Δ = 1). We vary parameters n, ε and δ. For each parameter,
we measure the mean and standard deviation of aggregation error over 10000 runs.

Table 6 shows the mean and standard deviation of aggregation error. As the number
of node increases, the aggregation error of Binary and Naive Grouping also increases
quickly. However, the aggregation error of Our scheme, SCRCS and JK does not change
too much, because on average they add a constant number of copies of geometric noise
to the aggregate. As privacy parameter ε (δ, resp.) decreases, which means a stricter
requirement for differential privacy, all schemes have a higher aggregation error, since
each node needs to add more noise to meet the stronger privacy requirement. In nearly
all cases, the aggregation error in our scheme is one order of magnitude smaller than
Binary and Naive Grouping, and it is within 1.5 (2.5) times of the aggregation error
SCRCS (JK). Thus, our scheme has low aggregation error.

7.4 Implementation and Comparisons in Running Time

We implemented a prototype system in Java. The prototype has two components
which are used as the mobile node and the aggregator respectively. The mobile node
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Table 6. The mean and standard deviation of aggregation error

n = 103 3162 104 31623 105

Binary 247/211 300/260 360/308 386/333 439/381
Naive Grp. 63/48 112/85 199/152 358/269 631/479
Our Sch. 26/23 27/22 26/23 26/22 26/22
SCRCS 18/17 18/17 18/17 18/17 18/17

JK 9.9/9.8 10.2/10.1 10/9.9 10.1/10 10/9.9

ε = 0.05 0.1 0.2 0.3 0.4
Binary 704/609 363/307 178/153 121/103 88/75

Naive Grp. 398/301 199/152 100/75 66/51 50/38
Our Sch. 52/44 26/22 13/11 9/7 6/5
SCRCS 36/34 18/17 8.7/8.5 5.8/5.6 4.6/4.3

JK 19.9/19.8 10/9.9 5.1/5 3.3/3.2 2.5/2.4

δ = 0.01 0.05 0.1 0.15
Binary 409/341 363/307 328/285 315/281

Naive Grp. 248/189 199/152 174/132 159/120
Our Sch. 33/27 26/22 23/20 20/19
SCRCS 23/20 18/17 16/15 15/13

JK 10.2/10.1 10/9.9 10/9.8 9.9/9.9
The number on the left (right) of “/” is mean (standard deviation).
By default, n = 10000, γ = 0.05, ε = 0.1 and δ = 0.05.

component is implemented on a Android Nexus S Phone, which has 1GHz CPU and
512MB RAM, and runs Android 4.0.4 OS. The aggregator component is implemented
on a Windows Laptop with 2.6GHz CPU, 4GB RAM and 64-bit Windows 7 OS. By
running experiments over the prototype, we measured the time needed for the phone to
encrypt a data value and the time needed for the laptop to decrypt the sum aggregate.
For comparison, we also implemented SCRCS, JK and Binary and measured their run-
ning time. As to the JK scheme, the data consumer and the key manager (see [10]) are
implemented together as the aggregator.

Table 7. The analytical computation cost of different schemes

Mobile Node Aggregator
Our Scheme 4c PRFs 2nq

d
PRFs

2 Paillier encryptions & 2 Paillier decryptions &
JK 1 signature generation 2n mod. multiplications & n sig. verifications

SCRCS 2 mod. exp.
√
nΔ mod. exp.

Binary 2(�log2 n�+ 1) mod. exp.
√
nΔ mod. exp.

Table 7 shows the computation overhead of these schemes (see [8–10, 20] for de-
tails). In the implementation, HMAC-SHA256 is used as the PRF of our scheme. For
JK, the Paillier cryptosystem uses a 1024-bit modulus, and RSA (1024-bit) is used as
the digital signature algorithm. For SCRCS and Binary, the high-speed elliptic curve
“curve25519” is used for modular exponentiation.
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Table 8 shows the running time of these schemes. Compared with JK, our scheme
is two orders of magnitude faster in both encryption and decryption. This is because
JK uses the Paillier cryptosystem which is very expensive in computation, but our
scheme is based on HMAC which is very efficient. Compared with SCRCS (Binary),
our scheme is one (two) order(s) of magnitude faster in encryption, and two or three
orders of magnitude faster in decryption when the plaintext space is 1000 or larger.
SCRCS and Binary are very slow in decryption because they need to traverse the pos-
sible plaintext space to decrypt sum, computing one modular exponentiation for each
possible value. Thus, our scheme is the most efficient in computation.

Comments. Our scheme’s high efficiency in computation makes it a better choice for
large-scale mobile sensing applications with large plaintext spaces, high aggregation
loads (e.g., many parallel aggregation tasks per node or per aggregator, short aggre-
gation period), resource-constraint mobile devices (e.g., personal healthcare devices
besides smartphones) and rich statistics.

Table 8. The running time of different schemes

Enc. Decryption
- n = 103 104 105 106

Our Scheme 3.4ms 1.2ms 12ms 0.12s 1.2s
JK 236ms 175ms 1.5s 15s 150s

SCRCS (Δ = 103) 45ms 5.6s 18s 56s 177s
SCRCS (Δ = 104) 45ms 18s 56s 177s 560s
SCRCS (Δ = 105) 45ms 56s 177s 560s 1770s
Binary (Δ = 103) 0.5∼0.9s 5.6s 18s 56s 177s
Binary (Δ = 104) 0.5∼0.9s 18s 56s 177s 560s
Binary (Δ = 105) 0.5∼0.9s 56s 177s 560s 1770s
The encryption time of Binary depends on n, and range [0.5, 0.9] is
obtained for n ∈ [103, 106]. In our scheme, γ = 0.2.

8 Extensions and Discussions

Relaxing the Trusted Key Dealer Assumption. The assumption of trusted key dealer
can be relaxed. Instead, we can assume an honest-but-curious key dealer that does not
collude with the aggregator. It follows our protocol as specified, but may attempt to
infer the data value of nodes from the the protocol transcript and from eavesdropping
all communications. Under this semi-honest model, the only adaptation that should be
made to our protocol is adding one more encryption/decryption to the data that each
node submits to the aggregator. Specifically, each node first encrypts its noisy data as
previously specified with the secrets received from the key dealer, deriving an interme-
diate result c, and then encrypts c using a pre-shared key shared with the aggregator. It
sends the final ciphertext to the aggregator. The aggregator first decrypts each node’s
intermediate result c using the pre-shared key, and then decrypts the noisy sum as previ-
ously specified. So long as the key dealer does not collude with the aggregator, it cannot
get any node’s intermediate result c, and thus cannot get the node’s data value. In future
work, we will explore how to completely remove the key dealer.
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Dealing with Node Failures. Fault tolerance is not the major focus of this paper, but
our solution can be adapted in the following way such that, when some nodes fail, the
aggregator can still obtain the aggregate over the remaining nodes.

Since the key dealer knows the secrets assigned to every node, if some nodes fail
to submit data, the aggregator asks the dealer to submit data on behalf of those failed
nodes. The dealer sets the data value as zero, adds a large-enough (see below) noise
r to it, encrypts the noisy data with the secrets of all those failed nodes, and submits
the obtained ciphertext to the aggregator. The aggregator can decrypt the sum over the
functioning nodes’ data. This method incurs a round trip communication between the
key dealer and the aggregator. The overall communication cost is still O(n).

Even if all nodes are functioning, the aggregator may dishonestly claim the failure of
a subset S̃ of nodes. (It can only claim one subset per aggregation period.) Then it can
obtain two independent noisy sums, S =

∑
i(xi + ri) and S′ =

∑
i�∈S̃

(xi + ri) + r.
It is easy to see that each node is included in at most two sums. Roughly speaking,
to provide differential privacy, it suffices to add two copies of geometric noise to each
sum. Thus, all nodes collectively add two copies of geometric noise to S and the key
dealer itself adds two copies of geometric noise to S′. Considering that Alg. 6 may at
most double the noise added to S, the final aggregation error is less than six copies
of geometric noise when there is node failure, and less than four copies without node
failure. Obviously, this method maintains O(1) aggregation error.

If a node has failed for a long time, it can be removed from the system as a “leave”.
The recovery of a failed node can be processed as a “join”.

In this method, the key dealer needs to be online, but it only makes online commu-
nications when there is node failure. In future work, we will study other solutions for
fault tolerance, e.g., by exploring the direction pointed out in [9].

9 Conclusions

This paper proposed a novel ring-based interleaved grouping technique and applied it
to privacy-preserving aggregation of time-series data in mobile sensing applications.
Our solution achieves O(1) aggregation error irrespective of the number of nodes in the
system. More importantly, it has very low communication overhead for dynamic joins
and leaves. Simulation results show that only less than 170 nodes need to be updated
for each join or leave when on average 20% of nodes are compromised, irrespective of
the system scale. Our solution is very efficient in computation.
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Abstract. Differential Privacy is one of the most prominent frameworks used to
deal with disclosure prevention in statistical databases. It provides a formal pri-
vacy guarantee, ensuring that sensitive information relative to individuals cannot
be easily inferred by disclosing answers to aggregate queries. If two databases
are adjacent, i.e. differ only for an individual, then the query should not allow to
tell them apart by more than a certain factor. This induces a bound also on the
distinguishability of two generic databases, which is determined by their distance
on the Hamming graph of the adjacency relation.

In this paper we explore the implications of differential privacy when the indis-
tinguishability requirement depends on an arbitrary notion of distance. We show
that we can naturally express, in this way, (protection against) privacy threats that
cannot be represented with the standard notion, leading to new applications of
the differential privacy framework. We give intuitive characterizations of these
threats in terms of Bayesian adversaries, which generalize two interpretations of
(standard) differential privacy from the literature. We revisit the well-known re-
sults stating that universally optimal mechanisms exist only for counting queries:
We show that, in our extended setting, universally optimal mechanisms exist for
other queries too, notably sum, average, and percentile queries. We explore vari-
ous applications of the generalized definition, for statistical databases as well as
for other areas, such that geolocation and smart metering.

1 Introduction

Differential privacy [1,2] is a formal definition of privacy which originated from the
area of statistical databases, and it is now applied in many other domains, ranging from
programming languages [3] to social networks [4] and geolocation [5].

Statistical databases are queried by analysts to obtain aggregate information about
individuals. It is important to protect the privacy of the participants in the database,
in the sense that it should not be possible to infer the value of an individual from the
aggregate information. This can be achieved by adding random noise to the answer.
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Because of the focus on the single individual as the unit of protection, differential pri-
vacy relies in a crucial way on the notion of two databases being adjacent, i.e. differing
only for an individual. A mechanism K is ε-differentially private if for any two adjacent
databases x, x′, and any property Z , the probability distributions K(x),K(x′) differ on
Z at most by eε, namely, K(x)(Z) ≤ eεK(x′)(Z). For two non-adjacent databases,
there is no requirement other than the one induced by the transitive application of the
property. Note that the set of all possible databases, together with the adjacency relation,
forms a Hamming graph, and the graph distance dh(x, x

′) between x and x′ is exactly
the number of individuals in which x and x′ differ. Then, for any databases x, x′, it is
easy to see (by transitivity on a path from x to x′) that K(x)(Z) ≤ eεdh(x,x

′)K(x′)(Z).
We can view εdh(x, x

′) as the distinguishability level between two generic databases
x, x′: the smaller εdh(x, x

′) is, the more similar the probability distributions K(x),
K(x′) are required to be.

When the sensitive information to be protected is other than the value of a single
individual, it is common to consider different notions of adjacency. For example, in
cases of cohesive groups with highly correlated values, we could consider adjacent
two databases differing in any number of individuals of the same group. Similarly,
when dealing with friendship graphs in social networks, adjacency could be defined
as differing in a single edge.

We argue that in some situations the distinguishability level between x and x′ should
depend not only on the number of different values between x and x′, but also on the
values themselves. We might require, for instance, databases in which the value of an
individual is only slightly modified to be highly indistinguishable, thus protecting the
accuracy by which an analyst can infer an individual’s value.

More generally, we might want to apply differential privacy in scenarios when x, x′

are not databases at all, but belong to an arbitrary domain of secrets X . In such a sce-
nario, there might be no natural notion of adjacency, but it is still reasonable to define
a distinguishability level between secrets, and employ the same principle of differential
privacy – i.e. the smaller the distinguishability level between x, x′ is, the more similar
the probability distributions K(x), K(x′) are required to be – to obtain a meaningful
notion of privacy. For instance, when dealing with geographic locations (aka, geoloca-
tion), it might be acceptable to disclose the fact that an individual is in Paris rather than
in New York. However, disclosing the precise location of the individual within Paris
is likely to be undesired (because, for instance, the individual is currently in Moulin
Rouge rather than in his office in Place d’Italie). Thus it would be useful to have a
distinguishability level that depends on the geographical distance.

In this paper we assume that we have a numeric function ε(x, x′), giving the dis-
tinguishability level between x, x′, which depends on the application at hand and the
privacy guarantees we wish to express. The corresponding notion of privacy is the re-
quirement that for an arbitrary pair x, x′ we have

K(x)(Z) ≤ eε(x,x
′)K(x′)(Z)

Note that standard ε-differential privacy is a particular case of this notion, that we obtain
by setting ε(x, x′) = ε dh(x, x

′).
Since ε models distinguishability, there are some properties that it is expected to

satisfy. First, it should be the case that any element is indistinguishable from itself, i.e.
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ε(x, x) = 0. Second, the distinguishability level of x and x′ should be the same as that
of x′ and x, i.e. ε(x, x′) = ε(x′, x) (symmetry). Finally, if x1 and x2 are hardly dis-
tinguishable from x3, then they should be also hardly distinguishable from each other.
In other words, ε(x1, x2) should be bounded by a function of ε(x1, x3), ε(x2, x3). In
this paper we assume the triangle inequality, namely ε(x1, x2) ≤ ε(x1, x3)+ε(x3, x2),
which means that ε is a metric. In the rest of this paper we use d (for “distance”) instead
of ε, and we call the corresponding privacy notion “d-privacy”.

Similarly to the standard definition, d-privacy does not explicitly talk about the ad-
versary’s gain of knowledge. In order to better understand a privacy property, however,
it is useful to provide interpretations that directly reason about the capabilities of the
adversary. Two such interpretations exist for differential privacy: the first states that,
regardless of side knowledge, the adversary’s gain of knowledge by observing the re-
ported answer is the same whether or not the individual’s data were included in the
database [1,6]. The second states that, an informed adversary who already knows all
values except individual’s i, gains no extra knowledge from the reported answer, re-
gardless of side knowledge about i’s value [2]. 1

In the case of d-privacy, we provide two results that generalize the above interpre-
tations, showing the privacy guarantees provided by a certain metric d. The first uses
the concept of a hiding function φ : X → X . The idea is that φ can be applied to a
secret x before the mechanism K , so that the latter has only access to a hidden version
φ(x), instead of the real secret x. Then d-privacy implies that the adversary’s conclu-
sions (captured by his posterior distribution) are similar (up to a factor depending on φ)
regardless of whether φ is applied to the secret or not. Moreover, we show that certain
classes of hiding functions are “canonical”, in the sense that if the property holds for
those functions, it must hold in general.

The above characterization compares two posterior distributions and does not im-
ply that the adversary learns no information, but that he learns the same regardless of
whether the secret has been hidden or not. We then give a second characterization, com-
paring the adversary’s conclusions (a posterior distribution) to his initial knowledge (a
prior distribution). Since some information is allowed to be revealed, we cannot expect
the two to be similar. Still, if we restrict to a neighborhood N of secrets that are close
to each other, we can show that d-privacy implies that an informed adversary, knowing
that the secret belongs to N , can gain little more information about the exact secret,
regardless of his prior knowledge within N . Similarly to the previous characterization,
we also show that certain classes of neighborhoods are canonical.

We give examples of privacy problems in various contexts, and show how to define
appropriate metrics. In the context of statistical databases, we consider metrics that
depend not only on the number of different values, but also on the values themselves.
First, a stronger variant of differential privacy is given in which databases differing in
a single individual are hardly distinguishable, but the distinguishability level becomes

1 The knowledge increase of a non-informed adversary is not bounded by eε. Recalling the well-
known example from [1], consider the side information that Terry Gross is two inches shorter
than the average Lithuanian woman. Then obtaining the average height (even a noisy one)
gives little additional information about Terry Gross to an informed adversary, but substantial
information to a non-informed one.
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even lower when the difference in the values is small. Moreover, this metric can be
relaxed to obtain a privacy notion that focuses on protecting the accuracy of a value.
This can be useful, for instance, in case an individual does not mind disclosing his age
group, but wants to protect his exact birthday date (such precise information could in
principle allow to identify the individual with little margin of error).

Departing from statistical databases, we consider smart meters, and the problem for
privacy that can derive from accurate measurement of energy consumption at high fre-
quency. Further, we consider the problem of hiding the exact position in location-based
services. In all these examples, besides the proper metric notion, we construct also the
canonical adversary which provides the operational interpretation.

Next, we turn our attention to the notion of utility, namely the accuracy of the re-
ported answer, and in particular the Bayesian notion of utility [7,8], which takes into
account the prior knowledge of the user. In general mechanisms may provide different
degrees of utility for the same level of privacy, and obviously it is desirable to identify
the optimal ones. Of particular interest are the universally optimal mechanisms, which
provide optimal utility for all users (i.e., all priors). There are two well known results
concerning universal optimality: the first [7] establishes that for counting queries the ge-
ometric and the truncated geometric mechanisms are universally optimal. The second
[8] says that for any other kind of query no universally optimal mechanism exists.

We revisit these results in our framework and show that in contrast to the standard
case, d-privacy allows to construct (for certain metrics) universally optimal mechanisms
for many other kinds of queries. More precisely, we show that universally optimal mech-
anisms exist in the cases of (i) the sum, average and percentile queries for the Manhattan
metric, and (ii) the average and percentile queries for the Maximum metric.

We also study the additional noise required to achieve privacy for databases queries,
when we use a finer metric than the Hamming distance. Surprisingly, it turns out that in
the case (i) above, the sensitivity of the queries remains the same as in the standard case.
This means that, a standard ε-differentially private mechanism already incorporates “for
free” the additional protection w.r.t. proximity of values.

Related Work. Several works in the differential privacy literature consider adjacency
relations different than the standard one, effectively using a metric tailored to that ap-
plication. Examples include group privacy [1] and edge privacy for graphs [9].

The generalization of differential privacy to arbitrary metrics was considered also
in [10,3]. In those works, however, the purpose of extending the definition was to ob-
tain compositional methods for proving differential privacy in programming languages,
while in our work we focus on the implications of such extension for the theory of dif-
ferential privacy. Namely, we aim at obtaining new meaningful definitions of privacy
for various contexts through the use of different metrics (cf. the examples of the smart
meters and of geolocation), and at investigating the existence of optimal mechanisms.

Another work closely related to ours is [11] in which an extended definition of dif-
ferential privacy is used to capture the notion of fairness in classification. A metric d is
used to model the fact that certain individuals are required to be classified similarly, and
a mechanism satisfying d-privacy is considered fair, since it produces similar results for
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similar individuals. We view fairness as one of the many interesting notions that can be
obtained through the use of metrics in various contexts, thus it encourages our goal of
studying d-privacy. With respect to the actual metrics used in this paper, the difference
is that we consider metrics that depend on the individuals’ values, while [11] considers
metrics between individuals.

Contribution. The main contributions of this paper are summarized below:

– We study d-privacy – an extension of differential privacy to arbitrary domains en-
dowed with a metric d – in the general case, independently from any specific metric.

– We give two operational characterizations of d-privacy that directly constraint the
capabilities of the adversary.

– We show examples of applications ofd-privacy to privacy scenarios both in databases
and in other contexts.

– We show that several queries (including the sum, average and percentile) admit uni-
versally optimal mechanisms for certain metrics. This contrasts sharply with stan-
dard differential privacy, where such mechanisms exist only for counting queries.

Plan of the Paper. In the next section we recall some preliminary notions about mech-
anisms, metrics, and differential privacy. Section 3 introduces the notion of d-privacy
and presents two characterization results. In Section 4 we give a sufficient and necessary
condition for the privacy of an oblivious mechanism, we discuss Laplace mechanisms,
and we give sufficient conditions for a mechanism to be optimal. In Sections 5 and 6
we give several examples of applications of our notions, in statistical databases with an
enriched notion of privacy, and in other domains, respectively. We also show how to
construct universally optimal mechanisms for some of those examples in the cases of
sum, average, and percentile queries. Section 7 concludes.

For space reasons we have omitted the proofs; they can be found in the report version
of this paper [12].

2 Preliminaries

Mechanisms. Given two sets X and Z , let FZ be a σ-algebra over Z and let P(Z) be
the set of probability measures over Z . A mechanism from X to Z is a (probabilistic)
function K : X → P(Z). A mechanism K can be described in terms of probability
density functions (pdf’s), that is by a function D : X → D(Z) (where D(Z) denotes
the space of the pdf’s over Z), such that D(x) is the pdf of K(x).

The composition H ◦ f of a deterministic function f : X → Y (called a query)
and a mechanism H : Y → P(Z) is the mechanism K : X → P(Z) defined as
K(x) = (H ◦ f)(x) = H(f(x)). Mechanisms of this form are called oblivious.

Let π be a discrete probability measure on X , called a prior.2 Starting from π and
using Bayes’ rule, each observation Z ∈ Z of a mechanism K : X → P(Z) induces a
posterior measure σ = Bayes(π,K,Z) onX , defined as σ(x) = K(x)(Z)π(x)∑

x′∈X K(x′)(Z)π(x′) .

2 We restrict to discrete priors for simplicity; all results could be carried to the continuous case.
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Metrics. A metric on a set X is a function dX : X 2 → [0,∞] such that dX (x, y) = 0 iff
x = y, dX (x, y) = dX (y, x), and dX(x, z) ≤ dX (x, y) + dX (y, x) for all x, y, z ∈ X .
The diameter of A ⊆ X is defined as dX (A) = supx,x′∈A dX (x, x

′).
A sequence x1, . . . , xn is called a chain from x1 to xn and denoted by x̃. The length

dX (x̃) of a chain is defined as dX (x̃) =
∑n−1

i=1 dX (xi, xi+1). If dX (x̃) = dX (x1, xn)
then x̃ is called tight.

Of particular interest are metrics induced by a graph (X ,∼X ), where ∼X is the
graph’s adjacency relation. In the induced metric, dX (x, x

′) is the length of the shortest
path from x to x′ (or infinite if no path exists). Of great interest are also the Man-
hattan (or L1), the Euclidean (or L2) and the Maximum (or L∞) metrics, denoted by
d1, d2, d∞ respectively. The numerical distance on the reals (which coincides with all
d1, d2, d∞) will be denoted by dR for clarity. Finally, of great interest is the metric
dP on P(Z) defined as dP (μ1, μ2) = supZ∈FZ | ln μ1(Z)

μ2(Z) | with the convention that

| ln μ1(Z)
μ2(Z) | = 0 if both μ1(Z), μ2(Z) are zero and ∞ if only one of them is zero.

Differential Privacy. We fix a finite domain of values V , called the universe. A database
x ∈ Vn consists of n records from V - each corresponding to an individual - that is x
is a tuple 〈x[1], . . . , x[n]〉, x[i] ∈ V , where x[i] is the value of the i-th individual in the
database. We denote by x[v/i] the database obtained from x by substituting the value v
for individual i. The case when individuals are allowed to be absent from the database
can be modeled by the universe V∅ = V∪{∅} where the null value ∅ denotes absence.

A crucial notion for differential privacy is that of adjacency: two databases x, x′ are
adjacent, written x ∼h x′, if they differ in exactly one element. Let dh be the distance
induced by ∼h (i.e., dh(x, x′) is the number of elements in which x, x′ differ). The
graph (Vn,∼h) is known as Hamming graph, and dh as Hamming distance.

Let Z be a set of query outcomes; a mechanism K : Vn → P(Z) satisfies ε-
differential privacy if adjacent databases produce answers with probabilities that differ
at most by a factor eε:

K(x)(Z) ≤ eε K(x′)(Z) ∀x ∼h x′ ∈ Vn, Z ∈ FZ (1)

Following [3], the definition can be expressed as dP (K(x),K(x′)) ≤ ε for all x ∼h x′.
Moreover, as explained in the introduction, we can rewrite it in terms of the Hamming
distance: dP(K(x),K(x′)) ≤ εdh(x, x

′) for all x, x′ ∈ Vn.
A desirable feature of this definition is that it solely depends on the mechanism itself,

without explicitly talking about the adversary’s side knowledge, or the information that
he learns from the reported answer. However, in order to get a better understanding of a
privacy definition, it is useful to give an “operational” (or “semantic”) interpretation that
directly restricts the abilities of the adversary. To this end, we capture the adversary’s
side knowledge by a prior distribution π on Vn, and his conclusions after observing Z
by the posterior distribution σ = Bayes(π,K,Z).

There are two operational interpretations commonly given to differential privacy.
The first can be informally stated as: “regardless of side knowledge, by observing the
reported answer an adversary obtains the same information whether or not the indi-
vidual’s data were included in the database”. This can be formalized as follows: con-
sider a hiding function φi,v : Vn → Vn replacing i’s value by a fixed value v, i.e.
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φi,v(x) = x[v/i], and let Φh = {φi,v | i ∈ 1..n, v ∈ V} be the set of all such functions.
The mechanism K ◦ φi,v behaves as K after removing i’s value; hence we require the
posterior distributions induced by K,K ◦φi,v to be similar. The resulting notion (called
“semantic privacy” in [6])3 can be shown to be implied by differential privacy.

Theorem 1 ([6]). If a mechanism K : Vn → P(Z) satisfies ε-differential privacy then
for all priors π on Vn, all φ ∈ Φh, and all Z ∈ FZ:

dP(σ1, σ2) ≤ 2ε where σ1 = Bayes(π,K,Z) and σ2 = Bayes(π,K ◦ φ, Z)

Note that the above interpretation compares two posterior measures. This requirement
does not imply that the adversary learns no information, but that he learns the same
regardless of the presence of the individual’s data. Both σ1, σ2 can be very different
than the prior π, as the well-known example of Terry Gross [1] demonstrates.

A different interpretation can be obtained by comparing the posterior σ to the prior
distribution π. Of course, we cannot expect those to be similar, since some information
is allowed to be disclosed. Still, we can require the distributions to be similar when
restricted to the value of a single individual, by assuming an informed adversary who
knows all other values in the database. Let Ni(x) = {x[v/i] | v ∈ V} denote the set of
databases obtained from x by modifying i’s value, and let Nh = {Ni(x) | x ∈ Vn, i ∈
1..n}. Knowing that the database belongs to a set N ∈ Nh means that we know all
values except one. We denote by π|N the distribution obtained from π by restricting to
N , i.e. π|N (x) = π(x|N). Requiring π|N , σ|N to be similar brings us the definition of
“semantic security” from [2], which is a full characterization of differential privacy.

Theorem 2 ([2]). A mechanism K : Vn → P(Z) satisfies ε-differential privacy iff for
all priors π on Vn, all N ∈ Nh, and all Z ∈ FZ:

dP(π|N , σ|N ) ≤ ε where σ = Bayes(π,K,Z)

Note that if the adversary does not know N ∈ Nh, then his knowledge can (and will in
most cases) be increased. Note also that the above result does not imply that K allows
the adversary to learn Ni(x)! In fact, this is clearly forbidden since it would violate the
same condition for Nj(x), j �= i, i.e. it would violate the other individuals’ privacy.

3 Generalized Privacy

As discussed in the introduction, differential privacy can be generalized to the case of
an arbitrary set of secrets X , equipped with a metric dX .

Definition 1. A mechanism K : X → P(Z) satisfies dX -privacy, iff ∀x, x′ ∈ X :
dP(K(x),K(x′)) ≤ dX(x, x

′), or equivalently:

K(x)(Z) ≤ edX (x,x′) K(x′)(Z) ∀Z ∈ FZ
3 The only difference between the semantic privacy of [6] and our formulation is that an “addi-

tive” metric between distributions is used instead of the “multiplicative” dP .
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Intuitively, the definition requires that secrets close to each other wrt dX , meaning
hardly distinguishable, should produce outcomes with similar probability. This is the
same core idea as in differential privacy, which can be retrieved as X = Vn, dX = εdh.

Note that Definition 1 contains no ε; the distinguishability level is directly given by
the metric. In practice, the desired metric can be obtained from a standard one by scaling
by a proper factor ε (recall that a scaled metric is also a metric). For instance, in the case
of standard differential privacy, the Hamming distance between adjacent databases is 1,
and we want their distinguishability level to be ε, hence we use the scaled version εdh.

Note also that an extended metric (allowing dX (x, x
′) = ∞) can be useful in cases

when we allow two secrets to be completely distinguished. The understanding of Defi-
nition 1 is that the requirement is always satisfied for those secrets. Similarly, pseudo-
metrics (allowing dX (x, x

′) = 0 for x �= x′) could be useful when we want some
secrets to be completely indistinguishable (forcing K(x) and K(x′) to be identical).
To simplify the presentation, the results of this paper assume an extended metric (but
not pseudo). An approximate version of dX -privacy can be defined, similarly to (α, δ)
differential privacy [13]. We leave the study of such notion as future work.

Different metrics dX , dX
′ on the same set X clearly give rise to different privacy no-

tions. The “strength” of each notion depends on the distinguishability level assigned to
each pair of secrets; dX -privacy and dX

′-privacy are in general incomparable. However,
lower distinguishability level implies stronger privacy.

Proposition 1. If dX ≤ dX
′ (point-wise) then dX -privacy implies dX

′-privacy.

For example, some works consider an adjacency relation ∼r slightly different than ∼h,
defined as x ∼r x′ iff x′ = x[∅/i] (or vice versa), i.e. x′ can be obtained from x by
removing one individual. This relation gives rise to a metric dr for which it holds that:
1
2dr ≤ dh ≤ dr. From Proposition 1, the two models are essentially equivalent; one
can obtain εdr-privacy from εdh-privacy by doubling ε and vice versa.

Characterization 1. Similarly to standard differential privacy, dX -privacy does not ex-
plicitly talk about the adversary’s gain of knowledge. To better understand the privacy
guarantees provided by a certain metric dX , it is useful to directly reason about the ca-
pabilities of the adversary. Two such characterizations are given, generalizing the two
interpretations of standard differential privacy (Theorems 1,2).

The first characterization uses the concept of a hiding function φ : X → X . The idea
is that φ can be applied to x before the mechanism K , so that the latter has only access
to a hidden version φ(x), instead of the real secret x. Let dX(φ) = supx∈X dX(x, φ(x))
be the maximum distance between a secret and its hidden version. We can show that
dX -privacy implies that the adversary’s conclusions (captured by his posterior measure)
are the same (up to 2dX(φ)) regardless of whether φ is applied or not. Moreover, we
show that certain classes of hiding functions are “canonical”, in the sense that if the
property holds for those, it must hold in general. We start be defining this class.

Definition 2. Let Φ be a set of functions from X to X , called hiding functions. A chain
x̃ is called a maximal Φ-chain iff for every step i there exists φ ∈ Φ s.t. φ(xi) =
xi+1, φ(xi+1) = xi and dX (xi, xi+1) = dX (φ). Then Φ is called maximally tight wrt
dX iff ∀x, x′ ∈ X there exists a tight maximal Φ-chain from x to x′.
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Note that the above property requires hiding functions that swap the secrets xi, xi+1.
This is not satisfied by the hiding functions φi,v introduced in the previous section, but
will be satisfied by more general functions used later in the paper.

Theorem 3. Let Φ be a set of hiding functions. If K satisfies dX -privacy then for all
φ ∈ Φ, all priors π on X , and all Z ∈ FZ:

dP(σ1, σ2) ≤ 2 dX(φ) where σ1 = Bayes(π,K,Z) and σ2 = Bayes(π,K ◦φ, Z)

If Φ is maximally tight then the converse also holds.

The above characterization compares two posterior distributions; hence, it does not im-
pose that the adversary gains no information, but that this information is the same re-
gardless of whether φ has been applied to the secret or not.

Characterization 2. A different approach is to compare the adversary’s prior and pos-
terior distributions, measuring how much he learned about the secret. Since we allow
some information to be revealed, we cannot expect these distributions to be similar.
Still, if we restrict to a neighborhood N of secrets that are close to each other, we can
show that dX -privacy implies that an informed adversary, knowing that the secret be-
longs to N , can gain little more information about the exact secret regardless of his side
knowledge about N . Moreover, similarly to the previous characterization, we show that
certain classes of neighborhoods are “canonical”.

Definition 3. Let N ⊆ 2X . The elements of N are called neighborhoods. A chain x̃ is
called a maximalN -chain iff for every step i there exists N ∈ N such that {xi, xi+1} ⊆
N and dX (xi, xi+1) = dX(N). Then N is called maximally tight wrt dX iff ∀x, x′ ∈ X
there exists a tight maximal N -chain from x to x′.

Theorem 4. Let N ⊆ 2X . If K satisfies dX -privacy then for all N ∈ N , all priors π
on X , and all Z ∈ FZ :

dP(π|N , σ|N ) ≤ dX(N) where σ = Bayes(π,K,Z)

If N is maximally tight then the converse also holds.

Using meaningful (and maximally tight) sets Φ,N , and applying the above character-
izations, we can get an intuitive understanding of the privacy guarantees offered by
dX -privacy. For example, in the case of databases, it can be shown that Nh is maxi-
mally tight wrt the dh metric, hence the characterization of Theorem 2 can be obtained
as a special case of Theorem 4. Theorem 1 can also be obtained from Theorem 3 (even
though Φh is not maximally tight) since it only states an implication in one direction.

4 Answering Queries

To obtain the answer to a query f : X → Y in a private way, we can compose it
with a mechanism H : Y → P(Z), thus obtaining an oblivious mechanism H ◦ f :
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z1 z2

y1 3/4 1/4

y2 1/2 1/2

y3 1/4 3/4

Fig. 1. Counterexample to the converse of Fact 5. The table represents the distribution H . We
note that H ◦ f satisfies (ln 2)-privacy, and that f is 1-sensitive. However H(y1)(z1) = 3/4 �≤
2H(y3)(z1) = 2 1/4, hence H does not satisfy (ln 2)-privacy.

X → P(Z). In this section, we first state the standard compositionality result about
the privacy of H ◦ f , relying on the notion of Δ-sensitivity (aka Lipschitz continuity),
naturally extended to the case of dX -privacy. Then, we introduce the concept of uniform
sensitivity, and we use it to obtain the converse of the aforementioned compositionality
result, which in turn allows to give optimality results later in the paper.

Definition 4. f is Δ-sensitive wrt dX , dY iff dY(f(x), f(x
′)) ≤ ΔdX (x, x

′) for all
x, x′ ∈ X . The smallest such Δ (if exists) is called the sensitivity of f wrt dX , dY .

Fact 5. Assume that f is Δ-sensitive wrt dX , dY and H satisfies dY -privacy. Then H ◦f
satisfies ΔdX -privacy.

Note that it is common to define a family of mechanisms Hε, ε > 0, instead of a single
one, where each Hε satisfies privacy for a scaled version εdY of a metric of interest dY .
Given such a family and a query f , we can define a family of oblivious mechanisms
Kε = Hε/Δ ◦ f, ε > 0, each satisfying εdX -privacy (from Fact 5).

The converse of the above result does not hold in general, see Fig. 1 for a counterex-
ample. However, it does hold if we replace the notion of sensitivity by the stronger
notion of uniform sensitivity.

Definition 5. Two elements y, y′ ∈ Y are calledΔ-expansive iffdY(y, y
′) = ΔdX (x, x

′)
for some x ∈ f−1(y), x′ ∈ f−1(y′). A chain ỹ is Δ-expansive iff all steps yi, yi+1 are
Δ-expansive. Finally, f is uniformlyΔ-sensitive iff it is Δ-sensitive and for all y, y′ ∈ Y
there exists a tight and Δ-expansive chain from y to y′.

Theorem 6. Assume that f is uniformly Δ-sensitive wrt dX , dY . Then H satisfies dY-
privacy if and only if H ◦ f satisfies ΔdX -privacy.

4.1 Laplace Mechanisms

Adding Laplace noise is the most widely used technique for achieving differentia pri-
vacy. The mechanism can be naturally adapted to any metric, using a variant of the ex-
ponential mechanism [14], by providing a properly constructed scaling function. Note
that in the framework of d-privacy, we can express the privacy of the mechanism itself,
on its own domain, without the need to consider a query or a notion of sensitivity.
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(i) Y ⊂ R, Z = R dY = εdR λε(z) =
ε

2

(ii) Y ⊂ R
2, Z = R

2 dY = εd2 λε(z) =
ε2

2π

(iii) Y ⊂ R
2, Z = R

2 dY = εd1 λε(z) =
ε2

4

(iv) Y = Z = q[0..k] dY = εdR λε(z) =

⎧⎨
⎩

eqε

eqε+1
z ∈ {0, qk}

eqε−1
eqε+1

0 < z < qk

Fig. 2. Instantiations of the Laplace mechanism

Definition 6. Let Y,Z be two sets, and let dY be a metric onY∪Z . Let λ : Z → [0,∞)
be a scaling function such that D(y)(z) = λ(z) e−dY(y,z) is a pdf for all y ∈ Y (i.e.∫
Z D(y)(z)dν(z) = 1). Then the mechanism L : Y → P(Z), described by the pdf D,

is called a Laplace mechanism from (Y, dY) to Z .

Fact 7 ([14]). Any Laplace mechanism from (Y, dY) to Z satisfies dY-privacy.

Figure 4.1 provides instantiations of the general definition for various choices of Y,Z
and dY used in the paper, by properly adjusting λ(z). The basic case (i) is that of
the one-dimensional continuous Laplace mechanism. Similarly, we can define a two-
dimensional continuous Laplace mechanism (used in Section 6.2), measuring the dis-
tance between points by either the Euclidean (ii) or the Manhattan (iii) metric. In the
discrete setting, we obtain the Truncated Geometric mechanism TGε [7], given by (iv),
using a quantized set of reals as input. We denote by q[0..k] the set {qi | i ∈ 0..k}, i.e.
the set of k + 1 quantized reals with step size q > 0.

4.2 Mechanisms of Optimal Utility

Answering a query privately is useless if the consumer gets no information about the
real answer, thus it is crucial to analyze the mechanism’s utility. We consider consumers
applying Bayesian inference to map the mechanism’s output to a guess that minimizes
their expected loss. A consumer is characterized by a prior π on the set of secrets, and
a loss function l (assumed to be monotone wrt a metric of reference, which is always
dR for the needs of this paper). The utility U(H, π, l) of a mechanism H for such a
consumer is given by the expected loss (under an optimal remap strategy). This is the
Bayesian notion of utility [7], but our results can be extended to risk-averse consumers.

A natural question to ask, then, is whether, for a given query f , there exists a mecha-
nism that universally (i.e. for all priors and loss functions) provides optimal utility. Let
Hf (dX ) be the set of all mechanisms H : Y → Z (for any Z) such that H ◦ f satisfies
dX -privacy. All mechanisms in Hf (dX ) can be used to answer f privately, hence we
are interested in the one that maximizes utility.

Definition 7. A mechanism H ∈ Hf (dX ) is f -dX -optimal iff U(H, π, l) ≥ U(H ′, π, l)
for all H ′ ∈ Hf (dX ), all priors π and all loss functions l.
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The existence of (universally) optimal mechanisms is far from trivial. For standard dif-
ferential privacy, a well-known result from [7] states that such a mechanism does exist
for counting queries, i.e. those of the form “how many users satisfy property P ”.

Theorem 8 ([7]). Let Y = [0..k] and let f : Vn → Y be a counting query. Then the
TGε mechanism with input Y is f -εdh-optimal for all ε > 0.

On the other hand, a well-known impossibility result [8] states that counting queries are
essentially the only ones for which an optimal mechanism exists. This result is based
on the concept of the induced graph ∼f of a query f : Vn → Y , defined as: y ∼f y′ iff
∃x ∼h x′ s.t. f(x) = y, f(x′) = y′.

Theorem 9 ([8]). Let f : Vn → Y be a query such that ∼f is not a path graph. Then
no f -εdh-optimal mechanism exists for any ε < ln 2.

Thus, most interesting queries, e.g. the sum and average, have no optimal mechanisms.
However, the above negative result and the concept of the induced graph are tied

to the Hamming metric dh. This raises the question of whether this special status of
counting queries holds for any metric dX . To answer this question, we give a sufficient
condition for showing the optimality of TGε for an arbitrary query f and metric dX ,
based on the concept of uniform sensitivity.

Theorem 10. Let Y = q[0..k] and assume that f : X → Y is uniformly Δ-sensitive
wrt dX , dR. Then the TGε mechanism with input Y is f -ΔdX -optimal.

In the following sections we show that this condition is indeed satisfied by several
important queries, including the sum and average, for various metrics of interest.

5 Privacy in Statistical Databases

In this section, we investigate privacy notions in the context of statistical databases,
other than the standard differential privacy. In contrast to the Hamming distance, which
can be defined independently from the structure of the universe V , we are interested
in metrics that depend on the actual values and the distance between them. To this
end, we assume that the universe is equipped with a metric dV , measuring how far
apart two values are. When the universe is numeric (i.e. V ⊂ R) then dV = dR is the
natural choice. In the case of null values, we can extend a metric dV from V to V∅ by
considering ∅ to be maximally distant from all other values, that is taking dV(∅, v) =
dV(V), v ∈ V . Note that this construction preserves the maximum distance between
values, i.e. dV(V∅) = dV(V).

The first metric we consider, the normalized Manhattan metric, allows to strengthen
differential privacy, obtaining a notion that not only protects the value of an individual,
but also offers higher protection to small modifications of a value. Then we relax this
metric, to obtain a weaker notion, that only protects the “accuracy” of an individual’s
value, but offers higher utility.
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5.1 The Normalized Manhattan Metric

Differential privacy provides indistinguishability between databases differing in a sin-
gle individual, but the level of distinguishability is independent from the actual value
in those databases. Consider for example a database with salary information, and two
adjacent databases x ∼i x′ (∼i denoting that they differ only in the value of the i-th
individual) with x[i] = v, x′[i] = v′. A differentially private mechanism offers dis-
tinguishability level ε(x, x′) = ε, independently from v, v′. This means that when
v = 0, v′ = 1M, the indistinguishability level between x, x′ will be the same as in
the case v = 20K, v′ = 20.001K.

One might expect, however, to have better protection in the second case, since the
change in the individual’s data is insignificant. Being insensitive to such small changes
seems a reasonable privacy requirement since many queries (e.g. sum, average, etc) are
themselves insensitive to small perturbations. The equal treatment of values is particu-
larly problematic when we are obliged to use a “weak” ε, due to a high sensitivity. In
this case, all values are only guaranteed to be weakly protected, while we could expect
that at least close values would still enjoy high protection.

The normalized Manhattan metric d̃1 expresses exactly this idea. Databases differing
in a single value have distance at most 1, but the distance can be substantially smaller
for small modifications of values, offering higher protection in those cases. The Man-
hattan metric d1 on Vn and its normalized version d̃1 are defined as:4 d1(x, x

′) =∑n
i=1 dV(x[i], x

′[i]) and d̃1(x, x
′) = d1(x,x

′)
dV(V) . Similarly to differential privacy, we use

a scaled version εd̃1 of the metric, to properly adjust the distinguishability level.
Concerning the operational characterizations of Section 3, the hiding functions and

neighborhoods suitable for this metric are:

φi,w = x[w(x[i])/i] for w : V → V Ni,V (x) = {x[v/i] | v ∈ V }
Φ1 = {φi,w | i ∈ 1..n, w : V → V} N1 = {Ni,V (x) | x ∈ Vn, i ∈ 1..n, V ⊆ V}

A hiding function φi,w replaces the value of individual i by applying an arbitrary sub-
stitution of values w (instead of replacing with a fixed value as φi,v does). Moreover,
for the adversary, knowing Ni,V (x) means that he knows the values of all individuals
in the database but i, and moreover he knows that the value of i lies within V . Note that
Φh ⊂ Φ1 and Nh ⊂ N1. We show that Φ1,N1 are “canonical”.

Proposition 2. Φ1,N1 are maximally tight wrt both d1, d̃1.

From Theorem 3, we conclude that εd̃1-privacy is equivalent to requiring that the ad-
versary’s posterior distributions with or without hiding i’s value should be at most
2εd̃1(φi,w) distant. Since d̃1(φi,w) ≤ 1, hiding the individual’s value in any way has
small effect on the adversary’s conclusions. But if i’s value is replaced by one close
to it, d̃1(φi,w) can be much lower than 1, meaning that the effect on the adversary’s
conclusions is even smaller.

4 Note that in the differential privacy literature, the d1 distance is often used on histograms.
This metric is closely related to the standard dh distance on Vn (it depends only on the record
counts), and different than d1 on Vn which depends on the actual values.
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Then, from Theorem 4 we conclude that εd̃1-privacy is equivalent to requiring that,
for an informed adversary knowing the value of all individuals but i, and moreover
knowing that i’s value lies in V , his conclusions differ from his initial knowledge by
at most ε dV(V )

dV(V) . This difference is at most ε, but can be much smaller if values in V
are close to each other, meaning that for an adversary who knows i’s value with high
accuracy, the gain is even smaller.

Intuitively, εd̃1-privacy offers a stronger notion of privacy than εdh-privacy:

Proposition 3. d̃1 ≤ dh, thus εd̃1-privacy implies εdh-privacy.

Since distances in d̃1 can be smaller than those in dh, the sensitivity of a query wrt d̃1 is
in general greater than the sensitivity wrt dh, which means that to achieve εd̃1-privacy
we need to apply more noise. However, for a general class of queries, it turns out that
the two sensitivities coincide.

Definition 8. A query f belongs to the family C iff dR(f(x), f(x′)) ≤ dV(x[i], x
′[i])

for all i ∈ 1..n such that x ∼i x′ ∈ Vn,and moreover ∃x ∼i x′ ∈ Vn such that
dR(f(x), f(x

′)) = dV(V).

Proposition 4. Let f ∈ C. The sensitivity of f wrt both dh, dR and d̃1, dR is dV(V).

Intuitively, the class C contains queries for which the sensitivity is obtained for values
that are maximally distant. For those queries, using the Truncated Geometric mecha-
nism we can achieve a notion of privacy stronger than differential privacy using the
same amount of noise!

Results About Some Common Queries. We now focus to some commonly used queries,
namely the sum, average and p-percentile queries. Note that other commonly used
queries such as the max, min and median queries are specific cases of the p-percentile
query. In the following, we assume that the universe is V = q[0..k]∅ with metric dR,
and take X = Vn \ {〈∅, . . . ,∅〉}, that is we exclude the empty database so that the
queries can be always defined.

For these queries we obtain two results: first, we show that they belong to the C
family, which means that we can achieve εd̃1-privacy via the TGε mechanism, using
the same amount of noise that we would need for standard differential privacy.

Proposition 5. The sum, avg, p-perc queries belong to C.

More interestingly, we can show that the Truncated Geometric mechanism is in fact
universally optimal wrt d̃1 for such queries.

Theorem 11. The sum, avg andp-percqueries are all uniformly qk-sensitive wrt d̃1, dR.

Corollary. TGε/qk is f -εd̃1-optimal for f ∈ {sum, avg, p-perc}, ε > 0.
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5.2 The Manhattan Metric

In the previous section, we used the normalized Manhattan metric εd̃1, obtaining a
strong privacy notion that protects an individual’s value, while offering even stronger
protection for small changes in an individual’s value. This however, requires at least as
much noise as standard differential privacy.

On the other hand, there are applications in which a complete protection of an indi-
vidual’s value is not required. This happens, for instance, in situations when the actual
value is not sensitive, but knowing it with high accuracy might allow an adversary to
identify the individual. Consider for example a database with the individuals’ birth-
day, or the registration date and time to some social network. This information, by
itself, might not be considered private, however knowing such information with minute-
accuracy could easily allow to identify an individual. In such situations we might wish
to protect only the accuracy of the value, thus achieving privacy with less noise and
offering more accurate results.

This can be achieved by the Manhattan metric εd1 (without normalization). This
metric might assign a level of distinguishability higher than ε for adjacent databases,
thus the privacy guarantees could be weaker than those of ε-differential privacy. How-
ever, adjacent databases with small changes in value will be highly protected, thus an
adversary cannot infer an individual’s value with accuracy.

Similarly to the previous section, we can obtain characterizations of εd1-privacy us-
ing the same hiding functions Φ1 and neighborhoods N1. The only difference is that
εd1(φi,w) and εd1(Ni,V ) can be now higher than ε, offering weaker protection. How-
ever, when the adversary already knows i’s value with high accuracy, meaning that
values in V are close to each other, it is guaranteed that his knowledge will increase
by a small factor (possibly even smaller than ε), ensuring that he cannot infer the value
with even higher accuracy.

Note that the sensitivity of a query can be substantially lower wrt d1 than wrt dh.
For example, the sum query is 1-sensitive wrt d1 but qr-sensitive wrt dh. This means
that the noise we need to add could be substantially lower, offering better utility at the
expense of lower privacy, but still sufficient for a given application.

Example 1. Consider a database containing the registration date on some social net-
work, expressed as the number of days since Jan 1, 2000. We want to privately release
the earliest registration date among individuals satisfying some criteria. A registration
date itself is not considered sensitive, however from the result of the query it should be
impossible to infer whether a particular individual belongs to that set. Since values can
range between 0 and approximately 5.000, the sensitivity of the min query wrt dh is
5.000, while wrt d1 it is only 1. By using εdh we protect (up to the intended level ε)
an individual’s registration date within the whole range of values, while by using ε

5d1
we provide the intended protection only within a radius of 5 days. More precisely: in
the first case two adjacent databases will always have distinguishability level ε, while
in the second case such level of protection is guaranteed only if the individual’s reg-
istration date differs by at most 5 days in the two databases (if they differ more the
distinguishability level will increase proportionally). The second case, of course, offers
less privacy, but, depending on the application, confusion within 5 days can be enough
to prevent an individual from being identified. On the other hand, the trade-off with
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Fig. 3. Utility for various values of ε

utility can be much more favorable in the second case: In Figure 1 we show the utility
of a Laplace mechanism for both metrics, in terms of (α, δ)-usefulness (meaning that
the mechanism reports a result within distance α from the real value with probability
at least 1− δ).5 Clearly, ε

5d1-privacy gives acceptable utility while εdh-privacy renders
the result almost useless.

Finally, the optimality result from the previous section also holds for d1.

Theorem 12. The sum, avg and p-perc queries are all uniformly 1-sensitive wrt d1, dR.

Corollary. TGε is f -εd1-optimal for f ∈ {sum, avg, p-perc}, ε > 0.

6 Privacy in Other Contexts

6.1 Smart Meters

A smart meter is a device that records the consumption of electrical energy at poten-
tially very short time intervals, and transmits the information to the utility provider, thus
offering him the capability to monitor consumption accurately and almost in real-time.

The problem. Although smart meters can help improving energy management, they
create serious privacy threats: By analyzing accurate consumption data, thanks to appli-
ance signature libraries it is possible to identify which electric devices are being used
[15]. It has even been shown that, depending on the granularity of measurement and
the resolution of data, it is possible to deduce what TV channels, and which movies are
being watched [16].

Several papers addressed the privacy problems of smart metering in the recent past.
The solution proposed in [17] is based on the use of techniques of (standard) differential
privacy in order to send sanitized sums of the readings over some period of time (e.g.
an hour, a day, a month) to the service provider. Since this solution is tailored to the use
of smart metering for billing purposes, the noise added is assumed to be positive.

5 Using Bayesian utility leads to similar results.
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The Model. For the sake of generality, we assume here that the noise could be of any
kind (not necessarily positive). We can regard the readings over the period [1..n] as
a tuple x ∈ Vn, so that x[i] represents the reading at the time i. Since [17] uses the
standard differential privacy framework, the distinguishability metric on these tuples is
assumed to be the Hamming distance, and therefore the privacy mechanism is tuned
to protect the value of x[i], regardless of whether the variation of this value is small
or large. However, the solution proposed in [17] is general and can be adapted to a
different distinguishability metric.

We argue that for the case of smart meters, the problem that derives from the extreme
accuracy of the readings can be addressed with limited noise by adopting a metric that
is sensitive also to the distance between values, and not only to the change of the value
for a reading x[i]. The reason is the same as illustrated in previous section: if we want to
protect small variations in the reading of x[i], it is not a good idea to tune the sensitivity
on the difference between the extremes values, because we would end up introducing
a lot of noise. In fact, the experiments in [16] are performed on actual smart meters
that are in the process of being deployed. These meters send readings to the service
provider every 2 seconds. The solution proposed in [17] offers good privacy guarantees
by completely protecting each measurement. However, such a definition is too strong if
reporting values at short intervals is a requirement. With standard differential privacy,
we cannot hope to fully protect each measurement without introducing too much noise.
On the other hand, using a more relaxed metric, we can at least provide a meaningful
privacy guarantee by protecting the accuracy of the values. Some privacy will still be
lost, but the attacks described above where the individual’s behaviour is completely
disclosed, will be prevented.

The Manhattan distance d1 on Vn, however, is not suitable to model the privacy
problem we have here: in fact d1 is suitable to protect an individual x[i] and its value,
while here we want to protect all the values at the same time. This is because the ad-
versary, i.e., the service provider, already knows an approximation of all values. Note
the difference from the case of Section 5: there, the canonical adversary knows all exact
values except x[i], and for x[i] he only knows an approximate value. (In the case of
standard differential privacy, the canonical adversary knows all values except x[i], and
for x[i] he does not even know an approximate value.)

The suitable distance, in this case, is the maximum distance between components,
d∞. In fact, we should consider x, x′ “indistinguishable enough” (i.e. d(x, x′) ≤ δ,
for a certain δ) if and only if for each component i, x[i], x′[i] are “indistinguishable
enough” (i.e. d(x[i], x′[i]) ≤ δ, for the same δ). It is easy to see that the only distance
that satisfies this property is d(x, x′) = d∞(x, x′) = maxi dV(x[i], x

′[i]).

Example 2. We illustrate the application our method to distort the digital signature of
a tv program. The grey line in Fig. 4(a) represents the energy consumption of the first
5 minutes of Star Trek 11 [15]. The black line is (the approximation of) the signature
produced by a smart meter that reports the true readings every 10 seconds (the samples
are represented by the dots). The blue and the magenta dots in 4(b) are obtained by
adding laplacian noise to the true readings, with ε values .1 and .5 respectively. As we
can see, especially in the case of ε = .5, the signature is not recognizable.
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(a) (b)

Fig. 4. Digital signature of a tv program (a) and its noisy reporting (b)

Concerning the characterization results, we use hiding functions substituting the value
of all readings. Moreover, we use neighborhoods modelling an adversary that knows all
readings with some accuracy, i.e. knows that each reading i lies within Vi.

Φ∞ = {φ1,w1 ◦ . . . ◦ φn,wn | wi : V → V ∀i ∈ 1..n}
N{Vi} = {〈v1, . . . , vn〉 | vi ∈ Vi, i ∈ 1..n}
N∞ = {N{Vi} | Vi ⊆ V , i ∈ 1..n}

We can show that Φ∞,N∞ are maximally tight.
Finally, we show that TGε is universally optimal for avg and p-perc.

Theorem 13. The queries avg and p-perc are both uniformly 1-sensitive wrt d∞, dR.

Corollary. TGε is f -εd∞-optimal for f ∈ {avg, p-perc}, ε > 0.

6.2 Geolocation

In this subsection we briefly describe an application of our framework to privacy-aware
location-based systems. We refer to [18] for more details.

Privacy notions have been already studied in previous works. Some of these works
[19,20,21] propose the use of the expectation of distance error of the attacker as the way
to quantify the privacy offered by a mechanism. Others works [22,23,24] rely on the
well-known concept of k-anonymity. The notion of relevance is also used to measure
location privacy in [25]. A strong advantage of the use of d-privacy as privacy notion is
that it abstracts from the side-knowledge of the attacker.

The Problem. In several situations it is desirable to know the location of an individual
or a group of individuals in order to provide a service. For instance: In census-based
statistics, to determine the population density in certain areas, in transportation industry,
to estimate the average number of people who need to travel between two given stations,
and in smartphone applications, to obtain points of interest nearby such as restaurants.
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Due to privacy concerns, an individual may refuse to disclose his exact location to
the service provider. Nevertheless, he may be willing to reveal approximate location in-
formation.It is worth noting that for several location-based systems it is usually enough
to obtain an approximate location to be able to provide an accurate service. Note how-
ever, that in order to guarantee a non-negligible level of privacy, the random location
cannot be generated naively. Therefore, if we want to develop a method to randomize
location coordinates, we have to understand what kind of privacy the user expects to
have, and how much information he is willing to reveal.

The Model. In this scenario, the privacy level depends on the accuracy with which an
attacker can guess an individual’s location from the reported one. We will therefore aim
for a distance-dependent notion of privacy, requiring points that are close in distance to
each other to be indistinguishable from the attacker’s point of view. Our method will
still allow the service provider to distinguish between points that are far from each other.

We consider the problem of geolocation on the Euclidean plane, which is a good
approximation of the Earth surface when the area is not “too large”. In this scenario,
possible locations of an individual will be modeled with a set X ⊆ R2, and possible
reported values will be represented by a set Z ⊆ R2. The metric dX used in this context
will be the Euclidean distance d2.

Concerning the characterizations of Section 3, any function φ : R2 → R2 can be
used as a hiding function. Moreover, a neighborhood can be any region N ⊆ R2, mod-
elling an informed adversary who knows that the user is located within N . Hence we
take Φ2 = R

2 → R
2 and N2 = 2R

2

, both of which are maximally tight wrt d2.
In order to obtain a mechanism which satisfies εd2-privacy, we can use the Laplace

mechanism Lε on R2 mentioned in Section 4.1, that is, the one described by the pdf
Dε(x)(z) = ε2

2π e
−εd2(x,z) x, z ∈ R2. The results in Section 4.1 ensure that such

mechanism satisfies εd2-privacy.

7 Conclusion

Starting from the observation that differential privacy requires that the distinguishabil-
ity of two databases depends on their Hamming distance, we have explored the conse-
quences of extending this principle to arbitrary metrics. In this way we have obtained a
rich framework suitable to model a large variety of privacy problems, and in domains
other than statistical databases. Furthermore, even in statistical databases applications,
whenever the privacy concern is related to disclosing small variations in the values
of the individuals (rather than large ones), then our framework allows a more precise
calibration of the noise necessary for achieving the intended level of privacy, and this
results, in general, in a better utility than the one achievable under the constraint of
standard differential privacy. We have investigated the trade-off between privacy and
utility in this extended setting, and it turns out changing the metric has considerable
implications on the existence of universally optimal mechanisms. In particular, for the
Manhattan distance, the normalized Manhattan distance, and the max distance it is pos-
sible to define universally optimal mechanisms for several common queries like the
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sum, the average, and the percentile. This contrast sharply with the case of standard dif-
ferential privacy, where universally optimal mechanisms exist only for counting queries.
Finally, we have shown the applicability of our framework to various privacy problems
in different domains, including smart meters and geolocation.
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Abstract. Many third parties desire to discover and disclose your loca-
tion with the help of your cell phone. Using an embedded GPS, phone
software will commonly reveal coordinates to carriers, advertisers, and
applications. Can a remote party determine locational information absent
explicit GPS information? For example, given a known starting or end-
ing point, can a streaming music server distinguish the path you’ve taken
through the physical world? We show that the path a cell phone and its
owner take from or to a known location can be determined from remote
observations of changes in TCP throughput. Empirically, our method
can correctly determine with greater than 78% accuracy the path taken
by phone from one of four paths, and with 63% accuracy the path taken
from among eight paths.

1 Introduction

Information that is not part of the content of electronic communication, such as
the location of the user, has almost no privacy protection in the U.S. Carriers
inherently know to which towers mobile phones associate, and investigators can
easily compel the release of such information. Mobile phones also expose location
information to Internet services, apps [4], and advertising networks [9]. Location
privacy in phones is limited to GPS access control per-app. In this paper, we
demonstrate that mobile phones are subject to Internet-based remote localization.
We show that the broad geographic path a cell phone and its owner take can be
determined from remotely observed changes in TCP throughput. In short, we
show that turning off GPS is not enough.

Many factors shape network traffic between a phone and a remote server. Some
are ephemeral, including competing link- or TCP-layer flows. Others change only
infrequently, such as the cellular infrastructure and the device’s network stack.
Signal strength is likely to have some geographical consistency, stemming from
the location of radio towers, buildings, and the terrain; any user that lives on the
edge of network coverage knows places where a call is likely to drop. A remote
party communicating with a phone has a window into the complex interactions
of these features. They can be used to reveal the phone’s location, or at least
significantly narrow the list of possible paths taken by a phone and its owner.
This information is leaked regardless of application-level privacy settings.

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 103–122, 2013.
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In this paper, we examine a restricted sub-problem of the general Internet-
based remote localization problem. We approach the problem as an instance of
the time-sequence multi-class classification problem [13], using network traffic
traces as instances to be classified, and geographic paths as classes. We compare
the accuracy of several classifiers that use only throughput measurements of
music streamed to a mobile phone on a 3G/UMTS network. In our subproblem,
we assume the attacker knows either the starting or ending location of the user’s
mobility, can isolate traffic belonging to the user, and can collect labeled training
traces of phones traveling along a limited set of possible paths.

Consider a streaming audio service (like that provided by Spotify or Pan-
dora) that wishes to localize users that have disabled GPS. For the service
to discover an end point, it geolocates the user when they are connected to a
broadband-supported Wi-Fi base station. Most mobile phones in the U.S. pref-
erentially make these connections when they are available. To acquire training
data, the service leverages their observations of users who do not disable GPS:
travels within a cellular network provide training for throughput distributions
over paths; connections from geographically static Wi-Fi provide the service with
GPS coordinates of such access points.

Contributions. We collected hundreds of traces of music that we streamed to
phones along four geographically separate routes in two directions each. We find
that within small geographical areas, mean throughput is largely consistent and
distinct. We examine the accuracy of three remote localization classifiers that
leverage this consistency. Even a naive approach, trained on the mean through-
put of each path, has some success. We trained an HMM classifier on the distri-
bution of throughput values and achieved higher accuracy. Our best performing
approach, a k-nearest neighbors (k-NN) classifier, trains on the ordered sequence
of throughput values of each route. Empirically, the k-NN can correctly deter-
mine with greater than 78% accuracy the path taken by phone from one of four
paths, and with 63% accuracy the path taken from among eight paths.

In sum, our main contributions are as follows.

• We define the Internet-based remote localization problem and demonstrate
for the first time that cellular phones are subject to limited forms of it.

• We recorded 286 traces of music streamed over a 3G/UMTS cellular connec-
tion over one of four geographically distinct, bi-directional routes (8 paths
total) over a one-month period. We also recorded 29 stationary traces.

• Our analysis shows statistically different throughput and signal strength
means among small geographic areas (0.9 km2 each). Phones that move
between locations travel through consistent and distinct network conditions
that are remotely observable.

• We examine the performance of the three classifiers listed above, demon-
strating that both the k-NN and HMM approaches can distinguish between a
small number of geographic routes taken by mobile users using only through-
put measurements. The classifiers are also able to distinguish between mobile
and stationary users. Only the k-NN is able to distinguish between two traces
of the same route in opposite directions.
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We explain classifiers performance by examining received signal strength at the
target, its correlation with throughput, and the geographic consistency of both.
We conjecture that the usual defenses against inference attacks, such as traffic
padding and shaping, will help defend against this attack.

2 Problem Statement and Attacker Model

We are interested in a subset of the Internet-based remote localization problem:
Can an attacker, providing an Internet-based service to a mobile user that dis-
abled GPS, infer the path taken by the mobile user, from among a limited set
of paths, using only information visible at the server? In later sections of this
paper, we show that the answer is yes. Here, we elaborate on the problem, our
assumptions, and our approach and its limitations.

Motivation. Solving this subproblem of the remote localization problem is an
important step toward a solution to the more general problem. Aside from the
research challenge, this problem is of interest to the general public. Particular
users care about their own location being determined and shared without their
consent. Further, society may judge phone-based location tracking of individuals
as something to be regulated or otherwise controlled. For example, in a recent
report [5], the U.S. Government Accountability Office notes that federal action
could help protect consumer privacy; legislatively, the proposed Location Privacy
Protection Act of 20121 and Mobile Device Privacy Act2 both seek to protect
this information in the U.S.

Assumptions. We assume the attacker is the remote end-point of the target’s
communication, as is the case for streaming services such as Spotify, Pandora,
and many others; or has access (perhaps unauthorized) to network-level traces
at this location. We assume that the carrier, who can localize the mobile node by
examining the cell towers to which it has associated, is not assisting the attacker.
We assume that the attacker does not have direct access to the internals of the
cellular infrastructure or to the mobile device used by the target, and therefore
will find it nearly impossible [1] to geolocate the user from its carrier-assigned
IP address. (Carriers use a small pool of addresses that are re-used across the
country from one minute to the next.) We assume the attacker does not have
the ability to direct the mobile device to reveal its location overtly. The attacker
only passively analyzes the communication between the mobile device and its
server. Our attacker uses only throughput measurements of the target’s data
stream and not the content, which could be encrypted or otherwise unavailable
– though we do assume the attacker could link flows if the remote end-point IP
address changes. This assumption is reasonable given our attacker model. (We
enumerate limitations of our evaluation in Section 5.)

Approach. Our approach builds models of the effects of mobility upon network
traffic, and uses these models to determine the mobility of users. Specifically, the

1
http://thomas.loc.gov/cgi-bin/query/z?c112:S.1223:

2
http://markey.house.gov/document/2012/mobile-device-privacy-act-2012

http://thomas.loc.gov/cgi-bin/query/z?c112:S.1223:
http://markey.house.gov/document/2012/mobile-device-privacy-act-2012
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attacker compares a trace of network traffic generated by a mobile user against a
set of models representing specific paths through the world. The attacker creates
these models by gathering information about TCP’s performance on a set of
possible routes that he assumes the target may take. The attacker may gather
this information, which consists of traces of network traffic, during any period
when the traffic observed would be similar — it need not be done strictly prior to
the attack. This training information may be gathered from other users that have
not disabled GPS. We conjecture that greater temporal locality will improve the
attacker’s performance, though we did not explicitly test this assumption.

Limitations. The traces we consider are on the order of tens of minutes long;
we do not attempt to determine the shortest such trace that yields useful infor-
mation. We do not attempt to solve short-duration instances of this problem,
nor do we attempt to chain together small instances of the problem into a larger
instance (i.e., from one instance of Wi-Fi access to a later one). We do not try to
pinpoint the geographic location of the mobile, rather only the path taken from
limited possibilities.

3 Data Collection and Exploratory Analysis

In this section, we describe our data and collection methodology, and we present
an exploratory analysis of our data set. Our focus is on the geographic consis-
tency of client-side signal strength and server-side throughput measurements.
Our data set consists of 286 measurements of mobile phones traveling to and
from a central location to four different locations, each about 25 minutes away
(roughly a 360 km2 area). We also collected 29 stationary traces, to serve as a
simple baseline for our approach. In our analysis, we find that signal strength
and throughput characteristics are tied to geography: in our data set, the mean
throughput of 95% of 0.9 km2 areas is statistically different from at least 90% of
the other areas, and similar results hold for signal strength. The implication is
that the route traveled by a mobile node is through a relatively unique sequence
of mean throughputs that is classifiable.

3.1 Data Collection Methodology

Our measurements3 are based on four Android cell phones instrumented to
record traces of GPS location and signal strength. A server in our building
streamed music continuously to the phones during measurement trials. We logged
TCP traces at the server during trials. We later combined sets of correspond-
ing phone and server traces, synchronizing by the timestamps within the traces.
Note that it is impossible without carrier participation to take measurements
at points inside the network along the path. Moreover, our goal was to take
measurements that are available at the server without special access to cellular
infrastructure, allowing for a weaker attacker. We took two sets of traces:

3 Traces from our experiments are available for download from
http://traces.cs.umass.edu.

http://traces.cs.umass.edu
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C

Fig. 1. We gathered data on four popular paths in our area, in two directions for each
path. All paths intersect in Amherst, MA, labeled as “X”.

• Mobile 3G Measurement Set: We used Samsung Nexus S, Samsung
Galaxy S, Motorola Atrix, and HTC Inspire phones, all connected to the
AT&T UMTS (3G) network, to record traces. The 802.11 radio on the phone
remained powered off during the experiments. We collected data during a
one-month period under varying traffic and weather conditions. Each mea-
surement was taken as a phone traveled along one of four routes going either
toward or away from our central location (point X in Figure 1). The individ-
ual paths are shown on a map in Figure 1 and summary statistics appear in
Figure 2. In total, we recorded 286 traces in this set.

• Stationary 3G Measurement Set: We recorded 29 traces from stationary
phones, connected to the UMTS (3G) network, located in different locations
near our central location.

The phones collected traces of GPS location (with 10m accuracy) and signal
strength4. Each element of the traces was sampled once per second. Traces of
network activity on the server consist of standard pcap logs. We did not limit
traces to periods of cellular connectivity, and some traces consisted of several
TCP connections.

In the mobile sets, we hired several persons to collect data on these specific
paths, and no person was assigned to a single path or phone. Our goal was to

4 As reported by android.telephony.SignalStrength.getGsmSignalStrength().

android.telephony.SignalStrength.getGsmSignalStrength().
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Route Distance
(mi)

Num.
Traces

Throughput
(KB/s)

Duration
(min)

Collected mean ± s.d. mean ± s.d.

X to A 8.7 68 143.1 ± 104.3 16.4 ± 4.3
A to X 8.7 63 167.2 ± 108.2 16.1 ± 4.2

X to B 9.2 28 49.8 ± 81.8 33.6 ± 9.0
B to X 9.2 24 67.0 ± 95.8 30.5 ± 4.8

X to C 12.7 31 127.3 ± 106.8 32.1 ± 7.9
C to X 12.7 29 123.4 ± 108.5 34.8 ± 7.4

X to D 22.2 24 47.6 ± 76.2 35.0 ± 10.3
D to X 22.2 19 36.5 ± 64.3 36.1 ± 5.1

Stationary 0 29 220.4 ± 120.3 20.4 ± 5.5

Fig. 2. Details of the traces in our Measurement Sets. Letters refer to landmarks labeled
in Figure 1. In total, we recorded 286 mobile and 29 stationary traces.

avoid learning the phone model or user behind the movement. Each path differed
in distance, and each took about 25 minutes on average to travel by car or bus.
The travel time to location A was the shortest and D the longest. We discuss the
implications of path duration on classifier bias in Section 5. Because we relied
on a consumer phone platform, on some occasions the experiment failed because
either the end time or start time were not recorded correctly, due to a GPS
failure or write-to-flash failure. We did not attempt to even out the number of
traces per path after our collection period completed. Though the number of
traces per route and direction varies, we did not alter which traces to collect
or which to use in the experiments for any reason (most importantly, to alter
classification accuracy).

3.2 Geographic Analysis

We grouped all server-side throughput and client-side signal strength measure-
ments into small geographic areas (much small than and having no correspon-
dence to carrier cells) to determine if each area had consistent and differen-
tiable mean throughput. The efficacy of any throughput-based remote localiza-
tion scheme depends on such consistency. We found geographic consistency in
both cases and a weak correlation between the two features.

Server-side throughput is influenced by the wireless link between the phone
and cell tower [3], the network conditions and infrastructure [15] between the
phone and server, the TCP algorithm [10], and other factors. Signal strength
is just one factor that influences the wireless link but it is the factor with
the strongest tie to geography. Received signal strength is influenced by many
physical features, including occlusions between the radio and cell tower from
tree foliage, the body of the person carrying the phone, buildings, and other
structures.

The range of signal strength values are integers defined in GSM standard TS
27.007, with 0 referring to -113 dBm or less, 31 referring to -51 dBm or greater,
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Fig. 3. On a per-second basis, the correlation between server-side throughput and
client-side signal strength is 0.38. The plot shows a linear fit. Figures 13(left) and
(right) show that this correlation increases to 0.58 and 0.89 on a per-trace and per-
route basis, respectively.

and 99 referring to an undetectable signal. Each value between 1 and 30 is a
linear increase from -111 to -53 dBm. We discarded values of 31, as the range it
captures is too large for a meaningful regression. We treated values of 99 as 0.

We found a weak correlation between client-side signal strength and server-
side throughput of 0.38 when considered as a per-second granularity. Figure 3
shows the distribution of throughput values per signal strength value as a boxplot.
The figure also plots the least-squares linear fit of the two variables as a visual
guide. In Section 5, we return to this correlation on a per-trace and per-route
basis, showing the correlation increases to 0.58 and 0.89, respectively.

Figure 4 shows the mean throughput (left) and signal strength (right) of
geographic areas in our measurements. The error bars of each mean indicate the
95% confidence interval of the mean. Each plot is sorted by an increasing mean
value, and therefore the order of areas in the plots is not the same. Using a two-
sided, 95% confidence interval t-test, we performed a pairwise comparison of the
mean throughput of the areas. 95% of areas have means that are statistically
different from at least 90% of other areas. The consistency of these values and
the differences among areas suggests that latent information linking throughput
and geography is available for training a classifier. Signal strength measurements
have a similar consistency.

In Figure 5, we plot the mean throughput of each area on a geographical grid.
Mobile nodes will travel through a sequence of areas that has a unique signature
of mean throughputs. The task of classification is to match the observed through-
put to a training set that captures these means. In the simplest approach, we
can classify based on the mean throughput that a mobile device obtains from
visiting a series of areas. In more advanced approaches, we can classify based
on the ordered set of mean throughputs obtained, or the ordered set with tim-
ing information. We attempt all three approaches, detailed further in the next
section.
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Fig. 4. The mean throughput (top) and
signal strength (bottom) of geographical
areas in our measurements. Each tic on
the x-axis is a geographic area, and the or-
der of areas is by increasing mean value;
the order of areas in the plots is differ-
ent. Error bars indicate the 95% c.i. of
the mean. 95% of areas have throughput
means that are statistically different from
at least 90% of other areas (two-sided,
95% c.i. t-test). A similar result holds for
signal strengths.
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Fig. 5. The mean throughput of each area
on a geographical grid. Mobile nodes will
travel through a sequence of areas that has
a unique signature of mean throughputs.
The task of classification is to match the
observed throughput to a training set that
captures these means. Each area is approx-
imately 0.9 km2.

4 Classifiers for Mobile Throughput Traces

Given the attacker model and the data we’ve described in previous sections, it
remains for us to detail how an attacker can use throughput traces to deter-
mine which path a mobile phone user takes. In this section, we describe several
classification algorithms suited to this task.

Classifiers build models of labeled training instances of data, and use these
models to decide to which class an unlabeled test instance belongs. The instances
we considered were created from pcap files, and the specific data we were inter-
ested in was TCP throughput. We discretized this data into one-second intervals,
and treated each instance as a sequence X of per-chunk median throughputs
(x0, x1, . . .). With one second chunks, the index of each throughput value is the
time since the start of the trace. The first algorithm, a straightforward k-nearest
neighbor (k-NN) classifier, operates directly on these sequences. The second algo-
rithm, based upon Hidden Markov Models (HMMs) requires some pre-processing
of the sequences before operation, which we detail later.

pcap
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4.1 Sequence-Based k-Nearest Neighbor Classifier

We build and use a k-NN classifier as follows. We train by simply storing training
instances and their labels. To classify an unlabeled instance, we first compute
the instance’s distance from each labeled training instance. Given two instances
X and Y , where len(X) ≤ len(Y ), we define

distance(X,Y ) =

len(X)−1∑
i=0

|xi − yi|+
len(Y )−1∑
i=len(X)

yi (1)

The first summation is the per-chunk difference in throughput. The second sum-
mation is the remaining per-chunk throughputs; in effect, we are imputing zeros
in the shorter trace.

We classify the instance as the label (i.e., the route) present in the largest
fraction of the k-nearest neighbors. The choice of k tunes a smoothing effect in
the data: A larger k reduces erroneous labeling due to matching against outliers,
while too large of a k can result in simply choosing the most common training
label. We used k = 13 for all experiments. All values between k = 1 . . . 20
performed roughly the same (59.4% to 67.1%, with a mean of 62.7%). For our
data set, the choice of k is not critical. We don’t expect the value is generalizable.

4.2 HMM-Based Classifiers

The data consists of frequent changes in throughput, and we construct an HMM
classifier that models these changes. This classifier measures the consistency and
volatility of the signal at certain levels along a path.

Overview. Figure 6 shows a simple HMM, with some details elided. This
HMM represents one path through the world, and the corresponding changes
in throughputs that are observed along that path. In this model, there are two
states, corresponding to either a high or low throughput. In each state, the
corresponding symbol is emitted with probability 0.95. There is an unspecified
probability, pstay ..., that the HMM will stay in that state, or transition to the
other state with probability pgo .... The exact probabilities can be set manually,
or trained using measured data and the Baum-Welch algorithm. In this model,
a more volatile signal may show higher transition probabilities than a more con-
sistent signal, while a consistently high signal may result in a higher pstay high

and a lower pstay low.

Details. We build the HMM-based classifiers as follows. We start with the se-
quences of one-second chunks of throughput corresponding to the traces. The
chunks are then symbolically labeled with one of n discrete symbols, where the
cutoffs associated with each symbol are the equivalent quantiles. For example,
n = 2 has a cutoff at the median and the symbols represent high and low
throughputs, as illustrated in Figure 6(a). When n = 4, the cutoffs are at each
quartile boundary, and so on. The sequence of symbols thus generated serves as
input to our HMMs, as either labeled training data, or as unlabeled test data.
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P(high)=0.95

P(low)=0.95

pgo_high pgo_low

pstay_low

pstay_high

(a) A simple HMM before
training.

Route p stay low p go high p go low p stay high

A to X 0.91 0.09 0.08 0.92
X to A 0.88 0.12 0.06 0.94

B to X 0.96 0.04 0.10 0.90
X to B 0.95 0.05 0.05 0.95

(b) HMM probabilities after training.

Fig. 6. A simple, untrained HMM as shown can be trained upon observed data. Trace
data representing observed throughput is discretized into periods of high and low band-
widths, and the Baum-Welch algorithm is used to learn the most likely correspond-
ing HMM. All emission probabilities converged to P(X)=1 from an initial setting of
P(X)=0.95. For four such routes, four such two-state HMMs were learned using the
Viterbi algorithm, with weights as shown in table (we used a 7-state HMM in our
experiments).

Route 1
HMM

Route 2
HMM

a=Route 1 Viterbi path probability

b=Route 2 Viterbi path probability

if max(a,b)=a
output 1

else
    output 2

Route
candidate
observation Result

Fig. 7. The classification approach used for labeling traces corresponding to one of
two candidate paths. Per-route HMMs are trained using the Baum-Welch algorithm
on labeled traces. Classification of unlabeled traces is done by choosing the route cor-
responding to the HMM with the highest-probability Viterbi path.

The initial HMMs also have n states, where the state corresponding to each
quantile has emission probability 0.95, and the other symbols are emitted with
an equal division of the remaining 0.05 probability mass.

To train each HMM, we use the Baum-Welch algorithm, with an initial HMM
as shown in Figure 6(a), where transition probabilities from each state are
equiprobable. We apply Baum-Welch once for each labeled training sequence.

As an example, we show the resulting weights in Figure 6(b) for n = 2 to illus-
trate the differences between two such paths. Note that we show each direction
separately, and that, as would be expected with an HMM in this scenario, the
two machines for each path more closely resemble one another than those from
the other path. In our traces, n = 7 produced best results; we tested values of n
from 2 to 25. Values for n near 7 all performed nearly as well, and improvements
past n = 7 were minimal and likely due to variance in the input data, given
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our relatively small data set. As with the choice of k for the k-NN classifier, our
choice of n is tuned for our dataset and not generalizable.

The procedure for using our classifier is illustrated in Figure 7. We take an
unlabeled sequence, and apply the Viterbi algorithm to it and each HMM, which
produces an estimate of the probability that the HMM produced the observed
sequence. We take the path corresponding to the most probable HMM as the
prediction for that sequence.

5 Experimental Results

In this section, we report on our experiments. We begin with a brief overview of
our approach and a list of our assumptions. We then describe the details of our
experiments, and present and discuss our results.

5.1 Overview

Our experiments take the form of classification problems, where an attacker
trains a classifier on training data, consisting of labeled sequences of throughput
(training instances) as described in Section 4, and attempts to determine the class
of an unlabeled instance (test instances). Varying the classifier and training and
testing data allow us to determine how well the attacker can perform under
different scenarios.

In all experiments, we use the standard definition of accuracy for a multi-
class problem: the sum of correct classifications divided by the total number of
classifications. Because each class is mutually exclusive as we have defined them
(that is, the routes do not overlap and the classifier returns only a single result),
accuracy is based on the sum of true positives for all classes and there are no true
negatives possible. We trained and tested all classifiers in the same proportions
on each data set, and we used leave-one-out cross-validation to measure accuracy.

Classifiers.We evaluate an attacker’s accuracy using the k-nearest neighbor and
throughput-based HMM classifiers described in Section 4. We also evaluate two
naive approaches to classification. In the first naive approach, called Throughput,
the classifier models each path as the mean of the mean of the throughputs
associated with each path. This is among the simplest approaches to modeling a
path that actually uses observed throughputs. In the other naive approach, called
Frequency, the classifier simply chooses the class that was most common in the
training data. Performing no better than Frequency, which uses no information
from the data stream, implies a classifier models the situation poorly.

Summary of Experiments and Results. First, we show that an attacker
can differentiate a mobile user from a stationary user, that is, make the binary
choice of mobile or stationary. The attack succeeds with very high accuracy
(77.4–91.2% for k-NN depending upon the exact scenario). Next, we show that
given a user’s starting or ending location and choice of four paths, an attacker
can determine which path a user traveled, that is, choose correctly from among
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one of four options. This attack also succeeds with high accuracy (78.1–78.5%
for k-NN depending on the scenario).

We then use our data to explore how well our method will scale to more choices.
We show that given just the choice of four paths, an attacker can determine both
the path and direction traveled (from among the eight possibilities) with good
accuracy (63.3%). This problem parallels the problem of choosing from one of
eight known paths given a starting or ending point, but is no easier: when forced
to determine both path and direction, the attacker is choosing among paths
where pairs are quite similar in some respects (since they are essentially mirror
images of one another). We also show that in our data, the mirroring accounts
for virtually none of the loss in accuracy for the k-NN classifier; for the other
classifiers, the mirroring does cause a drop in accuracy.

Assumptions and Limitations. Our experiments are make many simplifying
assumptions for this initial work. We assume the mobile target is always on one of
n paths. We assume the attacker knows the starting location such that it can only
be one of the starting points of the n paths. We assume the attacker has access
to the streaming data as an end-point of the connection but cannot retrieve
GPS information from the target’s phone. In practice, to acquire training data,
the attacker can leverage their observations of users who do not disable GPS;
their travels within a cellular network and their connections to Wi-Fi provide
the service with training data.

Our study is limited to one geographic location that is a small city with few
tall buildings. Other small cities may be different, and cities replete with tall
buildings may have very different characteristics. We don’t consider situations
where the user reverses direction or goes off-path. The speed of the mobile node
was dictated by local traffic, but otherwise the driver went at speeds appropriate
to each road. We have no data on walking or bicycling targets.

We used Subsonic5 to stream a constant bitrate mp3 from our server to the
phone, resetting the cache before each run. However, a real targetmight not stream
data the entire length of the path (or at all), and hence we gave the attacker an
advantage. Further, we did not model the complexities of commercial streaming
services, which may not stream from a single location on the network. Finally, our
measurements do not include any competing traffic flows to or from the phone
during trace collection, which may complicate classification in practice.

5.2 Differentiating Stationary and Mobile Users

In our first experiment, we compare our instances of data from stationary phones
against those from mobile phones. In this set of experiments, all stationary traces
are one class, and mobile traces corresponding to each of the routes shown in
Figure 1 are treated as the other class. The results are shown in Figure 8. In
that figure, we see that the Throughput classifier performs about at parity with
the more sophisticated techniques.

5
http://www.subsonic.org

http://www.subsonic.org
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Path Classes k-NN HMM Thruput Freq

X to A 2 83.5% 87.6% 72.2% 70.1%
A to X 2 80.4% 88.0% 65.2% 68.5%
X to B 2 91.2% 89.5% 89.5% 50.9%
B to X 2 77.4% 90.6% 88.7% 54.7%
X to C 2 83.3% 80.0% 78.3% 51.7%
C to X 2 84.5% 86.2% 77.6% 50.0%
X to D 2 81.1% 84.9% 88.7% 54.7%
D to X 2 87.5% 93.8% 87.5% 60.4%

Fig. 8. Classification accuracy for differentiating stationary vs. mobile users. Bolded
entries have the highest accuracy; also bolded are entries that are not statistically
different from the highest rate (one-sided, two-sample proportion test; 95% c.i.). In
general, mean throughput is mostly sufficient to make this binary decision, but more
sophisticated techniques do slightly better.

Fig. 9. The empirical CDF of server-side roundtrip time (RTT) estimates for long-
running TCP connections when a mobile device is static or moving. The same device is
used for both cases. The static scenario demonstrates a noticeably different distribution
of estimated RTTs compared to the mobile scenario; RTT is a primary factor in TCP
throughput [10].

Why does throughput-based classification work so well in this case? As we
show in Figure 9, there are obvious differences in RTT estimates, and RTT is a
prominent factor in TCP throughput [10]. Dramatic variations of the estimated
RTT are likely the result of the increased number of local link-layer retransmis-
sions, which seek to mitigate the impact of wireless losses on TCP [3]. These
retransmissions are more common in our mobile scenarios.

5.3 Determining a User’s Path

In our next set of experiments, we assume that user’s starting or ending location
is known, and that our goal is to determine which of four paths were taken by
the mobile. Specifically, we train and test classifiers using only traces that are
Inward to the central location (“. . . to X”) described in Section 3; then we do so
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Experiment Classes k-NN HMM Thruput Frequency

4 paths × 1 direction (Inward) 4 78.5% 75.6% 67.4% 46.7%
4 paths × 1 direction (Outward) 4 78.1% 70.9% 48.3% 45.0%

4 paths × 2 directions 8 63.3% 39.5% 29.0% 23.8%

4 paths × either direction 4 77.3% 72.7% 57.3% 45.8%

Fig. 10. Classification accuracy for each classifier in different scenarios, discussed in
Sections 5.3 and 5.4. Bold entries correspond to highest achieved values (following the
same rule of significance from Figure 8).
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Fig. 11. Confusion Matrices for the Inwards scenarios. The number in cell (x, y) shows
the count of paths of type x that were classified as path y using our (a) k-NN and (b)
HMM-based classifiers. Cells are shaded to show the mass of each distribution (by
column); a perfect classifier would have non-zero entries on only the diagonal.

again, using only Outward (“X to . . . ”). Each set of experiments thus considers
four classes. The results of these experiments are shown in Figure 10.

In these experiments, the k-NN and HMM-based classifiers significantly out-
perform the naive classifiers. In line with our intuition, we find that throughput
alone does not adequately differentiate routes.

Figure 11 provides finer details on the k-NN and HMM classifier results for
the Inward paths. While the classifiers do well in labeling most paths correctly,
two particular types of error stand out. The k-NN classifier misclassifies many
instances into the A-to-X class. This error is partly because throughput for a
path may have an increased variance at times, particularly in areas of unstable
signal. Since A-to-X is the most common class, it tends to win a majority in the
voting if certain parts of a trace don’t clearly match another class.

The HMM tends to conflate paths involving endpoints A and C, and paths
involving B and D. Upon further analysis, we realized that these two paths con-
tained instances that include long periods of high throughput (in the former
case) or little to no throughput (in the latter) and thus there is more sim-
ilarity between the HMMs trained for those classes. This effect can be seen
in the distribution of throughputs for these routes in Figure 12. In general,
paths that cover the same geographical area in different directions exhibit similar
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Fig. 12. Per-route distribution of throughput across all traces gathered on each path
shown in Figure 1. Vertical lines denote the mean value for the corresponding distri-
bution. Since per-route differences in throughput are the basis for classification, routes
with similar distributions are more likely to be misclassified as one another, such as
routes involving B and D in our experiments.

throughput distributions, resulting in a lowering of accuracy for classifiers that
do not consider sequence information.

As we discussed in Section 3, the reason classification is possible is that
throughput is geographically consistent in our dataset (See Figure 5). The exper-
iments in this section demonstrate that path-level classification can make mean-
ingful use of such consistency. Further, we see a correlation of signal strength and
throughput at a path- and trace-level of granularity that is stronger than at the
per-second granularity reported in Figure 3. The mean throughput observed at
the server for each route has strong positive correlation of 0.89 with the median
signal strength on that route. Figure 13(left) shows the linear fit for each of the
eight paths in our mobile traces. The high correlation between per-route mean
throughput and median signal strength suggests that route classification based
on throughput means or distributions — as performed using the k-NN, HMM,
or Closest Mean Throughput method — should capture some information about
the location of the mobile phone.

We found a positive correlation of 0.58 at a per-trace level, shown in Fig-
ure 13(right). This drop in correlation — and the even smaller correlation of
0.38 at the per-second level — speaks to the challenge of this task: network per-
formance is generally consistent for a path but it weakens significantly for shorter
time scales. Additional features from the network traffic are likely needed to ad-
vance classification accuracy to work with finer time scales or geographies. In
the next subsection, we investigate how these classifiers scale.
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Fig. 13. The mean throughput for each route has strong positive correlation with
the median signal strength on that route. The correlation coefficient is 0.89 per-route-
and-direction, and 0.58 per-trace. (Note that it was 0.38 in Figure 3, which was a per-
second granularity.) The correlation increases as granularity decreases, which supports
our hypothesis that there are consistent effects of geography upon throughput.

Path Classes k-NN HMM Thruput Frequency

A 2 74.8% 64.1% 60.3% 51.9%
B 2 84.6% 67.3% 57.7% 53.8%
C 2 76.7% 31.7% 46.7% 51.7%
D 2 79.1% 51.2% 65.1% 55.8%

Fig. 14. Classifier accuracy when determining direction of travel on a given path. Bold
entries correspond to highest achieved categories (following the same rule of significance
from Figure 8). Only the k-NN classifier includes sequence information in its model of
paths, and it is consistently in the highest-achieving category.

5.4 Scaling and Direction-Insensitivity

Do our techniques scale beyond choosing one of four paths? While we cannot
answer this question generally, we can artificially increase the number of choices
the attacker has by considering each path in each direction as a separate class,
giving us eight possible classes corresponding to the eight routes in Figure 2.

Our results are shown in the “2 directions” row of Figure 10. The accuracy
of all methods except for the k-NN classifier collapses: it achieves a reasonable
63.3%, statistically significantly above the others. The HMM classifier at 39.5%
scores statistically significantly above the Throughput and Frequency classifiers
at 29.0% and 23.8%; the latter two are not significantly different from one an-
other. Two questions arise: Why does performance decrease with more options?
And why does the k-NN classifier do so much better than the others?

A key way that the k-NN classifier differs from the other three is that it
considers the sequence information, whereas the other three discard or condense
it. We conjecture that this additional information enables the k-NN classifier to
perform well when some paths are essentially mirror images of one another, and
we explore this conjecture with two more experiments.

First, we trained and tested the classifiers on each of the four paths in a
direction-insensitive manner; that is, we gave paths from A to X and from X to
A the same label (simply “A”), and so on. The results, in the row labeled “either
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direction” of Figure 10, show that the classifiers return to their previous level of
accuracy in this scenario. Second, we trained and tested each classifier on four
new scenarios. Each was a binary classification test where the classes were either
paths from A to X or from X to A; then either from B to X or from X to B as a
separate experiment; and so on. The results are shown in Figure 14; we see that
the k-NN classifier consistently performs well, and the other classifiers are not
able to distinguish the direction of a path.

Finally, a note on classifier bias. Because we could not control the duration of
the paths, we verified that our sequence-based (k-NN) classifier did not perform
well merely because paths were different lengths. We implemented a length-based
classifier for this purpose (i.e., one that classified based on the duration of a
trace). We found that while the length-based classifier performed better than
frequency, the accuracy was driven by a different set of paths than the k-NN’s
correctly classified paths.

5.5 Approaches to Enhancing Privacy

We did not test any approaches for enhancing the privacy of users against this at-
tack, but many existing techniques are likely to be effective. To prevent revealing
their travel paths to nosy remote servers, phone users will need to traffic shape
or otherwise perturb their data transmission, incurring a performance penalty.

For example, a trusted proxy located outside the cellular network can re-shape
traffic before reaching the attacker. As noted in Section 2, we assume the carrier
is not assisting the attacker. The proxy could be set up as a VPN, which we
suggest not for the encryption but because it is a protocol widely supported
by smart phones as a transparent method of redirecting traffic. It is feasible
that the mobile device could reshape the traffic on its own. Most simply, it
could limit throughput to a peak level that is reasonable across a wide area of
the cell network. Or it could enforce regions of zero throughput. Of course, the
challenge is to shape traffic in a way that does not overall reduce throughput or
the interactivity needed by the application. This type of shaping may be easy
for bulk file transfer (low interactivity required), moderately challenging for web
browsing (where caching and pre-fetching may help mask throughput ceilings),
and very challenging for interactive audio and video calls (where users are most
sensitive to throughput limitations and network delay jitter).

6 Related Work

Mobile Phone Localization. Precisely localizing mobile phones or other sim-
ilar devices on the basis of GSM and other location-explicit information is an
active area of research, however, these works use information available only to the
mobile user (such as which 802.11 base stations or cell towers are in range [6,11])
or their carrier (such as the pattern of handoffs [2] or other administrative de-
tails [14]). In our work, we focus on remotely localizing another party based only
on a TCP traffic stream rather than local information.
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Kune et al. [8] propose a technique to test if a user is present within a small
area or absent from a large area by simply listening on the broadcast GSM
channel. The focus of their work is on lower layers of GSM communication stack.
We did not extend our study to analyze lower layers of 3G, because it is a legal
violation in our jurisdiction. And again, our study is concerned with remote
observation of network streams over cellular links, and largely treats the cellular
infrastructure as a black box.

Xu et al. [14] present an approach for localizing performance measurements
in 3G networks. They exploit the predictability of users’ mobility pattern to
develop a clustering algorithm for grouping related cell sectors and assigning
IP performance measurements to fine-grained geographic regions. The proposed
technique requires access to the cellular infrastructure. In contrast, our tech-
nique for network-based localization requires remote passive observation of the
target, and data collection independent from the target and internals of the
infrastructure.

Balakrishnan et al. [1] show that individual cell phones can expose different IP
addresses to servers within time spans of a few minutes, and find that IP-based
geo-localization is “impossible” in cellular networks. They show that application-
level latencies can differ greatly among cities thousands of miles apart. Moreover,
they show that the variation of latencies in short time spans is not high. Our
work is complementary and extends similar notions further: we show the consis-
tency of throughput at the finer granularity of square-kilometer regions, and we
demonstrate successful classification experiments using such features.

Xu et al. [15] show that in contrast to wired Internet traffic, current cellular
data traffic traverses through a limited number (4–6) of Gateway GPRS Support
Node (GGSNs), which is the first IP hop of a data connection. The authors
show that local DNS servers provide an appropriate approximation to estimate
a user’s network location (i.e., one of the 6 GGNs) for purposes of mobile content
placement and server selection, due to the restricted routing in cellular networks.
By assuming availability of partial information about the possible routes a user
could be on, our approach aims at a much more granular localization than the
DNS method proposed by Xu et al., which is limited to finding approximate
network locations.

Other Remote Attacks. Kohno et al. [7] present a technique for fingerprinting
a physical device remotely by exploiting clock skews. Their approach could be
used to remotely identify the same device connected to the Internet at different
times or using different IP addresses. Our approach, which is focused on detecting
the routes taken by a mobile node, is orthogonal to this work and could benefit
from it when locating the end-points of a target’s travel path.

NAT and firewall policies of cellular carriers are explored in the work by Wang
et al. [12]. They identify a set of such policies that directly impact performance,
energy, and security of mobile devices. For instance, they show that NAT boxes
and firewalls set timeouts for idle TCP connections, which sometimes lead to
significant waste of energy on the mobile device. The authors show that in spite
of deployment of firewalls, cellular networks are still vulnerable to denial of
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service and battery draining attacks. We explore another type of attack on the
location privacy of mobile cellular users.

Case Law. Can the U.S. government, as a third party, obtain the through-
put information needed for remote localization? Recently, in U.S. v. Jones (No.
101259), the Supreme Court ruled that law enforcement need a warrant to re-
motely track a person’s location through prolonged use of a GPS device. In that
case, a GPS device was placed by the government on the target’s car, which was
considered a trespass by the majority opinion. In contrast, in our scenario the
government would obtain only the size of packets received by a third party, as-
suming the government already knew through physical observation the starting
or ending point of a target’s journey. Acquisition of such signaling information
does not usually require a warrant or wiretap because it is not content (see Smith
v. Maryland, 442 U.S. 735 (1979)). Accordingly, recent cases involving acquisi-
tion of cell site information may be more relevant than Jones, but the issue is
unsettled. For a summary of recent rulings on cell sites, see footnotes 8 and 9 in
an opinion 6 from the Jones retrial.

7 Conclusion and Open Problems

We have demonstrated that the patterns of data transmission between a server
on the Internet and a moving cell phone can reveal the geographic travel path of
that phone. While the GPS and location-awareness features on phones explicitly
share this information, phone users will likely be surprised to learn that disabling
these features does not suffice to prevent a remote server from determining their
general mobility. Our work shows that a simple k-nearest neighbor classifier can
discover and exploit features of the geography surrounding possible travel paths
to determine the path a phone took, using only data visible at the remote server
on the Internet and training data collected independently.

It is an open and important problem to quantify the extent to which a user’s
location can be compromised in this fashion — with greater accuracy and among
larger numbers of paths and different geographies — and to determine just how
much information is needed to make these inferences. We conjecture that prepro-
cessing of the data — smoothing or aligning the sequences — may more readily
reveal patterns within a given path. Other algorithms may also improve the
attacker’s performance: for example, we have implemented a discrete left-right
HMM, which models the sequence of changing throughput distributions along a
path, with limited success. We anticipate that performance may improve with
smoothed data or a more apt model, such as one with continuous observations.
A model representing a user’s position in 2-D space rather than along a specific
path would allow an attacker to more easily identify user location in a real-world
scenario. Finally, the ability to classify shorter traces would allow an attacker to
deduce location with finer granularity.

6
http://www.gpo.gov/fdsys/pkg/USCOURTS-dcd-1 05-cr-00386/pdf/

USCOURTS-dcd-1 05-cr-00386-9.pdf

http://www.gpo.gov/fdsys/pkg/USCOURTS-dcd-1_05-cr-00386/pdf/USCOURTS-dcd-1_05-cr-00386-9.pdf
http://www.gpo.gov/fdsys/pkg/USCOURTS-dcd-1_05-cr-00386/pdf/USCOURTS-dcd-1_05-cr-00386-9.pdf
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Abstract. Location privacy has been extensively studied over the last
few years, especially in the context of location-based services where users
purposely disclose their location to benefit from convenient context-
aware services. To date, however, little attention has been devoted to
the case of users’ location being unintentionally compromised by others.

In this paper, we study a concrete and widespread example of such sit-
uations, specifically the location-privacy threat created by access points
(e.g., public hotspots) using network address translation (NAT). Indeed,
because users connected to the same hotspot share a unique public IP, a
single user making a location-based request is enough to enable a service
provider to map the IP of the hotspot to its geographic coordinates, thus
compromising the location privacy of all the other connected users. When
successful, the service provider can locate users within a few hundreds of
meters, thus improving over existing IP-location databases. Even in the
case where IPs change periodically (e.g., by using DHCP), the service
provider is still able to update a previous (IP, Location) mapping by
inferring IP changes from authenticated communications (e.g., cookies).

The contribution of this paper is three-fold: (i) We identify a novel
threat to users’ location privacy caused by the use of shared public
IPs. (ii) We formalize and analyze theoretically the threat. The result-
ing framework can be applied to any access-point to quantify the pri-
vacy threat. (iii) We experimentally assess the state in practice by using
real traces of users accessing Google services, collected from deployed
hotspots. Also, we discuss how existing countermeasures can thwart the
threat.

1 Introduction

With the ubiquity of mobile devices with advanced capabilities, it is becoming
the norm for users to be constantly connected to the Internet; users can benefit
from many online services while on-the-go. Among others, location-based ser-
vices (LBSs) are increasingly gaining popularity. With an LBS, users share their
location information with a service provider in return for context-aware services,
such as finding nearby restaurants. Users also enjoy sharing location information
with their friends on social networks (e.g., Facebook and Twitter) [26].

� Parts of this work were carried out while Vincent Bindschaedler was with EPFL.

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 123–142, 2013.



124 N. Vratonjic et al.

Although very convenient, the usage of LBSs raises serious privacy issues. Lo-
cation privacy is a particularly acute problem as location information is valuable
to many parties, because much of information can be inferred from users’ loca-
tions (e.g., users’ interests and activities). Location information is essential for
many online service providers [13], especially for those whose business models
revolve around personalized services. A prominent example is online advertising,
an ever-increasing business with large revenues (e.g., $22.4 billion in the US in
2011 [28]), as so-called location-specific ads based on the location information
are significantly more appealing to users [20].

Typically, users willingly disclose their location only to LBS providers. Yet,
non-LBS providers can obtain users’ locations through IP-location: determining
the location of a device from its IP. Existing IP-location services rely either on (i)
active techniques, typically based on network measurements [21], or (ii) passive
techniques, consisting of databases with records of IP-location mappings [19,
24]. Active techniques provide more accurate results, however they incur high
measurement overhead and a high response time (in the range of several seconds
to several minutes) to localize a single IP. A passive approach is usually much
faster and thus preferred by service operators. A number of IP-location databases
are available, either free (e.g., HostIP [19]) or commercial (e.g., MaxMind [24]).
Some databases contain records of landmark IPs for which the location can be
inferred (e.g., institutions [37] or websites that post their location [17]) and other
IPs are geolocated relatively to these landmarks. However, they provide at most
a city-level accuracy and most of the entries refer only to a few countries [27].
For instance, MaxMind reports to correctly geo-locate, within a radius of 40 km,
81% of IP addresses in the US and 60%-80% in Europe. This level of accuracy
is effective for regional advertising but is not sufficient for local businesses (e.g.,
bars) which require neighborhood or street-level accuracy [20]. Thus, major Web
companies, including Google, are actively working on improving IP-location1.

Service providers can also obtain a user’s location via transitivity, relying on
users to disclose their location and that of others in their vicinity: if a provider
knows the location of user B and that user A is close to B, the provider knows
roughly the location of A. Such situations arise when users report neighboring
users (e.g., Bluetooth), or check-in on online social networks (OSNs) and tag
friends they are with. In some cases, even if the proximity information is not
directly revealed by users, a provider can still infer it, as we will show.

In this paper, we study a location-privacy threat users are exposed to on a
daily basis. When a user connects to the Internet through the same access point
(AP) as other users (e.g., a public hotspot, home router) who make LBS queries,
the service provider learns the user’s location. Indeed, because all of the devices
connected to a public hotspot, implementing network address translation, share
the AP’s public IP, when users generate LBS queries, the service provider learns
the location of the AP and maps it to the AP’s public IP. IPs remain the same

1 Google reports an accuracy of 95% at the region-level and 75% at the city-level, with
high variance across countries, and seeks to improve it to the street-level [14].
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for a certain amount of time, thus for any connection for which the source IP
is the same as the AP’s IP, the service provider can conclude that the device is
located nearby the location of the AP. The accuracy of the estimated location
depends on the range of the AP (typically under one hundred meters) and on the
accuracy of the locations reported by users in LBS queries (typically under ten
meters with GPS-geolocation). Thus, it is significantly more accurate than the
existing IP-location databases. The fact that the threat is based on observing
the user’s IP, which might be inferred, e.g., by using a Java applet [25], even
when the client tries to hide it, makes the threat even more difficult to evade.

The (IP, Location) mapping the adversary obtains for the AP stays valid
until the IP changes. Dynamic IP addresses (provided that IPs are allocated
to geo-diverse hosts), short DHCP leases, and systematic assignment of new
IPs upon DHCP lease expiration therefore have a positive effect on location
privacy. However, even when the IP is renewed and changes, service providers
have means to learn about the IP change, for example, due to the widespread
use of authenticated services (e.g., e-mails, OSNs). Consider a user connected
to the AP who checks her e-mail shortly before and after an IP change. As a
unique authentication cookie is appended to both requests, the service provider
can conclude that the same user has connected with a new IP and can therefore
update the (IP, Location) mapping with the new IP. In fact, it is sufficient that
the service provider is able to link the requests to the same user, based on cookies,
user agent strings, or any fingerprinting technique, e.g., [39].

The contribution of this paper is three-fold: (i) We identify the location-
privacy threat that arises from the use of shared public IPs. Because the problem
is inherent in the way networks (i.e., NAT) operate and its wide deployment,
the potential impact of the threat is significant. The expected accuracy of lo-
cating affected users is about few hundreds of meters. (ii) We formalize and
analyze the problem theoretically and we provide a framework to estimate the
location-privacy threat, namely the probability of a user being localized by a
service provider. The framework is easily applicable to any access point setting:
it employs our closed-form solution and takes as input an AP’s parameters (i.e.,
a few aggregated parameters, such as user connection and traffic rates, that
can be extracted from logs) and it quantifies the potential threat. It is a light-
weight alternative to extensive traffic analysis. The framework thus constitutes
a valuable input to model sporadic location exposure. (iii) We evaluate experi-
mentally the scale of the threat based on real traces of users accessing Google
services, collected for a period of one month from deployed hotspots. Even at a
moderately visited hotspot, we observe the large scale of the threat: the service
provider, namely Google, learns the location of the AP only about an hour after
users start connecting and within 24 hours he can locate up to 73% of the users.
Finally, we discuss how existing countermeasures could thwart the threat. To
the best of our knowledge, this is the first paper that addresses the problem of
users’ locations being exposed by others at NAT access points.
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2 Background

In this section, we provide relevant background on the technical aspects under-
lying the considered problem.

IPv4 (public) Address Allocation. To communicate on the Internet, hosts
need public IP addresses. An IP can be either static, i.e., permanently fixed, or
dynamic, i.e., periodically obtained from a pool of available addresses, typically
through the Dynamic Host Configuration Protocol (DHCP). Dynamic IP is used
for a limited amount of time specified by the DHCP lease. For convenience, upon
DHCP lease expiration, hosts are often re-assigned the same IP. A large-scale
study shows that over one month, less than 1% of the hosts used more than one
IP and less than 0.07% used more than three IPs [4]. More than 62% of dynamic
IPs on average remain the same over a period of at least 24 hours [38].

Network Address Translation (NAT). NAT hides an entire IP address
space, usually consisting of private IPs, behind one or several public IPs. It
is typically used in Local Area Networks (LANs), where each device has a pri-
vate IP, including the gateway router that runs NAT. The router is connected
to the Internet with a public IP assigned by an ISP. As traffic is routed from the
LAN to the Internet, the private source IP in each packet is translated on-the-fly
to the public IP of the router: traffic from all of the hosts in the LAN appears
with the same public IP–the public IP of the NAT router. A study shows that
about 60% of users are behind NATs [4].

Geolocation. Mobile devices determine their positions by using their embed-
ded GPS or an online geolocation service. With a GPS, the computation takes
place locally by using satellites’ positions and a time reference. Commercial GPS
provides highly accurate results (< 10 meters) [35], especially in “open sky” en-
vironments. With online geolocation services (e.g., Skyhook) a device typically
shares the list of nearby cell towers and Wi-Fi APs together with their signal
strengths, based on which the server estimates the device’s location by using a
reference database. Such databases are built mostly by GPS-equipped mobile
units that scan for cell towers and Wi-Fi APs and plot their precise geographic
locations. Inputs of users with GPS-equipped devices, who provide both their
positions and the surrounding stations, are also taken into account. Reported
accuracy of such systems is about 10 meters [32].

3 System Model

In this section, we elaborate on the considered setting, notably NAT access
points, the location-privacy threat, and the adversary.

3.1 Setting

We consider a NAT Access Point setting, a prevalent network configuration,
where users connect to the Internet through an access point (AP), such as a
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public hotspot, a home (wireless) router or an open-community Wi-Fi AP (e.g.,
FON), as depicted in Fig. 1. An AP, located at (x1,y1), is connected to the
Internet by a given ISP and provides connectivity to the authorized users. The
AP has a single dynamic public IP that is allocated with DHCP by the ISP: The
AP’s public IP is selected from a DHCP pool of available IPs and is valid during
the DHCP lease. When connecting to the AP, each device is allocated a private
IP and the AP performs network address translation (NAT). Consequently, on
the Internet, all connections originating from the devices connecting through the
AP have the same source IP, which is the public IP of the AP.

While connected to the Internet through an AP, users make use of various
online services including search engines, e-mail, social networks, location-based
and online geolocation services. Services can be used either in an authenticated
(e.g., e-mail) or unauthenticated way (e.g., search). We consider that the requests
a server receives from the devices connected to the AP are of the following types:

1. Geolocation requests: Geo-Req(MACs), where MACs refer to the MAC ad-
dresses of the APs and cell towers in the range of the device;

2. LBS requests: LBS-Req((x0, y0)), where (x0, y0) denotes the coordinates of
the device2 (assumed close to the AP’s location (x1, y1)) shared by the user;

3. Authenticated standard (i.e., that are neither LBS nor Geolocation) requests:
Auth-Req(tok), where tok represents any information that allows for user
authentication or linkability of user requests (e.g., a cookie or a username);

4. Unauthenticated standard requests: Req().

With LBS requests, the service provider obtains the user’s location under several
forms and by different means. The user can specify her location in free-text
(e.g., “bars close to Park and 57th, NYC”) or by pin-pointing her location on a
map. The location can also be determined by the user’s device using one of the
techniques described in Section 2 and communicated to the service provider by a
mobile application or by her browser through the HTML 5 getCurrentPosition
JavaScript function. Note that non-LBS applications and websites might access
the user’s location as well.

Both Geo-Req and LBS-Req contain an estimate of the AP’s coordinates, thus
they both enable the server to build the (IP, (x1, y1)) mapping. Consequently,
there is no need to distinguish between these two types of requests, and we
simply refer to both as LBS requests. For all types of request, the server knows
the source IP, specifically the AP’s public IP.

3.2 Adversary and Threat Models

We consider an adversary whose goal is to learn users’ current locations, for in-
stance, to make a profit by providing geo-targeted (mobile) ads and recommen-
dations (e.g., a private company). The adversary has access to the information

2 We assume that all LBS requests concern users’ actual locations, or that the server
has means to distinguish between such requests and other LBS requests. It is the
case when the location is obtained directly (see Section 2), and sent to the server.
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Fig. 1. System and threat model. Devices connect through a NAT access point and
share a public IP. A user making an LBS request reveals her location (close to the AP)
to the adversary (1) who then builds the (IP,Location) mapping (2). When another
user connects to a different server controlled by the adversary (3), the adversary uses
the (IP,Location) mapping to locate her as she connects with the same IP (4).

collected by a number of servers that provide online services described above.
Companies, such as Google for instance, provide Web search (Google), e-mail
(GMail), social networking (Google+), and geolocation and location-based ser-
vices (Maps). As such, it receives requests of the four types and consolidates the
information obtained [15]. The extent to which these services are used is exac-
erbated by their deep integration in the Android operating system. In addition,
Google has an advertising network and thus has a strong incentive to obtain and
monetize information about users’ locations. As a matter of fact, Google is ac-
tively working on improving its IP-location based on users’ traffic, in particular
by mining queries associated with location (e.g., “best burgers NYC”) [14].

Microsoft (with Bing, Hotmail, Bing Maps, and Windows Phones) and Apple
(with iCloud and iPhone) are other relevant potential candidates for the consid-
ered adversary. Besides these major companies, an alliance of service providers
can be envisioned to jointly build an IP-location database: each provider con-
tributes IP-location records of its visitors with known locations and benefits
from the database for the IPs of users connecting from unknown locations. This
joint effort can be coordinated by an ad network that is common to the partici-
pating service providers. This approach extends the potential of the threat as it
increases the set of potential adversaries: it alleviates the need for each service
to receive all three types of requests and a significant fraction of user traffic.

In this paper, we focus on the case where the adversary has access to all four
types of requests. The adversary is assumed to be honest-but-curious, meaning
that he passively collects information but does not deviate from the specified
protocol (e.g., implementing active techniques to retrieve users’ locations).
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Fig. 2. AP’s IP address renewal and updating of the (IP, Location) mapping. A user
generates an authenticated request (with a unique cookie) during a DHCP lease interval
in which the adversary has obtained the (IP, Location) mapping, shortly before the
DHCP lease expires and the AP is assigned a new IP. Shortly after the IP change, the
same user generates another authenticated request (with the same cookie) from the new
IP. As both requests occurred in a short time interval, the adversary can infer that the
AP’s IP changed from 82.63.142.34 to 82.63.140.25 and update the mapping.

Given such an adversarial model, we consider the threat of the adversary who
learns the location of a user without it being explicitly disclosed: The threat
comes from the fact that the adversary can build mappings between an AP’s
IP and its geographic coordinates based on LBS requests he receives from other
users connected to the AP. Because all requests (from devices connected through
the AP) share the same public IP, the adversary can subsequently infer the
location of the other users. More specifically, considering the example depicted in
Fig. 1, when the LBS provider’s server (controlled by the adversary) receives an
LBS request for position (x0, y0), which is the actual position of the user (located
close to the AP) determined by her GPS-equipped mobile phone, the server
can map the AP’s public IP (i.e., 82.63.142.34) to the approximated AP’s
location (i.e., (x1, y1)≈ (x0, y0)). Note that the accuracy of the AP’s estimated
location depends on the GPS accuracy of the user-reported location and the
range of the AP. Later, when another user, connected through the AP, makes a
request to a server (also controlled by the adversary), then the adversary exploits
the obtained mapping and infers from the source IP that the second user is at
the same location (i.e., (x1, y1)). The adversary can subsequently provide geo-
targeted ads. If the adversary is interested in tracking users, he can locate any
user who makes an authenticated request before the IP changes.

We assume that the IP addresses in the DHCP pool can be assigned to clients
at very distant locations [10]. For instance, some nation-wide ISPs (e.g., SFR
in France) assign IPs among the whole set of their clients scattered all over the
country. Consequently, the fact that the AP’s public IP is dynamic limits in
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time the extent of the threat: If the AP is assigned a new IP by the ISP, the
mapping built by the adversary becomes invalid, unless he is able to infer the
IP change. The inference can be based on authenticated requests as depicted in
Fig. 2: A request, authenticated by cookie john@dom.com and originating from
IP 82.63.142.34, is shortly followed by a request authenticated by the same
cookie but originating from a different source IP (i.e., 82.63.140.25). There
are two options: either the AP’s IP has changed or the user has moved and is
now connected from a different AP. If the inference time interval (delimited with
diamonds in Fig. 2) around the IP renewal is short enough, then the adversary
can infer, with high confidence, that the IP has changed and its new value.

In summary, the problem we study is as follows. Considering a single AP, time
is divided into intervals corresponding to DHCP leases, during which the AP’s
public IP address remains the same. At a certain point in time, the adversary
knows the location of the AP associated to the IP because (i) a user made an
LBS request earlier in the time interval or (ii) the adversary knew the location
corresponding to the public IP address from the previous interval and a user
made an authenticated request shortly before and after the public IP address
was renewed. The location-privacy threat is to be evaluated with respect to
the number of users whose locations are known by the adversary. In the case
of geo-targeted mobile ads, the adversary needs to know the location of the
user when the user makes a requests: the victims are therefore the users who
make a standard request after the adversary learns the (IP, Location) mapping
(during the same DHCP lease). If the adversary is interested in tracking users,
he can maintain a log of the users who connected during a DHCP lease and sent
requests, and locate them a posteriori if he learns the (IP, Location) mapping
at some point during the same DHCP lease: the victims are the users who make
an authenticated request during a DHCP lease in which the adversary learns
the (IP, Location) mapping. In this paper, we evaluate the threat with respect
to an adversary who aims to exploit current location information through geo-
targeted ads. However, it is possible to mount more powerful attacks on users’
privacy (e.g., track users over time) based on the identified threat.

4 Formalization and Analysis

In this section, we model the aforementioned setting and we build a framework
to quantify theoretically the location-privacy threat.

4.1 Model

We consider an access point AP, an honest-but-curious adversary A, and a set
of users who connect to AP and make requests to servers controlled by A. We
study the system over the continuous time interval [0,+∞). At each time instant
t, AP has a single public IP. Every T time units, starting at time 0, the DHCP
lease expires and AP is either re-assigned the same IP or allocated a new one. We
model this by independent random variables drawn from a Bernoulli distribution:
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with probability pNew AP is assigned a new IP, and with probability 1− pNew it
is re-assigned the same IP. We divide time into successive sub-intervals Ik, k ≥ 0,
of duration T , corresponding to the DHCP leases: Ik = [kT, (k + 1)T ]. Without
loss of generality, we assume the duration of IP leases to be constant. Each sub-
interval is aligned with a DHCP lease. Therefore, within each sub-interval AP ’s
public IP remains unchanged. For any time instant t, we denote by t̄, the relative
time within the corresponding sub-interval, that is t̄ = t mod T .

Users connect to AP, remain connected for a certain time and then disconnect.
While connected, users make requests, each of which is of one of the following
types: LBS, authenticated, or standard. All modeling choices in this section
follow well-established conventions [30]–e.g., Poisson processes are known to fit
well users arrival and access to services–and are backed up by several public
Wi-Fi hotspot workload analysis (e.g., [11]). In addition, we assess the validity
of these assumptions by using traffic traces, collected from a deployed network
of access points, in [36]. We model users who arrive and connect to AP by a
homogeneous Poisson process with intensity λArr. We denote the time users stay
connected to AP by TDur, which follows an exponential distribution with average

1
λDur

. We assume the system to be stationary with respect to user connections
and disconnections. Based on Little’s law [30], the average number of connected
users at any time instant t is constant and given by: NCon = λArr/λDur.

Users generate requests independently of each other. For each user, the three
types of requests she makes are also independent: Standard and authenticated
requests are modeled by independent homogeneous3 Poisson processes with in-
tensity λStd and λAuth, respectively. We assume that each user makes a request
when she connects to AP. For instance, e-mail or RSS clients automatically con-
nect to a server when an Internet connection is available. We assume that only a
proportion αLBS of the users make LBS requests, and we model such requests by
independent homogeneous Poisson processes with intensity λLBS for each user.

Fig. 3 depicts the user arrivals, departures, standard and LBS request pro-
cesses and illustrates the key notations and concepts introduced in this section.

4.2 Threat

We first focus on a single sub-interval and quantify the location-privacy threat,
with respect to the number of users whose locations are disclosed to the adversary
because of others. Specifically, we call a victim a user who makes a standard
request at a time at which the adversary knows the (IP, Location) mapping.

Quantifying the Threat in a Sub-interval. If at least one user connected
to AP uses an LBS at some time instant (thus revealing her current location),
A obtains the (IP, Location) mapping based on which it can locate other users.

We define the compromise time TComp as the first time within the sub-interval,
when a user connected to AP uses an LBS. If such an event does not oc-
cur, the compromise time is equal to T . At any time, there are on average

3 We use homogeneous Poisson processes for simplicity. A model using inhomogeneous
processes with piece-wise constant intensity is available as a technical report [36].
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Fig. 3. Threat caused by a user making an LBS request. Ai and Di represent User
i’s arrival and departure, respectively. Users 1 and 4 are already present at time kT .
The time at which the first LBS request is made (LBS5) is called the compromise time
(TComp). From time TComp on, any user who makes a standard request is a victim.
Users already connected at TComp are victims if they make a standard request after
TComp, e.g., User 4. Users who connect after TComp are, de facto, victims as users make
a standard request when they connect, e.g., User 7.

NCon users connected to AP, out of which αLBSNCon potentially make LBS
queries. The aggregated process of LBS requests is a Poisson process with in-
tensity ΛLBS = αLBSNConλLBS. Therefore, the expected compromise time is

1
ΛLBS

(1 − e−ΛLBST ). We call FComp(t̄) the probability that at least one LBS
query (from the aggregated process) is made before time t̄ in the sub-interval
and fComp the corresponding probability density function. The time interval
that spans from the compromise time to the end of the sub-interval is called the
vulnerability window (see Fig. 3) and the expected value of its duration W is

E [W ] = T − 1− e−ΛLBST

ΛLBS
. (1)

Fig. 4 depicts the cumulative distribution function of the compromise time and
its average value in an example setting. We observe that even with moderate AP
popularity and LBS usage, the adversary obtains the mapping before the DHCP
lease expires in 83% of the cases and he does so after 11 hours on average.
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Fig. 4. Cumulative distribution function of the compromise time TComp (expressed in
hours). The parameters were set to T = 24 h, λArr = 5 users/h, λDur = 1/1.5 (i.e.,
average connection time of one hour and a half), λLBS=0.05 req./h, and αLBS=0.2.
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To compute the number of victims, we distinguish between two groups of users:
those who were already connected when the first LBS request was made, e.g.,
User 6 in Fig. 3, and those who connected during the vulnerability window (and
are, de facto, victims as they make a standard request when they connect), e.g.,
User 7. We call V the number of victims. It can be shown that (see [36]):

E [V ] =
NConΛLBSλStd

(λStd + λDur)− ΛLBS
·
[
1− e−ΛLBST

ΛLBS
− 1− e−(λStd+λDur)T

(λStd + λDur)

]
+

λArr

(
T − 1− e−ΛLBST

ΛLBS

)
. (2)

This number has to be compared to the average number of users who have been
connected at some point within the sub-interval: Vtot = NCon+λArrT . It can be
seen in Fig. 5 that the proportion of victims E [V ] /Vtot increases with T . This is
because all users who connect after the compromise time are victims. When the
DHCP lease expires, the location of more than half of the users is compromised.
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Fig. 5. Proportion of victims within a sub-interval of length T , corresponding to a
DHCP lease. The parameters were set to: λArr = 5 users/h, λDur = 1 (i.e., average
connection time of one hour), λStd=10 req./h, λLBS=0.05 req./h, and αLBS=0.2.

Inferring IP Change. We consider two successive sub-intervals, without loss
of generality I0 and I1, and we look at the linking probability FLink that the
adversary infers the IP change from authenticated requests. This occurs if at
least one user makes both an authenticated request at most ΔT time units
(ΔT < T/2) before, and another authenticated request at most ΔT time units
after, the IP change. An expression of the probability FLink of inferring the IP
change can be derived by distinguishing between the users who were connected
at time T −ΔT and those who connected within [T −ΔT, T ] (see [36]).

The linking probability can be thought of as depending both on t and ΔT .
Fig. 6a depicts the linking probability as a function of t. It remains constant
for t ≥ T +ΔT because only authenticated requests made in the time interval
[T −ΔT, T +ΔT ] are taken into account to infer the IP change. Note that with a
value ofΔT as small as 5 minutes, which provides high confidence, the adversary
can still infer the IP change with a probability of 43%.
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Fig. 6b depicts the linking probability at time T +ΔT as a function of ΔT .
It can be observed that this probability rapidly converges to 1. Note that the
fact that linking probability increases with ΔT is balanced by the decreased
confidence of the adversary. This is because the probability that a user makes
two authenticated requests from two distinct access points in the time interval
[T −ΔT, T +ΔT ] (moving from one to the other) increases with ΔT .
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Fig. 6. Linking probability. The parameters were set to λArr=5 users/h, λDur=1/1.5,
λStd=10 req./h, λLBS=0.05 req./h, λAuth=2 req./h, and αLBS=0.2.

Quantifying the Threat over Multiple Sub-intervals. We now look at the
probability (FMap) of the adversary having the mapping, which is a combination
of the probabilities that the compromise happens due to LBS usage (FComp)
and the probability of having the mapping and inferring the IP change upon the

lease expiration (FLink), over successive sub-intervals. The probability F
(k)
Map(t)

that the adversary knows the mapping at time t ∈ Ik, k ≥ 1 is

F
(k)
Map(t̄) = FComp(t̄)+(1−FComp(t̄))·F (k−1)

Map (T )·((1− pNew) + pNewFLink(t̄)) (3)

with initial condition F
(0)
Map(t̄) = FComp(t̄). From Equation (3), it can be seen

that F
(k)
Map(T ) obeys the following recursive equation:

F
(k)
Map(T ) = a+ bF

(k−1)
Map (T )

where a = FComp(T ) and b = (1 − FComp(T )) · ((1 − pNew) + pNewFLink(T )).

This recursive equation has a(1− bk+1)/(1− b) as a solution. As b < 1, F
(k)
Map(T )

converges to a finite value, i.e., a/(1− b).
The number of victims in the sub-interval Ik can be computed by replacing

the density fComp with the density of F
(k)
Map in the derivation of Equation (2)

(see [36]). The probability that the adversary has the mapping (IP, Location)

at time t in sub-interval Ik, i.e., F
(k)
Map is illustrated in Fig. 7. It can be observed

that the mapping probability increases over time and, after the convergence, the
adversary successfully obtains the mapping before the DHCP lease expires in
79% of the cases and before the half-lease in 60% of the cases.
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Fig. 7. Probability of knowing the (IP, Location) mapping at time t over several sub-
intervals. The solid curve represents the probability of knowing the mapping at time
t. The dashed curve represents the probability of obtaining the mapping from an LBS
request. The dotted curve represents the probability of inferring the IP change. The
parameters were set to λArr = 5 users/h, λDur = 1/1.5, λStd = 10 req./h, λLBS =
0.035 req./h, λAuth = 0.2 req./h, T = 24 h, ΔT = 2 h, αLBS = 0.1, and pNew = 1.
To highlight the respective contributions of the linking and compromise probabilities,
some values differ from our previous setting (e.g., ΔT ). In the first sub-interval, the
linking probability is zero and the probability of having the mapping is the compromise
probability. In subsequent sub-intervals, the probability F

(k)
Map(t) increases due to the

potential inference of IP changes: it becomes a combination of FLink(t̄) and FComp(t̄)
(and the probability of having the mapping by the end of the preceding sub-interval).

5 Experimental Results

In this section, we complement our theoretical analysis with experimental results
based on traces from a network of Wi-Fi access points deployed at EPFL.

Dataset. Our dataset consists of daily user Wi-Fi session traces, traffic traces
and DNS traces for a period of 23 days in June 2012. We aggregate the data of
two APs (in a cafeteria and a library) located very close to each other (∼15 me-
ters), to emulate a single popular hotspot and to avoid side effects of micro-
mobility, i.e., devices frequently changing the AP they are connected to.

Session traces contain information related to users connecting and discon-
necting from the APs, obtained from the RADIUS logs. There are three types
of RADIUS events: (i) start – upon successful authentication the device is as-
signed an IP denoting the beginning of a session; (ii) update – a periodic status
message; and (iii) stop – a user disconnects denoting the end of the session.
Each log entry contains a timestamp, the device’s anonymized MAC address
(i.e., encrypted with a key that is changed daily), the assigned IP, the ID of the
AP the device is connected to, and an event type.

Traffic traces are obtained from the logs at a border router connecting the
network to the Internet. Each log entry contains a timestamp, the source IP,
and the destination (including the IP and port). The mapping between a user’s
assigned IP and her MAC address allows to correlate traffic with session traces.
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DNS traces are obtained from the local DNS servers. Each log entry contains
a timestamp, the source IP and the requested host name. Based on the source
IPs, timestamps and requested resources, we correlate DNS with traffic traces.

In total, 4,302 users connected to the AP during 23 days. Users typically begin
arriving around 7:AM. The average number of users connected to the AP over
a day (averaged over 23 days) increases during the day and peaks around 6:PM
(136 users on average). Very few users are connected after midnight.
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Fig. 8. Average number of std., auth. and LBS requests to the monitored services over
a day (averaged over 23 days). For readability reasons, LBS traffic is multiplied by 10.

We filtered traffic to a number of Google services (including e-mail, search,
LBS, analytics, advertising) and classified each request (i.e., standard, LBS, or
authenticated) based on the destination IP, port and DNS requests. Details
about the monitored services and the classification methodology can be found
in citeRR. We sanitized the traffic data beforehand by appropriately grouping
traffic traces into user-service sessions. To do so, we correlated traffic and DNS
requests. This was possible because DNS replies for Google services are cached for
a relatively short time (i.e., TTL of 300 seconds), and therefore a traffic request
is very often preceded by a DNS request. Consequently, a request accounts for a
user-service interaction, regardless of how much traffic the interaction generates.

Traffic to the monitored services (in terms of the number of user-service ses-
sions) constitutes about 17% of the total traffic generated at the AP and 81.3%
of users who connected have accessed at least one of the services. The average
numbers of standard, authenticated and LBS requests (i.e., user-service interac-
tions) during a day to the monitored services are depicted in Fig. 8. Standard
requests are prevalent, followed by authenticated requests. The moderate usage
of LBS can be explained with the location of the APs: most of the users visit this
area almost on a daily-basis, therefore the need for location-based information
is expected to be low. In our dataset, 9.5% of users generate LBS requests.

Results. First, we measure the compromise time and the proportion of victims
based on the traces from our dataset. We compare the averaged experimental
results with those from our theoretical analysis (Fig. 9). For the theoretical
analysis, we use our framework with the parameters extracted from the real
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traces: λArr=14.54 users/h and an average connection time of 2.17 hours (λDur=
1/2.17), obtained from the session traces; and traffic rates of λStd=28.3 req./h,
λAuth =14.6 req./h and λLBS =0.16 req./h (with αLBS =0.095), obtained from
the traffic traces. Because the theoretical model assumes a homogeneous user
arrival rate, we compute the expected proportion of victims and compromise time
as if the arrival process spanned from 7:30:AM–the time at which a significant
number of users start connecting to the AP in our traces–to 7:PM. It can be
observed that although the model does not capture the time-of-the-day effects of
the user arrival and traffic processes, the theoretical and experimental expected
proportions of victims match when considering the entire period of a day.
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Fig. 9. Expected proportion of victims. Vertical lines represent average compromise
times: theoretical TComp = 7:42:AM and experimental TComp = 8:25:AM.

We observe that around 8:AM (7:42AM estimated with our theoretical analy-
sis and 8:25AM with our experimental results), only 1 hour after users typically
start connecting to the AP, users’ location privacy is compromised. By the end
of the day, about 73% of the users who connected through the AP were com-
promised, out of which 90.5% did not make any LBS request (αLBS = 0.095).
With respect to the number of users who use Google services the proportion of
victims actually corresponds to 90%. Thus, the result shows that Google is able
to learn the location of 90% of its users who connect from the AP.

Once the adversary obtains the (IP, Location) mapping, it can maintain it over
time by relying on authenticated requests to infer the IP changes upon DHCP
lease expirations, as discussed in Section 4. Using traces from our dataset, we
compute the probability of the adversary inferring the IP change for different
renewal times during a day, considering the authenticated requests made at most
ΔT minutes before and after the IP is changed. We consider three different
values, ΔT =1, ΔT =5 and ΔT =10 minutes, and show the results in Fig. 10.
Even with the smallest inference time window of 1 minute, the adversary can
infer the IP change with the probability 1 between 2:PM and 5:PM. With higher
values of ΔT the time during which the adversary can infer with probability 1 is
even longer, i.e., from 11:AM to 7:PM with ΔT =10. However, the adversary’s
confidence decreases with larger ΔT . During the periods with less traffic (e.g.,
from 11:PM to 6:AM), the probability of the adversary inferring the mapping is
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smaller (less than 0.2) in all the cases. Between 5:AM and 6:AM, the adversary
cannot infer the IP change, as there is no traffic during this time.

To further confirm the importance of the IP renewal time and its effect on the
adversary’s success, we plot the cumulative number of victims compromised at
AP during three weeks, depending on the IP renewal time (Fig. 11). We setΔT =
5 minutes and we consider the renewal times at 5:AM, 4:PM and 8:PM, when
the adversary is expected to be least successful, most successful and moderately
successful, respectively. Indeed, from the results in Fig. 11, we confirm that the
highest number of users (3,545 out of 4,302 users) is compromised when the IP
renewal is at 4:PM, followed by 8:PM (3,149 victims). The adversary is least
successful when the IP renewal is at 5:AM (compromising 2,879 users).

6 Countermeasures

Cryptographic primitives are efficient at protecting users’ privacy, but because of
the way networking protocols operate, they might not be sufficient, in particular,
when the private information is the source IP address.



How Others Compromise Your Location Privacy 139

Hiding users’ actual source IPs from the destination (i.e., the adversary) is a
straightforward countermeasure against the considered threat and can be done
in several ways. In relay-based anonymous communications, a user’s traffic is
forwarded from the source to the destination by several relay nodes, in a way
that the destination cannot know the user’s source IP. Examples of such net-
works include Tor [8], mix networks [5,7], or simple HTTP proxies. With Virtual
Private Networks (VPNs), the user is assigned an IP that belongs to a remote
network (e.g., a corporate network or commercial/public VPN). To the adver-
sary, the user’s requests appear to originate from within the remote network,
whose location is different from that of the user. Unfortunately, such techniques
are not widely adopted, especially in the case of mobile communications [34].
In addition, several techniques exist to identify the source IP of a client, even
behind a NAT or a proxy, e.g., by using a Java applet [25].

Alternatively, these countermeasures can be implemented by ISPs, for in-
stance, by deploying a country-wide NAT that aggregates traffic from all their
subscribers at several gateways (e.g., Telefonica [33], Swisscom Hotspots) or
by IP Mixing [29]. This also applies to operators of AP networks (e.g., Star-
bucks, AT&T Wi-Fi). However, they might lack incentives to implement such
solutions.

Another approach to thwart the threat consists in degrading the knowledge
of the adversary, by reducing the accuracy of the reported location and by in-
creasing the uncertainty about the AP’s location. Examples of location privacy
enhancing technologies (PETs) reducing adversary’s accuracy include spatial
cloaking [2, 16] and adding noise to reported locations [1]. To increase adver-
sary’s uncertainty, [22] proposes to inject “dummy” requests, i.e., not related
to users’ locations. It is not easy for users to deploy these PETs, because some
geolocation requests are implemented in operating systems, that can be con-
trolled by the adversary (e.g., Google Android). Moreover, when these PETs are
implemented in a non-coordinated fashion, the adversary might still be able to
infer the actual location by filtering out requests that stand out from the bulk
(increasing its certainty) and averaging the remaining requests (increasing its
accuracy). Better results might be achieved if the AP operators implement the
location-privacy preserving mechanisms, but they might lack incentives to do so.

Finally, as highlighted by our analysis, various other countermeasures can be
implemented by the ISP or the AP’s owner: reduce the DHCP lease, always
allocate a new IP, trigger the IP change when the traffic is low (e.g., at 5:AM
as suggested by our experimental results) or purposely impose silent periods
around the renewal time (reducing the probability that the adversary infers the
IP change from authenticated requests). Unfortunately, all these techniques have
a negative effect on the quality of service and impose a significant overhead in
network management. Thus, they are unlikely to be deployed in practice. Besides
technical countermeasures, we envision a “Do-not-geolocalize” initiative, similar
to “Do-not-track” [9], letting users to opt-out of being localized.
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7 Discussion

Scale and Implications of the Threat. The threat enables an adversary to
build an IP-location system, to obtain (at least) sporadic user locations and
to profit from delivering location-targeted information when users access the
services. However, we can also envision a different type of adversary, whose goal
is to mount more powerful attacks on user privacy. In fact, once the adversary
has access to sporadic user location, he is able to reconstruct entire trajectories,
produce patterns of user-movement habits, or infer other information about the
user, e.g., users’ real identities, interests and activities. For example, in [31] it is
shown how an adversary that observes each user’s sporadic locations (that could
be noisy and anonymized) can de-anonymize the users, compute the probability
that a given user is at a given location at a given time, and construct users’ full
trajectories. By using various techniques, it has been shown that users can be
identified by inferring where they spend most of their time (notably their home
and workplace) [3,12,18,23]. In these cases, the identified location-privacy threat
can serve as a building block that enables other, more powerful attacks.

In this paper, we focus on how an adversary can obtain the sporadic user-
location information that is needed for commercial needs of service providers.
Other attacks that are enabled by this location-privacy threat are beyond the
scope of this paper and are largely addressed by the research community, as
previously discussed. However, our work provides a framework that can be used
to quantify sporadic location exposure upon which the community can build.

Business Opportunities. The presented (IP, Location) mapping technique
can be used as a novel IP-location solution potentially improving on existing
solutions [27,37]. Service providers, such as Google, can build and monetize this
service by simply utilizing user traffic they receive. Additional advantages of
this approach are that it does not require a dedicated infrastructure or network
measurements. Such a system can be used on its own, or as a complementary to
the existing ones. Because ISPs control the IP allocation and can prevent service
providers from building the mapping (using the aforementioned countermeasure)
they can make a profit by selling IP locations to service providers (e.g., Verizon
in the US [6]) – some ISPs sell geographic information on the topology of their
networks [25] – or by selling privacy-protection services to users.

8 Conclusion

In this paper we have presented a practical threat, demonstrating that the loca-
tion privacy of users connecting to access points can be compromised by others.
The scale of the threat is significant because it leverages on the way most net-
works are designed (i.e., NAT). When successful, the service provider can locate
users within a few hundreds of meters, i.e., more accurately than existing IP-
location databases. Our theoretical analysis provides a framework that enables
us to quantify the threat for any access-point setting and to identify the key pa-
rameters and their impact on the adversary’s success. The framework serves as
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a light-weight alternative to an extensive traffic analysis to estimate the threat.
We experimentally investigate the state in practice, by analyzing real traces of
users accessing Google services, collected from deployed Wi-Fi access points. We
observe the large scale of the threat even with a modest use of LBS services. We
survey possible countermeasures and we find that adequate ones can be used to
protect individual users’ location privacy, but they need to be widely deployed.

We intend to further study this threat by focusing on the following aspects:
(i) the accuracy of a IP-location service, based on (IP, Location) mappings;
(ii) the refinement of the model by modeling users’ arrivals by an inhomogeneous
Poisson process to capture time-of-the-day effects; (iii) the adversary’s inference
of IP changes, studying the trade-off between the probability of inferring the IP
change and the adversary’s confidence; and (iv) the adversary’s ability to track
users as they move and connect to different APs over time.
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Abstract. Tor is the most popular low-latency anonymity network for enhanc-
ing ordinary users’ online privacy and resisting censorship. While it has grown in
popularity, Tor has a variety of performance problems that result in poor quality
of service, a strong disincentive to use the system, and weaker anonymity prop-
erties for all users. We observe that one reason why Tor is slow is due to low-
bandwidth volunteer-operated routers. When clients use a low-bandwidth router,
their throughput is limited by the capacity of the slowest node.

With the introduction of bridges—unadvertised Tor routers that provide Tor
access to users within censored regimes like China—low-bandwidth Tor routers
are becoming more common and essential to Tor’s ability to resist censorship. In
this paper, we present Conflux, a dynamic traffic-splitting approach that assigns
traffic to an overlay path based on its measured latency. Because it enhances the
load-balancing properties of the network, Conflux considerably increases perfor-
mance for clients using low-bandwidth bridges. Moreover, Conflux significantly
improves the experience of users who watch streaming videos online.

Through live measurements and a whole-network evaluation conducted on a
scalable network emulator, we show that our approach offers an improvement
of approximately 30% in expected download time for web browsers who use Tor
bridges and for streaming application users. We also show that Conflux introduces
only slight tradeoffs between users’ anonymity and performance.

1 Introduction

Tor [10] is a widely used low-latency anonymity network, which offers strong privacy
guarantees by tunnelling a user’s Internet traffic through virtual circuits consisting of
multiple intermediate overlay routers using a layered encryption scheme based on onion
routing [40]. Beyond enabling anonymous communications online, Tor has become
an essential tool in the fight against Internet censorship. Today, regimes around the
world continue to aggressively filter [61], monitor [36], or explicitly block access [34] to
certain types of online content. While Tor serves an estimated 400,000 users on a daily
basis [54], its public infrastructure of over 3000 public relays can be easily blocked.
In response, Tor uses special unlisted relays called bridges to aid users residing within
regimes, such as China, that explicitly block the Tor network. Unfortunately, bridges
generally provide a lower quality of service than Tor’s public infrastructure.

� An extended version of this paper is available [1].
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Fig. 1. Figure 1(a) shows the time required to download 1 MiB files over Tor in Jan. and Oct.
2012. Observe the long tail of the download time distribution. Figure 1(b) shows a download
time comparison between Tor users who use public entry guards and those who use bridges.

Although Tor’s primary goal is to support real-time interactive applications such as
web browsing, the network suffers from a variety of performance problems [11] that
are manifested as high and variable delays which result in a poor user experience. This
poor experience discourages Tor’s adoption and ultimately results in a smaller user base
and weaker anonymity for all users [9].

Dynamic Traffic Splitting for Tor. In this work, we recognize that the diversity of
bandwidth provided by Tor’s volunteer-operated routers, and in particular the low-
bandwidth bridges, degrades performance. We also recognize the significance of im-
proving the performance of some high-throughput applications, such as streaming web
videos, for Tor users. We propose an unconventional approach to improving perfor-
mance when using low-bandwidth routers and bridges: Tor users should split their traf-
fic across multiple semi-disjoint circuits.

In the context of Tor, traffic splitting can improve load balancing. When routers
become over-utilized and experience congestion, splitting traffic across semi-disjoint
paths can ease the burden on the congested circuit; under our scheme, circuits need
only share a common exit router. Second, by splitting data over multiple circuits, the
user’s throughput can achieve up to the aggregate throughput of all circuits rather than a
single one. This is particularly useful when a circuit uses a low-bandwidth router. Tor’s
router selection algorithm favors routers that have higher bandwidths to ensure suffi-
cient throughput to transport users’ traffic and to balance the traffic load across Tor’s
routers. However, individual Tor routers can have vastly different bandwidth capacities,
ranging from 20 KiB/s to over 20 MiB/s. Figure 1(a) shows a long-tailed distribution of
download times for 1 MiB files over the course of two different months: January and
October 2012.1 These slower downloads often correspond to circuits that used at least
one low-bandwidth router. By combining multiple circuits with low-bandwidth nodes,
the attainable throughput is no longer bound by the bottleneck node, but is instead the
aggregate of each individual circuit’s throughput.

Our Approach. We design, implement, and evaluate Conflux,2 a novel congestion-
aware traffic splitting and load balancing algorithm for anonymous communication

1 This data was obtained from The Tor Metrics Portal [52].
2 Conflux: a flowing together of rivers or streams.
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networks. Conflux forwards a client’s individual cells down multiple circuits that share
a common exit router. Our algorithm dynamically measures the throughput of each con-
stituent circuit and assigns traffic to each in proportion to its observed throughput. Our
approach performs sub-stream traffic splitting, which provides a fine granularity of load
balancing, as splitting can be performed at the individual cell level. This allows the traf-
fic that is sent on a circuit to correspond to its desired load. The circuit’s endpoints (the
client and the exit router) are responsible for splitting the traffic at one endpoint and
buffering, re-ordering, and delivering in-order cells to the application at the other end
of the circuit. This approach can be deployed incrementally, as only clients and exit
routers need to upgrade to support it.

To quantify the performance benefits of our proposed design, we perform a variety
of live and whole-network experiments on an emulation-based Tor network testbed [4].
Our evaluation indicates that our approach can result in decreased queueing delays and
increased throughput for users, particularly those who rely on low-bandwidth bridges
to access the Tor network. We also find that, under light traffic loads, Conflux im-
proves performance for clients who use Tor to access streaming videos (such as blocked
YouTube videos3). Improving performance for such users is important, as streaming
video websites are becoming a dominant source of Internet traffic [27, 41].

We also critically evaluate the security implications of utilizing additional circuits
in light of the end-to-end traffic confirmation attack [43, 45]. Our analyses indicate
that our scheme only slightly increases users’ vulnerability to this attack. Anonymity
is also slightly decreased when the adversary uses powerful selective denial of service
tactics [3, 6, 7, 56] to maximize the number of circuits that can be compromised.

Contributions. This paper offers these contributions.

1. To improve performance for bridge and streaming application users, we design, im-
plement, and evaluate a dynamic traffic splitting scheme that distributes the traffic
load across circuits according to each circuit’s bandwidth capacity.

2. Our live performance analysis indicates that Conflux results in an expected im-
provement of 30% in a typical Tor client’s queueing delay and up to 75% in total
download time. Whole-network experiments show that noticeable improvements
are possible even when most or all clients adopt Conflux.

3. We analyze the security of Conflux and provide quantitative results showing that
there is a small tradeoff between users’ anonymity and performance gains.

Outline. The remainder of this paper is organized as follows: Section 2 describes Tor’s
design at a high level and Section 3 presents the Conflux design and an algorithm for
splitting traffic in a manner that balances the traffic load over each circuit. We evaluate
our proposal in Section 4 and offer a security analysis in Section 5. We discuss a variety
of open issues and enumerate avenues of future work with our design in Section 6,
contrast our contributions with related work in Section 7, and conclude in Section 8.

3 Note that while Tor’s browser bundle disables Flash by default, it is now possible to stream
videos over Tor using HTML5. We expect this use case of streaming video over Tor to increase
in popularity in the near term.
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2 Background

How Tor Works. The Tor overlay network involves three kinds of nodes: Onion
Proxies (OP), Onion Routers (OR), and directory authorities. OPs run on end-users’
machines (clients). OPs start their operation by contacting the directory authorities to
download the network consensus, which contains information about all ORs in the Tor
network. ORs are volunteer-run relays (or nodes) that are responsible for relaying users’
traffic to other nodes or to destinations outside of Tor, such as web servers.

The OP constructs a number of circuits—Tor-network paths through which the client’s
traffic is relayed in fixed-sized (512-byte) units called cells. To construct a circuit, the
OP chooses three relays, each in a manner that weights a relay’s selection in proportion
to its bandwidth capacity. With Tor’s decentralized architecture, only the exit node can
observe the user’s traffic and only the entry guard knows the identity of the user. Clients
use the same set of three entry guards for a long period of time (currently 30–60 days),
to mitigate the threat of the predecessor attack [60] and other attacks that seek to corre-
late entry and exit traffic to link senders with their respective receivers [35]. If both the
entry guard and exit node cooperate, they can use traffic analysis to link the initiator to
her destination [24, 45].

Circuits and Streams. A single TCP connection is used between any two ORs in the
network. However, this single TCP connection is used to multiplex several circuits that
may or may not belong to the same user. To identify different circuits, each OR assigns
different circuit IDs to circuits. In addition to circuit multiplexing, the OP can multiplex
several TCP streams over one circuit, which generally has a lifetime of ten minutes. To
ensure flow control of data in flight, Tor employs an end-to-end window-based flow
control mechanism in which every time the OP (or exit OR) receives 100 cells, it ac-
knowledges windows of data cells using SENDME (or acknowledgement) cells.4 We
leverage these end-to-end control cells as a means to infer a circuit’s bandwidth capac-
ity, as we describe in Section 3.

Evading Censorship with Bridges. In addition to anonymous communications, Tor is
an important tool in the fight against censorship. Tor helps users around the world visit
blocked websites. In some cases, Tor’s infrastructure of directory authorities and routers
has been blocked, for example by the so-called “Great Firewall of China” [25]. To facil-
itate entry to the Tor network despite such blocking, Tor has introduced bridges, which
are unlisted Tor routers that are distributed to censored users via out-of-band mech-
anisms such as HTTPS queries to bridges.torproject.org. To ensure that a
censor cannot collect all bridges and simply block them, Tor currently limits the num-
ber of bridges that are distributed to each /24 IP address block [55]. Currently, clients
use bridges in lieu of an entry guard, to keep the total circuit length at three routers.

While bridges provide an essential service to an estimated 30,000 censored users as
of November 2012 [54], they are believed to be operated by Tor clients who often re-
side on low-bandwidth broadband networks. To confirm this hypothesis, we obtained
221, of approximately 700 [53], bridges in January 2012 using Tor’s standard HTTPS

4 For more details about Tor’s flow control mechanisms, see AlSabah et al. [2].
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request service from PlanetLab hosts on 55 different /24 IP networks.5 Figure 1(b)
compares the performance of a live Tor client that downloads 1 MiB files using entry
guards versus bridges. Clearly, the low-bandwidth bridges are a significant source of
poor performance. Furthermore, Tor bridges are becoming integrated into ubiquitous
devices such as wireless access points to simplify the process of configuring and run-
ning a bridge on a broadband Internet link at home [50]. Thus, because low-bandwidth
bridges will likely become even more common in the near future, in this work we seek
to improve performance for bandwidth-limited bridge clients.

Adapting Tor to the Changing Web. Unlike previous efforts which seek to enhance
the experience of web browsers in Tor by throttling bulk downloads (specifically file-
sharing applications) [19,31], we recognize that some emerging classes of bulk transfers
should actually be improved rather than throttled. In fact, recent Internet traffic stud-
ies have revealed that file sharing applications are consuming less bandwidth,6 while
streaming video applications are starting to account for an increasingly large fraction of
Internet traffic by volume [27,41]. Therefore, in order to survive and continue to attract
new users, it is crucial for Tor to meet the demands of its users and the changing web by
improving the experience for streaming users. Although The Tor Project mainly wel-
comes web browsing, it is hard these days to separate streaming from web browsing.
If a user visits a blocked news website via Tor, the user may also want to view videos
associated with the stories accessed.

While streaming websites (such as Youtube and Netflix) sometimes use strategies
that consist of buffering data followed by transmitting ON-OFF bursts to users, it has
also been shown that one streaming strategy can be considered as simple file down-
loads [38]. We adopt the strategy of the simple file downloads to model streaming
videos in our experiments in Section 4

3 Conflux’s Design

We next shift attention to the design of our system. An OP that uses Conflux builds a
number of circuits (two or more) that intersect at a common exit OR. We refer to the
OP and common exit OR as the end points of a multipath. The OP receives and sends
data to the client’s application (such as a web browser), while the exit OR sends and
receives data from an external server (such as a web server). Each end point receives
data and splits it into cells, adding sequence numbers to the cell headers. Next, the end
point divides the cells across the circuits of the multipath according to a traffic splitting
scheme. When the other end point receives the cells, it collects and reorders them ac-
cording to their sequence numbers before delivering their contents to their destinations.
We note that this approach does not replace Tor’s bandwidth-weighted router selection
algorithm, but complements it.

5 This procedure for enumerating bridges is described in more detail by Ling et al. [26]. Au-
tomatically enumerating Tor bridges is more difficult at present because clients have to solve
CAPTCHAs. For our experimental evaluation in Section 4.2, we use a smaller, more recent
list of bridges.

6 Note that P2P traffic on Tor is also likely to drop with the rise of UDP-based P2P applica-
tions [5].
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Fig. 2. Multipath construction and stream linking

Our approach to cell-level traffic splitting consists of three parts: 1) multipath con-
struction, 2) throughput-informedsub-stream traffic splitting, and 3) sequencing, buffer-
ing, and reordering. We next describe each part in turn.

Constructing the Multipath. As shown in Figure 2, the client constructs the first cir-
cuit, called the primary circuit, according to Tor’s bandwidth-weighted router selection.
Then, if the client wishes to use Conflux, the client forms another circuit that uses differ-
ent entry and middle ORs, which are also selected according to the bandwidth-weighted
algorithm. The only constraint our system requires on the second circuit is that its exit
OR has to be the same as the primary circuit’s exit OR. Next, the OP sends a new type of
command cell, which we call the “multipath” cell, through both circuits to the common
exit OR. The multipath cell contains a 32-byte random nonce that is common to each of
the OP’s linked circuits. This nonce enables the exit router to associate the OP’s TCP
streams with its linked circuits.7 The OP uses the primary circuit to command the exit
OR to establish the TCP connections to Internet destinations. Closing a multipath is no
different from closing circuits in Tor. If a circuit in a multipath exceeds its lifetime (ten
minutes by default), and if it is idle, the circuit is torn down. Closing one circuit does
not affect the operation of other circuits. Since a Tor client already builds many spare
circuits by default, we do not expect any additional load being introduced by Conflux.

Dynamic Sub-stream Traffic Splitting. To improve load balancing, we designed and
implemented a dynamic load balancing algorithm where the splitting end point assigns
different amounts of traffic to each circuit depending on its observed throughput rela-
tive to the other linked circuits. The advantage of this approach is that it is reactive to
network dynamics, such as the congestion state of a circuit and its available capacity
relative to the other circuits.

This scheme works as follows. First, the splitting end point (the OP for client-to-
server traffic, or the exit OR for server-to-client traffic) measures the latency of each of
the linked circuits. This can be done by storing the time every 100th cell is sent down
a particular circuit, and noting the time that the corresponding circuit-level SENDME
arrives. This allows the splitting end point to compute the current round-trip-time (RTT)
of cells on the circuit; this will be inversely proportional to the circuit throughput, as
cells are of fixed size.

7 As usual, a malicious exit router can trivially observe all circuits it handles, including linked
ones.
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Fig. 3. The 512-byte data cell format with each field’s length (in bytes) for Conflux

The splitting end point periodically updates the throughput measurements assigned
to each linked circuit. Next, every time a data cell is ready to be transmitted on a mul-
tipath, the particular circuit used to send the cell is selected with a probability propor-
tional to its throughput.

Sequencing, Buffering, and Reordering. Before any splitting can be performed on
TCP streams across different circuits, we have to ensure that the receiver will be able
to reorder cells before delivering them to their destination (client program or exit TCP
connection). Therefore, we implement sequencing of data cells before sending them
down our multipaths. Tor’s standard data cell consists of a circuit identifier, a “relay”
command type, a “data” sub-type, a “recognized” field to identify whether the cell is
to be delivered locally, a stream identifier, a message digest to ensure integrity, a data
length, and the data. We modify the cell format slightly, to reserve the first four bytes of
the payload for the sequence numbers, as shown in Figure 3. This reduces the amount
of data that can fit into each cell’s payload by less than 1%.

Because we divide a single TCP stream across circuits, we expect that cells may
arrive out of order. Therefore, the two end points of a multipath, the OP and exit OR,
are responsible for buffering and reordering cells that arrive out of order. First, as long
as the cells arrive in order, they are immediately delivered to the client application (or
the TCP exit connection) when the receiver is the OP (or the exit OR). Also, we keep
track of the sequence number of the last delivered cell. If a cell arrives out of order, it is
stored in a sorted list of cells. When the next expected cell arrives, it is delivered to the
OP (or TCP exit connection) along with any buffered cells with subsequent sequence
numbers that have already arrived.

Implementation Details. We implemented the multipath construction and cell se-
quencing, buffering, and reordering in the Tor source code (version 0.2.3.0-alpha-dev).
We also implemented the weighted traffic splitting algorithm as described above. Con-
flux can be turned on or off as a configuration option. Note that only the circuit’s end
points (e.g., the client and the exit router) are required to upgrade to run Conflux. Thus,
Conflux can be incrementally deployed as individual exit routers and clients upgrade.
Our full implementation consists of roughly 2,000 lines of code.

4 Performance Evaluation

In order to empirically demonstrate the potential performance benefits of the proposed
scheme, we present a series of live and large-scale experiments.
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Table 1. Network model for whole-network experiments

Attribute Data Source
Pairwise link latency King dataset [15]
Tor router bandwidth Tor consensus (Nov. 2011)
Tor client bandwidth Ookla Net Index dataset [33]
Traffic characteristics Tor traffic study [28]

4.1 Experimental Setup

Live Experiments. First, we seek to measure the potential benefits of deploying a
modified Tor router on the currently deployed Tor network. Since only the Tor exit
router needs to be modified in order to use Conflux, we deploy a single exit router and
conduct a series of performance measurements using a Tor client that we control.

Each measurement is collected as follows: First, a Conflux multipath circuit is built
using two entry routers entry1 and entry2, two middle routers middle1 and middle2, and
our modified exit router exit. In order not to expose other clients’ traffic, we set the
exit policy of exit so that it can only connect to a specific web server. This means that
exit will act as an exit router only for our traffic, but it can be a middle or an entry
node for other clients’ encrypted traffic. Using Conflux, our client fetches 320 KiB,
1 MiB and 5 MiB files. These file sizes were chosen to approximate web pages and
larger files [37]. For comparison, the stock Tor client downloads the files over different
circuits it builds using Tor’s default bandwidth-weighted router selection algorithm.8

Measurements were collected from December 2012–January 2013, during which time
our exit router was configured with a bandwidth rate of 200 KB/s.

To evaluate the performance benefits for people using low-bandwidth Tor bridges,
we also collect measurements where our client uses Tor bridges as its entry nodes. We
collected 36 bridges by using Tor’s standard HTTPS request service and we manually
solved CAPTCHAs. The bridge clients work as follows. Every thirty minutes, our stock
Tor and Conflux clients choose six bridges randomly from the list of 36 bridges we
obtained, and use them as the first hop on each circuit they construct.

Whole-Network Experiments. One of the limitations of a live performance evaluation
is that it is generally not possible to understand how performance might change when
all participants of the network adopt the new design. To help understand these whole-
network effects, we also perform experiments using the ExperimenTor testbed [4]. Ex-
perimenTor is a Tor network testbed and toolkit that enables whole-network Tor exper-
iments on a network topology with realistic delay, bandwidth, and other characteristics
using the Modelnet [57] network emulation platform.

One challenge in conducting such an evaluation is that one must faithfully model the
dynamics of the live network such as network latency, bandwidth, and traffic charac-
teristics and replicate them in isolation. To enhance the realism of our experiments, we
use a variety of empirical data sources, summarized in Table 1, to construct a network
topology based on realistic link latencies, Tor router bandwidths sampled uniformly

8 To reduce any bias in the performance results due to the selection of particularly fast or slow
entry guards, we disable the use of entry guards for this experiment.
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Fig. 4. Live performance comparison between Tor and Conflux

from a Tor consensus document from November 1, 2011, and asymmetric Tor client
bandwidths assigned by sampling from the Ookla Net Index broadband data set [33]
(the interquartile ranges are 4 –13 Mbit/s downstream, 0.5–1.9 Mbit/s upstream).

Client Traffic Models. In addition to building a realistic network topology, it is impor-
tant to replicate the dynamics of the network’s traffic. Since Tor’s users are anonymous,
it is inherently difficult to characterize real Tor traffic. One such study [28] exists, which
reported that over 92% of TCP connections leaving a Tor exit router result from web
browsing and make up nearly 60% of the network’s aggregate traffic volume. How-
ever, BitTorrent accounts for only about 3% of connections, but comprises over 40%
of the aggregate traffic volume. We employ these empirical observations in develop-
ing realistic traffic models for our whole-network experiments. Beyond modeling the
dynamics of the past and present Tor network, we also consider emerging trends in In-
ternet traffic. We model two types of clients in our experiments: First, web browsing
clients are modelled as fetching 320 KiB files (the median web page size on the Inter-
net [37]) with random think time pauses between 1–30 seconds (chosen uniformly at
random). A similar distribution of “think times” between web requests was measured
by Hernández-Campos et al. [18]. Second, bulk clients (e.g., streaming video) down-
load 5 MiB files with uniformly random delays of 1–5 minutes between fetches. This
download size and delay distribution approximates observations of YouTube video sizes
and viewing durations [22]. As mentioned in Section 2, we model streaming clients by
large file downloads [38].

To highlight the performance benefits for bandwidth-deprived bridge clients, we
also conduct whole-network experiments in which clients use a bridge in lieu of an
entry guard. Since bridges are typically run by Tor clients themselves, we configure
five bridges to run on asymmetric broadband-like Internet connections chosen from the
Ookla Net Index data set.

4.2 Results

Performance Metrics. To evaluate the performance of our technique, we measure
time-to-first-byte and download time. The time-to-first-byte is the time it takes the client
to receive the first cell of data after it issued a request; it is a good measure of both the
responsiveness of the network and its congestion state. The other metric we consider is
download time, which is simply the time it takes for the client to receive the last byte of
data after issuing a request (download time includes the time-to-first-byte).
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Fig. 5. Download time performance comparison between Tor and Conflux using live Tor network
bridges
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Fig. 6. Time-to-first-byte performance comparison between Tor and Conflux using live Tor net-
work bridges

Live Performance. Figure 4 compares the time for a client to download 320 KiB,
1 MiB, and 5 MiB files using Tor and Conflux. We observe a noticeable improvement in
download times for all file sizes. However, improvements are more visible with larger
file sizes. For example, the median improvement in download time for the 320 KiB
and 1 MiB files is 42% and 25%, respectively. For the 5 MiB files, the improvement
is around 54%. The reason why improvements are more visible for larger file sizes is
the mechanics of TCP congestion control (see the extended version of this work [1,
Appendix A] for details).

Live Performance for Bridge Users. When we apply Conflux with clients who use
low-bandwidth bridges as their entry nodes, we also observe significant improvement in
performance, regardless of the download size. Figures 5(a), 5(b) and 5(c) show that the
download times for 320 KiB, 1 MiB, and 5 MiB files are significantly improved; the per-
formance improvement is most significant for the 5 MiB download, which experiences
an improvement of over 50% relative to Tor.

Furthermore, Figures 6(a), 6(b) and 6(c) compare the times-to-first-byte for clients
who use bridges to download 320 KiB, 1 MiB, and 5 MiB files using Tor and Conflux.
Regardless of the download size, the Conflux clients experience faster response times
compared to Tor. By using multiple circuits, if one circuit is congested, Conflux is able
to send cells down a second, possibly uncongested circuit.

Whole-Network Deployment. We next seek to evaluate the performance of our tech-
nique if all our browsing bridge users and bulk clients in the network upgraded. In
our large-scale experiments, we deploy a 20-router Tor network on our ExperimenTor
testbed. Next, we fix the number of the total Tor clients to 400. Of the 400 clients, 30
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Fig. 7. Performance comparison between ExperimenTor (testbed), when 370 web browsers and
30 bulk clients are used, and the live Tor network using torperf. These graphs show that our
testbed setup realistically reproduces the performance of the live Tor network.
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Fig. 8. Download time comparison between Tor and Conflux for web clients that download
320 KiB using bridges in whole-network deployment experiments

clients act as bulk downloaders and 370 clients act as the interactive web browsers. Our
initial experiments revealed that if all web clients who use entry guards use Conflux,
those clients observe no performance benefits because the exit routers would be slower
than the entry guards and would become the bottlenecks in circuits constructed by Con-
flux. Therefore, for our whole-network deployment experiments, we focus on browsing
bridge users, since they have more performance incentives to use Conflux.

Before we present our whole-network deployment results, we first compare the stock
Tor download time measurements obtained from our testbed, when 370 web and 30 bulk
clients are used, with the live Tor network measurements maintained by the Tor metrics
portal [52]. Figure 7(a) shows that the stock Tor download time distribution, of 320 KiB
files obtained using ExperimenTor, fits between the download time distributions of the
50 KiB and 1 MiB files obtained from the live Tor network. Note that the Tor project
only maintains the download times of 50 KiB, 1 MiB and 5 MiB file sizes over the live
Tor network.

Second, Figure 7(b) demonstrates that our testbed’s download time distribution of
5 MiB files closely approximates the respective distribution obtained from the live Tor
network. In fact, the results look accurate for the fourth quartile of the download times,
and for the first three quartiles, the testbed performance is only 15% slower than the
live Tor network.
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Although we believe that using 370 web and 30 bulk clients produces an accurate
approximation, we also experiment with a lighter load of 390 web and 10 bulk clients,
as there are continual efforts to reduce the load in the network by throttling the bulk
downloaders [19, 31]. Furthermore, in each experiment, among the 390 or 370 web
clients, we fix the number of bridge users to 50. We also run an additional five low-
bandwidth routers that act as bridges.9 Those bridges are neglected by non-bridge users.

Next, we present the results for the web browsing bridge users (for bulk clients’
results, see the extended version of this paper [1, Appendix B]). Figure 8 shows the
significant performance gains in download times experienced by bridge users using
Conflux when the network is lightly loaded with 10 bulk clients and 390 web browsers.
At the median, it takes a Tor client 11 seconds to finish downloading the 320 KiB file,
whereas with Conflux, it takes only 6 seconds, which is approximately a 45% improve-
ment. When we increase the load to 30 bulk clients to match the performance of the
current Tor network, we still observe significant download time improvements. For Tor
clients, the download times are degraded by 4 seconds, as the download time reaches
15 seconds at the median, whereas with Conflux, the degradation is only 2 seconds, as
downloads complete in 8 seconds. Therefore, even with congestion, Conflux maintains
the performance advantage of roughly 46%.
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Fig. 9. Time-to-first-byte comparison between Tor and Conflux for web clients that download
320 KiB using bridges in whole-network deployment experiments

Figure 9 tells us a similar story for the time-to-first-byte results. Under a light load
of 10 bulk clients, Conflux needs only 1.8 seconds before the browser starts changing
for the bridge user at the median. The respective waiting time for the Tor client is
3.3 seconds, which is a 45% improvement in time-to-first-byte using Conflux. When

Table 2. Relative download time comparison at the 80th percentile for Conflux and Tor under
increasing traffic loads

User type Light load Regular load
Web browsing bridge users Improved by 32% Improved by 34%

Streaming (bulk) users Improved by 17% Improved by 3%
Other clients Not affected Not affected

9 Since little is known about the total number and behavior of bridge users, we make reasonable
assumptions in designing these experiments.
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we increase the load to 30 bulk clients, the median time-to-first-byte is still improved
by roughly 23% when Conflux is used. Therefore, our large-scale experiments confirm
our live experiments, in which we observed large performance benefits when Conflux
is used for bridge users. Table 2 summarizes our whole-network experimental results.

5 Security Analysis

We next investigate how the multipath routing scheme in Conflux affects the proba-
bility of the adversary linking together a circuit’s source and destination. This linking,
or circuit compromise, occurs when the adversary controls both endpoints of a given
circuit [48] and applies timing analysis [24, 45] to reveal the communication patterns
between the client and its corresponding destination. We first analyze the potential for
path compromise due to passive attacks. Active attacks are considered in Section 5.3.

5.1 Identifying Bridge Users

Exit ORs can easily recognize which clients are using Conflux. Therefore, to prevent
exit ORs from identifying bridge users, both bridge users and non-bridge users are en-
couraged to use Conflux. In fact, non-bridge browsing users can benefit from Conflux
because browsing activity often involves streaming or downloading large files or im-
ages. In such situations, non-bridge users can observe between 3% to 17% performance
improvements as we have seen in the results of our whole-network deployment experi-
ments summarized in Table 2. This substantial improvement provides them with strong
incentives to use Conflux and thereby aid in increasing the anonymity set of bridge
users who adopt Conflux.

5.2 Path Compromise

We next examine the effect Conflux has on client exposure and compare it to Tor. We
look at both client compromise rates as well as individual circuit compromise rates to
provide a more thorough discussion of the security implications of Conflux.

For client compromise, we adopt the model used by Elahi et al. [13], which provides
a realistic and empirical approach to determining client exposure due to real-world net-
work phenomena such as guard churn. In their model, clients are considered compro-
mised whenever there is a malicious relay in their guard set. Note that if a client has
a guard set containing malicious guards, then the number of circuits created before
choosing a malicious guard would be sightly smaller for Conflux as compared to Tor.
However, such a client would be deanonymized with either Tor or Conflux, and so from
a client compromise point of view, we consider either situation to be equally bad. (We
will consider circuit compromise, in which one cares about how often a client’s circuits
are compromised, below.) This captures the upper bound on the absolute compromise
levels of the client population. The reason why only clients with all guards honest are
assured safety is that if even one of the guards is malicious then the client will even-
tually pick a malicious guard at the same time as picking a malicious exit, and will be
exposed.



156 M. AlSabah et al.

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0  0.02  0.04  0.06  0.08  0.1F
ra

ct
io

n 
of

 L
in

ke
d 

S
tr

ea
m

s 
C

om
pr

om
is

ed

Fraction of Guard Bandwidth Malicious

Conflux-2/3 vs. Tor (Malicious Exit Bandwidth=10%)

Conflux-3
Conflux-2

Tor

(a) Path compromise for Conflux and Tor

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0  0.02  0.04  0.06  0.08  0.1A
bs

ol
ut

e 
In

cr
ea

se
d 

C
om

pr
om

is
e 

ov
er

 T
or

Fraction of Guard Bandwidth Malicious

Difference: Conflux-2/3 vs. Tor (Malicious Exit Bandwidth=10%)

Conflux-3 – Tor
Conflux-2 – Tor

(b) Difference between Conflux and Tor

Fig. 10. Security of Conflux with two and three circuits compared to stock Tor

This model depends only on the distribution of the guards amongst the clients’ guard
sets and is not affected by the multipath scheme Conflux utilizes. Conflux does not alter
how guards are selected by clients into their guard sets nor how guards are selected for
circuits. This makes the guards clients pick with Conflux identical to those picked with
Tor, and hence both systems have identical exposure rates.

Under certain circumstances, individual circuit compromise rates can be just as im-
portant as client compromise rates. The following formula captures the probability of a
compromised multipath in Conflux.

P (Compromised)
Δ
= fxbw · (1− (1− fgbw)

k) (1)

Here, k is the number of guard nodes10 used in the multipath, while the adversary
controls a proportion fxbw of the network’s exit bandwidth and a proportion fgbw of the
network’s guard bandwidth. The equivalent value for Tor is fxbw · fgbw, the probability
of selecting both a malicious exit and guard. Note that, as expected, this is the same as
the expression for Conflux when k = 1.

In order to understand the implications of this formula, we compare Conflux —
denoted Conflux-2 where two guards are used on a multipath and Conflux-3 where
three guards are used — with Tor and plot the results in Figure 10(a). It is clear that
while Conflux-2/3 increases the chance of a compromised circuit, it is very slight in
absolute terms; at 10% compromised exit bandwidth it is 0.9% in Conflux-2 and 1.72%
in Conflux-3, as shown in Figure 10(b). The tradeoff between this slight increase and
that of increased performance can be evaluated depending on the needs of the client.

We further analyze the probability distribution (Bm) of a client having m malicious
guards in its guard set as well as the probability (Pm) of constructing compromised
circuits given m compromised guards. Assuming 10% malicious exit bandwidth, Ta-
ble 3 provides the probabilities of picking 0 or more malicious guard relays as well
as the probabilities of constructing malicious circuits under those conditions. Note that

10 This analysis is also applicable to bridge relays since Conflux utilizes them in the same manner
as guard relays.
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Table 3. Compromised circuit rates at different values of k (the number of entry guards used for
a (multi)path) given m malicious relays in the user’s guard set at 10% malicious guard bandwidth
(for the computation of Bm) and 10% malicious exit bandwidth (for the computation of Pm)

Pm(Compromised)
Malicious Relays Probability k = 1 k = 2 k = 3
in Guard Set (m) of m (Bm) (Tor) (Conflux-2) (Conflux-3)

0 72.9% 0% 0% 0%
1 24.3% 3.33% 6.67% 10%
2 2.7% 6.67% 10% 10%
3 0.1% 10% 10% 10%

because malicious guards are chosen infrequently, Conflux often adds no additional
vulnerability to path compromise over and above Tor.11

The same analysis follows for AS-level adversaries that can observe the connections
between clients and their guards/bridges, and between exit relays and the destinations.
Substituting the fraction of circuits observed by the adversary between the two end
points, i.e. fclient−guard and fexit−destination, for fgbw and fxbw respectively in Equa-
tion 1, we can calculate compromise rates in similar fashion to those in Table 3. While
it is difficult to estimate realistic adversarial AS coverage, Edman and Syverson [12]
and Wacek et al. [58] provide values of between 18–25% for the parameters above.

5.3 Selective Denial of Service

We now consider active attacks, in the form of selective denial of service (SDoS) [3,6,7,
56]. Under this attack the adversary actively breaks circuits he is part of if he finds that
either end point is not controlled by him. This causes the client to create compromised
circuits at a higher rate. The adversary can choose to either SDoS circuits immediately
or be strategically patient.

Recall that Conflux establishes primary circuits first, to which further (secondary)
circuits are linked to form multipaths. Hence, this mechanism provides two avenues
for the SDoS attack: first at the primary circuit building stage and second at the circuit
linking stage. We analyze each in turn.

We model the likelihood of primary circuit compromise with SDoS by inputing For-
mula 1 from Section 5.2 in the following formula, proposed by Das and Borisov [7],
where f is the fraction of malicious relay bandwidth:

P (SDoS) =
P (Compromised)

P (Compromised) + (1− f)3
(2)

With SDoS, the only primary circuits that are possible will either be compromised
(P (Compromised)) or entirely honest ((1 − f)3). At 10% malicious bandwidth this

11 As of July 2012, the Tor network had roughly 1,200 MiB/s aggregate guard bandwidth and
roughly 600 MiB/s aggregate exit bandwidth [51]. We believe that an adversary in possession
of 10% of each of these bandwidths is a powerful, high-resource attacker. Thus, this should be
considered a worst-case security analysis.
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attack increases the likelihood to 2.54% from 1.9% for Conflux-2 and to 3.57% from
2.7% for Conflux-3. Compare this to Tor where the same attack increases the likelihood
to 1.35% from 1%. The increases here are due to the primary circuit creation phase and
not due to Conflux’s multipath linking scheme.

The strategic adversary servicing a primary circuit with a compromised exit relay
may gain an added advantage by performing SDoS exclusively on the secondary cir-
cuits being linked to the primary. At 10% malicious bandwidth the probability of this
scenario is 9%. Under Conflux-2, employing SDoS on such secondary circuits exclu-
sively gains the adversary 0.23% whereas Conflux-3 gains the adversary 0.41%. The
adversary needs to balance the cost of this strategy in terms of bandwidth used to ser-
vice the uncompromised primary and the added advantage it provides.

A possible countermeasure is to ensure that the OP will retry the linked circuit using
the same guard and will not switch to another (potentially malicious) guard. After a few
retries, if it is unable to build a secondary circuit for the linked stream, the OP will give
up but without impacting the client whose traffic still flows over the uncompromised
primary circuit.

6 Discussion

Congestion. Conflux does not introduce any additional traffic to the network as our
multipaths are bounded by the window of the primary circuit and by the bandwidth
of the exit routers. Indeed, in our large-scale experiments, we found that the windows
are not exhausted when Conflux is used. As indicated by our results, congestion is
reduced because Conflux dynamically senses latency on each circuit as a congestion
indicator, which allows our traffic splitting approach to perform smart load balancing
so that congestion can be avoided. Moreover, Conflux is complementary to incentive
schemes that seek to increase the number of exit routers and bridges.

Computational Cost. One might wonder if Conflux adds more complexity to the op-
eration of routers since it requires building more circuits resulting in more public key
(PK) operations. Since Tor clients build spare idle circuits by default, Conflux can use
those circuits as secondary circuits in order not to add more PK operations in build-
ing multipaths. For circuits that must be built on demand, Conflux doubles the cost of
building circuits (assuming only two paths are used). However, those costs can be sig-
nificantly reduced if Conflux uses Tor 0.2.4’s ntor handshake [8], which eliminates PK
decryptions at routers during circuit construction.

Experimental Limitations. The results we obtained show an improvement in a testbed
environment. In our experiments, we emulate the network behaviour and traffic load
using ExperimenTor, since it allows us to set up different network topologies with dif-
ferent bandwidth and link settings. For practical purposes, we scaled the network down
to 20 routers, which is not reflective of the real Tor network. However, we strived in our
experiments to perform and obtain realistic performance measurements under different
traffic loads. Performing large-scale experiments using different network models such
as the ones recently proposed by Jansen et al. [20] and Wacek et al. [58] and performing
a large-scale performance evaluation on the live Tor network are areas for future work.
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Future Work. Recall that our dynamic traffic splitting technique is based only on two
circuits. One area we want to explore is using Conflux with more than two circuits.
Since we found the performance improvements to be significant with two circuits, we
suspect that we may find even more performance benefits with more than two circuits.
We leave exploring the performance benefits of splitting traffic over more than two
circuits for future investigation.

Another avenue for future work is to evaluate alternative methods for measuring
circuit latency. Recall that we opportunistically measure the latency of a circuit in order
to access its performance using Tor’s existing circuit-level SENDME cells that a client
sends to the exit router after receipt of every 100th data cell. This allows us to measure
circuit latency/congestion for free (e.g., with no additional overhead to the network).
An alternative technique is to introduce a new cell type that clients send to exits and
perform more frequent measurements. A potential advantage of this approach is that it
might detect sudden changes in latency and thereby react to congestion faster. However,
a downside is that this approach is more hostile to the network, because it places more
probe traffic onto the network.

7 Related Work

Multipath TCP (MPTCP). MPTCP [17] is a transport layer protocol that allows appli-
cations to send data over several interfaces/addresses, whereas Conflux is implemented
at the overlay layer. Because data is source-routed in Tor, we can choose our multi-
paths and ensure they are only joined at the exit routers. In MPTCP, routing decisions
are done by IP routers, and a TCP source cannot choose the Internet path. MPTCP is
more useful if divergent paths are available (multi-homing).

Multipath to Improve Anonymity. In the context of high-latency Chaumian mix net-
works, Serjantov and Murdoch [42] show that sending packets over multiple disjoint
routes through the mix network may increase anonymity against a partial passive ad-
versary. Also, Feigenbaum et al. [14] proposed multipath routing to mitigate timing
attacks [43, 45] in low-latency anonymity networks, using a layered mesh topology.

Multipath to Improve Performance. In the context of low-latency onion routing net-
works, MORE [23] routes every packet through a different path of onion routers, half of
which are chosen by the sender and half chosen by the receiver. While this approach of-
fers the ability to create highly dynamic paths—which can have desirable performance,
load balancing, and anonymity properties—the requirement that communicating parties
participate in the anonymity network may reduce MORE’s practicality.

To increase throughput in Tor, Snader [46] presents preliminary experiments in which
clients receive n different streams over n disjoint circuits. In particular, multiple circuits
are shown to reduce the time to download 1 MB files. However, it is unclear whether
performance is improved for smaller web-like streams; furthermore, since this scheme
uses more entry and exit points into the Tor network, it may increase the threat of end-
to-end traffic confirmation attacks (as in Bauer et al. [3]).

Combination with Other Tor Performance Work. There are several proposals that
aim to improve the performance of Tor in different ways such as congestion control and
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avoidance [2,16,39,49,59], improved router selection [44,47], scalability [29,30], and
applying incentive schemes to increase the number and bandwidth of Tor relays [21,31,
32]. Conflux is complementary to these previous approaches and we expect that even
greater performance benefits are possible by combining these proposals together. We
leave this for future investigation.

8 Conclusion

Motivated by the need to improve the performance of Tor, we presented the design,
implementation, and analysis of Conflux, a dynamic congestion-aware traffic splitting
scheme that is designed to improve the load balancing of the network which is particu-
larly useful for clients using low-bandwidth routers such as bridges. We evaluated Con-
flux using a series of small-scale experiments on the live network, and using large-scale
experiments on an isolated testbed. Our results indicate that significant performance
benefits can be obtained at the expense of a slight decrease in anonymity.
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Abstract. Tor is one of the most popular anonymity systems in use
today, in part because of its design goal of providing high performance.
This has motivated research into performance enhancing modifications
to Tor’s circuit scheduling, congestion control, and bandwidth allocation
mechanisms. This paper investigates the effects of these proposed mod-
ifications on attacks that rely on network measurements as a side chan-
nel. We introduce a new class of induced throttling attacks in this space
that exploit performance enhancing mechanisms to artificially throttle
a circuit. We show that these attacks can drastically reduce the set of
probable entry guards on a circuit, in many cases uniquely identifying
the entry guard. Comparing to existing attacks, we find that although
most of the performance enhancing modifications improve the accuracy
of network measurements, the effectiveness of the attacks is reduced in
some cases by making the Tor network more homogeneous. We conclude
with an analysis of the total reduction in anonymity that clients face due
to each proposed mechanism.

1 Introduction

The Tor [10] network is a widely-used anonymity and censorship-circumvention
tool that provides anonymous Internet access to millions of users every day.
This anonymity is provided by routing user traffic through a circuit of three
relays, using layered encryption to prevent any single relay from seeing more
than the next and previous links in the circuit, so that a relay may know the
origin or destination of a connection, but not both. The Tor network allows users
to participate as clients without contributing as relays, to build a greater variety
of plausible uses of the network and provide a larger anonymity set.

One of the key design choices of the Tor system is the goal of building a
large anonymity set by providing high performance to as many users as possible,
while sacrificing some level of protection from large-scale (global) adversaries.
For example, Tor does not attempt to protect against an end-to-end correla-
tion attack that certain mix systems try to prevent [7,14,25], as they introduce
large costs in increased latency making such systems difficult to use. This perfor-
mance focus has led researchers to investigate a variety of methods to improve
performance, such as using different circuit scheduling algorithms [30], better
congestion control [2], and throttling high bandwidth clients [13,22,26]. Several

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 164–184, 2013.
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of these mechanisms have been or will be incorporated into the Tor software as
a result of this research.

One overlooked side effect of these improvements, however, is that in some
cases improving the performance of users can also improve the performance of
attacks against the Tor network. For example, several attacks have been pro-
posed [12, 17, 24, 27] that rely on measuring the latency or throughput of a Tor
circuit to draw inferences about its source and destination. If an algorithm im-
proves the throughput or responsiveness of Tor circuits this can improve the
accuracy of the measurements used by these attacks either directly or by aver-
aging a larger sample. Thus it is important to analyze how these modifications
to Tor interact with attacks based on network measurements.

In this paper we investigate this interaction. We start by introducing a new
class of attacks based on network measurement, which we call induced throttling
attacks. In these attacks, an adversarial exit node exploits congestion or traffic
admission control algorithms to artificially throttle and unthrottle a chosen cir-
cuit without directly sending data through the circuit or relay. This leads to a
recognizable pattern in other circuits sharing resources with the target circuit,
leaking information about the connection between the client and entry guard.
We show that there are highly effective induced throttling attacks against most
of the proposed scheduling, flow control, and admission control modifications to
Tor, allowing an adversary to uniquely identify entry guards in many cases.

We also examine the effect these algorithms have on previous attacks [17, 24]
to see if the improvement in performance, and therefore in network measure-
ments, leads to more successful attacks. Through large-scale simulation, we find
that for throughput attacks, the improved network measurements are essentially
“cancelled out” by the reduced variance in performance provided by these im-
provements. We also find that nearly all of the proposed improvements increase
the effectiveness of latency-based attacks, in many cases leading to a 10% or
higher loss in “degree of anonymity.”

Finally, we performa comprehensive analysis of the combined effects of through-
put, induced throttling and latency-measurement attacks.We show that using in-
duced throttling, the combined attacks can in many cases uniquely identify the
source of a circuit by a likelihood ratio test. These results indicate that flow and
admission control algorithms can have considerable impact on the security as well
as performance of the Tor network, and new proposals must be evaluated for re-
sistance to induced throttling.

2 Background and Related Work

This section discusses the proposed performance-enhancing algorithms for and
attacks against Tor to facilitate an understanding of our work.

2.1 Tor

As previously mentioned, Tor is the most popular anonymity and censorship-
circumvention system, currently consisting of roughly 3000 relays and millions
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of daily users. During the circuit building process, each client chooses the entry
relay into the Tor network from a small set of relays (currently three). Every
circuit built by the client will begin with one of these guard relays in order to
prevent passive logging attacks [28, 32]. It is generally considered feasible for
an adversary to eventually de-anonymize a client by combining knowledge of a
client’s guard nodes with other attacks [4, 17].

2.2 Circuit Scheduling

Tor traditionally used a round robin [15] fair queuing algorithm to determine
which among the active circuits on an onion-routing connection to send from
next. Although the round robin algorithm is still the software default, the net-
work directory authorities are currently distributing configuration options that
enable an EWMA-based algorithm. The EWMA algorithm selects the circuit
with the lowest exponentially weighted moving average throughput, and was
suggested by Tang and Goldberg [30] in order to reduce latency and prioritize
performance for low throughput circuits.

2.3 Congestion Control

The high client-to-relay ratio in Tor causes performance problems that have been
the focus of a considerable amount of previous research. The main congestion
control mechanism used by Tor is an end-to-end window based system, where the
exit relay and client use SENDME control cells to infer network level congestion.
Tor separates data flowing inbound from data flowing outbound,1 and congestion
control mechanisms operate independently on each flow. Each circuit starts with
an initial 1000 cell window which is decremented by the source edge node for
every cell sent. When the window reaches 0, the source edge stops sending.
Upon receiving 100 cells, the receiver edge node returns a SENDME cell to the
source edge, allowing the source edge to increment its circuit window by 100
and continue sending more cells.

Tor’s end-to-end congestion control is slow to react to congestion that occurs
in the middle of circuits. Therefore, AlSabah et al. introduced N23 [2], a link
based algorithm that can instead detect and react to congestion on every link
in the circuit. Similar to the native congestion control mechanism in Tor, each
relay in an N23-controlled circuit initializes its credit balance to N2 + N3 and
decrements it by one for every cell it forwards. After a node has forwarded N2
cells, it returns back a flow control cell containing the number of forwarded cells
to the backward relay. Upon receiving a flow control cell from the forward relay,
the backward relay updates its credit balance to be N2+N3 minus the difference
in cells it has forwarded and cells the forward relay has forwarded.

1 Throughout this paper, we use inbound to indicate the direction toward the client
edge of a circuit, and outbound to indicate the direction toward the exit relay edge
of a circuit. Relatedly, we use forward to indicate the direction of the destination of
a data flow, and backward to indicate the direction of the source of a data flow.
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2.4 Traffic Admission Control

Guard nodes in Tor have the ability2 to throttle clients using a basic rate lim-
iter [9]. The algorithm uses a token bucket whose size and refill rate are config-
urable to enforce a long-term average throughput while allowing short-term data
bursts. The intuition behind the algorithm is that a throttling guard node will
limit the client’s rate of requests for new data, which will lower the outstanding
amount of data that exists inside the network at any given time and generally
reduce congestion and improve performance.

There have been many proposed uses of and alterations to the approach out-
lined above, some of which vary the connections that are throttled [1, 22, 26]
and others that vary the throttle rate [13, 22, 26]. Of particular interest are al-
gorithms that dynamically utilize the number of client-to-guard (C-G) connec-
tions to adjust throttling rates [22]: the bitsplit algorithm divides its configured
BandwidthRate evenly among C-G connections; the flag algorithm uses the num-
ber of C-G connections to determine the rate over which a client will get flagged
as “high throughput” and throttled; and the threshold algorithm throttles the
loudest fraction of C-G connections.

2.5 Known Attacks

Murdoch and Danezis previously proposed a Tor circuit clogging attack [27] in
which the adversary sends data through a circuit in order to cause congestion and
change its latency characteristics. The adversary correlates the latency variations
of this circuit with those of circuits through other relays in order to identify the
likely relays of a target circuit. The attack requires significant bandwidth in order
to produce a signal strong enough for correlation, and it has been shown to be no
longer effective [12]. There have been numerous variations on this attack, some
of which have simple defenses [12,18] and others that have low success rates [4].
This work does not consider these “general” congestion attacks where the main
focus is keeping bandwidth usage small enough to remain practical. Instead, we
focus on the feasibility and anonymity effects of new induced throttling attacks
introduced by recent performance enhancing algorithm proposals.

Mittal et al. recently proposed “stealthy” throughput attacks [24] where an
adversary that controls an exit node of a circuit attempts to find its guard
relay by using “probe” clients that measure the attainable throughput through
each relay.3 The adversary may then correlate the circuit throughput measured
at the exit node with the throughput of each of its probes to find the guard
node with high probability. Some of our attacks also utilize probe clients in
order to recognize the signal produced once throttling has been induced on a
circuit. Hopperet al. [17] propose an attack where an adversary injects malicious
javascript into a webpage in order to measure the round trip time of a circuit.
The adversary may use these measurements to narrow the possible path the

2 Tor does not currently enable throttling by default.
3 The attack is active in that an adversary launches it by sending data to relays, but
stealthy in that its data streams are indistinguishable from normal client streams.



168 J. Geddes, R. Jansen, and N. Hopper

target circuit is taking through the network and approximate the geographical
location of the client. As our techniques are similar to both of these attacks, we
include them in our evaluation in Section 4 and analysis in Section 7.

3 Methodology

The remainder of this paper will focus on the proposed changes to Tor’s inter-
nal algorithms that aim to reduce congestion or throttle circuits as discussed
in Section 2. In particular, we consider three classes of algorithms that have
been recently proposed: EWMA circuit scheduling [30]; N23 congestion con-
trol [2]; and bitsplit, flag, and threshold throttling [22]. We will also consider an
ideal throttling algorithm that has perfect knowledge of the traffic type of every
stream.4

3.1 Metrics

We will explore new algorithm-specific attacks we have developed, as well as
previously published generic attacks [17, 24], and quantify the extent to which
the attacks affect anonymity. In analyzing the algorithms, we can expect them
to have one of two effects: the algorithms may improve the effectiveness of sta-
tistical attacks by making side channel throughput and latency measurements
more accurate, improving the adversary’s ability to de-anonymize the client; or
the algorithms may reduce the noise that an adversary uses to eliminate entry
guards and clients from the potential candidate set, frustrating the attacks and
improving client anonymity. We will use the following metrics to determine the
extent to which our attacks affect anonymity:

Percentile. The percentile for a candidate target T of an attack is defined
as the percent of other candidate targets (i.e., members of the anonymity set)
with a lower score than T, based on statistical information the attacker uses to
score each candidate as the true target. A higher percentile for T means there
is a greater likelihood that T is the true target. Percentiles allow an attacker to
reduce uncertainty by increasing confidence about the true target, or increasing
confidence in rejecting candidates unlikely to be the true target.

Degrees of Anonymity. In order to measure the actual level of anonymity
lost in the attacks for each algorithm, we first analyze reduction in terms of
entropy [8,29] and then compute the degree of anonymity [8]. Entropy quantifies
uncertainty an adversary has about a target, while the degree of anonymity loss
provides us with how much total information a system is leaking. We create a
reduced anonymity set based on a threshold value determining what entities to
include or discard, then for each possible threshold value we calculate the degree
of anonymity loss. While this may not show the direct implications of anonymity

4 The algorithm throttles high throughput nodes at a rate of 50 KiB/s and approxi-
mates the difftor approach of AlSabah et al. [1].
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loss on each client, we can determine the best case scenario for a potential
adversary by examining the maximum amount of information leakage possible.
Perhaps more importantly, it allows us to do cross experimental comparisons
to determine the effect that different algorithms have under different attack
scenarios.

Client Probability. In order to determine the total reduction in anonymity,
we consider the probability distribution that clients have before and after an
attack. Given a set of relays R, the a priori probability that a relay Ri is the
guard node G is P [G = Ri] = 1

|R| . In addition, for each relay Ri and a set

of clients C, the a priori probability that a client Ci is the victim V is P [V =
Ci|Rj ] =

1
|C| . Therefore, we define the probability that any client Ci is the victim

as: P [V = Ci] =
∑

j P [V = Ci|Rj ]P [G = Rj ]. For our purposes, an attack can
affect this metric in one of two ways: it either will attempt to identify possible
entry guards, thus changing the probability distribution P [G = Ri]; or it tries
to reduce the set of possible clients given that it knows a potential entry guard,
in which case the distribution P [V = Ci|Rj ] is updated for each relay Rj .

3.2 Experimental Setup and Model

Our experiments will utilize the Shadow simulator [19, 21], an accurate discrete
event simulator that runs the real Tor code over a simulated network. Shadow al-
lows us to configure large scale experiments running on network sizes not feasible
using traditional distributed network testbeds [5] while offering precise control
over network topology, latency, and bandwidth characteristics. Shadow also al-
lows us to: control Tor’s circuit creation process; experiment with our attacks in
a safe environment; and run repeatable experiments while only modifying the al-
gorithm or attack scenario of interest, resulting in more controlled and accurate
evaluations and comparisons.

We developed a model of the Tor network based on work by Jansen et al. [20],
and use it as the base of each large scale experiment in the following sections. We
will discuss necessary changes to the following base configuration as we explore
each specific attack scenario: 160 exit relays, 240 nonexit relays, 2375 web clients,
125 bulk clients, 75 small TorPerf clients, 75 medium TorPerf clients, 75 large
TorPerf clients, and 400 HTTP servers. The web client downloads a 320 KiB
file from one of the randomly selected servers, after which it sleeps for a time
between 1 and 60 seconds drawn uniformly at random before starting the next
download. The bulk clients repeatedly download a 5 MiB file with no wait time
between downloads. Finally, the TorPerf clients only perform one download every
10 minutes, where the small, medium and large clients download 50 KiB, 1 MiB
and 5MiB files respectively. This distribution of clients is used to approximate
the findings of McCoy et al. [23], Chaabane et al. [3] and data from Tor [31].

4 Algorithmic Effects on Known Attacks

This section evaluates how recently proposed performance enhancing algorithms
affect previously known guard and client identification attacks against Tor.
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Fig. 1. Results for throughput attack with vanilla Tor compared to EWMA and N23
scheduling and congestion control algorithms
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Fig. 2. Results for throughput attack with vanilla Tor compared to different throttling
algorithms

4.1 Throughput as a Signal

We first explore the scenario of Mittal et al. [24], where an attacker is able to
identify the guard relay of a circuit with high probability by correlating through-
put measured at an adversarial exit node to probe measurements made through
a set of entry guards.

We first ran our base experiment from Section 3.2 to discover the circuits that
each bulk client created. Then, for every entry G that was not a middle or exit
relay for any bulk client, we instantiated a probe client that created a one-hop
circuit through G in order to measure its throughput. This was done to minimize
the interference of other probes on bulk circuits, where they only potentially
affect the circuit they are measuring and no other. We compared vanilla Tor with
6 different algorithms: EWMA circuit scheduling [30], N23 congestion control [2],
bitsplit, flag, and threshold throttling [22], and ideal throttling.

The results for the EWMA and N23 algorithms can be seen in Figure 1. Fig-
ure 1a shows the correlation of each entry’s throughput to that measured by its
assigned probe client as a cumulative distribution function (CDF). High corre-
lation scores mean changes in the true entry’s throughput strongly corresponds
with changes in the probe’s throughput. Figure 1b shows, for each candidate
entry, the percent of other candidates with a lower score (see Section 3.1). Cor-
relation scores and percentiles can help the attacker reduce uncertainty about
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the entry node of the target circuit. Figure 1c shows the degree of anonymity
loss while varying the threshold value, that is, the minimum correlation score an
entry guard must have to be included in set of possible guards. Our results in-
dicate that there are more candidates that match well with the true entry with
EWMA (i.e., more uncertainty about the true entry). However, both EWMA
and N23 result in insignificant anonymity loss compared to vanilla Tor.

Results for the throttling algorithms are shown in Figure 2. We found in-
credibly low entry guard correlation scores for the ideal and flag algorithms in
Figure 2a, and Figure 2b shows that 48% of entry guards are in the top quintile
of the list based on correlation score in vanilla Tor, while only 22-41% of the
guards in the throttling algorithm experiments made it in the top quintile. Fig-
ure 2c shows a much larger peak in anonymity loss for vanilla Tor compared to all
other algorithms, indicating that an adversary would expect more information
leakage when choosing the threshold correctly. This implies that the throttling
algorithms would actually result in a larger anonymity set for the adversary,
making the attack less accurate. Intuitively, the throughput of throttled circuits
tend to be more similar than the throughput of unthrottled circuits, increasing
the uncertainty during the attack. The throttling algorithms effectively smooth
out circuit throughput to the configured long-term throttle rate, making it more
difficult to distinguish the actual entry guard from the set of potential guards.

4.2 Latency as a Signal

We now explore the latency attack of Hopper et al. [17]. They show how an
adversarial exit relay, having learned the identity of the entry guard in the circuit,
is able to estimate the latency between the client and guard. This is accomplished
by creating two ping streams through the circuit, one originating from the client
and one from the attacker. The ping stream from the attacker is used to estimate
the latency between the entry guard and the exit relay which, when subtracted
from the ping times between the client and exit relay produces an estimate of
latency between the client and guard. Using network coordinates to compile the
set of “actual” latencies between potential clients and guards, the adversary is
then able to reduce the anonymity set of clients based on the estimated latency.
Since this attack relies on the accuracy of the estimated latency measurements,
the majority of the algorithms have the potential to decrease the anonymity of
the clients by allowing an adversary to discard more potential clients.

For our experiments, we use the same base configuration with 400 relays and
2500 clients, with an additional 250 victim clients setup to send pings through the
Tor circuit every 5 seconds. Then, for each victim client a corresponding attacker
client is added, which creates an identical circuit to the one used by the victim,
and then sends a ping over this circuit every 5 seconds. These corresponding ping
clients are used to calculate the estimated latency between the victim and entry
guard as discussed above. In order to determine the actual latencies between
the clients and guard node, we utilize the fact that Shadow determines the
latency distribution that is sampled from between each node that communicates
in the experiment, so we merely assign the median latency of these distributions
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Fig. 3. Results of latency attack on EWMA and N23 algorithms
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Fig. 4. Results of latency attack on the various throttling algorithms

as the actual latencies between nodes. This would correspond to the analysis
done in [17] where it is assumed that these quantities were known a priori, so we
believe using this “insider information” doesn’t contradict any assumptions made
in the initial paper outlining the attack. Furthermore, since we’re ultimately
concerned with how the attacks differ using various algorithms, the analysis
should hold.

Similar to the original attack, we take the minimum of all observed ping times
seen over both the victim and attacker circuit, denoted TVX and TAX respec-
tively. Then, an estimate of the latency between the victim and entry guard,
TV E , is calculated as T̂AE = TVX − TAX + TAE , where TAE is the latency be-
tween the attacker and entry guard as calculated above. Figures 3a and 4a show
the difference in estimated latency computed by an adversary and the actual
latency between the client and guard, while Figures 3b and 4b show how these
compare with the differences between the estimate and other possible clients.
While these graphs only show a slight improvement for every algorithm except
EWMA, the degree of anonymity loss in Figures 3c and 4c shows a noticeable
increase in the maximum possible information gain an adversary can achieve.
Even though there is only a slight improvement in the accuracy of the latency
estimation, this allows an adversary to consider a smaller window around the
estimation to filter out potential clients while still retaining similar accuracy
rates. This results in a smaller set of potential clients to consider, and thus a
higher reduction in anonymity of the victim client.
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5 Induced Throttling via Congestion Control

We now look at how an attacker is able to use specific mechanisms in the con-
gestion control algorithms to induce throttling on a target circuit.

5.1 Artificial Congestion

Recall from Section 2.3, the congestion control algorithms send control cells
backward to notify edge nodes to send more data. If there is congestion and
the nodes go long enough without receiving these cells, they stop sending data
until the next control cell is received. Using these mechanisms, an adversarial
exit node can implicitly control when a client can and cannot send data forward,
thereby inducing artificial congestion.

To demonstrate the effectiveness of such techniques, we introduce a more de-
tailed “torrent” client that models the BitTorrent protocol and mimics a “tit-for-
tat” scheme [6]. Instead of downloading a file from a server as is done by the ex-
isting web and bulk clients, the torrent client swaps 16 KiB blocks of data with a
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Fig. 5. The effects of using artificial con-
gestion to induce throttling

peer. This swapping causes large
amounts of data to both be up-
loaded and downloaded and allows us
to demonstrate attacks that induce
artificial congestion. In our experi-
ment, a bulk and torrent client cre-
ate connections over the same circuit,
where each relay was configured with
128 KiB/s bandwidth. The exit re-
lay would then periodically hold all
torrent client control cells in an at-
tempt to throttle the connection. Fig-
ure 5 shows the observed throughput
of both clients, where the shaded re-
gions indicate periods when the exit relay was holding control cells bound for
the torrent client. We can see that approximately 30 seconds into these peri-
ods, the torrent client runs out of available cells to send and goes into an idle
state, leaving more resources to the bulk client resulting in a rise in the observed
throughput.

Next we want to identify how a potential adversary could utilize this in an
attempt to identify entry guards used in a circuit. We can see the intuition be-
hind the attack in Figure 5: when throttling of a circuit is repeatedly toggled,
the throughput of all other circuits going through those nodes will increase and
then decrease, producing a noticeable pattern which an adversary may be able
to detect. We assume a scenario similar to previous attacks [12,24,27], where an
adversary controls an exit node and wants to identify the entry guard of a cir-
cuit going through them. The adversary creates one-hop probe circuits through
possible entry guards by extending circuits through middle relays that the ad-
versary controls, and measures the throughput and congestion on each circuit
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at a constant interval. The adversary then periodically throttles the circuit by
holding control cells and tests for an increase in throughput for the duration of
the attack. By repeatedly performing this action an attacker should be able to
reduce the possible set of entry guards that the circuit might be using.

5.2 Small Scale Experiment

To test the feasibility of such an attack, we designed a small scale experiment
with 20 relays, 190 web clients and 10 bulk clients. One of the exit relays was
designated as the adversary and one of the bulk clients was designated as the
victim. The victim bulk client was then configured to use the torrent client while
creating circuits using the adversary as their exit relay. Then, for each of the
19 remaining non-adversarial relays, a probe client was added and configured to
create one-hop circuits through the relay, measuring observed throughput in 100
ms intervals. The adversarial exit relay would then wait until the victim client
created the connection, then every 60 seconds would toggle between normal
mode in which all control cells are sent as appropriate, and throttle mode where
all control cells are held.
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Fig. 6. Raw and smoothed throughput of probe through guard during attack

Figure 6a shows the observed throughput at the probe client connected to the
entry guard that the victim client was using, where the shaded regions correspond
to the periods where the victim client runs out of available cells to send and is
throttled. During these periods the probe client sees a large spike in observed
throughput as more resources become available at the guard relay. While these
changes are visually identifiable, we need a quantitative test that can deal with
noise and variability in order to analyze a large number of probe clients and
reduce the set of possible guards.

5.3 Smoothing Throughput

The first step is to smooth out the throughput measurements for each probe
client in order to filter out any noise. Given throughput measurements (ti, bi),
we first compute the exponentially weighted moving average (EWMA), using
α = 0.01. We then take the output from EWMA and pass it through a cubic
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spline smoothing algorithm [16] with smoothing parameter λ = 0.5. The result of
this process can be seen in Figure 6b with the normalized smoothed throughput
plotted over the shaded attack windows.

5.4 Scoring Algorithm

The intuition behind the scoring algorithm can be seen in Figure 6b. Over each
attack window marked by the shaded regions, the guard probe client should
see large increases and decreases in throughput at the beginning and end of the
window. Here we want the scoring algorithm to place heavy weight on consistent
large increases and decreases that align with all the windows, while at the same
time minimizing false positives from potentially assigning too much weight to
large spikes that randomly happen to align with the attack window.

The first step of the scoring algorithm is to calculate a linear regression on the
smoothed throughput over the first δ seconds5 at the start and end of each attack
window and collect the slope values si and ei for the start and end regression.
Then for each window i, first sort all probe clients based on their si slope value
from highest to lowest, and for each probe client record their relative rank rsi .
Repeat this for the slope value ei, only instead sort the clients from lowest to
highest, again recording their relative rank rei . Rankings are used instead of the
raw slope value in order to prevent the false positives from large spikes mentioned
previously. Now that each probe client has a set of ranks {rs1 , re1 , . . . , rsn , ren}
over n attack windows, the final score assigned to each client is simply the mean
of all the ranks, where the lower the score the higher chance the probe client
connected through the entry guard.

5.5 Large Scale Experiments

In order to test the accuracy of this attack on a large scale, we used the base
experiment setup discussed in Section 3.2, with the addition of one-hop probe
clients to connect through each relay. For each run, a random circuit used by
a bulk node was chosen to be the attack circuit and the exit node used in the
circuit was made an attacker node. The bulk node was then updated to run a
torrent client, and the probe clients that were initially set up to probe the middle
and exit relays were removed. For each algorithm, we performed 40 runs with
the different attack circuits chosen for each run. We configure the experiments
with the vanilla Tor algorithm which uses SENDME cells for congestion control,
and the N23 congestion control algorithm with N3 = 500 and N3 = 100. We
experimented with having the torrent client send 1, 2, 5, and 10 streams over the
circuit. The single stream results are shown in Figure 7 and the multiple stream
results in Figure 8.

Figure 7a shows the CDF of the average score computed by the ranking al-
gorithm for the entry guards’ probe client, while Figure 7b shows the CDF of
the percent of probe clients with a higher rank (i.e. worse score) than the true
guard’s probe client. Interestingly, even though in vanilla Tor not a single entry

5 Through empirical evaluation we found δ = 30 seconds to be ideal.
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Fig. 7. Large-scale induced throttling via congestion control. The torrent client sends
a single stream over the circuit.
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Fig. 8. Large-scale induced throttling via congestion control. The torrent client sends
multiple streams over the circuit. The anonymity loss is higher when the torrent client
utilizes more streams.

guard probe had a score better than 150 out of 400, we still see about 80% of the
entry guard probe clients were in the 25th percentile amongst all probe clients.
Furthermore, we see that the attack is much more successful with the N23 al-
gorithm, especially with N3 = 100, with peaks in degree of anonymity loss at
31%, compared to 27% with N3 = 500 and 19% in vanilla Tor. This is due to
the fact that it is easier to induce throttling with N23, especially when the N3
value is low. In vanilla Tor, the initial window is set at 1000 cells, while for the
N23 algorithm this would be N2+N3, which works out to 510 and 110 cells for
N3 = 500 and N2 = 100 respectively (default value for N2 is 10). The outcome
is that for N23 with N3 = 100, we were able to throttle the attack circuit around
12 times, resulting in 24 comparison points over all attack windows, while both
with N3 = 500 and vanilla Tor we see around 7 attack windows, resulting in
14 comparison points. The reason that we see slightly better entry probe rank-
ings with N3 = 500 than vanilla Tor is because with N23, each node buffers cells
when it runs out of credit, while vanilla Tor buffers cells at the client. This means
when the congestion control cell is finally sent by the attacker, it would cause
the entry guard to flush the circuits buffer and cause an immediately noticeable
change in throughput and thus a higher rank score for the entry guard.

While using one circuit for one stream is the ideal greedy strategy for a Bit-
Torrent client using Tor, it may not always be feasible to accomplish this. To
explore what effects sending multiple streams over a circuit has on the attacks,
for each algorithm we experimented having our torrent client send 2, 5, and 10
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streams over the circuit that the attacker throttles. The results are shown in Fig-
ure 8. For each algorithm, we can see how the degree of anonymity loss changes
as more streams are multiplexed over a single Tor circuit. Not surprisingly, all
three algorithms have a high degree of anonymity loss when sending 10 streams
over the circuit, as this dramatically increases the amount of data being sent
over the circuit. Thus, when the artificial throttling is induced, there will be
larger variations and changes in observed throughput at the entry guard’s probe
client. Even adding a single extra stream to the circuit can in some cases cause
a noticeable reduction in the degree of anonymity, as particularly exemplified by
the N23 algorithm with N3 = 100 (Figure 8c).

6 Induced Throttling via Traffic Admission Control

We now explore how an attacker is able to use specific mechanisms in proposed
traffic admission control algorithms to induce throttling on a target circuit, cre-
ating a throughput signal at much lower cost than the techniques required in [24].

6.1 Connection Sybils

Recall that each of the algorithms proposed in [22] relies on the number of client-
to-guard connections to adaptively adjust the throttle rate (see Section 2). Un-
fortunately, this feature may be controlled by the adversary during an active
sybil attack [11]: an adversary may either modify a Tor client to create multiple
connections to a target guard relay instead of just one, or boot multiple Tor
clients that are each instructed to connect to the same target.6 As a result, the
number of connections C at the target will increase to C = Cn + Cs, where
Cn is the number of normal connections and Cs is the number of sybil connec-
tions. The throttling algorithms will be affected as follows: the bitsplit algorithm
will lower the throttle rate to BandwidthRate

Cn+Cs
; the flag algorithm will throttle any

connection whose average throughput has ever exceeded BandwidthRate
Cn+Cs

to the con-
figured flag rate; and the threshold algorithm will throttle the loudest fraction
f of connections to the throughput of the quietest of that throttled set (but no
less than a floor of 50 KiB/s).7 Therefore, the attacker may cause the throttle
rate at any guard relay to reduce dramatically in all of the algorithms by using
enough sybils. In this way, an adversary controlling an exit node can determine
the guard node belonging to a target circuit with high probability. Note that the
attacker need not use any bandwidth or computational resources beyond that
which is required to establish the connections from its client(s) to the target
guard relay.

We test the feasibility of this attack in Shadow. We configure a network with
5 relays, a file server, and a single victim client that downloads a large file from
the server through Tor for 300 seconds. The adversary controls the exit relay on

6 A similar attack was previously described in [22], Section 5.2, Attack 4.
7 We use a flag rate of 5 KiB/s and a threshold of f = 0.10 as advised in [22]



178 J. Geddes, R. Jansen, and N. Hopper

0 50 100 150 200 250 300
Time (s)

0

50

100

150

200

250

Th
ro

ug
hp

ut
(K

iB
/s

)

(a) Bitsplit

0 50 100 150 200 250 300
Time (s)

0

50

100

150

200

250

Th
ro

ug
hp

ut
(K

iB
/s

)

(b) Flag

0 50 100 150 200 250 300
Time (s)

0

50

100

150

200

250

Th
ro

ug
hp

ut
(K

iB
/s

)

(c) Threshold

Fig. 9. Small scale sybil attack on the bandwidth throttling algorithms from [22]. The
shaded area represents the period during which the attack is active. The sybils cause
an easily recognizable drop in throughput on the target circuit.

the client’s circuit and therefore is able to compute the client’s throughput. The
attacker starts multiple sybil nodes at time t = 100 seconds that each connect
to the same entry relay used by the victim. The sybil nodes are shut down at
t = 200, after being active for 100 seconds.

The results of this attack on each algorithm are shown in Figure 9, where the
shaded area represents the time during which the attack was active. Figure 9a
shows that the bitsplit algorithm is only affected while the attack is active, after
which the client throughput returns to normal. However, the client throughput
remains degraded in both Figures 9b and 9c—the flag algorithm flagged the
client as a high throughput node and did not unflag it while the threshold al-
gorithm continued to throttle at the 50 KiB/s floor. Further, notice that the
throttling does not occur until roughly 10 to 20 seconds after the attack has
begun. This is due to the size of the token bucket, i.e., the BandwidthBurst

configuration: the attack causes the refill rate to drop dramatically, but it takes
time for the client to use up the existing tokens in the bucket. In addition to the
delay associated with the token bucket size, Figure 9c shows added delay in the
threshold algorithm because it only updates throttle rates once per minute.

6.2 Large Scale Experiments

We further explore the sybil attack on a large scale in Shadow. In addition to
the base experiment setup discussed in Section 3.2, we add a victim client who
downloads a large file through a circuit with an adversarial exit and a known
target guard. The adversary starts sybil nodes and instructs them to connect
to the known target guard at time t = 100. The sybil nodes cycle through 60
second active and inactive phases, and the adversary measures the throughput
of the circuit.

The results of this attack on each algorithm are shown in Figure 10, where
the shaded area again represents the time during which the attack was active. In
the large scale experiment, only the bitsplit algorithm (Figure 10a) produced a
repeatable signal while the throttle rate remained constant after the first phase
for both flag (Figure 10b) and threshold (Figure 10c). Also, these results show
the importance of correctly computing the attack duration: the signal was missed
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Fig. 10. Large scale sybil attack on the bandwidth throttling algorithms from [22].
The shaded area represents the period during which the attack is active. Due to token
bucket sizes, the throughput signal may be missed if the attack phases are too short.

during the first phase for both bitsplit and flag because the token bucket had
not yet fully drained.

6.3 Search Extensions

Because the drop in throughput during the attack is easily recognizable, it is
much easier to carry out than those discussed in Section 5. Therefore, in addition
to statistical correlations that eliminate potential guards from a candidate set for
a given circuit, a search strategy over the potential guard set will also be useful.
In a linear search, the adversary would attack each candidate guard one by one
until the throughput signal on the target circuit is recognized. This strategy is
simple, but it may take a long time to test every candidate. A binary search,
where the attacker tests half of the candidates in each phase of the search, would
significantly reduce the search time. Note that a binary search may be ineffective
on certain configurations of the flag and threshold algorithms because of the lack
of a repeatable signal (see Figures 9 and 10).

Regardless of the search strategy, a successful attack will contain enough sybils
to allow the adversary to recognize the throughput signal, but otherwise be as
fast as possible. Given our results above, the attack should consider the token
bucket size and refill rate of each candidate guard to aid in determining the
number of sybils to launch and the length of time each sybil should remain
active. An adversary who controls the circuit exit may compute the average
circuit throughput and estimate the amount of time it would take for the circuit
to deplete the remaining tokens in a target guard’s bucket during an attack.
Each sybil should then remain active for at least that amount of time. Figure 10
shows that the throughput signal may be missed without these considerations.

7 Analysis

Having seen how the algorithms perform independently in different attack sce-
narios, we now want to examine the overall effects on anonymity that each
algorithm has. For our analysis, we use client probability distributions as dis-
cussed in Section 3.1 to measure how much information is gained by an ad-
versary. Recall that we have the probability that a client is the victim being
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Fig. 11. Victim client probabilities, various congestion control attack scenarios

P [V = Ci] =
∑

j P [V = Ci|Rj ]P [G = Rj ] for a set of relays R and clients
C. Now we need to determine how to update the probability distributions for
P [G = Rj ] and P [V = Ci|Rj ] based on the attacks we’ve covered.

There are three attacks discussed that are used to learn information about the
guard node used in a circuit, determining P [G = Rj ]. The throughput attack and
artificial throttling attack both attempt to reduce the set of possible entry guards
by assigning a score to each guard and using a threshold value to determine the
reduced set. For each attack, we compile the set of scores assigned to the actual
guard nodes, and use this set as input to a kernel density estimator in order to
generate an estimate of the probability density function, P̂ . Then, given a relay
Rj with a score score(Rj) we can compute P [G = Rj ] = P̂ [X = score(Rj)]. For
the sybil attacks on the throttling algorithms we were able to uniquely identify
the entry guard, so we have P [G = Rj ] = 1 if Rj is the guard, otherwise it’s 0.
Therefore, denoting RG as the guard relay, we have P [V = Ci] = P [V = Ci|RG].

For determining the probability distribution for P [V = Ci|Rj ], recall that the

latency attack computes the difference between the estimated latency T̂V E and
the actual latency TV E as the score, and ranks potential clients that way. Using
the absolute value of the difference as the score, we compute the probability
density function P̂ in the same way as we did for P [G = Rj ]. Therefore, to
compute P [V = Ci|Rj ], we let latCiRj be the actual latency between client

Ci and relay Rj , and T̂V E be the estimate latency between the client and entry

guard. Then, with diff = |latCiRj−T̂V E | we have P [V = Ci|Rj ] = P̂ [X = diff ]
from the computed probability density function.

Our analysis first concentrates on how the algorithms perform with the
throughput and latency attack compared to vanilla Tor. We then focus on the
new induced throttling attacks shown in Section 5 and 6 to see if there are im-
provements over either vanilla Tor or the throughput attack with the algorithms.
For each attack we use a set of potential victims {Vi} and their entry guards Gi

and compute the probabilities P [V = Vi] as shown above.
The results for the algorithms EWMA, N23, and the induced throttling at-

tacks described in Section 5 are shown in Figure 11. We can see in Figure 11a
that with just the throughput and latency attack, vanilla Tor leaks about the
same amount of anonymity of a client as EWMA and N23. The exception to this
is that a tiny proportion of clients have probabilities ranging from 4-6% which
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Fig. 12. Victim client probabilities, various traffic admission control attack scenarios

is outside the range in vanilla Tor. Referring back to Figure 3 we see that these
algorithms, N23 in particular, leak slightly more information than vanilla Tor
based on latency estimation. While sometimes this information gain might be
counteracted by the amount of possible entry guards that need to be considered,
there are a small amount of cases where the guard set is reduced enough that the
extra information from the latency attack translates into a higher probability
for the client.

When replacing the throughput attack with the induced throttling attack we
start to see a larger divergence in client probabilities, as shown in Figure 11b.
While the induced throttling attack with vanilla Tor leaks slightly more informa-
tion than vanilla Tor with the throughput attack, N23 with N3 = 500 has higher
client probabilities than both attacks on vanilla Tor and higher than N23 with
just the throughput attack. Furthermore, N23 with N3 = 100 does significantly
better than all previous algorithms, leaking more information than vanilla Tor
for almost half the clients, reaching probabilities as high as 15%.

The results in Figure 11b assume that the client only sends one stream over
the circuit, the worst case scenario for an adversary. As shown in Figure 8, as the
number streams multiplexed over the circuit increases, the degree of anonymity
loss sharply approaches 100% implying that an adversary would be able to
uniquely identify the entry guard. An analysis with this assumption of “per-
fect knowledge” can be seen in Figure 11c, where P [G = Rj ] = 1 when Rj is
the entry guard. Here we see a dramatic improvement from when a client only
sends a single stream over the circuit, with some clients having probabilities as
high as 60%, compared to a peak of 15% with a single stream.

Using the throughput attack with the traffic admission control algorithms
produces similar results as N23 and EWMA, as shown in Figure 12a. There is
a slightly higher upper bound in the client probability caused by the threshold
and ideal throttling algorithms, but for the most part these results line up fairly
closely to what was previously seen. Given that the throttling algorithms all
had similar peaks to N23 with respect to the loss of anonymity in the latency
attacks, these results aren’t too surprising. Even with the improved performance
of the latency attack, these gains are wiped out by the fact that the throughput
attack results in too many guards that need to be considered in relation to the
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clients. However, when using the sybil attack to induce throttling under the
assumption that the adversary is able to uniquely identify the entry guard in
use, we see dramatically higher client probabilities. Figure 12b shows the result
of this analysis, where at the extreme end we see clients with probabilities as
high as 90%. This is due to the fact that with the sybil attack we are able to
identify the exact entry guard used by each victim, thus reducing the noise from
having to consider the latency of clients based on other possible relays. This very
effectively demonstrates the level of anonymity lost when an adversary is able
to significantly reduce the set of candidate entry guards.

8 Conclusion

While high performance is vital to the Tor system, algorithms which seek to
improve allocation of network resources via more advanced congestion control
or traffic admission algorithms need to take into account the implications on
anonymity, both with respect to existing attacks and the potential for new ones.
To this effect, we introduce a new class of induced throttling attacks and demon-
strate the effectiveness across a wide variety of performance enhancing algo-
rithms, resulting in dramatic information leakage on victim clients. Using the
new class of attacks, we perform a comprehensive analysis on the implications
on anonymity, showing both the effects the algorithms have on existing attacks,
as well as showing the increase in information gain from the new attacks.

Preventing these new attacks isn’t straightforward, as in many cases the ad-
versary is merely exploiting the underlying mechanisms in the algorithms. With
the induced throttling attacks on vanilla and N23 congestion control, an ad-
versary acts exactly as they should under heavy congestion, so prevention or
detection becomes difficult without completely changing the algorithm. In these
cases it comes down to the performance/anonymity trade-off. However, in the
throttling algorithms the adversary is taking advantage of the fact that only the
raw number of open connections are considered when calculating the throttling
rate, allowing Sybil connections to be created using negligible resources. A throt-
tling algorithm might prevent this by considering only active connections which
have seen a minimum amount of bandwidth over a certain time period, forcing
the attacker to spend a non-trivial amount of resources to significantly affect
the throttle rate. The throttling rate could also be weighted by each connec-
tion’s average bandwidth, creating a direct correlation between the bandwidth
an adversary must provide and its influence on the throttling rate. Alternatively,
throttling algorithms that do not directly consider the number of connections
would not be vulnerable to the attacks in this paper.
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Abstract. We introduce the concept of a web-based online scanning
service, or OSS for short, and show that these OSSes can be covertly used
as proxies in a censorship circumvention system. Such proxies are suitable
both for short one-time rendezvous messages and bulk bidirectional data
transport. We show that OSSes are widely available on the Internet and
blocking all of them can be difficult and harmful. We measure the number
of round trips and the amount of data that can be pushed through various
OSSes and show that we can achieve throughputs of about 100 KB/sec.
To demonstrate the effectiveness of our approach we built a system for
censored users to communicate with blocked Tor relays using available
OSS providers. We report on its design and performance.

1 Introduction

Nowadays many nations regularly filter Internet traffic by blocking news sites,
social networking sites, search sites, and even public mail sites like Gmail. The
OpenNet Initiative, which tracks public reports of Internet filtering, lists a large
number of countries that filter Internet traffic. Over half of the 74 countries
tested in 2011 imposed some degree of filtering on the Internet [1].

In response, several proxy systems have emerged to help censored users freely
browse the Internet. Most notable among these is Tor [2], which, while origi-
nally designed to provide anonymity, has also seen wide use in circumvention.
Other proposals include Telex [3], Infranet [4] and Ultrasurf [5] as well as several
enhancements to Tor [6–8]. The existence of circumvention systems makes the
censor’s job harder: The censor must block all circumvention tools in order to
remain effective.

Network censorship techniques fall into two broad classes: blocking by address
and blocking by content. This work is mainly about the former: We seek to enable
a censored user to communicate with a network host even when a censor blocks
all traffic to and from that host’s IP address. Flash proxy [6] is an example
of a system resistant to address blocking; it creates a large number of short-
lived proxies. Blocking by content, that is, the inspection of packet contents
and other traffic characteristics such as timing, requires different circumvention
techniques, for example mimicking other common protocols, as StegoTorus [7]
does, or making the traffic look like no protocol in particular, as obfsproxy [8]
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186 D. Fifield, G. Nakibly, and D. Boneh

does. Combining resistance to both kinds of censorship is a subject of active
development. Even though we are primarily concerned with blocking by address,
Sect. 7 considers mitigations for content blocking in the system of this paper.

The system proposed in this paper is especially well suited to be used as
a rendezvous protocol. A rendezvous protocol is an important component of a
proxy-based circumvention system that allows a censored user to send a small
amount of information (a few bytes) outside the censored region for the purpose
of introducing the user to a proxy. Rendezvous protocols are low-bandwidth and
designed to be difficult to block.

A complete circumvention system must also address secure client software
distribution, an install system, and secure integration with a web browser. We
have implemented our system as a Tor pluggable transport [9] so that it can use
the Tor Project’s existing infrastructure that addresses these concerns.

Our Contributions. In this paper we propose a new approach to building
proxies. In particular, we identify a large set of widely available web services
that can be covertly made into proxies.

Our starting point is the observation that many web services take a URL as
user input and then scan the web page behind that URL. We give many examples
in Sect. 3, but for concreteness consider PDFmyURL, a service that does exactly
what its name suggests: Given a URL it returns a PDF of the target page. With
a URL as input, software on the server uses WebKit to fetch the page, render
it, and convert it to PDF. The page is fetched immediately after the user clicks
the submit button. We emphasize that pdfmyurl.com is just an example – there
are many available services, including malware analysis sites and many others,
that take a URL as input and then retrieve the page that the URL points to.

Now, suppose that the URL provided as input to pdfmyurl.com points to a
site A.com that when accessed over HTTP returns a 302 redirect response to
another site B.com. The server at pdfmyurl.com will dutifully follow the redirect
and issue another HTTP request to the new target site B.com. Suppose now that
B.com also returns a 302 redirect response back to A.com, but with a slightly
modified path. pdfmyurl.com will follow the redirect back to A.com. Then A.com
issues another redirect back to B.com and so on. This redirect ping-pong can
go on for a while and the pdfmyurl.com server will obediently bounce back and
forth between the two sites A.com and B.com. By embedding data in the URLs
provided in each redirect, the two sites A.com and B.com can communicate using
pdfmyurl.com as a proxy. Figure 1 illustrates this.

We refer to a service like PDFmyURL as an Online Scanning Service or OSS
for short. For our purposes, an OSS must satisfy the following requirements:

1. It is not blocked by the censor.

2. It makes the initial HTTP scanning request in real time (within a few seconds
of being asked).

3. It follows at least one redirect, where a “redirect” is any of a number of meth-
ods described in Sect. 4 (for example, we can use frames, refresh headers, or
JavaScript to cause the redirects).
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A.com

pdfmyurl.com

B.com

HTTP GETHTTP GET
Redirect to B.comRedire

ct to
 A.com

Fig. 1. Illustration of the redirection process

Requirement 3 means that there is a way to respond to an OSS’s HTTP request
that causes the OSS to make another request to a URL of our choice. We use the
OSS as a proxy by embedding data in these requests and redirecting it between
two hosts. When used for rendezvous rather than bidirectional data transfer,
Requirement 2 is relaxed (in some cases it is acceptable if rendezvous takes a
few minutes) and Requirement 3 is unnecessary (rendezvous messages fit in a
single request and do not require a reply).

There are many OSS-like services on the web. It is an advantage of this cir-
cumvention technique that there is no canonical list of “supported OSSes” that
must be known in advance. One host may use any convenient OSS to communi-
cate with the other, as long as it satisfies the three requirements above, without
prior arrangement with the other host. What the OSS may do behind the scenes
is not important for the purpose of data transfer; we use only its ability to make
requests and follow redirects.

A comparison with the flash proxy system [6] is instructive. Where the flash
proxy system uses the abundant resource of web browser IP addresses, our system
uses online scanning services, which are less numerous but potentially more costly
to block as they may host important services.

In principle, censors can counter this circumvention system by blocking all
OSS providers. However, as we show in Sect. 3, OSSes are so prevalent that it
would be difficult to discover all of them. Furthermore, blocking all OSSes on the
Internet would cause economic hardship and block legitimate popular services
that have nothing to do with censorship circumvention.

In Sect. 2 we detail the threat model we address in this paper. In Sect. 3 we
survey many existing OSS services and survey which are suitable for circum-
vention and which have undesirable side effects. Section 4 describes a number
of redirect methods and measure their performance with each OSS. Section 5
has measurements of the performance characteristics of several OSSes, with ex-
perimental results for overall throughput. In Sect. 6 we describe the system we
built that allows censored users to communicate with blocked sites through arbi-
trary OSS providers. A security analysis of the system follows in Sect. 7. Ethical
considerations of using OSSes in this way are the subject of Sect. 8. Section 9
concludes.
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2 Threat Model

Our work deals with five entities, whose relationship is summarized in Fig. 2.

1. Censored user – a user within the filtered region who tries to access a target
web site outside the filtered region.

2. Censor – an authority that monitors and blocks traffic between the censored
user and the outside world. An example of a censor is a national government,
censoring at the borders of a country. The censor is the adversary we try to
circumvent.

3. OSS – an online web service used as an intermediary in communication.
It is located outside the filtered region. It is assumed that the censor does
not block traffic between the censored user and the OSS. The OSS may be
oblivious to the circumvention effort: It does not generally actively assist
circumvention, but neither does it work with the censor to frustrate circum-
vention.

4. Cooperating proxy – a server located outside the censored region that relays
traffic to and from the target web site. An example of such a proxy is a
Tor bridge. The censor blocks traffic between the censored user and the
cooperating proxy; otherwise, the user would contact it directly.

5. Target web site – a web site located outside the filtered region. The censor
blocks traffic between the censored user and the target web site.

Censored
User

Censor

OSS Cooperating
Proxy

Target
Web Site

Fig. 2. Illustration of the relationship between the principal entities. Our system en-
ables indirect communication between the censored user and the cooperating proxy,
otherwise prohibited by the censor.

The censor may inspect all traffic passing through it and may block any packet
it wishes. However, it does not do stateful tracking, namely keeping state on every
monitored data session or IP endpoint. We assume the censor does not control
the user’s computer (through a backdoor or similar) and that the user is able
to get and install circumvention software. The censor is motivated to minimize
“collateral damage” caused by its blocking: Access to innocuous or economically
important targets is allowed while a relatively small subset of traffic is blocked.
In other words, the censor will not block web services that can be used as OSSes
unless they are associated with circumvention – and even then, only if the cost
of blocking them is not too high.

The OSS is independent of the censor and does not collude with the censor
to prevent circumvention. The OSS is untrusted and may read or modify traffic
passing through it.
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Our security goals are to communicate with a blocked endpoint without ex-
changing traffic directly with it; to be expensive for the censor to block (in
economic and social terms); and to be covert in the sense that it should not be
possible to pinpoint a user without specifically focusing on that user’s traffic.

3 Online Scanning Services

To demonstrate the feasibility of our circumvention method, we investigated a
number of existing OSS providers listed below. We divide them into the cat-
egories of security, advertising, web diagnostics, processed retrieval, and link
shorteners. In this section we list example OSSes in each category, and in the
next we analyze their characteristics as applied to circumvention.

3.1 Security Scanners

This category consists of services that scan a web page for malicious content.
The scans are initiated by submitting a URL in a web form.

Dr.Web http://vms.drweb.com/online/

An online scanner using the Dr.Web antivirus engine.

NoVirusThanks http://vscan.novirusthanks.org/

NoVirusThanks is a security company with a free multi-engine antivirus scan.

VirusTotal https://www.virustotal.com/#url

VirusTotal scans uploaded files and URLs with a variety of antivirus engines.

3.2 Contextual Advertising

Contextual advertising attempts to match advertisements to the web pages on
which they appear. The ad network scans web pages containing advertisements
to find keywords or other context.

Google AdSense https://www.google.com/adsense/

An AdSense advertisement is a piece of JavaScript code. It sends the URL of
the page it is on to the AdSense servers in order to find out what to display.
If the URL is not in the servers’ cache, the servers begin an immediate scan.
(The structure of our URLs ensures that they will not be found in cache.)
Our experiments show that the AdSense crawler will crawl arbitrary URLs,
not only those on a domain belonging to an AdSense customer.

3.3 Web Diagnostics

This category includes services that analyze the contents of a web page.

vURL Online http://vurldissect.co.uk/

Dissects web markup and extracts some information for analysis. The infor-
mation includes such things as image and link references.

W3C Markup Validation http://validator.w3.org/

Checks the markup of web documents in formats like HTML and XHTML.

http://vms.drweb.com/online/
http://vscan.novirusthanks.org/
https://www.virustotal.com/#url
https://www.google.com/adsense/
http://vurldissect.co.uk/
http://validator.w3.org/
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3.4 Processed Retrieval Services

Services that return a web document after filtering it in some way.

GoMo http://www.howtogomo.com/

Renders a web site as it appears on a smartphone.

IE NetRenderer http://netrenderer.com/

Renders a web site as it appears in various versions of Internet Explorer.

PDFmyURL http://pdfmyurl.com/

Converts a web page into PDF.

3.5 Link Shorteners

Link shorteners turn a URL and into another, usually shorter, URL that redirects
to the original.

Google URL Shortener https://goo.gl/

The goo.gl shortener makes an HTTP request to the target page in order to
show a thumbnail preview. We were not able to drive this OSS programmati-
cally, as shortening a link and retrieving the preview is a complicated process
involving a Google Account and JavaScript code. For this reason, and be-
cause initiating a scan has the side effect of creating a permanent short link,
goo.gl is not a high-quality OSS for our purposes.

Twitter Link Shortener https://t.co/

Links posted on Twitter are shortened by the mandatory URL shortening
service t.co [10]. As a side effect of creating a short link, a number of scan-
ners retrieve the URL. To initiate a scan, we programmatically post a tweet
containing the URL to be scanned. Like goo.gl, Twitter leaves a record of
each scan request in the form of a short link and a tweet.

3.6 Discussion

The throughput of an OSS depends on the specific redirect method used, but
overall some are faster than others. In addition, some OSSes are not suitable
for circumvention: Twitter and goo.gl create a record of each communication in
the form of a short URL, and require using an account that ties circumvention
to a long-term (potentially pseudonymous) identity. We make this division of
tested OSSes into those that are fast, those that are slow, and those that have
deficiencies that make them unsuitable for circumvention:

High-rate: Dr.Web, GoMo, NoVirusThanks, PDFmyURL.
Low-rate: AdSense, NetRenderer, VirusTotal, vURL, W3C.
Unsuitable: goo.gl, Twitter.

The fast OSSes can be used for bulk data transfer while slow ones are best
suited for rendezvous. Section 5 tests a selection of the best OSSes and redirect
methods.

http://www.howtogomo.com/
http://netrenderer.com/
http://pdfmyurl.com/
https://goo.gl/
https://t.co/
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The number of OSSes we study in this paper was limited only by our resources.
Other potential OSSes are translation services, photo printing services, file hosts,
RSS aggregators, and image sharing sites. We tested common web browsers as if
they were OSSes, and found that browsers are capable of acting as circumvention
proxies. However, proxying over redirects in browsers offers no real advantages
over using custom code as in the flash proxy system [6], so we omit the results
of browser testing.

4 Using an OSS for Communication

In this section we show how to use an OSS as a traffic relays. We then measure
the performance characteristics of each of the OSSes from Sect. 3. In what follows
we refer to the censored user as the client, and the remote cooperating proxy as
the server.

Initiating Communication. Each OSS is started differently. To name two
examples, the W3C markup validator requires only a single GET request con-
taining the URL to be scanned as a query parameter; VirusTotal requires first
retrieving the home page to get a cross-site request forgery (CSRF) token, then
including the token in a POST request along with the URL to be scanned. Once
initiated, however, the client and server may communicate without knowing the
details of the underlying OSS.

We describe a variety of techniques for causing an OSS to request a URL:
HTTP redirects, refresh, frames, and JavaScript.We group all of these techniques
under the general term “redirect methods.” What they have in common is that
they allow an HTTP response to control some aspect of a subsequent request.
The easiest part of a request to control is the URL. Some redirect methods, such
as the JavaScript-based ones, also allow control over the request body, which we
take advantage of in order to send more data per round trip.

Relaying Traffic. The URL is our primary vehicle for communication. Our
URLs follow this format:

http://host:port/random/id/seq/ack?query

random is a random string, changing with every request, whose purpose is to in-
hibit caching by the OSS. id identifies the URL as being part of a particular data
stream or session; it allows a server to handle multiple simultaneous clients. seq
and ack carry information about what what bytes each endpoint has received.
(OSSes do not in general follow an unlimited number of redirects; they effectively
drop the last communication in a redirect chain. The client and server retransmit
unacknowledged bytes until they are received.) query contains a data parameter
encoding the payload (except for the redirect methods that carry data in the
request body instead). data is base64-encoded using the URL-safe alphabet [11].
query additionally contains metadata like the client’s “return address” (the URL
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to which the server’s redirects will be directed), the name of the redirect method
to use, and a fin marker for end-of-stream. A typical URL is

http://host:port/4a931e1d/e16813d8/0/0?data=SGVsbG8g...

Measurements. What follows in the rest of this section are descriptions of
each redirect method, and the results of testing each redirect method against
each OSS. In the performance tables, a redirect method/OSS combination is
summarized by a triple of numbers. An example summary is

redirects capacity delay

10 2047 0.5

The three numbers in order are

– Maximum number of redirects followed. We cut off testing above 250 re-
quests; services that did not stop before this limit are reported as ∞. The
number of redirects matters because the client must kick off a new redirect
chain once a previous chain is exhausted.

– Maximum data capacity per redirect, in bytes. For redirect methods that
embed data in URLs, this is the maximum URL length allowed. The amount
of useful payload data can be derived from the URL length by subtracting
a constant to account for non-data parts of the URL, then multiplying by
3/4 to account for base64 encoding. For redirect methods that send data
in request bodies, the number is the maximum body size allowed. We cut
off testing above 512 KB; services that did not stop before this limit are
reported as ∞.

– Delay, in seconds, between initiating a scan and when the OSS’s first request
is received. For some services the delay is variable, so we report an approxi-
mate average. For goo.gl, which was tested by manually copying URLs, the
delay column is empty.

We tested the limits on number of redirects using a program that redirected to
itself and kept a count of requests until a timeout. To measure payload limits,
we did a binary search over URL and request body lengths.

Unusual results in the tables are called out with footnotes. We speculate that
some services have limits in place other than those we measured, for example
a limit on clock time. An unanticipated finding was that some services have
multiple backend scanners with different characteristics. For this reason, some
table entries contain more than one number, separated by slashes. In the code
samples that follow, http://example.com/ takes the place of a data-carrying
transport URL.

4.1 HTTP Redirects

The specification of HTTP 1.1 [12, Sect. 10] defines a number of status codes
that effect redirects: 300 Multiple Choices, 301 Moved Permanently, 302 Found,
303 See Other, and 307 Temporary Redirect.

http://example.com/
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Table 1. Performance characteristics of HTTP redirects

300 301/302/303/307
OSS redirects capacity delay redirects capacity delay

AdSense 0 0 0.3 5 2047 1.1
Dr.Web ∞ 8181 0.5 ∞ 8181 0.5
GoMo 15 ∞ 3.5 15 ∞ 3.9
goo.gl 15 2047 – 15 2047 –
NetRenderer 10 2083 1.2 10 2083 1.2
NoVirusThanks1 10 ≈128000 1.3 10 ≈128000 1.4
PDFmyURL 0 0 0.9 ∞ ∞ 1.1
Twitter2 0 0 2.5 4/25 >2047 2.3
VirusTotal3 5/20 2047 5.9 5/20 2047 4.2
vURL4 20 ≈128000 22.6 20 ≈128000 22.5
W3C 0 0 0.8 7 8181 0.7
1 NoVirusThanks appears to be time-limited. We were able to send about 128000
bytes per redirect but the exact number fluctuated around this value.

2 Posting on Twitter was observed to cause up to three requests from different /24
IP address ranges, each with its own characteristics. At least one of the scanners
supports payloads of at least 2048 bytes.

3 The behavior of VirusTotal was variable, probably because of different backend
scanners. Sometimes 5 and sometimes 20 redirects were allowed. Sometimes the
payload was limited to 2047 and sometimes apparently unlimited.

4 vURL, like NoVirusThanks, appears to be time-limited.

All these status codes have in common the Location header, whose value is
the URL to redirect to. They have some differences, both in specification and in
implementation. For example, 303 requires that the redirect be followed using
the GET method, while 307 repeats the method used in the original request.

Table 1 shows the performance of each OSS using 300-series redirects. We
tested each of the five redirect codes separately. 301, 302, 303, and 307 had
the same performance and level of support in our tests, so they are shown in
a single table column. 300 was somewhat less widely supported. Support for
HTTP redirects other than 300 is universal. HTTP redirects are the only working
method for NoVirusThanks, Twitter, vURL, and W3C.

We generally embed data in URL parameters over GET requests. It is tempt-
ing to try to use 307 with a POST request in order to carry data in request
bodies, but unfortunately this does not work. After receiving a 307 redirect, the
OSS makes a request to the new location using its original request body, not the
body returned along with the 307. Changes to request bodies do not survive the
“ping-pong” the way that changes to URLs do. In order to make use of POST
and request bodies we turned to JavaScript-based redirects, described later.

4.2 Refresh

Another method of redirecting an HTTP request is the “meta-refresh” tech-
nique and the related Refresh header, which are widely supported despite being
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Table 2. Performance characteristics of HTTP refresh

meta-refresh Refresh header
OSS redirects capacity delay redirects capacity delay

AdSense 5 2047 1.3 5 2047 1.2
Dr.Web 0 0 0.6 0 0 0.4
GoMo ∞ ∞ 5.0 ∞ ∞ 4.0
goo.gl 30 2047 – 30 2047 –
NetRenderer 1 2083 1.0 1 2083 1.0
NoVirusThanks 0 0 0.5 0 0 0.5
PDFmyURL ∞ ∞ 1.8 ∞ ∞ 2.9
Twitter 0 0 1.0 0 0 2.6
VirusTotal1 0/≈150 0/∞ 6.0 0/≈150 0/∞ 4.5
vURL 0 0 22.3 0 0 22.9
W3C 0 0 0.8 0 0 0.8
1 One of VirusTotal’s scanners is apparently time-based; we were able to make
about 150 refreshes in 60 seconds. Another scanner allowed no refreshes.

deprecated and non-standard [13]. A meta-refresh is a piece of HTML that in-
structs the user agent to go to another URL after a delay of 0 seconds:

<meta http-equiv="refresh" content="0; url='http://example.com/'">

The same effect can be accomplished with a Refresh HTTP header.

Refresh: 0; url='http://example.com/'

Meta-refresh and the Refresh header have identical performance characteristics
within every OSS. Table 2 shows the performance of refresh-based redirects.

4.3 Frames

Recursively loaded resources can serve the same purpose as redirects. An HTML
document may contain a frameset or iframe; those may in turn contain frames,
and so on, up to an implementation-defined limit on nesting. Using the frameset
method, each response contains HTML like this example:

<frameset><frame src="http://example.com/"></frame></frameset>

Using iframe, responses look like this:

<iframe src="http://example.com/"></iframe>

Table 3 shows how frames are treated by each OSS. Limits on frame nesting
vary. PDFmyURL, which does not limit other redirect methods, limits frame
nesting to 201 levels.
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Table 3. Performance characteristics of HTML frames

frameset iframe
OSS redirects capacity delay redirects capacity delay

AdSense 0 0 0.6 0 0 0.7
Dr.Web 1 ≈450000 0.6 1 ≈450000 0.5
GoMo 201 ∞ 3.8 201 ∞ 4.3
goo.gl 9 2047 – 9 2047 –
NetRenderer1 ≈80 2083 1.6 ≈80 2083 1.2
NoVirusThanks 0 0 0.6 0 0 0.5
PDFmyURL 201 ∞ 1.8 201 ∞ 1.7
Twitter 0 0 2.0 0 0 2.2
VirusTotal2 0/9 0/∞ 5.0 0/9 0/∞ 9.3
vURL 0 0 22.4 0 0 22.3
W3C 0 0 0.6 0 0 0.7
1 NetRenderer’s limit appears to be time-based. We were able to make about 80
redirects in 30 seconds.

4.4 JavaScript

JavaScript provides another way for one web resource to load another. JavaScript
has the ability to control request bodies via the POST method – an advantage
because services typically allow more data in request bodies than in URLs.

JavaScript-based redirects’ higher bandwidth is offset by less widespread sup-
port. Only goo.gl, GoMo, NetRenderer, and PDFmyURL usefully followed
JavaScript-based redirects.

We tried two different ways of loading a URL in JavaScript. The first builds
an HTML form containing the payload and submits it in the document’s onload
handler:

<body onload="document.f.submit();">

<form name="f" method="post" action="http://example.com/">

<input name="data" value="SGVsbG8g..."/>

</form>

</body>

The second uses XMLHttpRequest to load a new HTML page (which contains
its own XMLHttpRequest), and replaces the current page with the loaded page.

<script type="text/javascript">
xhr = new XMLHttpRequest();
xhr.open("POST", "http://example.com/");
xhr.setRequestHeader("Content-type", "application/x-www-form-urlencoded");
xhr.onreadystatechange = function() {

if (xhr.readyState == xhr.DONE && xhr.status == 200) {
document.open();
document.write(xhr.responseText);
document.close();

}
};
xhr.send("data=SGVsbG8g...");

</script>
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Table 4. Performance characteristics of JavaScript redirects

onload XMLHttpRequest
OSS redirects capacity delay redirects capacity delay

AdSense 0 0 0.5 0 0 0.7
Dr.Web 0 0 0.6 0 0 0.5
GoMo ∞ ∞ 7.1 ∞ ∞ 3.2
goo.gl 30 ∞ – 15 ∞ –
NetRenderer 0 0 1.0 0 0 1.0
NoVirusThanks 0 0 0.5 0 0 0.7
PDFmyURL ∞ ∞ 2.5 ∞ ∞ 1.4
Twitter 0 0 2.6 0 0 2.9
VirusTotal 0 0 4.4 0 0 4.0
vURL 0 0 22.3 0 0 22.5
W3C 0 0 0.7 0 0 0.7

Table 4 is a summary of JavaScript-based redirects. goo.gl, which tightly limits
the lengths of URLs to 2047 bytes, has no equivalent restriction on the length
of request bodies.

5 Experiments

5.1 Implementation

To evaluate the performance of the circumvention scheme we implemented client
and server programs. Both programs have similar capabilities: Each listens for
HTTP requests, identifies the stream to which an incoming request belongs,
extracts the payload, and redirects the request back to the peer with a portion
of buffered payload data. The client program presents a SOCKS [14] interface
to the local host. The programs can be used with or without Tor, and we tested
both configurations.

The main difference between the programs is that only the client initiates scan
requests to OSSes, while the server remains passive and must wait for an HTTP
requests from an OSS before sending data back to the client. This design choice
requires the client to refresh redirect chains when they reach their limits, and
to poll the server for data periodically, even if the client has nothing to send.
This model has advantages but is not the only possibility; see Sect. 6 for further
discussion.

Censored
User

Censor

ClientSOCKS HTTP
Redirect

HTTP
RedirectOSS Server Web

Server
HTTP HTTP

Proxy
HTTP

Fig. 3. End-to-end data flow between a censored user and an HTTP proxy
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Figure 3 shows an end-to-end flow for communicating with an HTTP proxy.
The censored user connects to the client with SOCKS and requests a connection
to the server. The client program chooses an OSS and initiates a request for
it to scan the server. The scan request contains a random stream ID, a return
address on which the client is listening, and a redirect method. The redirect
method is needed because the server may not know what redirect methods the
OSS supports. The server receives the scan request, extracting the stream ID
and data payload. The server immediately redirects the OSS back to the client’s
return address. The server is configured to feed its concatenated payloads to
the HTTP proxy. When the HTTP proxy returns data to the server, the server
buffers it until it receives another request from the client with the same stream
ID to which it can respond with a payload.

Tor
Client

Censor

ClientSOCKS HTTP
Redirect

HTTP
RedirectOSS Server Tor Data Tor

Relay

Fig. 4. End-to-end data flow between a censored user and a Tor relay

Figure 4 shows the end-to-end flow when configured to use Tor. The use of
a SOCKS interface means that both client and server work as Tor pluggable
transports [9]. In this configuration, the Tor relay serves as a general-purpose
proxy. Not shown are the additional hops that packets would take through the
Tor network before reaching the target web server.

5.2 Throughput Measurements

We now present the results for the throughput measurements for different OSS
and redirection method combinations. For these measurements we used only a
single redirect chain at a time. After a chain is exhausted as a result of reaching
the redirection limit, a new scan request is initiated. In these tests, both client
and server programs were on the same host, that is, traffic went out over the
Internet and then returned to the same place. We timed the download of a
1 MB file. The available bandwidth between our test machine and the location
of the remote file is high enough that the time taken to download mostly reflects
OSS overhead. Table 5 lists the measured throughput for each OSS and redirect
combination. In general, two different redirection methods in the same category
yield roughly similar results given the same OSS. If there is a difference we show
the higher throughput.

Though Sect. 3 has examples of OSSes allowing half a megabyte or more
of payload, larger payload sizes bring diminishing improvements in asymptotic
bandwidth, while increasing latency. In our transport programs, we limited pay-
loads to 32 KB.
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Table 5. Throughput measurement results (bytes per second)

���������OSS
method

HTTP redirects refresh frames JavaScript

AdSense 500 500 – –
Dr.Web 20K – – –
GoMo 22K 28.2K 28.2K 175K
goo.gl 350 400 410 110K
NetRenderer 850 – 1.3K –
NoVirusThanks 21K – – –
PDFmyURL 220K 160K 180K 265K
Twitter 2.4K – – –
VirusTotal 1K – – –
vURL 250 – – –
W3C 4.6K – – –

It is evident from Table 5 that the throughputs of different OSS/redirect
combinations vary widely. The lowest throughput we measured, 250 B/s, was
with vURL/302 and the highest, 265 KB/s, came from PDFmyURL/onload.

The user may increase available throughput by simultaneously initiating mul-
tiple scan requests, to the same OSS or to different OSSes. We tested this tech-
nique for every OSS and redirection method by creating two concurrent streams,
and observed their aggregate throughput to be twice that of a single stream, with
the exception of AdSense. AdSense seems to impose a limit on the resources al-
located at any given time to handle scan requests received from the same IP
address. Two simultaneous scan requests caused the time for the OSS to act
upon a received redirect to double. The other OSS that is operated by Google,
goo.gl, does not impose such limits.

We repeated the tests using with the programs configured to use Tor. We
tested several OSS and redirection method combinations and found that they
generally produce about the same throughput as with a bare HTTP proxy.

6 The Overall System

Redirect techniques in OSSes can be used to carry data – in some configurations
with high enough bandwidth and low enough latency to support comfortable
web browsing. In this section we describe how to use this facility as part of a
larger circumvention system in two scenarios: as a rendezvous method and as a
bulk bidirectional data transport.

Anonymity is important for circumvention. For this reason, we use Tor as
the target of OSS proxies, even though the idea of using HTTP requests for
communication is not tied to Tor. Traffic passed over Tor is encrypted, so it is
unreadable by the censor and, importantly, by the OSS. Tor traffic is addition-
ally authenticated, so that a malicious OSS cannot cause communication to be
redirected to something other than a Tor relay without the client noticing. Tor
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by itself is widely used for circumvention, but in places where Tor is blocked, it
should not be necessary to give up on Tor’s protections while using an OSS.

In the discussion so far, redirects have been used as a means of decreasing
delay, with only the client making HTTP requests and initiating new redirect
chains. Before continuing, we note an alternative design that has both client
and server mutually initiating single scans of each other. This alternative has
the advantage of not requiring the OSS to support redirects, relying only on its
ability to make single requests. Disadvantages are higher overhead and delay –
both client and server now receive the HTTP response to their every scan request,
in addition to the HTTP requests made by the OSS – as well as increased server-
side complexity. Another disadvantage is that the circumvention server has to
support all of the potential OSSes, and know how to initiate a request with each
of them. This eliminates the client’s ability to choose its own unblocked OSS
independently of the circumvention server.

An important property of the system is that every user has the freedom to
choose which OSSes will be used without coordination with the cooperating
proxy, the OSS, or other users. Even without such coordination, finding OSSes
in the first place requires some expertise of the user. We leave unspecified how
a user might find OSSes on an ongoing basis.

Both censored client and cooperating proxy act as HTTP servers that must
be able to receive requests from the OSS, which acts as an HTTP client. This
unfortunately requires that both client and server be able to receive TCP con-
nections, which in particular means that neither may be behind network address
translation (NAT). The cooperating proxy is a server on the Internet that can
be assumed to be able to receive connections, but many censored users in the
real world are behind NAT. For those users, using an OSS for communication
will require the technical ability to do port forwarding, when port forwarding is
even possible. NAT does not pose a problem for rendezvous, which only requires
sending in one direction.

6.1 OSS as Rendezvous

Recall that a rendezvous protocol allows a censored client to send a small amount
of information out through the censor in a way that is very hard to block. The
usual goal is to bootstrap a higher-bandwidth transfer mechanism. Rendezvous
over OSS is simple and doesn’t even involve redirects. The client just encodes
the data it wants to send in a URL pointing to the server it wants to send the
data to. Rendezvous messages are short, so one request is enough, and the client
doesn’t have to receive a reply. If the OSS uses encryption, it is not possible
for the censor to selectively block rendezvous messages by looking for distinctive
URLs. It may be expensive to block all traffic to an OSS, if the OSS is commonly
used for purposes other than circumvention.

Rendezvous is by nature low-bandwidth and infrequent. Ideally, just one short
message is sent at the beginning of a session lasting hours. There is a lower risk
of OSS administrator annoyance and blocking when the system is used in this
way, compared to high-bandwidth uses.
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There exists the danger of an eavesdropping OSS; the OSS should be regarded
as an untrusted network router capable of seeing the traffic that passes through
it. Our implementation of OSS-based rendezvous for the flash proxy system
additionally encrypts messages before encoding them into URLs, as a measure
of protection against OSSes that log the requests they are asked to make.

6.2 OSS as Bidirectional Data Channel

It certainly works to use a public OSS connected to a Tor relay as a general-
purpose proxy. With heavy use, though, there is a chance of detection and block-
ing, not by the censor but by the OSS itself. (During our tests, we were blocked
by PDFmyURL and Twitter.) The operators of an OSS cannot be assumed to
care about the cause of circumvention, and a large number of unusual requests
and redirects are likely to be unwanted if noticed. As an example, PDFmyURL’s
page on overusage [15] explicitly lists the conditions that may result in blocking:

Your IP or domain can be excluded if you overuse the service. You’ll get
a blocked message if you make a combination of:
1. more than 100 PDFs in two hours with a single IP, and
2. all these 100+ PDFs take more than 1000 seconds to process on our

servers, and
3. use more than 10% of CPU resources.

We suspect that what led to our blocking was heavy bandwidth tests, which
transferred several megabytes using URLs as long as 32 kilobytes. Shorter and
less bandwidth-intensive applications are less likely to be problematic. While
using an OSS as a data channel may be useful in some special circumstances,
we think that use as a rendezvous is more universally applicable.

7 Security Analysis

In this section we evaluate the system for unique traffic characteristics. We an-
alyze each characteristic relative to the threat model outlined in Sect. 2 and
discuss whether it can be used by the censor to flag traffic produced by our
mechanism. In addition, we consider some possible extensions to the system
that increase its resistance to content blocking.

Cooperating Proxy Address. Both the initial scanning requests as well as
the redirection responses coming from the censored user contain a URL, the IP
address or domain name of which belongs to the cooperating proxy. The censor
can block flows that contain the address or domain name of a blocked host.

It may seem that HTTPS encryption is the easy solution to this problem, but
the censored client can’t be assumed to have a certificate that will be considered
valid by the OSS. Requests to the client, and the client’s redirection responses,
must be in plain HTTP. Using the alternative design mentioned in Sect. 6 that
does not use redirects, HTTPS works to hide the cooperating proxy’s address;
as there are no redirects, there is no need to send the location to redirect to.
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A mitigation of the problem is to obfuscate the proxy’s name in the traffic that
goes between the censored user and the OSS. There are several ways to do this
obfuscation. With the JavaScript redirection methods, the censored user can use
code to generate the proxy address in URLs, rather than embedding the address
directly. Blocking becomes more costly as the censor must run JavaScript code
to find the other endpoint of a communication.

Domain names are a cheap and abundant resource. Multiple domain names
that resolve to the same IP address serve as aliases that increase the cost of
blocking. Using a rendezvous protocol, every censored user may learn a single
domain name alias for their chosen OSS.

Instead of using many domain names for the proxy one can use many short-
ened URLs that all point to the same proxy name. To do this one must use
a URL shortening service that allows to attach to the shortened URL custom
parameters. An example shortener that allows parameters is http://para.ms/.
It copies parameters attached to the shortened URL to the original long URL.
This way the censored user may request that the OSS scan the shortened URL
with custom parameters and the OSS will be redirected to the proxy using the
same parameters.

Incoming Connections. A censored user receives incoming connections from
the OSS. By disallowing incoming connections to residential users a censor would
be able to block our mechanism. Although it is much more common for a resi-
dential user to initiate connections rather than receive them, it is our assumption
that incoming connections are common enough that the censor will be reluctant
to block them wholesale.

An alternative blocking strategy is be to block only incoming requests coming
from known OSSes. This strategy will have less collateral damage. However,
as we have shown potential OSSes are abundant and it is hard for the censor
to discover and block them. Furthermore, blocking incoming connections from
known OSSes may incur economic damage. For example, disallowing Google from
initiating connections to the filtered region would inhibit web sites inside the
filtered region from appearing on Google’s search results or from using AdSense.

URL Pattern. The system uses distinctive URLs containing hexadecimal strings
and well-known query string parameters. An alternative URL design may encode
all the information in a single query string parameter with a predefined obfus-
cated structure. The parameter name may be arbitrary. It may be necessary
to avoid using very long URLs (the censor may filter on length), potentially
reducing bandwidth.

Number of Redirects. A censored user responds to HTTP requests with some
form of redirection. It may be suspicious if a large fraction of HTTP responses
are redirects. However, only HTTP redirects and refresh redirects are straight-
forward to detect. In addition, a censor limited as described in our threat model
(Sect. 2) is not able to do stateful monitoring on the entire volume of monitored
traffic. Therefore, it is impossible for the censor to gather the number of redi-
rects for every endpoint in the filtered region. The censor might be able to do

http://para.ms/
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stateful monitoring only of connections to known OSSes. However, as we have
stated above it is hard for the censor to discover all potential OSSes.

Number of Outgoing Connections. A censored user may initiate many out-
going connections to the same OSS. An large number of outgoing connections
may be suspicious. Again, due to the stateless monitoring constraint the censor
is not be able to measure the number of outgoing connections for every endpoint
in the filtered region. Statefully monitoring only those endpoints that commu-
nicate with known OSSes may be feasible, but it is hard for a censor to discover
all potential OSSes.

Eavesdropping by the OSS. Our threat model assumes that the OSS is not
colluding with the censor; however it is not necessarily a trusted entity. An OSS
can intercept all communications between the user and the cooperating proxy.
In this sense the OSS resembles an ISP, Tor entry relay, or other network router
that lies on the path between the user and the cooperating proxy. Traffic should
be encrypted and authenticated, as the Tor protocol is, to prevent eavesdropping
and tampering by the OSS.

8 Ethical Considerations

Our proposal uses web services for a purpose they were not designed for. Fortu-
nately, there are measures that will allow an OSS to curb or eliminate its use as
a circumvention relay.

One such measure is for the cooperating proxy (i.e. the Tor bridge) to send
with every redirect message a signal that will indicate that this redirect is part
of a censorship circumvention data flow. If an OSS does not wish to take part
in the data flow, it may refuse to follow that redirect. The signal between the
cooperating proxy and the OSS can take many forms as long as it is known to
all proxies and OSSes. An example of such a signal is a distinguished HTTP
header included in the HTTP response to the OSS. Note that this signal does
not compromise the security of the circumvention method because the traffic
between the proxy and the OSS is not monitored by the censor.

9 Conclusions

We have shown that general-purpose web services that scan a given URL can
be covertly used to relay information between a user in a censored region and a
blocked web site. Blocking all these general-purpose services is practically impos-
sible to do and would severely cripple the web in the censored region, disabling
security scanners, URL shortening services, advertisers, and many others.

After identifying a large class of online scanning services (OSSes), we analyzed
their performance as proxies. We showed that many common services can han-
dle many round trips and provide decent throughput. Some OSSes can be used to
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proxy live session data while others provide limited bandwidth and would mostly
be used only for rendezvous. We experimented with a system that can relay
information between a browser and server using these OSSes as a relay. The
system is available as an experimental rendezvous for the flash proxy system [6]
and is part of Tor’s pluggable-transports web browser bundles starting with the
2.4.11-alpha-1 release [16]. Source code and experimental results are available
from https://gitweb.torproject.org/user/dcf/oss.git.
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Abstract. Linking network flows is an important problem in the de-
tection of stepping stone attacks as well as in compromising anonymity
systems. Traffic analysis is an effective tool for linking flows, which works
by correlating their communication patterns, e.g., their packet timings.
To improve scalability and performance of this process, recent propos-
als suggest to perform traffic analysis in an active manner by injecting
invisible tags into the traffic patterns of network flows; this approach
is commonly known as flow watermarking. In this paper, we study an
under-explored type of active traffic analysis that we call it flow finger-
printing. Information theoretically, flow watermarking aims at conveying
a single bit of information whereas flow fingerprinting tries to reliably
send multiple bits of information, hence it is a more challenging prob-
lem. Such additional bits help a fingerprinter deliver extra information
in addition to the existence of the tag, such as the network origin of
the flow and the identity of the fingerprinting entity. In this paper, we
introduce and formulate the flow fingerprinting problem and contrast
its application scenarios from that of the well-studied flow watermark-
ing. We suggest the use of coding theory to build fingerprinting schemes
based on the existing watermarks. In particular, we design a non-blind
fingerprint, Fancy, and evaluate its performance. We show that Fancy
can reliably fingerprint millions of network flows by tagging only as few
as tens of packets from each flow.

Keywords: Flow fingerprinting, traffic analysis, linear codes, network
security.

1 Introduction

Linking network flows is an important problem in different applications, in-
cluding stepping stones detection [13, 28] and compromising anonymity [22, 23].
For instance, it is widely known that attackers can de-anonymize a low-latency
anonymity system by linking its egress and ingress flows. Since network flows are
commonly encrypted in such applications, linking flows is feasible only through
correlation of communication patterns such as packet timings, packet counts,
and packet sizes [13, 22, 23]; this is known as traffic analysis.

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 205–224, 2013.
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Traditional traffic analysis links network flows passively, i.e., through ob-
serving and correlating patterns inherent in network flows such as packet tim-
ings [3,28]. Unfortunately, this suffers from high rates of false positive errors due
to the intrinsic correlation that exists among network flows, even if they are not
related [13]. For instance, HTTP connections to the same webpage exhibit highly
correlated packet timings [14], even if they are initiated independently by indi-
viduals residing in different network locations. In response to this, researchers
have suggested an active approach for traffic analysis. In this approach, com-
munication patterns of network flows are slightly perturbed, e.g., by delaying
packets, such that this perturbation is detectable from the flows even after pass-
ing through a noisy network like the Internet. The existing designs for active
traffic analysis are referred to as flow watermarks. A flow watermarking system
is composed of watermarkers, who tag network flows by perturbing their pat-
terns, and detectors, who analyze intercepted flows to identify those carrying the
watermark perturbation.

In this paper, we study flow fingerprinting, an under-explored1 variant of ac-
tive traffic analysis. Flow fingerprinting is similar to flow watermarking in that
it tags network flows by slightly perturbing their communication patterns—we
call these tags flow fingerprints. Flow fingerprinting, however, differs from flow
watermarking in the amount and the kind of information that it embeds: A wa-
termark tag contains a “single bit”, which solely states that the carrying flow has
been tagged by “some” tagger (watermarker); on the other hand, a fingerprint
tag contains “multiple bits” of information, which convey additional informa-
tion about the flows being tagged. In simpler words, for each observed flow a
watermark detector only seeks the answer to the following question: “Has this
flow been tagged by any of our watermarking agents?” A fingerprint extractor,
however, looks for additional information about the intercepted flow, such as
the network origin of that flow, its relation to other observed flows, the iden-
tity of its tagger, and so on. Example questions asked by a fingerprint extractor
are: “Which specific fingerprinter (out of all fingerprinters) tagged this flow?”
“Which specific flow is related to the observed flow?” “In which region of the
network has this flow been tagged?” etc.

The Need for Flow Fingerprints. While flow watermarking and finger-
printing look very similar in how they operate, they have different capabilities and
limitations. To illustrate this better, consider the following application scenario.
Previous research [22, 23] have designed flow watermarking systems in order to
attack anonymity systems by linking their egress and ingress flows. Such water-
marks, however, can only conduct a targeted attack in this scenario, i.e., they can
identify the egress flows corresponding to a “single” target, ingress flow. On the
other hand, one might need to perform a non-targeted attack in this case, i.e., to
simultaneously identify the egress flows corresponding to “many” ingress flows ob-
served; this can not be accomplished through flow watermarking [10,13,19,23,27]

1 By fingerprinting we mean fingerprinting of traffic patterns, not packet contents.
The latter is orthogonal to the problem studied in this paper, and is widely studied.
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as they do not have efficient mechanisms to confidently distinguish among various
watermark tags. Performing such a non-targeted attack requires a flowfingerprint-
ing scheme that embeds various tags on different ingress flows, and that is reliably
able to extract them from the egress flows. In Section 2 we elaborate more on the
differences between flow watermarking and fingerprinting.

A Gap in the Literature. The literature on active traffic analysis has mainly
studied the flow watermarking problem [10,13,19,23,27] while entirely ignoring
flow fingerprinting. This comes as a surprise given that, in several important
applications of traffic analysis, flow fingerprinting is indeed the solution to the
problem, not watermarking (see Section 2). As fingerprinting aims at the reliable
extraction of multiple information bits its design is more challenging than flow
watermarking, which only conveys a single bit of information. One might design
a naive fingerprinting scheme by having a flow watermarker insert dif-
ferent tags into different flows. The problem, however, is that the watermark
detectors will not able to distinguish among a large number of distinct water-
marks as they are not designed to do so (they might be able to distinguish within
a small set of watermarks though). Note that in several flow watermarking sys-
tems [10, 13, 17, 19] a watermark signal is composed of a sequence of numbers,
often referred to by the misleading term of watermark “bit”s. These watermark
bits, however, do not correspond to different “information bits,” but they all
help to the reliable transmission of a single information bit. To make this more
clear, consider the cell-counter attack of [17]. This attack uses a Tor-specific [7]
flow watermark that embeds a secret sequence of watermark bits on each Tor
flow by modifying its cell counters [6]. In this setting, a single Tor cell delivers
a 0 watermark bit and a triplet Tor cells sent together denotes a 1 watermark
bit. As network congestion and network delay can separate and merge cells in a
circuit, the authors in [17] design a recovery mechanism to detect the distorted
watermark sequences. While this mechanism is able to detect the presence of
the watermark sequence on a distorted flow, it is not able to reliably extract the
watermark bits. For instance, suppose that each watermarker inserts only one
of these two watermarks: “010” and “00000”. Once a detector receives a flow
with a “010” cell pattern, it will return positive correlations against both “010”
and “00000” watermark sequences due to its recovery mechanism (for “0000”
the detector assumes that the triplet cells carrying the 1 bit are split by the Tor
routers). In simpler words, the detector can tell, with high assurance, that a flow
contains a watermark, but it can not tell which one.

As another example, consider RAINBOW [13], which is the basis of our Fancy
fingerprint. For a specific set of RAINBOW parameters, i.e., a watermark am-
plitude of 10ms and a watermark length of 500, RAINBOW achieves a false
negative rate of around 10−6 (Figure 4 of [13]), i.e., it misses only one out of
a million watermark tags. For the same parameters, the average correlation be-
tween the embedded watermark and the extracted one is about 0.55 (Figure 6
of [13]), meaning that it roughly misses one third of the watermark bits with
unknown positions, despite its very high watermark detection ratio. Similarly,



208 A. Houmansadr and N. Borisov

all of the proposed flow watermarks [10, 13, 17, 19] are only able to detect the
presence of the watermark, but cannot extract the watermark bits reliably.

Our Contributions. In this paper, we introduce and formulate the flow fin-
gerprinting problem and contrast its application scenarios from that of the well-
studied flow watermarking. We also design a class of flow fingerprints, called
Fancy, that uses a non-blind architecture similar to the RAINBOW [13] wa-
termark. Fancy utilizes communication codes for the reliable extraction of fin-
gerprint bits. We investigate the use of three classes of coding schemes in the
design of Fancy, namely block codes, convolutional codes, and turbo codes [21].
We simulate Fancy using real-world network traces and evaluate its fingerprint-
ing performance for different coding algorithms and under different conditions.
The simulation results show that it is possible to reliably send dozens of finger-
print bits over very short lengths of network flows. Our methodology in using
coding theory can motivate the design of other fingerprints based on existing
watermarking systems. In summary, in this paper we make the following main
contributions:

– We introduce and formulate the problem of flow fingerprinting, and discuss
its necessity in several applications;

– We design the very first flow fingerprinting scheme, called Fancy;
– Through massive simulations on real-world network traces we show the
promising reliability of Fancy in fingerprinting network flows and discuss
different performance trade-offs.

In this paper, we do not study tag invisibility, robustness to active attacks, and
similar issues common to flow watermarks.While these issues are important, they
have been extensively studied in the watermarking literature. In particular, the
invisibility and robustness evaluations of [13, 16] apply to the Fancy fingerprint
designed in this paper.

Paper’s Organization. The rest of this paper is organized as follows: in Sec-
tion 2, we introduce flow fingerprinting and elaborate on its differences with
flow watermarking by mentioning their application scenarios. In Section 3 we
describe the design of our proposed flow fingerprinting scheme, Fancy. We de-
sign efficient codes for Fancy and evaluate their performance in Section 4. We
discuss the related work in Section 5 and the paper is concluded in Section 6.

2 Network Flow Fingerprinting

As described above, active traffic analysis has mainly been studied in the concept
of flow watermarking, leaving flow fingerprinting unexplored. In this section, we
define the flow fingerprinting problem by describing its components and goals.
Then, we discriminate flow fingerprinting from its dual, flow watermarking, by
explaining their application scenarios.
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2.1 Problem Statement

A fingerprinting system is composed of two main components: fingerprinters and
fingerprint extractors. A typical implementation of a fingerprinting system may
consist of several fingerprinters and extractors mounted at different network lo-
cations. A fingerprinter slightly modifies communication patterns of an observed
network flow, e.g., its packet timings, so that it modulates an �-bits fingerprint
tag into that flow. This �-bits fingerprint conveys some information about the
carrying flow, e.g., its network origin, hence it might have different values across
different flows. A fingerprinted flow passes through a noisy network, e.g., the
Internet, before it is intercepted by a fingerprint extractor who, then, tries to
extract its �-bits fingerprint tag. A fingerprint tag should be robust to the net-
work noise, i.e., an extractor should be able to extract all � bits correctly. Also,
as with flow watermarks, a fingerprint should be invisible, i.e., an entity not
part of the fingerprinting system should not be able to distinguish between a
fingerprinted flow and a regular flow.

2.2 Application Scenarios

Active traffic analysis is traditionally suggested for two applications: detection of
stepping stone attacks [10,13,19], and compromising anonymity systems [17,22].
In the following, we introduce these two applications and discriminate finger-
printing and watermarking in each of these cases.

Compromising Anonymity Systems. An anonymity system like Tor [7]
maps a number of input flows to a number of output flows while hiding the
exact relationships between them. The goal of an attacker, then, is to link an
incoming flow to its outgoing flow (or vice versa). Previous research [22,23] has
suggested the use of flow watermarks for performing this attack. To do so, an
attacker tags the flows entering the anonymity network and watches output flows
for the inserted watermark. Such an attack can be performed in two manners,
targeted and non-targeted. As we discuss in the following, flow watermarking is
only able to conduct the targeted form of this attack, whereas conducting the
non-targeted attack requires flow fingerprinting.

1) Targeted attack. Consider a malicious website who intends to identify users
who visit that website through an anonymity system (see Figure 1a). To do so,
the malicious website inserts a tag on all flows between itself and the anonymizing
system. An accomplice who can eavesdrop on a link to the anonymity system
(e.g., a malicious Tor entry node, or an ISP) can identify the users browsing the
malicious website by looking for the inserted tag. Note that, in this case, the
malicious website suffices to insert the same tag on any flow that it tags, i.e., it
inserts a watermark. This is because the accomplice only needs to check for the
existence of the tag, but not its value.

2) Non-targeted attack. Now consider a different scenario in which two
(or more) compromised/malicious Tor [7] nodes intend to de-anonymize Tor’s
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connections (see Figure 1b). We argue that this application requires flow fin-
gerprinting as a solution. Suppose that the malicious nodes A and B intercept
traffic from n and m number of distinct users, respectively. If flow watermarking
was used by the attackers, the node A would insert the same tag (i.e., a water-
mark) on the traffic of all of its n users, and the node B would look for that
single watermark on the traffic of all of its m users. In this case, if B detects
the watermark on the traffic of one of its m users, namely UB,k, the attackers
can only infer that UB,k is communicating with one of the n users observed by
A, but they can not tell with which of them. Alternatively, suppose that flow
fingerprinting is used by the attackers. In this case, A inserts a different, cus-
tomized tag (i.e., a fingerprint) on the traffic of each of its n users, e.g., it inserts
the fingerprint fi on the traffic of user UA,i. Now, if B observes that the traffic
to one of its users, UB,k, contains the fingerprint fi the attackers can infer that
users UA,i and UB,k are communicating through the anonymity system.
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(The Target)

Accomplice

w

w

w

w

w w

w

(a) Targeted attack
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Fig. 1. Target and non-targeted attacks on an anonymous network

Stepping Stone Detection. A stepping stone is a host that is used to relay an
attacking traffic to its victim destination, in order to hide the true origin of the
attack. To defend, an enterprise network should be able to identify the ingress
flows that are linked (correlated) with some egress flow. The situation is therefore
very similar to an anonymous communication system, with n flows entering the
enterprise and m flows leaving. There are two objectives for active traffic analysis
in this case, as described in the following; the first one is achievable using flow
watermarking while the second one requires flow fingerprinting.
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1) Detecting relayed flows. As previous research [13, 19] suggests, flow wa-
termarks can be used to detect relayed network flows in this scenario. Suppose
that the enterprise network consists of two border routers A and B. To do so,
the border router A inserts a watermark tag w on all flows that enter the enter-
prise network. On the other side, the border router B inspects all egress network
flows, looking for the watermark w. Suppose that A intercepts n flows and B
intercepts m network flows at a given time. If B detects that a network flow FB,k

is carrying the watermark tag w, the security officer of the enterprise network
infers that FB,k is a traffic relayed through the enterprise. However, the security
officer can not tell which of the n flows observed by A is the source of FB,k, since
A inserts the same watermark tag on all intercepted flows.

2) Detecting relayed flows and their origins. Flow fingerprinting can be
used to not only detect the relayed flows, but also identify their sources. Consider
the case in which the border router A inserts different tags (i.e., fingerprints)
on each of the n intercepted flows (that is, the fingerprint fi is inserted into the
i-th flow, FA,i). Now, suppose that B detects the fingerprint fi on the network
flow FB,k. In this case, the security officer infers two facts: first, FB,k is a relayed
traffic and, second, the source of this relay traffic is the network flow FA,i. A
watermark, however, is not able to identify the source of the relayed traffic.

3 Fancy Fingerprinting Scheme

In this section, we describe the design of our flow fingerprinting system, Fancy.
Fancy consists of two main elements: a fingerprinter that embeds fingerprint
messages inside intercepted flows by slightly modifying their timing patterns,
and a fingerprint extractor (extractor in short) that analyzes the timing pat-
terns of the intercepted flows, trying to extract the fingerprint messages. Fancy
uses a non-blind architecture similar to the RAINBOW watermark [13]: the fin-
gerprinter communicates with fingerprint extractors some information about the
flows being fingerprinted, which is required for efficient fingerprint extraction. To
perform this communication, Fancy uses a third element in its design, IPDs reg-
istrar, which is accessible by fingerprinters and fingerprint extractors. A Fancy
fingerprinter stores some information about the intercepted flows on the IPDs
registrar, which is periodically accessed by Fancy extractors. Figure 2 shows the
high-level block diagram of Fancy.

3.1 Embedding Fingerprints

Figure 3 illustrates a Fancy fingerprinter. Suppose that a network flow, n, with
packet timings of t = {ti|i = 1, ...} enters the fingerprinter (e.g., a router) where
it is to be fingerprinted. The fingerprinter generates an �-bits fingerprint message,
f = {fi|fi = ±1, i = 1, .., �}, that especially corresponds to the intercepted flow
n. That is, a different fingerprint sequence is generated for each intercepted flow,
however a fingerprint sequence can be re-used for another flow once the first flow
has terminated. This fingerprinter records n’s fingerprint message, f , along with
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Fig. 2. The main model of Fancy fingerprinting system

the last �c inter-packet delays (IPDs) of n, i.e., τ = {ti|τi = ti+1−ti, i = 1, .., �c},
in the IPDs registrar (�c is the length of the fingerprinted flows, as described
later). In addition to recording the flow’s fingerprint in the IPDs registrar, the
fingerprinter embeds f on the intercepted flow n, as described in the following
(in Section 3.3, we discuss the reason for both embedding the fingerprint into
the flow and recording it in the IPDs registrar).

EncoderFingerprint 

Encoded 
Fingerprint 
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X +

IPDs

Fingerprinted
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Fig. 3. Fingerprinting scheme of Fancy

The fingerprinter embeds the fingerprint f into the intercepted flow n by
delaying its packets by an amount such that the IPD of the i-th fingerprinted
packet is

τci = τi + a · f c
i (1)

The constant a is the fingerprint amplitude and fc = {f c
i |f c

i = ±1, i = 1, ..., �c}
is the encoded fingerprint sequence, which is generated from f as described in
the following. The value a is chosen to be small enough so that the artificial
jitter caused by fingerprinting is invisible to non-fingerprinting parties and to
the users.

Fingerprint Generation: Suppose that Fancy intends to insert an �-bits fin-
gerprint f = {fi|i = 1, ..., �} on a candidate flow. Since each fingerprint bit takes
one of the +1 and -1 values, the number of all distinct fingerprint sequences is 2�.
A fingerprinter encodes an �-bits fingerprint sequence, f , into an �c-bits encoded
fingerprint fc by passing f through the encoder block of Fancy fingerprinter.
For a given encoding algorithm, we define the redundancy of our fingerprinting
system, r, to be the redundancy of the utilized encoder, i.e.,

r = �c/�. (2)
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3.2 Extracting Fingerprints

Suppose that a Fancy extractor receives the fingerprinted flow n after passing the
noisy network, e.g., the Internet. Let us consider that τ c,r = {τc,ri |i = 1, .., �c}
are the IPDs of n as observed by the extractor (the superscript c denotes being
encoded/fingerprinted and the superscript r denotes being received after passing
the noisy network). As described above, the Fancy fingerprinter has recoded n’s
IPDs before getting fingerprinted, i.e., τ , in the IPDs registrar, along with the
embedded fingerprint message f . The extractor uses this recorded information
to perform fingerprint extraction by accessing the IPDs registrar.

The IPDs registrar contains flow records, which are generated by fingerprint-
ers. Each flow record is a pair Rk = (τ k,fk), where k is the index of the record in
the IPDs registrar, τ k is the original IPDs sequence of a fingerprinted flow, and
fk is the fingerprint embedded into that flow. For each received flow, the extrac-
tor loops through the IPDs registrar to find the right flow record corresponding
to it (if any).

For any flow record in the IPDs registrar, e.g., (τ k,fk), the extractor performs
the following steps:

1. The extractor derives the following sequence:

f r,k
i = (τc,ri − τki )/a i = 1, .., �c (3)

where τc,ri is the i-th IPD of the received flow.

2. Then, the extractor passes the �c-bits fr,k = {f r,k
i |i = 1, .., �c} through a

decoder block that outputs an �-bits sequence fd,k = {fd,k
i |fd,k

i = ±1, i =
1, .., �}. This decoder is the corresponding decoder for the encoder block used
by Fancy fingerprinter.

3. The extractor declares that the received flow contains the fingerprint se-
quence fk if it is the same as the decoder’s output, i.e., if we have that:

fd,k
i = fk

i , ∀i ∈ {1, .., �} (4)

4. If (4) does not hold the extractor uses the next flow record from the IPDs
registrar and repeats the steps above until the end of the database.

We claim that the described algorithm results in reliable extraction of Fancy
fingerprints. Let us consider the following two cases:

Case 1 (True match): Suppose that the extractor has picked the flow record
that corresponds to the received flow, i.e.,τ k = τ and fk = f . We have that

τc,ri = τci + δi (5)

where δi is the network jitter applied to the i-th IPD and τci is the fingerprinted
IPD. In this case, using (1), (5), and (3) we get that:

f r,k
i = (τc,ri − τki )/a (6)

= (τi + δi + af c
i − τi)/a (7)

= f c
i + δi/a (8)
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In other words, using the right flow record from the registrar the step 1 of our
extraction process will generate a perturbed version of the coded fingerprint. As
a result, passing this perturbed coded fingerprint through the decoder (step 2)
is likely to return the embedded fingerprint, depending on the noise conditions
and the decoder performance (in Section 4 we design decoders that perform
very well in our application). Since this decoded fingerprint is the same as the
one contained in the flow record, step 3 of the algorithm will result in a correct
fingerprint extraction.

Case 2 (False match): Now, let us consider a case where the extractor is using a
non-relevant flow record from the registrar. In this case, the second step of the
above algorithm will result in an arbitrary fingerprint sequence. The odds that
this arbitrary fingerprint is the same as the one contained in the flow record is
2−�. For the values of � used in our design (e.g., 25) this results in a tiny false
extraction rate, so we neglect this case in our performance evaluation. Note that
the overall probability for a received flow getting false matched with some flow
record is 2−� × Y , where Y is the number of flow records matched against from
the IPDs registrar; the following filtering process minimizes Y .

Filtering Flow Records: In order to speed up the extraction process, also to
decrease the possibilities of false matches, for a received flow the extractor leaves
out a large number of flow records in the registrar by using simple filters. One
very simple, yet efficient, filter is the packet count of the registered flows: the
extractor does not consider flow records whose corresponding flows have packet
counts much larger or much smaller than the packet count of the received flow.
A second filter that we use is the IPDs-distance metric, which leaves out the
records with non-similar IPDs. We define the IPDs-distance metric between a
received flow with IPDs τ r and a flow record Rk = (τ k,fk) to be:

d(τ r, τ k) =
1

�c

�c∑
i=1

(τri − τki − f c
i ) (9)

If Rk is the right record corresponding to the received flow this distance metric
will return the average network jitter on the path, which is a small number.
The extractor considers only those records from the registrar whose distance
from the received flow are smaller than a threshold, η. By putting η equal to
four times the standard deviation of the network jitter the odds that the right
record is left out is approximately 10−4 (we model the network jitter as Laplace
distribution [13]).

3.3 Alternative Designs

As described above, to fingerprint a flow n with the fingerprint message f , the
fingerprinter performs two tasks: a) it records the fingerprint f in the IPDs regis-
trar, along with the IPD values of the flow, and, b) it embeds f into the network
flow n. Alternatively, one could suggest to only record the fingerprint in the
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registrar, or to only embed it into the flow. In the following, we back our design
decision by discussing the performance degradation of the two alternatives.

Passive Fingerprinting. An alternative approach to Fancy is to only record
fingerprint sequences in the IPDs registrar along with their corresponding IPDs
sequences, without embedding the fingerprints into the flows. In fact, this ap-
proach is passive traffic analysis, which has extensively been studied in the lit-
erature [3, 9, 25]. Unfortunately, this approach may result in high rates of false
detection, especially when the evaluated flows are cross-correlated. The common
examples for correlated network flows are web traffic (to the same destination),
and file transfers. To validate this, we simulate an optimum passive traffic anal-
ysis scheme [14] on real web traffic that are generated by different users to the
same websites. Our results (Table 1) show that even this optimum passive traffic
analysis scheme produces very large false positive errors in linking the correlated
web traffic.

Table 1. False positive error rates of the optimum passive traffic analysis [14] in linking
web traffic that are generated by different users to the same websites (N is the flow
length).

Website N=25 N=50 N=100

baidu.com 0.29 0.07 0.08
blogger.com 0.97 0.63 1
facebook.com 0.91 0.97 0.96

live.com 1 1 0.38
wikipedia.org 0.94 0.44 0.46
yahoo.co.jp 0.66 0.33 0.05
yahoo.com 1 1 0.23
yandex.com 0.89 0.08 0.02

Only Embedded into Flows. As another alternative, one could only embed
fingerprints in network flows without recording them in the IPDs registrar. This,
also, results in high rates of false extraction errors. For a received flow at the
extractor, the use of a non-corresponding flow record from the registrar will
most likely lead the extractor to retrieve some valid fingerprint sequence that
is different from the embedded fingerprint. By recording the fingerprints in the
registrar as well the extractor can detect this by simply comparing the extracted
fingerprint with the one recorded in the IPDs registrar.

4 Code Design and Simulations

We investigate the use of different coding algorithms as the encoder/decoder
block of Fancy. In particular, we investigate the use of several linear block codes
[21] considering our communication channel. Based on our measurements over
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Planetlab [1] the standard deviation of network jitter (δ) between randomly
selected nodes varies between 6ms and 12ms. For a fingerprinting amplitude of
a = 10ms, the SNR [2], given by SNR = 20log(a/δ), varies between -1.5836
and 4.4370 (i.e., an average of 1.4267). Also, we aim at having a flow length
of around n ≈ 100 for fingerprinting, since larger lengths would take longer to
extract. For these parameters, we look for appropriate coding algorithms to be
used by Fancy’s encoder. Dolinar et al. [8] compare the performance of several
block codes for different lengths of information bits, along with the theoretical
capacity limits. In particular, they illustrate the appropriate block size values for
different coding algorithms, i.e., the range of block sizes that a coding algorithm
performs close enough to the channel capacity. Based on such evaluations (Figure
12 in [8]) we identify several codes that are expected to work well for our system
parameters. In particular, we investigate the use of three types of linear codes in
our simulations, which are Reed-Solomon (RS) Codes, convolutional codes, and
turbo codes. The simulations are done in Matlab using network traces gathered
over Planetlab [1], and by using Matlab’s built-in coding functions and the CML
coding library [4].

Evaluation metrics – We define the following metrics to evaluate the extrac-
tion performance of Fancy.

– Extraction Rate (PE): This metric is the ratio of the number of finger-
printed flows successfully extracted by a Fancy extractor to the number of
all fingerprinted flows.

– Miss Rate (PM): This is the ratio of the number of fingerprinted flows
declared as non-fingerprinted by a Fancy extractor to the number of all
fingerprinted flows. We have that PM = 1− PE .

The goal of a Fancy extractor is to maximize the extraction rate (i.e., minimize
the miss rate).

4.1 Reed-Solomon (RS) Codes

Reed-Solomon (RS) codes [21] are a class of linear block codes that are maximum
distance separable (MDS), i.e., they meet the equality criteria of the singleton
bound [21]. In fact, the RS codes are the only known instances of the MDS
codes. The encoding structure of the RS codes makes them suitable for M -ary
communication schemes where the noise is applied in bursts over a message bit
stream (e.g., satellite communications ). This makes them a good candidate for
applications where bursty noise may happen to inter-packet delays, e.g., due to
network congestion. We use the notation (n, k)-RS for an RS code that encodes
each k message symbols into n encoded symbols, where each symbol is m bits
and m = log2(n+ 1) (e.g., an n-bit RS coded message consists of m× n binary
bits).
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We design a Fancy fingerprint, called Fancy-RS, that utilizes RS encoders as
part of its encoding algorithm. More specifically, Fancy-RS generates an �c-bits
coded fingerprint fc from an �-bits fingerprint sequence f by passing f through
an (n, k)-RS encoder. We have that �c = n/k�.

We simulated Fancy-RS in Matlab. We use traces of network jitter gathered
over Planetlab [1] to simulate the effect of the noisy network over the finger-
printing performance. Note that we do not include the original IPDs in our
simulations, since as discussed in Section 3.2 the extractor is able to reliably
pick the original IPD sequence from the IPDs registrar and subtract it from
the received flow before performing the extraction. In the first experiment, we
measure and compare the performance of our fingerprint extractor for different
parameters of the (n, k)-RS encoder. We set a = 10ms and p = 2. We also set
� = mk (generally, � should be an integer multiplication of mk) and vary the m
and k parameters of our RS encoder (each experiment is run for 1000 times with
different randomly generated fingerprints and different network jitter). Figure 4
shows the extraction rate (PE) for different values of m and k (the bars show the
95% confidence intervals). As can be seen, for a given m, decreasing k improves
the extraction performance since it increases the redundancy of our RS encoder,
i.e., (2m−1)/k. Figure 5 shows the coding redundancy of Fancy-RS for different
parameters of the RS code.

Fig. 4. Extraction rate of Fancy-RS for
different RS encoders. (a = 10ms, and
� = mk)

Fig. 5. Coding redundancy of Fancy-RS
for different RS encoders. (a = 10ms,
p = 2, and � = mk)

Finally, the number of distinct fingerprints, N , that can be embedded and
extracted reliably by Fancy-RS is given by

N = 2mk (10)

For instance, for k = 5, and m = 5 (i.e., � = 25) we have that N ≈ 107.
In order to evaluate the effect of the fingerprint amplitude (a), we measure

the extraction rate for different values of a. This is illustrated in Figure 6, where
m = 5, and k = 5. As intuitively expected, increasing a rapidly improves the
true detection and miss rate such that for a = 20ms we have that PT = 1 and
PM = 0. Note that increasing the fingerprint amplitude a makes the fingerprint
less invisible, as discussed in [13].
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Fig. 6. Extraction rate of Fancy-RS for different fingerprint amplitudes. (m = 5, k = 5,
i.e., the redundancy is 6.2)

4.2 Convolutional Codes

Convolutional codes are another class of linear error-correcting codes that have
use in several different applications [21]. An (n, k) convolutional code, (n, k)-
Conv, is a function with k inputs and n outputs. The input stream, i.e., f =
{fi|fi ∈ {0, 1}, i = 1, 2, ...}, is split into k streams entering the inputs of the
encoder. Each of the n output streams of this encoder is evaluated by convolv-
ing some of the input streams with a generator function G. The length of the
generator function is called the constraint length v, and u = v−1 is the memory
of the encoder. An easy-to-implement decoder for convolutional codes is an ML
decoder based on the Viterbi algorithm [21].

We design a variant of Fancy fingerprint, called Fancy-Conv, that uses convo-
lutional coding for its encoding process. More specifically, an �-bits fingerprint
sequence f passes through the (n, k)-Conv encoder of Fancy-Conv, which gen-
erates the final encoded fingerprint fc consisting of �c bits.

We implemented Fancy-Conv in Matlab using the CML [4] coding libraries.
We use a constraint length of v = 9, and a randomly created generator function
G. We run several experiments to measure the performance of Fancy-Conv for
different parameters, where each experiment is run for 1000 randomly gener-
ated fingerprints. In the first experiment, we measure the effect of our encoder’s
redundancy on the fingerprinting performance, where a = 10ms, and � = 24.
Figure 7 shows the extraction rate (with bars showing the 95% confidence in-
tervals) for different redundancies of (n, k)-Conv. As can be seen, increasing the
redundancy, r, improves the extraction rate; this, however, increases the flow
length required to embed the fingerprint, which is linear with redundancy, i.e.,
�c = r�.

We also measure the effect of the fingerprint amplitude on the detection per-
formance. As can be seen from Figure 8, increasing the fingerprint amplitude
improves the extraction rate (� = 18, and the convolutional code’s redundancy
is 8). This comes at the price of less fingerprint invisibility. A fingerprint ampli-
tude of a = 20ms results in a very good extraction rate, while at the same time
provides a promising invisibility.
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Fig. 7. Extraction rate of Fancy-Conv
for different encoder redundancies. (a =
10ms)

Fig. 8. Extraction performance of Fancy-
Conv for different fingerprint amplitudes.
(� = 18, and the convolutional code’s re-
dundancy is 8)

Finally, the number of distinct fingerprints, N , that can be embedded and
extracted reliably by Fancy-Conv is given by N = 2�. For instance, for � = 24,
we have that N ≈ 107.

4.3 Turbo Codes

Turbo codes are a class of high-performance error correction codes and are the
first practical capacity-approaching codes [18]. A turbo code is generated by
concatenating two or more constituent codes, where each constituent code can
be a convolutional or a block code. Usually some interleaver reorders the data
at the input of the inner encoders. Turbo codes are decoded through iterative
schemes. There are two types of Turbo codes: Block Turbo Codes (BTC), and
Convolutional Turbo codes (CTC).

In this paper, we consider the use of BTC codes in the design of Fancy fin-
gerprints. A BTC code works by encoding a kx × ky matrix of data, D, into a
nx×ny matrix C as follows: a (nx, kx) systematic code encodes each row of D, a
block interleaver reorders the rows of the resulted matrix, and finally, a (ny, ky)
systematic code encodes the columns of the resulted matrix to generate the final
nx×ny dimensional matrix C. The systematic codes used for BTC codes are the
cyclic codes, e.g., Hamming, Single Parity Check, and Extended Hamming [18].
The constituent block codes can be generated using polynomials.

We design Fancy-BTC, a fingerprint that uses BTC codes as its encoding
block. Our BTC code uses two convolutional codes as its horizontal and vertical
constituent codes. We use the CML [4] coding library to simulate Fancy-BTC in
Matlab. We randomly create the generator functions of the convolutional codes
that constitute our BTC encoder (with constraint lengths of vx and vy for the
horizontal and vertical codes, respectively). To encode a fingerprint f with length
� our encoder reorders f into a kx × ky matrix D, where kx = ky = round(

√
�)

and round(·) rounds to the nearest larger number. The encoder also fills the
first B = kx × ky − � bits of this matrix with zeros. We use an iterative detector
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that stops only if either a maximum number of iterations has reached, or the
additional iterations do not change the decoded fingerprint.

In our first experiment, we measure the effect of the number of iterations on
the extraction performance (each experiment is run for 1000 randomly generated
fingerprints). We use a fingerprint amplitude of a = 10ms, a fingerprint length
of � = 25, and our code is designed such that vx = vy = 6, kx = ky = 5, B = 0
and the code redundancy is 5.95. Figure 9 shows the extraction rate for different
values of the maximum decoder iteration, along with the 95% confidence inter-
vals. As can be seen, even though the detection performance improves rapidly for
small numbers of iterations it does not change significantly after several itera-
tions. Considering the added processing overhead for more iterations, we choose
8 as the maximum number of iterations performed by our detector, being used
in all of our consecutive simulations.

Fig. 9. Extraction rate of Fancy-BTC for
different values of maximum decoder iter-
ation. (a = 10ms, � = 25, and r = 5.95)

Fig. 10. The length of the coded finger-
print for different fingerprint lengths for
Fancy-BTC

In the second experiment, we keep vx = vy = 6 and a = 10ms, but vary
the fingerprint length �. Figure 10 shows the length of the coded fingerprint for
different values of the fingerprint length. As before, the number of distinct fin-
gerprints, N , is exponential with �. As can be seen from the figure, increasing �
only linearly increases the length of the encoded fingerprint, while it exponen-
tially increases N . Note that in the figure the code redundancy is around 6, but
varies a bit with � since our BTC encoder can not produce all redundancy values
for any given �.

In the third experiment, we evaluate the performance of Fancy-BTC using
BTC codes with different redundancies. More specifically, we set a = 10ms,
� = 25, and kx = ky = 5 and try BTC codes with different constraint lengths
(vx and vy), resulting in various redundancies. Figure 11 shows the extraction
rate for codes with different redundancies. As can be seen, Fancy-BTC does
not perform well for small values of code redundancies, however increasing the
code redundancy rapidly improves its performance. In fact, such an improved
performance comes at the price of longer fingerprinted flows.
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Fig. 11. Extraction rate of Fancy-BTC for
different redundancies of the BTC code.
(a = 10ms, � = 25)

Fig. 12. Extraction rate of Fancy-BTC for
different values of fingerprint amplitude.
(� = 25, and r = 4)

Finally, we illustrate the effect of the fingerprint amplitude on the extraction
performance. As can be seen from Figure 12, increasing a rapidly improves the
extraction, such that a = 20ms results in an extraction rate of in 1000 runs of
the experiment.

4.4 Comparison

We also compare the performance of the three versions of Fancy, i.e., Fancy-RS,
Fancy-Conv, and Fancy-BTC. Figure 13 shows the extraction rate of the three
schemes for different values of encoder redundancy (for all three schemes we have
that � = 25, and a = 10ms). As can be seen, for very small redundancies the
Fancy-RS outperforms the other two, even though all of the schemes perform
poorly for such small values of redundancy. As the redundancy increases, all
schemes improve their performance and, in particular, the Fancy-BTC outper-
forms the other two schemes for high redundancies.

Fig. 13. Comparing the extraction per-
formance of Fancy-RS, Fancy-Conv, and
Fancy-BTC for different code redundan-
cies

Fig. 14. Comparing the extraction per-
formance of Fancy-RS, Fancy-Conv, and
Fancy-BTC for different fingerprint am-
plitudes (with a similar redundancy of
around 6)
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We also compare the three schemes for different fingerprint amplitudes. Fig-
ure 14 shows the extraction performance of Fancy-RS, Fancy-Conv, and Fancy-
BTC for different values of a, with � = 25. Also, the redundancies of Fancy-RS,
Fancy-Conv, and Fancy-BTC are 6.2 , 6, and 5.96, respectively (note that it
is not possible to produce an exact value of r for any given �). As intuitively
expected, increasing the fingerprint amplitude significantly improves the extrac-
tion performance at the cost of larger perturbations applied to the fingerprinted
flows.

5 Related Work

Traffic analysis has long been studied for linking network flows. Early traffic anal-
ysis schemes [5, 9, 20, 24, 26, 28] work in a passive manner, i.e., they record the
communication characteristics of incoming flows and correlate them with that
of the observed outgoing flows. The right place to do this is often at the border
router of an enterprise, so the overhead of this technique is the space used to
store the stream characteristics long enough to check against correlated relayed
streams, and the CPU time needed to perform the correlations. In a complex ap-
plication with many interconnected networks, a relayed connection, e.g., through
a stepping stone, may enter and leave the monitored network through different
points; in such cases, there is also an additional communications overhead for
transmitting traffic statistics between the border routers.

To address some of the efficiency concerns of passive traffic analysis, re-
searchers have suggested to perform traffic analysis in an active manner. Active
traffic analysis improves upon passive traffic analysis in two ways. First, by in-
serting a pattern that is uncorrelated with any other flows, they can improve
the detection efficiency, requiring smaller numbers of packets to be observed
(hundreds instead of thousands) and providing lower false-positive rates (10−4

or lower, as compared to 10−2 with passive watermarks) [14]. Second, they can
operate in a blind fashion [25]: after an incoming flow is watermarked, there is
no need to record or communicate the flow characteristics, since the presence of
the watermark can be detected independently. The detection is also potentially
faster as there is no need to compare each outgoing flow to all the incoming flows
within the same time frame.

Wang et al. borrowed the QIM watermarking idea from the multimedia lit-
erature to perform active traffic analysis [25]. This approach, however, is fragile
to packet-level modifications, e.g., a single dropped packet would completely
destroy the watermark pattern. To provide robustness to such packet-level per-
turbations several proposals apply the watermark modifications on the timing
“intervals” of network flows [19,23,27]. Kiyavash et al. [12,15] demonstrated that
applying the interval-based watermarks identically on different flows can give
away the embedded watermark to an attacker who observes several watermarked
flows. This affected the design of the successor watermarking schemes [10, 13],
which apply the watermark patterns to network flows depending on the features
of the candidate flow. Note that such schemes do not insert different watermark
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tags on different flows, but they apply the same watermark tag differently on
different flows. Houmansadr et al. [11] use repeat-accumulate codes to improve
the detection performance of watermarks.

While most of the proposals for flow watermarking use timing patterns for
their modifications, other traffic patterns are also used for watermark insertion.
For instance, Yu et al. [27] design a watermarking system that tags flows by
modifying their packet rates in different time intervals. As another example, Ling
et al. [17] propose a watermarking attack on Tor [7] that works by modifying
packet sizes. The attack works by modifying the counts of Tor cells [6] carried
by network packets.

6 Conclusions

In this paper, we shed light on an unexplored, yet important, variant of ac-
tive traffic analysis, flow fingerprinting. We designed the first flow fingerprinting
scheme, Fancy, and demonstrated its reliability in tagging large numbers of dis-
tinct flows. We explored the use of different linear codes in the design of Fancy
and compared their performance. In particular, we showed that Fancy can reli-
ably tag millions of distinct network flows using flows as short as tens of packets.
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Abstract. This paper addresses the important goal of quantifying the
threat of linking external records to public Online Social Networks (OSN)
user profiles, by providing a method to estimate the uniqueness of such
profiles and by studying the amount of information carried by public
profile attributes. Our first contribution is to leverage the Ads audience
estimation platform of a major OSN to compute the information surprisal
(IS) based uniqueness of public profiles, independently from the used
profiles dataset. Then, we measure the quantity of information carried
by the revealed attributes and evaluate the impact of the public release of
selected combinations of these attributes on the potential to identify user
profiles. Our measurement results, based on an unbiased sample of more
than 400 thousand Facebook public profiles, show that, when disclosed in
such profiles, current city has the highest individual attribute potential
for unique identification and the combination of gender, current city and
age can identify close to 55% of users to within a group of 20 and uniquely
identify around 18% of users. We envisage the use of our methodology
to assist both OSNs in designing better anonymization strategies when
releasing user records and users to evaluate the potential for external
parties to uniquely identify their public profiles and hence make it easier
to link them with other data sources.

1 Introduction

The potential to uniquely identify individuals by linking records from pub-
licly available databases has been demonstrated in a number of research works,
e.g. [11, 19, 23]. In [23] Sweeney reported on the uniqueness of US demographic
data based on the 1990 census and showed that, 87% of the US population can
be uniquely identified by gender, ZIP code and date of birth. The resulting loss
of privacy, i.e. the potential for re-identification of a person’s private data which

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 225–244, 2013.



226 T. Chen et al.

may exist in any other publicly released dataset, was also demonstrated by the
author. A more recent study [11] also produced similar conclusions. Therefore,
anonymization of databases (e.g. medical records or voting registers) with the
aim of protecting the privacy of individual’s records when such are publicly re-
leased, in reality cannot be successful if the released database contains potentially
unique combinations of attributes relating to specific individuals.

Today, with the proliferation of public online data, Online Social Networks
(OSNs) are a rich source of information about individuals. For either social or
professional purposes, users upload various, in most cases highly personal and
up to date information, to their OSN accounts. User’s personal data exposure is
managed by public profiles, which contain a selected (in some case mandatory)
subset of the total information available in their private OSN profiles. In fact,
public profiles represent an easily accessible public dataset containing user’s
personal details which, depending on the OSN, can include their age, gender,
contact details 1 for home and workplace, interests, etc (for a full list, see [15]).

The existence of public profiles creates a valuable new source of information
that has to be considered when releasing anonymized personal records. Also,
the anonymized OSN private (profile) data is being released by OSN’s to profil-
ing and advertising companies, including in some cases additional information
(e.g. political orientation such as in [1]), thus increasing the number of already
available anonymized datasets used e.g. for medical or other research. These can
be henceforth linked to public profiles, allowing the re-identification (and the
de-anonymization) of the personal records i.e. the exposure of individual’s iden-
tities2 Previous research has addressed the release of online data in public OSN
profiles [14,15] and re-identification mechanisms aimed at e.g. anonymized OSN
graphs [20].

In this paper, we aim to revisit the study of the uniqueness of demograph-
ics, however we consider online public data available for individuals. As a first
step towards such analysis, we consider the evaluation of the uniqueness of pub-
lic OSN profiles, consisting of the publicly available attributes e.g. gender, age,
location, etc. associated with individual OSN accounts. We use information sur-
prisal and entropy, established information theory metrics for measuring the level
of information contained in random variables, to quantify the level of unique-
ness. Having a higher information surprisal of the attribute values released in
the public OSN profile can be directly related to being more unique in a set of
OSN users, and therefore more easily re-identifiable when combining with other
publicly available datasets containing the same attribute values. Then, this work
also answers the question of the appropriate selection of attributes to be included
when releasing anonymized personal records.

We note that quantifying the user’s revealed information is a challenging
task, as data that needs to be acquired in order to obtain a reliable estimation
of profile uniqueness, is either only partially accessible (private attributes are

1 Recently released Graph Search (https://www.facebook.com/about/graphsearch)
service from Facebook illustrates well the ease of access to individual profiles.

2 The policy of major OSNs is to use real names (http://goo.gl/2DkG6).

https://www.facebook.com/about/graphsearch
http://goo.gl/2DkG6
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by definition hidden), protected by OSNs providers, or of too large volume for
the data collection to be practical. Our study provides a novel probabilistic
framework that leverages the global private attribute statistics retrieved from
a major OSN ad platform (Facebook), to obtain an unbiased quantification of
uniqueness. We present an approach that takes user specific privacy policy into
account and allows us to calculate the uniqueness of public profiles, computed
over the entire Facebook dataset.

The first contribution of our paper is our proposed methodology for com-
puting the uniqueness of public OSN profiles, independently from the
dataset on which the analysis is performed. This methodology can, more gen-
erally, be applied to any set of attributes that comprise a user’s profile. To
calculate the probability of publicly revealing a combination of attributes and
evaluate the measure of uniqueness, we combine statistics derived from the cap-
tured dataset of publicly revealed attributes and the ads audience estimation
platform. We consider both independence and dependence of the probabilities
to reveal different attributes.

Our second contribution is that we evaluate the quantity of information
carried in individual attributes and attribute combinations present in user’s pro-
files of a major OSN (Facebook). We show that there is a wide range of values
for the amount of identifying information carried by different attributes, with
gender being the lowest with 1.3bits of entropy and current city the highest with
the entropy of 13.6bits.

In our third contribution, we identify the key attribute combinations
that contribute to profile uniqueness in Facebook. Consistent with re-
ported results for linking anonymous US datasets [11, 23] but also applicable
globally, we show that the combination of gender, place of residence and age
(directly related to date of birth used in [11, 23]) has the highest impact on the
potential for re-identification of user’s anonymized data. The higher information
granularity available in [11,23] and the difference in the type of community stud-
ied (online and global versus US population) results in a lower, although still
significant, potential for identification. We show that 55% of Facebook users that
reveal this attribute combination can be identified as a group of 20 and around
18% of such users can be considered unique with an information surprisal of
29bits.

Finally, we show the impact of user’s privacy policy on the amount
of information carried in Facebook public profiles and highlight how pol-
icy uniqueness contributes to potential re-identification of users in anonymized
datasets. We show that some attributes may allow users to hide in the crowd if
revealed, as opposed to hiding them from public access.

The remainder of this paper is organized as follows. In Section 2 we provide
a summary of the datasets used for this study. In Section 3 we describe the
methodology for computing the uniqueness of public profiles. We present results
and identify the key attributes that contribute to uniqueness in Section 4, fol-
lowed by the discussion in Section 5. Related work is presented in Section 6 and
we conclude in Section 7.
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2 Our Data Source

For the purpose of our study, we have collected two datasets from Facebook: a
set of public user profiles and a set of statistics collected from the Facebook Ads
audience estimation Platform (hereafter referred to as FAP). In the following,
we start by providing a brief description of user’s profile as implemented by
Facebook, then we describe the methodology used to collect the data in use in
this paper. Finally, we describe the characteristics of our datasets.

2.1 Facebook Profiles

Facebook, similarly to a number of other OSNs, utilizes user profiles that are
a collection of attributes which describe the user’s personal data. An attribute
may take one of a pre-determined set of values, e.g. gender can be male or
female, while current country may take any of the global country names. Also,
some attributes may be in free form text and may also have a number of values,
e.g. interests may include books, movies, shopping, etc. The availability of these
attributes conforms to a set of privacy rules (i.e., ACL) defined by Facebook and
selected (with the exception of a small number of mandatory attributes) by the
user. According to the privacy settings, an attribute can be visible to anyone,
shared with (a set of) user’s social links (e.g., friends) or only visible to the owner
of this profile. Hereafter, we consider an attribute (resp. a set of attributes, i.e.
profile) to be public if it is visible to anyone and private otherwise.

2.2 Public Facebook Profiles Dataset

Collecting data from a large OSN is a challenging task, as the huge volume of
data necessitates use of a sampling approach, which should produce a uniform
representation of the overall dataset. In this study we use the dataset of Facebook
public profiles from [5]. This dataset was obtained by first scraping all unique
user names in the latin character part of the the Facebook public directory3,
resulting in 100 Million user identifiers (IDs). Then, we sampled, randomly, a
subset of 494,392 IDs for which we retrieved the corresponding public profiles
(i.e. attributes). We finally processed the collected data to unify the values of
country of origin and current country using the Geocoding API4. This resulted
in a set of 445,024 profiles5 used for this study, that we refer to as PubCrawl.

It is worthwhile noting that, as per [10], an unbiased sample of a population
can be obtained by True Uniform sampling of the total population, i.e. for Face-
book, by sampling the 32-bit space of user IDs. However, in practice only 25% of

3
http://www.facebook.com/directory/

4
https://www.developers.google.com/maps/documentation/geocoding/

5 The size’s mismatch is due to profiles where the geolocation was unsuccessful or
simply could not be used (e.g. some of the 49 K profiles that have been removed
correspond to locations in China for which at the time of the data collection the Ads
platform did not provide demographic information. Note that currently the FB ads
platform provides no information for Iran, while China has been enabled).

http://www.facebook.com/directory/
https://www.developers.google.com/maps/documentation/geocoding/
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this space is currently allocated to existing users. A close approximation of True
Uniform sampling for Facebook IDs can be achieved by randomly sampling the
Facebook public directory which lists all IDs of searchable profiles. We have ver-
ified the number of searchable profiles in Facebook public directory, as of April
2013, was 1.14 Billion. This is very close to the reported number of Facebook
monthly users for December 2012, 1.06 Billion6 (whether the corresponding pro-
files are searchable or not7). We believe then that our dataset extracted from the
Facebook public directory is a good representative of the Facebook population
of public profiles.

2.3 Facebook Ads Platform Dataset

Facebook offers a platform to estimate the audience of targeted ad campaigns8.
Advertisers can select different criteria such as user’s locations (country or city),
gender, age (or range of ages), etc.9 These criteria can also be combined in a
conjunctive manner. According to the selected combination, FAP outputs the
audience which represents the number of Facebook users that match the crite-
ria.

Although there is no full report on how Facebook generates the audience
values, Facebook document 10 states that it uses all provided information to
calculate the audience size for targeted ads which implies that both public and
private attributes are utilized. The only exception is the use of IP address to
determine the current location of users (i.e. current city and current country)11

To build the FAP dataset we proceed as follows. We use a subset of six attributes:
gender, age, relationship status, Interested in, current city and current country.
First, for every Facebook profile in PubCrawl, we extract the set of revealed
attribute’s values (e.g., male, New York). Then, for each extracted attribute set,
we retrieve the corresponding audience size from FAP. In addition, we collect
statistics for each attribute and for all possible attribute values (e.g., all possible
locations).

To collect the statistics from FAP, we have developed a customized auto-
mated browser based on the Selenium WebDriver12 which sends requests to FAP
with an acceptable rate. We share our collected dataset on: http://planete.
inrialpes.fr/projects/Adsstatistics. Finally, it is interesting to note that
Facebook deliberately reduces the granularity of estimated audience size by

6 http://goo.gl/GEJyH
7 Note that with the current privacy settings in Facebook, users can no longer opt-out
of the Facebook public directory (http://goo.gl/AufHN).

8
http://www.facebook.com/advertising/

9 The advertiser can also target user’s interests (e.g., beer and wine), interested-in
(men or/and women), relationship, language, education and workplace.

10
http://goo.gl/wxcgX

11 We acknowledge that users connecting to the OSN service through e.g. proxies may
introduce errors into the location distributions extracted from Facebook statistics
compared to actual values.

12
http://seleniumhq.org/

http://planete.inrialpes.fr/projects/Adsstatistics
http://planete.inrialpes.fr/projects/Adsstatistics
 http://goo.gl/GEJyH
http://goo.gl/AufHN
http://www.facebook.com/advertising/
http://goo.gl/wxcgX
http://seleniumhq.org/
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only returning “fewer than 20” for audience numbers lower than 20 users. In
our methodology presented in the following section, we conservatively consider
“fewer than 20” as being exactly 20 users.

3 Methodology for Computation of Public Profile
Uniqueness

This section presents our proposed method to leverage the ad platform audience
estimation provided by OSNs operators (focusing on Facebook) to estimate the
uniqueness of users profiles. The uniqueness of a random variable is related to the
amount of information that it carries and is commonly measured by Information
Surprisal (IS) and entropy. These are probability based metrics, therefore to
compute the IS or entropy associated with a user’s profile, we need a way to
estimate the probability to observe the set of attribute values comprising the
profile, independently from the population of profiles we consider.

We first introduce the required theoretical background and notations used in
this paper, followed by the description of our mechanism to estimate the profile
uniqueness.

Table 1. Notations used in this paper

A A set of attributes (a1, a2, ...).

V (ai) The values of attribute ai.

uA A profile defined over the attributes in A.

pub, priv Denote the public and private OSN profiles.

∅
ai The set of profiles in which an attribute ai is not available.

P∅(ai) Probability that the attribute ai is not present in a profile.

P rev(A)
Probability to publicly reveal every attribute in A knowing that they
are present in the private profile.

3.1 IS and Entropy Computation for OSN Profiles

Table 1 introduces the notations used in this paper. We denote Tot as the set of
all user profiles of a given OSN. Every user profile uA in Tot comprises a set of
k attributes A = (a1, .., ai, .., ak). The profile u

A and all the associated variables
may refer to a private, priv or a public, pub profile. An attribute ai can be seen
as a random variable, Xai, with values in V (ai) = {xai

1 , xai
2 , .., xai

n } which follow
a discrete probability function P (ai = xai

j ). Similarly, a user’s profile uA defined
on a set of k attributes A can be seen as the outcome of the k-dimensional
random vector (Xa1 , Xa2 , .., Xak).

Information Surprisal and Entropy. IS or self-information measures the
amount of information contained in a specific outcome of a random variable. IS
of a user profile u which includes a set of attributes A is given by: IS(uA) =

−log2(P (uA)), with P (uA) = |uA|
|Tot| i.e. the proportion of users having the values
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of uA for the set of attributes A. IS is measured in bits and every bit of surprisal
adds one bit of identifying information to a user’s profile and thus halves the
size of the population to which uA may belong.

Entropy, denoted H(A), on the other hand, quantifies the amount of informa-
tion contained in a random variable (here a multi-dimensional random vector).
Entropy and IS are closely related, as entropy is the expected value of the infor-
mation surprisal, i.e. H(A) = E(IS(uA)). The entropy of a set of attributes A
is given by: H(A) = −∑

uA∈V (A) P (uA)IS(uA), and can be seen as the amount
of information carried by the attributes in A. E.g. a user in our public dataset
of 4.45 · 105 profiles is unique if IS reaches 19bits. For the Facebook population
estimate, we use the value provided by FAP of 722 Million users, therefore a user
profile is unique with an IS of 29bits.

In the following, we focus on the use of the IS and entropy as a convenient
way to measure the uniqueness of uA amongst the OSN user profiles, which can
be further utilised to derive the related level of anonymity of user profiles e.g.
by using k-anonymity [24].

The freq Method – Is PubCrawl Enough. A naive approach to compute
the uniqueness of profiles is to rely on an unbiased sample of the entire OSN’s
profiles, such as PubCrawl, and adopt a frequency-based approach (denoted freq)
to provide a rough approximation of the probability P (uA), used to compute
IS and entropy. Assuming we have a dataset of |Tot|crawl profiles, we can then

estimate the probability of each profile simply as |uA|
|Tot|crawl

if uA belongs to

PubCrawl, and 0 otherwise, where |uA| represents the number of occurrences of
uA in PubCrawl. In the remainder of the paper, we will refer to the frequency-
based computation of IS as ISfreq, computed by:

ISfreq = −log2(
|uA|

|Tot|crawl
) (1)

This approach has at least two drawbacks. Unless all possible combinations of
attribute values (as observed in the entire set of profiles Tot) are collected in
the PubCrawl dataset, the frequency-based approach would provide a very coarse
estimation and the IS value is lower bounded by the sample size of the dataset.
Therefore if freq method is used, a maximum value of 19bits can be reached, as
opposed to the maximum IS value of 29bits, based on a full dataset. For the same
reason, we would not be able to estimate the uniqueness of profiles corresponding
to a set of attribute values that are not in PubCrawl. Whereas collecting such a
large dataset is technically challenging, we propose a new methodology based on
the audience estimation provided by the advertising systems of OSNs, which, as
per Section 2, have access to the full set of private user’s profiles.

3.2 Computing Profile Uniqueness from Advertising Audience
Estimation

Ideally, to compute IS and entropy of a set of attributes A that are free from
sampling bias and granularity constraints, we need to know the frequency of each
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profile, i.e. |uA|, in the full dataset Tot. Leveraging the audience size estimation
from the OSN ad platform, we are now able to obtain such statistics that are
based on the entire set of profiles. As discussed in Section 2.3, the audience size
is estimated from both public and private profiles, resulting in overestimation
of frequency for public profiles. This is because user’s privacy policy limits the
amount of information released on public profiles, which is often significantly
lower than that available in private profiles and as such |∅A|pub � |∅A|priv.

However, the bias induced by users’ privacy policy can be corrected by noting
that: |uA|pub = |uA|priv ·P rev(A), where P rev(A) is the probability to publicly
reveal attributes in A knowing that they are disclosed in the private profile.

In the following, we propose two methods to compute P rev, trading off ac-
curacy of the IS estimation and measurement costs (reflected by the number
of requests to the ad platform) as discussed in Section 3.2. These methods are
respectively denoted indep and dep, as they differ in the assumption regarding
the mutual independence of the probabilities to reveal specific attributes.

The indep Method – Assuming Independence between the Likelihood
of Revealing Specific Attributes. Here, we assume the probabilities to re-
veal selected attributes in user’s public profile are mutually independent. The
probability to reveal an attribute ai, P

rev(ai), can then be obtained as follows.
First, we highlight the fact that the total number of public and private profiles

is equal, |Tot|pub = |Tot|priv, i.e. there will always exist a corresponding public
and private user’s profile. We also observe that the number of public profiles in
which an attribute is not present, i.e. |∅ai |pub, strictly depends on the probability
that this attribute isn’t publicly present, i.e. P∅

pub(ai), and as such: |∅ai |pub =

P∅

pub(ai) · |Tot|pub. Similarly, we can calculate the probability that an attribute

is not disclosed in private profiles as: |∅ai |priv = P∅

priv(ai) · |Tot|priv.
The number of profiles which define ai as a private attribute but in turn hide

this attribute from public access can then be obtained from equation (2):

|∅ai |pub − |∅ai |priv
= P∅

pub(ai) · |Tot|pub − P∅

priv(ai) · |Tot|priv (2)

On the other hand, we note that (|Tot|priv − |∅ai |priv) accounts for the number
of private profiles where ai is revealed, and that P rev(ai) · (|Tot|priv − |∅ai |priv)
is the total number of public profiles where ai is revealed. Hence, the difference
(|Tot|priv − |∅ai |priv)−P rev(ai) · (|Tot|priv − |∅ai |priv) accounts for the number
of users who have profiles where ai is revealed on private but not on public
profiles. We can then compute:

|∅ai |pub − |∅ai |priv
= (1− P rev(ai)) · (|Tot|priv − |∅ai |priv) (3)

Hence from equations (2) and (3) we have:

P∅

pub(ai) · |Tot|pub − P∅

priv(ai) · |Tot|priv
= (1− P rev(ai)) · (|Tot|priv − |∅ai |priv)
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i.e.

P∅

pub(ai)− P∅

priv(ai) = (1− P rev(ai)) · (1− P∅

priv(ai))

P rev(ai) = 1− P∅

pub(ai)− P∅

priv(ai)

1− P∅

priv(ai)
(4)

with P∅

pub(ai) is the probability that attribute ai is not available in public profiles.

Note that P∅

pub(ai) is computed from PubCrawl: P∅

pub(ai) =
|∅ai |pub

|Tot|crawl
. On the

other hand, P∅

priv(ai), the probability that attribute ai is not available in private

profiles, is computed from FAP dataset: P∅

priv(ai) =
|∅ai |priv
|Tot|priv , where |∅ai | is not

directly available but can be computed by using the aggregate number of profiles
queried from the ad platform for all possible values of the attribute ai:

|∅ai |priv = |Tot|priv −
∑

uai∈V (ai)

|uai |priv

For example, for the attribute age, the number of private profiles in which
this attribute is not included can be obtained by: |∅age|priv = |Tot|priv −∑j=65+

j=13 |uage=j |priv (age can be queried from FAP for a range of values between

13− 65+, where 65+ refers to the “Nomax” age attribute in FAP).
According to the assumed independence between attributes ai, the probability

to reveal every attribute in A is obtained by: P rev
indep(A) =

∏
ai∈A P rev(ai)

Finally, the IS estimation of public profile uA using indepmethod can be com-
puted as:

ISindep = −log2(
|uA|priv · P rev

indep(A)

|Tot|priv ) (5)

The dep Method – Considering Dependence between the Likelihood of
Revealing Specific Attributes. Although the indep method offers a simple
way to compute P rev(A), the estimation of probabilities can be inaccurate if
the independence assumption does not hold. To verify this, we evaluate the
dependence between the likelihood of revealing specific attributes, based on our
PubCrawl dataset. Table 2 shows the calculated probabilities to reveal each of
the six example attributes: gender, interested in, relationship, age, current city,
and country along the rows knowing that another attribute along the columns
has been already revealed. Table 2 also includes the overall probability to reveal
specific attributes (1− P∅

pub(ai)).
We can observe that there is indeed a correlation between probabilities to

reveal specific attributes on public profiles. To properly assess the correlation
between two attributes, the probability P (ai = revealed|aj = revealed) must
be considered jointly with 1−P∅

pub(ai), the overall probability to publicly reveal
ai. The highest dependance can be observed for users’ interest (Interested In),
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Table 2. Probabilities to reveal attribute a1 (rows) knowing that attribute a2 is shown
on public profile, e.g. P (gender = revealed|age = revealed) = 0.86

1− P∅

pub(ai) 0.76 0.15 0.22 0.024 0.21 0.23

Gend. Int. In Rel. Age City Country

Gender 1.00 0.88 0.86 0.86 0.8 0.8
Interested In 0.17 1.00 0.46 0.35 0.24 0.24
Relationship 0.25 0.68 1.00 0.48 0.33 0.33

Age 0.01 0.04 0.03 1.00 0.03 0.03
City 0.23 0.34 0.32 0.41 1.00 0.97

Country 0.23 0.35 0.33 0.43 0.99 1.00

where users who reveal this attribute have a much higher probability to reveal
any other attributes, e.g. the probability to reveal the relationship status when
Interested In is revealed is over three times higher than the overall probability
to reveal the relationship status.

We note that the values of the probabilities from Table 2 may be driven
either by information sensitivity and user’s privacy awareness, or simply by nat-
ural dependency between attributes from a semantic perspective, however the
dependency analysis is out of the scope of this paper.

In the following, we present a methodology to compute P rev(A) taking into
account the dependency between probabilities to reveal attributes. Addressing
the dependency between P rev(ai) with ai ∈ A, requires us to compute the
frequency of a disclosed combination of these attributes.

P rev
dep (A) can be computed similarly to equation (4), as:

P rev
dep (A) = 1− P∅

pub(A) − P∅

priv(A)

1− P∅

priv(A)
(6)

with P∅

pub(A) and P∅

priv(A), the probability that a set of attributes A is not avail-

able in a public (resp. private) profile being defined as : P∅

pub(A) = P (
∨

ai∈A ai =
∅) and

P∅

priv(A) =
|Tot|priv −

∑
uA∈V (A) |uA|priv

|Tot|priv (7)

We note that the computation of P∅

priv(A), and P rev
dep (A), requires the audience

estimation of every value uA in V (A). This is implemented by requesting every
possible set of attributes from the ad platform. For example, to obtain P∅

priv(A)
where A = {Interested In, gender}, we query the ad platform for the number
of profiles corresponding to all combinations of gender = {man, woman} and
Interested In = {man, woman, both}.

This represents an overhead in terms of measurement costs for the depmethod,
as compared to the indepmethod which requires a fewer number of queries. How-
ever, we note that this overhead may not be prohibitive, as the audience size
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estimation requests are sent to the ad platform only once for any set of attribute
values.

The IS of the public profile uA, assuming the dependency of publicly revealing
attributes, denoted by ISdep, can be estimated as:

ISdep = −log2(
|uA|priv · P rev

dep (A)

|Tot|priv ) (8)

4 Findings on Public Profile Attributes

In this section we study the uniqueness of users within the PubCrawl dataset,
using the methodology presented in Section 3. We stress that our main focus is
on the uniqueness resulting from the presence of specific attributes and attribute
combinations in user’s public profile, in line with our goal to have a generic mech-
anism for evaluating uniqueness. The impact of specific values is only presented
for selected examples and used for illustration purposes and a comprehensive
analysis based on attribute values is subject for further study.

4.1 Information Surprisal for a Single Attribute

We first consider the IS and entropy (average IS) for individual attributes, cal-
culated using the freq and indep/dep methods and based on the PubCrawland
FAP datasets. Note that in this section, as we are calculating IS (and entropy)
for a single attribute, the ISdep and ISindep (and corresponding entropy) values
are identical, and denoted as ISdep/indep.

Figure 1 (a)–(l) shows the PDF and CDF of the calculated IS values (y-
axis, left and right hand side, respectively). For the sake of clarity, entropy H
is included as a numerical value on top of each sub-figure (a)–(l). In addition,
an absence of an attribute value may also be related to the profile uniqueness.
To illustrate this, suppose that all users but one show their gender, as such the
user who is hiding this information is uniquely identifiable since he has a unique
“disclosing” pattern. Hence, the entropy is not only derived from the attribute
value, but also from its presence (or absence). Therefore, we also show above
each of sub-figures 1 (a)–(l) the number of users who hide a specific attribute
and the associated IS as numerical values.

Overall, we can observe that there is a considerable difference in the range of IS
and entropy values for selected attributes, with gender shown in Figure 1 (c)–(d)
having the lowest and current city shown in Figure 1 (k)–(l) the highest entropy
(and IS) values, respectively 1.3bits and 13.6bits. This follows the definitions of
IS and entropy, which are related to the number of values an attribute may take
and the number of users with specific attribute values, so higher information
granularity and lower number of users for a specific value both result in a higher
uniqueness.
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Fig. 1. PDF (left) and CDF (right) of IS values and Entropy H (shown on top of
the sub-figures) for single attribute computed by ISfreq and ISdep/indep methods (note
ISdep = ISindep for single attribute). Values are shown for: age, gender, relationship,
interested in, current city and country. * hidden IS=information surprisal for users
hiding this attribute; N: number of users who hide this attribute; ** N/A: Total of N
and the number of users for whom the disclosed attribute value is not available on FAP,
e.g. age > 65

Age: Considering the ISdep/indep values in Figure 1 (b), we can observe that over
70% (∼ 5.5k) of users have an IS value higher than 10.5bits, corresponding to an
identifying user group size of about 500k users. This supports the conclusion that
age is an identifying attribute which users should be careful about disclosing. In
line with this, the users who hide this attribute (representing 98.4% of the total
population) are highly anonymous with an IS value of 0.024bits. We remind the
reader that each bit of information increase in IS halves population size to which
the user represented by their public profile with corresponding IS may belong.

Gender: We can observe that Facebook users who reveal the gender attribute
disclose less information (with average ISfreq = 1.34bits shown in Figure 1 (c)
and average ISdep/indep = 1.4bits) shown in Figure 1 (d) than the users who
consider this information private (with IS of 2.08bits). In Section 4.4 we will
show the impact of hiding a common combination of attributes, including gender.
Note that this is a highly popular attribute, with around 75% of Facebook users
disclosing it in their profiles. Consequently, the population that hides it displays
a high IS value for this attribute.
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Relationship Status: The calculated ISfreq shows, in Figure 1 (e)–(f), that
for more than 60% of the users, the relationship status reveals a low value of
IS, with ISfreq = 4bits and ISdep/indep = 4.4bits. Hiding this information has a
very low associated IS of 0.35bits. We note that only a subset of IS results are
presented here, due to the supported values in FAP 13.

Interested In: We observe in Figure 1 (g)-(h) that the vast majority of profiles
in our dataset do not disclose this attribute, resulting in a low IS value for such
users (0.24bits). The average ISfreq values for users who display this attribute
are moderate (7.53bits). Similarly, the ISdep/indep values also do not indicate high
user uniqueness, with users being identifiable to within a group of 3.9 Million,
only by revealing this single attribute.

Current Country: There is a wide range of IS values for users who have dis-
closed this attribute, as can be seen in Figure 1 (i)–(j). The average IS values are
moderately high, with ISfreq = 5.54bits and ISdep/indep = 6.08bits, while hiding
this information reveals very little (0.4bits). We note that 210 different coun-
tries appear as values for this attribute in our PubCrawl dataset. By examining
the data values, we have observed that close to half of the total population (of
those who have revealed their current country) have US as this attribute value.
Therefore, the corresponding IS, for both ISfreq and ISdep/indep methods, is low
with a value of around 4bits. For all other users with the current country at-
tribute set, the calculated IS values for both methods range between a moderate
value of 7bits to 15bits, a significant amount of information which increases the
uniqueness of the user resulting in an identifiable group of around 22k users.

When comparing the ISfreq and ISdep/indep values, we can observe a lower ISfreq

for the US, indicating that the ISfreq method overestimates the representation
of US in the IS calculation.

Current City: The large range of potential values for this attribute and cor-
respondingly high potential to distinguish users intuitively flags it as sensitive
personal information. We can observe from Figure 1 (k)–(l) that the average IS
values are quite high, with ISfreq = 12.7bits and ISdep/indep = 13.16bits, while
hiding this information reveals very little (0.4bits). Also, more than 75% of the
users who display this attribute value lose more than 11bits (based on both ISfreq

and ISdep/indep values). Note than more than 20% of the users in PubCrawl reveal
this information, which makes it a valuable attribute for unique identification.

4.2 Expected Information Surprisal as a Function of the Number of
Attributes

We now consider multiple attributes in IS calculations. Figure 2 shows the ex-
pected IS and the average entropy values calculated for a varying number of

13 The Facebook Ads Platform (FAP) allows display of relationship statistic based only
on a subset of values supported in Facebook profiles: single, married, engaged and
in a relationship; queries based on divorced and widowed status are not supported.
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attributes. We show the minimum, 25th percentile, median, 75th percentile and
maximum of the IS values for all users. Both IS and entropy are averaged over all
combinations of the selected number of attributes. As can be expected, increas-
ing the number of disclosed attributes results in higher IS and entropy values
and the corresponding amount of revealed information about the users. In Sec-
tion 4.3, we will explore the specific attribute combinations which will result in
higher IS values and therefore present a higher privacy risk for users.

 0

 5

 10

 15

 20

 25

 30

 35

 0  1  2  3  4  5  6  7

IS
 (

bi
ts

)

Number of Attributes 
 (a)

ISfreq ISdep ISindep

 5

 10

 15

 20

 25

 30

1 2 3 4 5 6

A
ve

ra
ge

 e
nt

ro
py

 (
bi

ts
)

Number of Attributes
 (b)

entropy Efreq
entropy Edep

entropy Eindep

Fig. 2. (a) Information surprisal and;(b) Expected entropy for a varying number of
attributes

Comparing the results obtained using the three calculation methods, in Fig-
ure 2 we can observe that the values of ISfreq are consistently lowest for all
attribute combinations, followed by ISdep and ISindep. As previously discussed,
ISfreq presents a rough calculation of values, which can be used as an indication
of the relevance (to privacy) of both attributes and attribute combinations. In-
creasing the complexity of obtaining data (i.e. the number of required queries
from FAP) increases the accuracy of the result. Consequently, the ISindep values
can be calculated for the combinations not present in the collected dataset. How-
ever, this method results in higher IS and entropy values than what is obtained
by the more precise ISdep method, which in turn requires the highest amount of
information from FAP.

We can observe the most significant difference in the IS and entropy values
obtained by different methods when considering the users who have revealed
six attributes in Figure 2 (b). The ISindep and ISdep values reach an average
entropy higher than 25bits, representing a corresponding uniqueness within a
set of 22 users, while the ISfreq value underestimates IS and only reaches 19bits
of entropy with a significantly lower corresponding unique user set of around
1300 users. Although there may be a number of factors contributing to the low
ISfreq values, the most relevant one is the dependency of the frequency-based
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entropy estimation on the used dataset. Regardless of the large size and the
unbiased sample of the full dataset that we have used for ISfreq calculations, a
number of combinations of attributes among the profiles may still be missing
and will influence the result.

4.3 On the Relevance of Disclosed Attribute Combinations

We now consider the IS values for different attribute combinations, enabling us to
draw conclusions about the dominant (and less relevant) parameters contributing
to privacy loss. Figure 3 shows the cumulative distributions function of the IS,
for: (a) ISfreq, ISindep and ISdep with all six attributes considered; (b)–(d) ISfreq,
ISindep and ISdep for selected attribute combinations that were shown to have
extreme (both low and high) IS values. Similarly to the results shown in Figure
2, we can observe that revealing 6 attributes (regardless of their values) results
in a high IS value for the majority of users, e.g. observing the ISindep and ISdep

CDF values in Figure 3 (a), more than 80% of the Facebook population with six
disclosed attributes has IS of more than 22 bits. This represents users uniquely
identifiable within a set size of 170.

Considering specific attribute combinations shows the importance of having a
carefully considered personal privacy policy with selectively disclosed attributes.
Figures 3 (b)–(d) indicate that users should be wary of concurrently disclosing
the combination of age, gender and current city, as this reveals almost as much
information as as the total of six disclosed attributes. Although the granularity
of our data is significantly lower (only age is available in the PubCrawl dataset, as
compared to full birth date in the dataset used in [11,23]) and we study a different
community (global and online, as compared to US only and based on Census
data in [11, 23]), our results are in line with the previously published studies
on the uniqueness of demographics [11,23], which show that the combination of
gender, ZIP code and date of birth has a very high uniqueness. We can observe
in Figure 3 (c) that around 55% of users have IS of around 25 bits and can
therefore be identified in a set of 20 users. Further to this, around 18% of users
can be uniquely identified, having the IS value of their public profile at 29 bits.
This represents a significant potential threat, as the corresponding number of
Facebook users is around 7.7 Million for being identifiable to within a set of 20
and 2.7 Million for unique identification.

On the other hand, revealing the gender and interested in may not be harmful
from a privacy perspective for most of the Facebook users (IS is less than 5 bits
for 90% of the users). Disclosing the relationship status along with the gender
and country of residence reveals a higher amount of information, with more than
70% of users loosing at least 11bits of IS.

We note that, although our results have been derived for a sample of the
Facebook population, the unbiased nature of the sample (as argued in Section
2) makes them applicable to the whole Facebook population.
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Fig. 3. Multiple attribute information surprisal distribution

4.4 Impact of Privacy Policy

This section complements the understanding of the key parameters that influence
the resulting IS and entropy values of users’ profiles, by studying the potential
impact of users’ privacy policy.

The likelihood to reveal specific attributes varies significantly amongst user
profiles and there are some combinations that users may potentially prefer to
hide (the dependency between probabilities to reveal pairs of attributes, shown
in Table 2 partially illustrates this). One consequence of users’ restrictive pri-
vacy policies is that other users revealing a rare set of attributes may be more
easily identifiable, independently from the values of the attributes (i.e. regard-
less whether the attribute’s values are rare). To verify this claim, we show in
Figure 4 the information surprisal ISdep as a function of the P rev

dep (note the log
scale on the x-axis).

As expected, the lower the probability with which users reveal attributes, the
higher the value of ISdep. However, to understand whether the increase in profile
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uniqueness is contributed by the attributes’ values themselves or by the hiding
of these attributes (setting restrictive privacy policies), we also include in the
figure the values of ISpriv denoting the information surprisal of the user’s private
profiles (i.e. reflecting the profile uniqueness contributed to by all the attribute
values). ISpriv is obtained from the Facebook Ads platform statistics, for each
set of attributes corresponding to a specific value of ISdep. For improved clarity
of the figure, we also plot the Bezier approximation of the data.

We again observe the general trend for both ISdep and ISpriv: A decrease
in P rev

dep values corresponds to an increase in average ISdep and ISpriv values,
which illustrates that independently from the attributes values, the more a set of
attributes is hidden the more unique the corresponding profiles will be. In other
words, a restrictive privacy policy is also a good identifier of profiles. On the other
hand, we highlight an interesting observation that can be made from Figure 4,
which shows that the gap between the ISdep and ISpriv also increases as P rev

dep

decreases. This result suggests that the more users tend to hide a combination
of attributes, the more identifying this set of attributes will be for other users
that do reveal it. The paradox here is that when a combination of attributes
becomes rare, due to the majority of user’s choice to hide it, it also becomes
very identifying when revealed on other profiles.

5 Discussion

Potential Extensions. As previously mentioned, a frequency-based approach
to compute profile uniqueness is dependent of the collected public profiles i.e.
the captured set of combinations of attributes. It is therefore impractical, as
e.g. it cannot estimate the uniqueness of a profile with a combination of at-
tributes absent from the dataset. An alternative approach could be to adopt a
smoothing-based (e.g. Good-Turing [9] ) frequency estimation technique to pre-
dict the occurrences of the non-observed combinations of attributes, by relying
on observed distributions of individual attributes. However, a smoothing-based
method still cannot take into account the dependence between the likelihood of
revealing specific attributes. In this work, we have deliberately chosen to focus
on a fixed set of attributes. Our paper illustrates the extent to which the chosen
attributes may identify the users revealing them. Although the results presented
in this paper are only applicable to Facebook population, it is important to note
that our methodology is general enough to be extended not only to other at-
tributes but also to other online services providing similar statistics platforms,
e.g. LinkedIn14, Yelp15. We also did not include users’ names in this study, as
the application scenarios we consider focus on anonymized profiles where the
identity of users is unknown.

Addressing Possible Limitations. We stress that in this work we did not
investigate in depth the impact of attribute values on the uniqueness of at-
tributes. In Section 4, we have observed the impact of some attribute values

14
https://www.linkedin.com/ads

15
http://www.yelp.com/advertise

https://www.linkedin.com/ads
http://www.yelp.com/advertise
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(e.g. US in current country) on the IS values computed for a single attribute.
Such analysis can and should be extended to other attributes and attribute
combinations. In this paper we took a first step towards the analysis of profile
uniqueness by examining the combinations of attributes that globally, across a
selected OSN (i.e. considering a large sample of users), enable re-identification
of profiles, independently from whether such re-identification would result from
the rare combinations of attributes or the rarity of the attribute values.

Finally, as discussed in Section 2, our use of FAP as a statistical database
for private attributes heavily relies on how these statistics are extracted by the
OSN operator. Our methodology assumes that the audience statistics are only ex-
tracted from private profiles (which by definition include public profiles). While
Facebook claims that indeed this is the case, a number of other indicators could
be used to populate users’ (missing) attributes. While this is possible in theory,
we believe that this unlikely to happen in practice as the OSNs business model
heavily depends on their credibility, and as such attribute inference, which is
prone to errors, is unlikely to be adopted.

We acknowledge however that the accuracy of our profile uniqueness estima-
tion is tightly linked to the accuracy of the statistics collected from the FAP.

6 Related Work

The study [23] was the first to show that seemingly coarse-grained information
such as birth date or ZIP code, if combined, can uniquely identify their owners.
Following studies such as [11] emphasize the same finding that: “few charac-
teristics are needed to uniquely identify an individual.” Our work complements
these by proposing a way to measure the uniqueness of every public profile in a
large Online Social Network (e.g. Facebook). Moreover, these studies differ from
ours in at least two aspects. First, studied datasets are released by a third-party
(e.g., government) who decides which attributes to disclose. This implies “a one
rule fits all” approach, where all users are subject to the same privacy policy.
Our work considers a dataset where each user has significant control over the re-
vealed data. Second, the targeted populations are significantly different, i.e. US
census data versus our world-wide and online population. Hence, our work can be
viewed as a new technique to quantify user anonymity in a dynamic environment
(e.g. OSNs), where both self-selected and crowd-driven privacy policies impact
user anonymity. Moreover, while our approach does not explicitly address user
re-identification and record linkage, it can be leveraged to assess the feasibility
of such attacks. Specifically, the magnitude of the IS value of a user’s profile (in
the attacked dataset) can be directly related to the level of user’s vulnerability
to linkage. In the following, we discuss the works most closely related to ours.

Entropy has been used at various levels: to measure the fingerprint size of a
web browser [8], of a host [25] or to track users across multiple services based
on their usernames [21].

Privacy Leakage in OSN: Numerous works studied the information leak-
age resulting from OSN use. Krishnamurthy et. al. presented results for both
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mobile [14] and fixed [15] OSNs. Irani et. al. [12] introduced the online so-
cial footprint, consisting of the aggregate information of OSN account own-
ers. [6] investigated the factors that contribute to increased online social foot-
print, based on cross-OSN public profiles analysis. [22] investigated the evo-
lution of user’s privacy policies. A second line of research studied how to ex-
ploit publicly revealed information to infer hidden/private data using communi-
ties and friendship relations [18, 26] or profile information [5, 16]. Finally, [13]
leverages the micro-targeting platform provided by Facebook to target specific
users and infer their hidden information. After the publication of [13], several
targeting attributes were removed from the Facebook Ads platform and Face-
book claims that an ad requires a minimum audience size of 20 to receive any
prints. We note that, to the best of our knowledge, none of the work related
to privacy issues in micro-targeting platforms considers them as a statistical
database.

De-anonymization:Multiple studies explored the feasibility of de-anonymizing
both statistical databases [2,3] and micro-data [4,19,20]. Different types of data
structures have been targeted, ranging from movie rating data [19] to social
network graphs [20]. All these studies share the same (attacker) goal, that is
to produce an efficient algorithm that leverages background knowledge to de-
anonymize users. Other works utilize obfuscation techniques like differential pri-
vacy to ensure privacy of publicly accessible (or released) data [7], [17]. Our
work can be seen as a possible aid to techniques which rely on obfuscation, as
it provides a measure of privacy and can potentially be utilized e.g. directly by
users to control their released data prior to obfuscation.

7 Conclusion

This paper proposes a novel method to compute the uniqueness of public profiles
independently from the dataset used for the evaluation. We exploit the Ads
platform of a major OSN, Facebook, to extract statistical knowledge about the
demographics of Facebook users and compute the corresponding IS and entropy
of user profiles. This is used as a metric to evaluate Facebook profile uniqueness
and hence the magnitude of the potential risk to cross-link a user with other
public data sources. Our findings highlight the relevance of choosing the right
combination of attributes to be released in user’s public profile and the impact
of user’s privacy policy on the resulting anonymity.
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Abstract. Many attempts have been made to replace the ubiquitous
username-and-password authentication scheme in order to improve user
security, privacy and usability. However, none of the proposed methods
have gained wide-spread user acceptance. In this paper, we examine the
users’ perceptions and concerns on using several alternative authentica-
tion methods on the Internet. We investigate the adoption of the new
German national identity card, as it is the first eID-enabled card with
dedicated features to enable privacy-preserving online authentication.
Even though its large-scale roll-out was backed by a national govern-
ment, adoption rates and acceptance are still low. We present results of
three focus groups as well as interviews with service providers, showing
that preserving privacy is just one of several factors relevant to the ac-
ceptance of novel authentication technologies by users as well as service
providers.

Keywords: Privacy-Preserving Authentication, Usable Security,
National Identity Cards, eID, Technology Acceptance, Social Factors.

1 Introduction

Username-and-password remains the prevalent mechanism for every-day online
authentication. While services and usage patterns evolve, this authentication
mechanism has been largely unchanged throughout the history of Information
Technology. Of Alexa’s top 100 websites1, most sites offer additional features
behind a username-and-password-based login or require a login to access the
site at all. Users have learned to accept this form of authentication [12] and
use creative schemes to tailor the system to their needs [20]. They use separate
pseudonyms for different services and choose password strength according to
several criteria [8,10,12] to maintain appropriate levels of privacy and security.

1 cf. http://www.alexa.com/topsites/global

E. De Cristofaro and M. Wright (Eds.): PETS 2013, LNCS 7981, pp. 245–264, 2013.
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Several papers (e. g. Bonneau [2], Dhamija et al. [7], Jakobsson and Dusseault
[14], as well as Perito et al. [23]) and incidents2 have shown problems with the
current practice and numerous alternative online authentication schemes have
been proposed to overcome these [6,3]. However, none of these schemes has found
wide-spread adoption yet. In an extensive survey of proposals for improving
online authentication, including password managers, graphical, cognitive, phone-
based or biometric schemes, as well as paper and hardware tokens, Bonneau et
al. [3] found that none of the 35 mechanisms under investigation came close to
the benefits username-and-password currently offers to users. While security was
generally better with the alternatives, deployability was always worse and with
many usability also suffered. While hardware tokens such as smartcards could
provide strong security, these mechanisms have high deployment costs for both
users as well as providers and additionally require the user to carry an object
around.

A trend of the past years could, however, be able to alleviate these major
downsides of physical tokens. Many countries are currently in the process of
rolling out or have already rolled out national identity cards with a means to
access identity information electronically (electronic identity, eID). Acuity Mar-
ket Intelligence projects that 85% of identity credentials issued annually will be
electronically readable by 2015 and four out of five countries will be issuing eID-
capable identity cards3. This implies that, soon enough, a considerable portion
of Internet users will be carrying a token, capable of electronic authentication,
that has already been paid for.

While the USA have not yet announced plans to introduce eID documents, 24
of the 27 countries in the European Union have already deployed or plan to de-
ploy eID cards4. The European Commission is actively supporting digital identi-
ties and aims to adapt legislation to increase adoption5. Since national eID cards
are compulsory in many states, they have the potential to gain broad acceptance
as an electronic means of identification. Additionally, these cards are often ha-
bitually carried by their owners and hence, similar to mobile phones, are more or
less ubiquitously available. Currently, available solutions in countries such as Es-
tonia or Belgium aim at proving real identities for public services/eGovernment
as well as eCommerce and eBanking applications. This focus has however limited
their applicability as a general online authentication mechanism.

In this paper, we analyze the most recently introduced eID scheme: the nPA
(Neuer Personalausweis, new personal identity card) launched by the German
government in November 2010. This official document is the first to include
privacy-preserving features beyond proving one’s true identity electronically.

2 http://www.h-online.com/security/news/item/

Password-leaks-bigger-than-first-thought-1614516.html,
http://arstechnica.com/security/2012/08/passwords-under-assault/

3
http://www.acuity-mi.com/GNeID_Report.php

4
http://www.epractice.eu/en/community/eureid/view resources/

Factsheet-on-the-electronic-Identity-at-pan-European-level—May-2012
5
http://www.euractiv.com/infosociety/

brussels-wants-identities-eu-cit-news-512833

http://www.h-online.com/security/news/item/Password-leaks-bigger-than-first-thought-1614516.html
http://www.h-online.com/security/news/item/Password-leaks-bigger-than-first-thought-1614516.html
http://arstechnica.com/security/2012/08/passwords-under-assault/
http://www.acuity-mi.com/GNeID_Report.php
http://www.epractice.eu/en/community/eureid/view_resources/Factsheet-on-the-electronic-Identity-at-pan-European-level---May-2012
http://www.epractice.eu/en/community/eureid/view_resources/Factsheet-on-the-electronic-Identity-at-pan-European-level---May-2012
http://www.euractiv.com/infosociety/brussels-wants-identities-eu-cit-news-512833
http://www.euractiv.com/infosociety/brussels-wants-identities-eu-cit-news-512833
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While the nPA can reliably verify that a person lives in a certain city or is
of certain age without disclosing the actual address or age, it can also generate a
provider-specific pseudonym directly on the card. It is therefore the first national
ID card technically capable of substituting username and password without any
threat to the user’s privacy. With the nPA, the user can choose to login without
disclosing identifying information or with dependable proof of his true identity.

In this paper, we aim to analyze which factors inhibit the acceptance of the
nPA in order to support the development of future Internet authentication al-
ternatives. The core contributions of this paper are as follows:

– We investigate the users’ perceptions in using a new system for everyday
online authentication and identify motivations for, as well as barriers to
adoption.

– We present technical and social factors that influence the acceptance of al-
ternative authentication mechanisms in general and how privacy-preserving
features compare to these other factors.

– We shed light on the needs and perceptions of businesses offering such an
alternative authentication mechanism for their online services.

– We provide recommendations that can support the deployment of future
large-scale authentication systems.

To the best of the authors’ knowledge, this paper is the first to discuss the
role of national ID cards in the search for a username-and-password alternative.
While we do not suggest that the nPA is the best possible solution, we believe
that smartcards issued by national governments can provide a viable basis for
more security and good usability in online authentication. Germany’s efforts to
maximize privacy in their eID scheme is an important step towards enabling
wide-spread use.

2 Related Work

There is a long line of research on technology acceptance in general from the area
of Information Science and Business. A recent model for security technology ac-
ceptance of Herath et al. [13] explicitly addresses IT security services. They com-
bine the well-known and widely discussed Technology Acceptance Model (TAM)
of Davis et al. for general technology acceptance [5] with Liang et al.’s Tech-
nology Threat Avoidance Theory (TTAT, [19]), which relates avoiding security
threats to coping behavior and Protection Motivation Theory.

In Herath et al.’s model, a user’s motivation to adopt a mechanism depends
on three main factors: threat appraisal, internal coping mechanism appraisal and
external coping mechanism appraisal. This means that the user needs to decide
to what extent a threat applies to him or her, evaluate whether or not he or she
can cope with this threat using existing – or internal – mechanisms, and whether
or not another – or external – mechanism is suited to cope with this threat. In the
model, the appraisal of external mechanisms mainly depends on the two main
factors outlined in TAM: Ease of Use and Usefulness. Additionally, Herath et al.
posit that concerns about the violation of privacy play an important role in this
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process. In this work, we identify the components of this model in the real-world
nPA deployment, propose additional factors relevant to Internet authentication
systems and provide a detailed understanding of the users’ underlying decisions.

The challenges for digital identity management have been discussed in general
by Dhamija and Dusseault [7] and for eID in particular by Grote et al. [11]: While,
according to both these works, the eID functionality of Germany’s new ID card
has flaws, the scale of the roll-out and the implicit trust in a government-issued
document offers an opportunity to investigate the acceptance of a real world
deployment above and beyond purely academic proposals.

Sun et al. [26] found that users need more privacy control, better integration
and trust in the involved parties when using OpenID. Dey and Weis [6] presented
an approach to add pseudonymity to OpenID federations and Perito et al. [23]
demonstrated that it can be easy to link pseudonymous and public user profiles
across services to gain additional information about users. These papers argue
for the need of privacy in online authentication, which the German eID scheme
is able to offer to a wide audience.

Other past work has also investigated user acceptance of authentication tech-
nology: Jones et al. described users’ general perceptions of authentication mecha-
nisms [15] and Weir et al. compared the usability of two-factor authentication for
eBanking applications [28]. Both papers discuss interesting individual insights
into users’ decisions on authentication technology, but, in contrast to this paper,
do not attempt to paint a more general picture.

Furthermore, the EU projects PRIME and PrimeLife addressed many facets
of digital identity management. In particular, Wästlund et al. [27] analyzed
several UI metaphors to communicate privacy-enhancing features in identity
management to users. This paper complements this work by investigating the
role of privacy-preserving features in the light of other acceptance factors in a
real-world, large-scale roll-out of a new authentication system.

3 The German eID Scheme

The information accessible on the new German ID card includes first and sur-
names, title, address, date of birth and document type.6 Additionally, the card
can provide functionality for residence verification, age verification and pseudony-
mous identification without disclosing the actual information [9]. It is the first
eID-enabled document in the EU to provide such functionality while including
privacy and security as major design goals.

Margraf [21] lists the requirements adhered to during the design process of
the new card, including encryption of all transmitted data, explicit user consent
to all data transmission, authentication of the communication partner, trans-
mission of necessary data only, inability to monitor the card holder’s activities,
revocation of lost cards, the ability to provide pseudonymous authentication, and

6 Currently, the only document type is the ID card itself. However, if eID functionality
was integrated into other types of official documents (e.g. driver’s licenses), this field
would indicate which type of document the user is authenticating with.
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the infeasibility of identifying the user and the card through unique properties.
These requirements are met using a number of technologies (Card-Verifiable Cer-
tificates, Extended Access Control) and organizational processes. The interested
reader is referred to the technical specification [4]. In the following, we present
the online authentication process using the nPA from a user’s perspective and
will also briefly outline the requirements for a service provider.

To authenticate to a service, the user needs three things: his ID card with the
corresponding PIN, a certified card reader and a certified client software to run
the necessary protocols. The card reader costs between 30 Euro for a basic reader
without keypad and 160 Euro for a model with display and keypad. This is also
one of the major disadvantages of the scheme that we will discuss below. A free
reference implementation of the software, called the AusweisApp, is currently
available from the Ministry of the Interior. Although the need to memorize a
PIN may cause problems common to password schemes, users would only need
to remember one PIN instead of a larger number of passwords. Users are also
used to remembering PINs through the use of banking cards and mobile phones.

When the authentication process begins, the service provider requests au-
thentication using an eID service run by a certified third party. The eID service
initiates the cryptographic protocols and establishes a secure channel between
the card and the service provider. The user is then presented with information
on the service he is authenticating to by the AusweisApp and can also verify
which of the information on his nPA will be shared. The user enters the per-
sonal PIN code and the client software securely delivers the desired information
to the service provider.

In order to use eID functionality, a service provider needs to apply for an au-
thorization certificate at the Federal Office for Authorization Certificates. The
provider’s need for identifying data will be evaluated by examining her business
processes. Service providers get an authorization certificate if they can demon-
strate a need for the requested information in compliance with privacy regula-
tions. Only this certificate then enables a service to read exactly the approved
data items from the ID card. Currently, 85 providers hold one or more authenti-
cation certificates. It is important to note that almost any service provider would
be able to get a certificate to access the pseudonymous identification function,
which does not disclose any personal information to the service provider but
only allows to re-identify a returning user.

In November 2011, after one year, 8 million citizens already received an nPA7.
Our interview partners from public offices (see below) estimated based on inter-
nal statistics that in September 2012 up to 15 million German citizens were in
possession of a new eID-capable personal identity card. These sources also re-
ported that only about 20 to 30% of card holders have their eID capabilities
activated, since eID can be deactivated upon request when the user picks up the
card; we discuss this further below.

7
http://www.personalausweisportal.de/SharedDocs/Pressemitteilungen/DE/

2011/Jahrestag.html

http://www.personalausweisportal.de/SharedDocs/Pressemitteilungen/DE/2011/Jahrestag.html
http://www.personalausweisportal.de/SharedDocs/Pressemitteilungen/DE/2011/Jahrestag.html
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4 Problem Statement

In this paper, we provide a new perspective on the question of improving online
authentication and replacing username-and-password. In this line of research,
the interplay of social and technological factors is often neglected. We believe
this is a critical oversight which is hampering the search for new and better
authentication systems. In this work, we offer new insights by examining the
users’ perceptions of a large-scale and secure scheme that they already have
access to but are reluctant to put into use. By investigating the acceptance
of a mechanism that is currently being deployed at a national scale, we have
a unique opportunity to analyze what keeps users from adopting an alternative
means of online authentication after a dependable, privacy-preserving and secure
infrastructure was created by the government and to reveal the social as well as
technological factors of their non-acceptance.

For the new German ID card and its eID functionality, Poller et al. [24] pos-
tulate one main obstacle for adoption: an imbalanced cost-benefit ratio for both
businesses and end-users causing a chicken-and-egg problem. Without useful
and relevant services, users shy away from investing both time and money into a
new technology. Yet, without a significant user base, service providers do not
implement and invest in a new technology that would only replace existing
mechanisms, which currently fit their needs well. In the model of Herath et
al., this means that users decide that their internal mechanism (i. e., the exist-
ing username-and-password practice) is suited to cope with the given situation,
which negatively affects the appraisal of a new external mechanism.

Beyond this problem, we find that there are further factors that influence
the appraisal of an external authentication mechanism, including governmental
involvement, social factors and comfort or a feeling of control. In our study, we
address the following questions from a user’s perspective and also present the
providers’ views of a novel authentication technology:

1. Which technical and social factors influence authentication behavior?
2. Which deficiencies do users see in their current authentication practice?
3. How do users perceive alternative authentication mechanisms?
4. Why do users not adopt the available eID mechanism?
5. How does the official nature of the identity card influence their perceptions?
6. Which types of services can benefit from using eID?
7. Which measures might increase eID adoption?

5 The User Perspective

eID adoption has been very slow in Germany from the first day of its introduc-
tion. While many people have received a new identity card, only few services
offer eID authentication. Due to the users’ lack of practical experience, we chose
to conduct focus groups to explore the perceptions of eID technology from the
user perspective.
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5.1 Method

Focus Groups are a variation of a group interview that “collects data through
group interaction” [22]. Focus groups have been repeatedly used to “study per-
ceptions, thoughts, and emotions” [1,18]. Even though the use of focus groups for
HCI research has been subject to discussion [25], they can extract information
where other qualitative tools fail [22]. We chose this method to collect a number
of factors that might influence participants’ perceptions of a rather unknown
topic. Since eID mechanisms are not part of common knowledge or commonly
used yet, a traditional interview might have intimidated participants. Krueger
and Casey [16] suggest that interviewing participants in a homogeneous group
can elicit more open and honest responses, since participants realize that oth-
ers also do not know so much. Additionally, discussion and interaction between
participants can raise points that would otherwise not have been addressed.

We stress that our focus groups yield purely qualitative results from which we
aim to extract a set of possible factors, perceptions and influences. While group
dynamics may have biased the views of individual participants, we believe that
we present a superset of issues that influence the acceptance of authentication
technology. Furthermore, due to the nature of focus groups, we do not analyze
individual views or draw quantitative results from this analysis and will therefore
not report counts for the issues raised [16]. Investigating the relative importance
of each of the discovered factors will be subject to future work.

We invited 971 students from a university mailing list using a screening survey
that collected demographics, technical experience and Westin’s Privacy Index
[17]. The invitation advertised a “group discussion on daily usage behavior on
the Internet” that would last 90 to 120 minutes and offered 20e of compensation.
Students of computer science, information technology and electrical engineering
did not receive the invitation in order to prevent anyone from disrupting the
groups by being perceived as experts. This is an important consideration for focus
groups, especially when discussing a topic where most people would readily defer
to experts, since a single individual with extended knowledge can diminish the
variety of responses and make participants reluctant to offer own explanations
[16]. We received 76 complete responses to our screening survey. According to
indicated time preferences, we randomly selected 4 groups of eight people and
sent out invitations for the first three. We ran three of the four planned groups
before we reached saturation (i. e. there were no more new aspects discussed in
the third group).

Of the 24 people invited to the three groups, 18 attended. A demographic
overview can be found in Table 1. According to their Westin index, none of our
participants belonged to the privacy unconcerned category, which includes in-
dividuals that do not feel that their privacy is threatened by current practice
and that the benefits of disclosing data outweighs the potential dangers. Most
belonged to the pragmatist category, that would “weigh the potential pros and
cons of sharing information” [17]. The remaining eight participants belonged
to the so-called Privacy Fundamentalists, who are most protective of their pri-
vacy. We accept the lack of unconcerned participants for our study, considering
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Table 1. Overview of demographics for focus group participants. Technical Experience
is rated on a scale from (1) “I often get help from others” to (5) “I often help others”.
The Privacy column shows the counts for the three categories of the Westin Index:
Privacy Fundamentalists/Pragmatists/Unconcerned

Group # N (female) Age (sd) Tech. Exp. (sd) Privacy

1 6 (4) 23.5 (1.4) 3.0 (1.1) 2/4/0
2 7 (3) 24.1 (4.9) 3.6 (1.3) 2/5/0
3 5 (1) 23.0 (3.2) 3.2 (0.8) 4/1/0

Overall 18 (8) 23.6 (3.4) 3.3 (1.1) 8/10/0

that privacy pragmatists and fundamentalists represent those groups that would
express most concerns on using eID.

During the focus groups, one moderator and one assistant were present. The
moderator actively engaged with the participants while the assistant monitored
recording and took notes. We tried to create a comfortable atmosphere, using
a small conference room and unobtrusive recording equipment. The moderator
used informal language and first names during the entire process and encouraged
direct exchanges between the participants. Name tents with first names were
placed on the table to increase direct interaction.

During discussion, the moderator interfered as little as possible: he steered
the conversation towards the topics of interest and encouraged participation
from less active subjects. We prepared a questioning route, that gradually lead
participants from their current behavior and use of authentication mechanisms
towards their attitudes and perceptions of eID technology in the new German
ID card. In the debriefing session, participants unanimously reported that they
perceived the group as a non-threatening and interesting experience. Some par-
ticipants indicated that they wished that they could participate in such groups
on a regular basis to learn more about their own online security.

5.2 Results

The three sessions each lasted between 96 and 115 minutes. The audio recordings
were transcribed and statements subsequently assigned to the general questions
introduced above. To present the results, we report statements from all three
sessions grouped by these questions. Participants are referred to as P1 to P18.

Current Authentication Behavior. We began the discussion by asking for the
participants’ general habits on the Internet, before focusing on their authenti-
cation practice. Most participants stated that they use two to ten passwords,
assigned to “service categories”. The categories having the strongest passwords
were often linked to attributes such as “important”, “serious” or “official”.

Online banking was treated with particular care by participants: they use
unique and longer passwords that they generally do not write down. Participants
also reported that they may actively hide security tokens used for online banking,
because, in their opinion, usernames and passwords are easily obtainable by
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attackers. Generally, participants reported that the consequences that might
arise from a compromised account affects how they choose their passwords.

Next, we asked for password management behaviors. Those who had few pass-
words mostly kept them in memory, while those with a larger number often used
a paper-based list. Mixing passwords and usernames or using password patterns
while changing individual components was also mentioned: “I have five to six
passwords, two to three usernames and I mix those and then I have to remember
that. Very easy. It’s good for your memory [and] good for your security” (P9).

Participants also used password managers and also synced them between de-
vices. Interestingly, many participants did not know of password managers before
the discussion. P16 indicated that he has a password manager which is secured
by a fingerprint reader on his laptop, but doesn’t use it because he does not care
enough about security.

Deficiencies of Current Authentication Practices. When queried how secure par-
ticipants feel with their current practices, participants generally said that they
were confident with their schemes and that they did not see immediate problems.
They offered several justifications: friends and family manage their passwords
in a similar fashion and have not had problems thus far; it is too frustrating to
forget a password; too many passwords get confusing or hard to manage; and
fewer passwords help to keep authentication fast and effortless. P6 said: “It’s
not that I have to think about my password, instead it simply comes without
thinking [...] I type it and then I am already logged in.”

Yet, a few deficiencies of current practice came up as well. Participants men-
tioned that password recovery fails if the registered email address is no longer
accessible. P17 reported that she does not feel safe anymore, even though she
increased her password strength after being hacked. In later stages of the dis-
cussion, a number of participants seemed to realize that they might not be as
safe as they thought. P3 said: “you get used to it, it works well, it’s easy and
you stick with it. Maybe until you have a bad experience.” And P10 first stated:
“I think [I’m safe]. Because, someone would tell me [if I wasn’t]”. However, at
a later point, she said “I don’t feel safe anymore with my two passwords”. We
suspect that some participants needed external motivation to think about their
online security and did not do so before participating in the focus group. But,
at the same time, some participants also offered that “when I get back home, I
will be too lazy [to change anything]” (P18).

Perceptions of Alternative Authentication Mechanisms. We went on to ask about
alternative authentication mechanisms, including using password managers and
Facebook’s OAuth (described by the moderator as the “Login with Facebook”-
Button).

Password managers were perceived to be too complicated. This mirrors the
fact that few participants had used or known about a password manager before.
Participants also mentioned that saved passwords implied lost control: They
stated that if someone had access to the password database, that person could
get into all the services contained in the database, for example by “hacking” or
using the computer when the password database is unlocked. P2 said: “I don’t
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use it, because this way I still have, no matter whether or not it’s actually true,
the feeling that I am still in control, when I really log in and that it is not an
automated process.” On the other hand, other participants said that they value
the comfort offered by password managers higher than avoiding possible threats.

Participants also criticized being dependent on a password manager. They
were afraid that they may not be able to access accounts from other locations or
that they may forget the master password and therefore loose access to all ac-
counts. Additionally, participants felt that a cloud-sync feature is unsafe because
passwords are transmitted over the Internet. They also added that passwords
can be compromised when the password list is on a smartphone that gets lost.

Using Facebook’s OAuth had participants afraid that their information is
shared with Facebook, because they felt that “they already have enough access
to many things” (P11). Participants also said that another mechanism is unnec-
essary since passwords work fine. They also doubted the mechanism’s security,
because they don’t understand what happens behind the scenes. A loss of control
was also mentioned, since Facebook might lock users out or go out of business.

Overall, participants expressed a general reluctance to adopt new services or
technologies on the Internet, due to a feeling of insecurity and negative reports
in the news. They showed no interest or motivation to gain an understanding
of a new mechanism. P1 said that she would rather not use something “simply
because then I can have a bit more security for myself”. Others believed that
they stick with their mechanisms because this is what they are used to and that
they might be using other mechanisms, such as password managers, if they had
been using them “from the beginning”. Participants stated that they would wait
for a mechanism to gain popularity, especially with their friends or family, before
switching. They were also not ready to relinquish any comfort or mobility offered
by their current practice.

Barriers to eID Adoption. After discussing these more or less well known pass-
word alternatives, the moderator introduced the eID functionality of the nPA
and stated that this technology might be able to comfortably fulfill their authen-
tication needs. They were told that given the necessary hardware and adoption
by service providers, one would simply need to hold the ID card to a reader
and enter a PIN to be securely authenticated and that it was even possible to
achieve this without disclosing any personal data using the pseudonymous iden-
tity functionality. Additionally, the moderator stated that this would generally
be more secure than using passwords, that the system is backed by the federal
government and that service providers need to demonstrate a need for every
piece of personal information before being granted access to this information on
a cryptographic level. In order to keep the introduction short, the moderator
used simple terms and examples. Participants had a chance to ask questions in
order to gain a basic understanding of the technology. Comparing different ways
of describing eID functionality was not a goal of this study, as we intended to
assess the participants’ perceptions of this new technology.

After answering all questions, the moderator elicited participants’ attitudes
towards this means of authentication. Participants saw the potential of this
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mechanism, even though most of them had not previously heard of all possi-
ble use cases. In each group, there was at least one person that had already
received the new ID card. However, especially the pseudonymous identification
functionality was not known to any of the participants.

When thinking about using their nPA for authentication, participants strug-
gled to judge the mechanism because they did not know anyone using it, even
though 10 to 15 million of German citizens have already received the nPA. There-
fore, participants offered: “one would need to wait and find out whether or not it
makes things easier and quicker” (P13). The following issues were raised during
the discussions.

No added value/no motivation: Participants did not know of any relevant
services offering authentication with the nPA, hence they saw no obvious
advantages. Additionally, there was no motivation to adopt the new mecha-
nism:“Honestly, I can’t be bothered to look into [eID-based authentication],
because I am happy with the way it is” (P10). Participants also didn’t know
of any services that cannot be used without the nPA.

Complexity: Participants stated that they would need a person they trust to
tell them what it does and to convince them that it works. Those participants
do not think that they can make that judgement by themselves. Participants
also stated that they found the mechanism to be complicated. Participants
said they would trust in expert reviews in computer magazines or similar
reporting as well as positive experiences of family members, friends, or col-
leagues.

Control: Participants mentioned a fear that the system might behave in an
unexpected way and that the user cannot react in a timely fashion: “[...]
I’d rather have everything in my own hands” (P11), “I might forget to do
something, to uncheck a box [...] I’m afraid of my own negligence” (P18).
Participants also stated that they cannot be sure which information is actu-
ally transmitted.

Comfort: Participants suggested that fetching the card before being able to
authenticate might be harder than relying on a password manager or one’s
memory. Participants were ready to make the extra effort if they saw an
improvement for their security or if they do not have to remember passwords
anymore. Additionally, the current need to have a dedicated card reader was
also repeatedly mentioned as a barrier to adoption. Participants generally
valued the comfort of using smartphones, tablets and laptops anywhere very
highly and objected to the idea of reducing that comfort for purely security-
related reasons.

Insufficient information: Participants who already had received the new ID
card reported that the person at the public service office was not able or
willing to convince them of the advantages of using eID functionality with
their nPA. However, this is a crucial moment for the acceptance of this
technology, since users are asked if they want to deactivate the functionality
when the card is picked up.

Cost: Participants stated that the card readers are too expensive and offer too
little added value to justify that cost at the moment.
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Influence of the Official Nature of the Identity Card. Participants found that
a national ID card is one of the most important documents one has and it is
perceived to be “a very personal document” that might not be suitable for “play-
ing around on the Internet” (P4). They also stated the possible contradiction
between being pseudonymously authenticated while using an ID card with their
photo on it. Participants said, that the card is already important enough and by
using it for online authentication as well, potential trouble increases when the
card is lost. They also stated that they would be reluctant to use an official iden-
tity card for every-day purposes, because, in the worst case, “the government is
the one that is able to storm into your house at 5 a.m. with machine guns” (P8).

On the other hand, participants also stated that the official nature actually
makes the system more trustworthy for them. One reason given as an explanation
referred to the immediate uproar in the media, when a government project has
problems. Participants also felt that companies, such as Google or Facebook, can
get away more easily with morally doubtful practices. On the whole, participants
attributed less motivation for gathering personal information to the government
than to companies.

Potential eID Use. When participants where queried for which services they
would more readily use eID-based authentication, they stated that they would
use their ID cards on services with “an official character”. This includes eGov-
ernment services, eBanking and (health) insurance companies. Participants felt
that the institutions behind these services are “more tightly bound by legal
regulations” (P4) or more personal, because users know where they reside or
because they have had a face-to-face encounter with someone from these in-
stitutions before. Additionally, participants would be willing to use eID with
services “that already have most of [their] information anyway” (P18), such as
eCommerce sites. Less “official” or less important services, such as Facebook
or Skype, caused more reluctance, since these can already be used more or less
anonymously if desired: “For everything that concerns my personal life and that
is fun or offers entertainment, [...] I don’t find [authenticating with my ID card]
very useful” (P14). Participants mentioned that if they were using eID with
their nPA for some services regularly, they would probably use it for all of their
services.

The possibility to increase security through stronger authentication and iden-
tity assurance was acknowledged by participants. They stated that using your ID
card would enable them to prove “that it is really me” (P14). However, the dis-
cussion on the utility of eID technology for different services showed that many
participants, including those who had already received an nPA, had not fully
understood the concepts behind eID authentication. The nPA’s eID functional-
ity was mostly reduced to how ID cards are currently used and especially the
privacy-preserving pseudonymous identification functionality was quickly forgot-
ten during the discussion. When the moderator reminded participants of that
possibility and reintroduced the concept, participants would often not see an
immediate advantage in the light of other issues (see above).
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Measures to Make eIDMore Attractive. Towards the end of each session, the mod-
erator asked for suggestions to improve the acceptance of eID features in the new
identity card. Participants offered that “if, at some point, almost everyone used
[eID-based authentication], then this might mean that it works [...] that it comes
with a certain level of security” (P3). Participants said that testing the process
and getting hands-on experience might help them to appreciate it. Participants
also wished for proper and understandable information on this topic as well as
having a competent person to talk to about the implications of using eID features.
As noted above, participants that already had an eID-enabled card did not receive
any guidance on the features and benefits of their new identity card, even after ex-
plicitly asking questions at a public service office. Participants added that banks
generally explain the security measures for online banking at length and that they
would appreciate such a practice for eID functionality as well.

Generally, an increased public presence and more active marketing were men-
tioned as possibilities to increase public awareness. Furthermore, participants
postulated that services that offer benefits through using eID might make the
system worthwhile. Participants felt a need for information that was not satis-
fied by current practice and said they would expect television, newspaper and
magazine reports about a beneficial technology. They also proposed dedicated in-
formational events, that offer opportunities to ask questions and discuss possible
uses with peers.

Additional Issues. During the discussions, participants expressed that they treat
the Internet as a generally insecure medium and that they therefore, for exam-
ple, do not use online banking at all. Among other comments, P5 believed that
password managers “surely could be hacked by someone”. P9 said: “I don’t be-
lieve that there will ever be perfect security on the Internet. Whether you use
[an alternative mechanism] or continue using passwords [. . . ] there are vulner-
abilities everywhere.” Another participant believed that there will be a way to
circumvent any security system at some point in time.

We suspect that participants were not ready to invest in additional security
for their Internet conduct because they don’t see that this will have personal
benefits in the end. Also, they might not see that security consists of several in-
dependent parts and that increasing security for one of those parts might make
them safer. They do not differentiate between security risks occurring because of,
for example, authentication mechanisms, lax privacy policies or missing trans-
port security. It appears that, in several cases, this is all simply attributed to
the generally unsafe Internet.

Information in Public Service Offices. Because participants stated that they
were not able to obtain enough information from public service offices, we visited
three of these and acted as if we were unsure of whether or not to switch to
an eID-enabled ID card. During our visits, we had similar experiences as our
participants: clerks were not able to answer our questions or, in one case, even
refused to, saying that she was the wrong person to talk to. Yet, she was also not
able to name a person to contact on this issue either. We were always referred to
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a brochure with a phone number inside. We tried calling that number and finally
got qualified answers to the questions a layperson might have. This premium rate
phone service of the Federal Ministry of the Interior can cost up to 0.42 Euro
per minute.

Summary. Overall, the focus groups identified a number of problems for the
acceptance of new authentication mechanisms in general and eID-based authen-
tication in particular. The factors identified by our investigation also indicate
that there are barriers to adoption beyond the chicken-and-egg-problem sug-
gested by Poller et al. [24]. The results of the focus groups allow a more detailed
understanding of the external mechanism appraisal factors presented by Herath
et al. [13]: Complexity at a technical or process level and a reluctance to find out
more can lead to a perceived loss of control, a lack of understanding and hence
decreased motivation for adoption. Participants repeatedly stated that they do
not understand technology and have no interest in it either. Hence, in order
to promote privacy-preserving authentication technology to users, several other
factors need to be considered before privacy benefits are appreciated. For exam-
ple, our participants valued comfort and mobility highly and were not ready to
relinquish any in order to gain security or privacy.

6 The Business Perspective

The focus groups confirmed the problem of a lack of relevant services that either
offer an added value or demonstrate how the nPA can make daily life easier.
For trans-national companies, such as Amazon, Facebook, or Google, there is
obviously little reason to adopt a technology that is currently limited to a small
portion of their customer base. Yet, if many governments were to agree on a
global eID standard, identity cards could be used throughout the Internet. Today,
there still are several national businesses that could benefit from eID technology.
Banks, insurance companies and eCommerce providers would have a means to
reliably establish a customer’s true identity and almost any service that has a
login functionality could offer an optional eID-based authentication to appear
innovative or increase customer comfort, security and privacy.

According to the list of authorized services8, 85 public offices, companies and
other businesses have been certified to access eID functionality on the nPA, of
which 45 actually publicly offer eID authentication in their online processes9.
Eight of these are not related to eGovernment applications, banks or insurance
companies, which traditionally need reliable identity validation. Of these eight,
only two do not request any personal information and rely on the pseudonymous
functionality. The remaining 40 service providers with authorization certificates
would be able to offer and use eID services but chose not to. Of those, only
three sought privacy-preserving functionality, such as anonymous age verifica-
tion, while the rest requested the authorization certificate to reliably establish
users’ true identities.
8
http://gsb.download.bva.bund.de/VfB/npavfb.pdf – last access: 20.09.2012

9
http://www.ccepa.de/onlineanwendungen – last access: 20.09.2012

http://gsb.download.bva.bund.de/VfB/npavfb.pdf
http://www.ccepa.de/onlineanwendungen
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This indicates that, from the business perspective, a large number of service
providers see eID features as a means to establish customer identities or to
fulfill legal requirements. Using eID features of the nPA as a general means of
authentication, especially in its pseudonymous form, is only adopted by two
service providers after two years of being available. To find out more about the
service provider’s reluctance, we sent requests for phone interviews to selected
companies.

6.1 Method

In August 2012, we sent emails to 51 service providers on the list of authorized
services, leaving out infrastructure providers that mainly obtained authorization
for operational or testing purposes. Additionally, we cherry-picked 26 well-known
Internet services that reside in Germany and have a primarily German audience,
but have not requested or received an authorization certificate yet. We asked for
an interview partner that could comment on the use of eID technology in their
online services. 15 providers responded, including four companies that did not
appear on the authorized services list. Of the 15 respondents, two were banks,
two were insurance providers, one offered free-to-play online games, one was a
consulting firm that offered brochures behind a login, one a mobile phone network
operator, one offered cloud-based end-user security solutions and the remaining
seven were either local administrations or communal service providers for local
administrations. It is important to note that eight respondents had participated
in an official application testing call, run by the Ministry of the Interior prior to
the nPA roll-out.

The semi-structured interviews were conducted over the phone, lasted an av-
erage of 24 minutes (sd = 11.1 min, ranging from 7 to 51 minutes), and were
recorded with the interviewees’ consent. Again, we were interested in extract-
ing a set of factors that play a role in their decision making process and will
explore the quantitative relationships in future work. The central statements of
each interview were extracted into an analysis sheet by the interviewer during a
subsequent replay of the recording.

6.2 Results

Our results confirm that there is little motivation for adopting eID features
through non-governmental providers. Two insurance companies stated that
they provide nPA-based authentication for marketing purposes and to appear
customer-friendly. The two banks we spoke to stated that the functionality cur-
rently offered by the nPA does not suffice to replace the systems currently in use
to authorize bank transactions, due to the lack of a qualified electronic signa-
ture (QES). While the nPA is prepared to support QES, QES certificates have
not been pre-installed on the cards by the government and could also not be
purchased by customers at the time of the interviews. Furthermore, strict regu-
lations for financial transactions and bank processes require identification that
cannot be provided by the nPA. German banks have also been issuing smartcards
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for home/online banking since 1998. The two interviewees representing banks re-
ferred to the acceptance of those smartcards and stated that, while providing
considerably stronger security features, these cards were never widely adopted.
When presented with an (almost) free alternative having lower security, private
bank customers usually opt for the lower cost, according to the interviewees’
statements.

Public administrations generally saw eGovernment as a necessary tool for the
future, to streamline administrative processes and to offer convenient services for
citizens. Since the new ID card was introduced with eGovernment as a central
focus, its features are suitable for these applications. Yet our interview partners
indicated that, even for eGovernment, several regulatory hurdles still need to
be addressed in order to be able to provide more processes online, that cur-
rently still require citizens to visit offices in person. While two of the responding
administrations were in the process of actively promoting the benefits of eID
technology and the nPA, others were waiting for more adoption in the public or
stronger internal demand before committing to the technology.

Many of the respondents stated that they saw problems for user acceptance
due to expensive or bulky card readers, lengthy and complicated user authen-
tication procedures as well as an insufficient UI in the current version of the
eID software. They also saw a need for killer applications, that demonstrate the
benefits and a relevance for day-to-day use. Those who offered eID-based authen-
tication treated this mechanism as an optional offer, that a user can but does
not need to use. Obtaining an authorization to use eID features did not cause
any problems. As a side note, some respondents also gave accounts of trying
to increase authentication security by dictating stronger password requirements.
These restrictions soon needed to be reverted since customers started to com-
plain.

The general idea of eID technology, being able to prove actual identities in the
digital realm, was welcomed by all respondents. Many stated that they expect
many day-to-day processes and interactions to take place on the Internet in
the future and that there is a need for effective identity management. Some
respondents also acknowledged that the government can effectively roll out such
an infrastructure and that users will trust in such a system eventually. Others,
however, were skeptical whether or not a fear of surveillance will keep users
from trusting the eID features in a personal identity card, considering computer
surveillance and telecommunications data retention laws being controversially
discussed.

6.3 Summary

Interviews with service providers showed that card features enabling providers
to offer additional functionality online are either not available yet (e. g. QES) or
do not meet current legal norms. Companies see little need to replace existing
mechanisms beyond legal requirements to establish a customer’s true identity
in some cases. This is especially true since providers indicated that their cus-
tomers are happy with the current practice as well. The provider interviews also
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confirmed the chicken-and-egg problem. Without useful and relevant services,
users will not adopt a new authentication mechanism, and without user adop-
tion, service providers will not invest in the mechanism. For the future however,
service providers indicated a need for reliable digital identity management.

7 Discussion

In our study, we found that our participants struggled to fully appreciate the
benefits of the nPA’s privacy-preserving features. In addition to the findings of
Wästlund et al. [27], we also found that several other factors play an important
role for the users’ acceptance and can actually overlay the perception of privacy-
preserving features. Overall, our results show that, in order to deploy novel
authentication systems on a large-scale, effort particularly needs to be invested
into service, marketing and guidance for users. This is true for both existing
as well as for new systems. Surprisingly, after spending a very large amount of
money on deploying an eID scheme, these factors were neglected by the German
government and consequently the beneficial technical properties, such as the
privacy-preserving nature of the card’s authentication facilities, did not receive
public attention.

Getting users’ to accept new authentication technology is also an important
precursor for adoption by businesses: the interviews showed that many companies
are ready to adopt new technology in order to satisfy the customers’ demands.
Yet, legal hurdles and insufficient technical features can also keep providers from
adopting authentication technology. Similar to the users, enhancing their cus-
tomers’ privacy was not a central concern when evaluating a new authentication
mechanism.

In terms of Herath et al.’s acceptance model for security technology, our results
show that under the given circumstances, users do not see a problem with their
current authentication method (internal mechanism appraisal). Even though the
new mechanism does offer beneficial properties (external mechanism appraisal)
with respect to ease of use (e. g. no more need to remember passwords), use-
fulness (e. g. no need to remember many passwords), and privacy, other factors
tip the scales in favor of the existing mechanism. Users indicated that perceived
relevance, complexity and control of the mechanism as well as cost, comfort and
trust in the system play an important role when judging a novel authentication
technology.

7.1 Recommendations

The roll-out of the German nPA demonstrated effects of news coverage on ac-
ceptance factors in the first few weeks after a large-scale roll-out: During the
introduction of the nPA, one of the first reports in the media covered how the
system is vulnerable to an attack. During the focus groups, this attack vector al-
ways came up as an argument for the vulnerability of the scheme and eventually
had to be clarified by the moderator, since it was only a minor issue arising due
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to the use of cheap card readers. To avoid this negative influence on the users’
perceptions, the entire digital ecosystem of a novel authentication mechanism
needs to be considered during its design.

Our results also discovered social influences for the adoption of novel authen-
tication mechanisms: Our participants stated that they would wait until there
are immediate benefits, a more wide-spread trend towards the new technology
and adoption by trusted third parties, such as friends, families or experts. This
goes beyond a personal appraisal of an external mechanism in Herath et al.’s
model and shows that users rely on several sources to inform their decisions.
Concerning the use of an eID-based online authentication solution, trust can be
bipolar due to the involvement of the government. While a share of users trusts
the mechanism more, others have less trust for the same reason. Future efforts
should keep users’ perceptions of an infrastructure or identity provider in mind.

On the technical side, novel authentication technology needs to create an ef-
fortless integration into daily workflows. While current eID systems require card
readers to function, our results suggest that this additional piece of hardware
is a stumbling block. Users repeatedly mentioned that the need to buy a card
reader or to carry one around would keep them from adopting eID technology for
daily use. We hence believe that future authentication systems need to leverage
smartphone and NFC technology in order to satisfy these needs. Additionally,
the complex and therefore opaque nature of the technology and processes un-
derlying the nPA’s eID functionality raised the users’ concerns and is in conflict
with their need for control.

Another important consequence of our findings is to establish user aware-
ness: It is necessary to make users realize the problems of the authentication
systems they currently use and to stress the security benefits of a new mecha-
nism. While security experts know the shortcomings of passwords and benefits
of novel privacy-preserving technologies, our results indicate that many users
feel quite safe with their current practice of using a handful of memorized pass-
words. Users also showed little differentiation in terms of risks to their security
on the Internet. Without knowing how certain practices can improve their se-
curity, the users will show less motivation to adopt them. Adding educational
material about previous systems and current problems to information campaigns
and instructing staff to provide better support is thus a simple action that can
be taken to improve adoption.

8 Conclusion

In this paper, we examined users’ perceptions and concerns on using alternative
authentication methods on the Internet. As a concrete example, we studied why
the German nPA is receiving little adoption as a privacy-preserving authentica-
tion technology, even though the technical capabilities are excellent. The take-
away of this paper is that “simply” ensuring that enough users get a smartcard
through a national roll-out is not enough to kick-start adoption. Non-technical
factors, such as the availability of information and reviews as well as services
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with everyday relevance, are necessary prerequisites for the adoption of authen-
tication mechanisms. On a technical level, our results suggest that non-intrusive
technology is a central factor when designing a new authentication system. We
also argue that it is necessary to find a balance between technical complexity
and transparency, in order to satisfy the users’ need for control. A final result
of the user studies shows that users need to be made more aware of immediate
problems with their current practice, since unlike “functional” technology there
is a lack of intrinsic motivation to adopt new authentication technology.
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