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Abstract. We compare the descriptional power of quantum finite au-
tomata with control language (qfcs) and deterministic finite automata
(dfas). By suitably adapting Rabin’s technique, we show how to convert
any given qfc to an equivalent dfa, incurring in an at most exponential
size increase. This enables us to state a lower bound on the size of qfcs,
which is logarithmic in the size of equivalent minimal dfas. In turn, this
result yields analogous size lower bounds for several models of quantum
finite automata in the literature.
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1 Introduction

While we can hardly expect to see a full-featured quantum computer in the near
future, it is reasonable to envision classical computing devices incorporating
small quantum components. Since the physical realization of quantum systems
has proved to be a complex task, it is reasonable to keep quantum components as
“small” as possible. Thus, it is well worth investigating, from a theoretical point
of view, lower limits to the size of quantum devices when performing certain
tasks, also emphasizing trade-offs with the size of equivalent classical devices.

Small size quantum devices are modeled by quantum finite automata (qfas),
a theoretical model for quantum machines with finite memory. Originally, two
models of qfas are proposed: measure-once qfas (mo-qfas) [8,14], where the
probability of accepting words is evaluated by “observing” just once, at the end
of input processing, and measure-many qfas (mm-qfas) [2,13], having such an
observation performed after each move. Results in the literature (see, e.g., [4]
for a survey) show that mo-qfas are strictly less powerful than mm-qfas which,
in turn, are strictly less powerful than classical (deterministic or probabilistic)
automata. Several modifications to these two original models of qfas are then
proposed, in order to tune computational power and motivated by different pos-
sible physical realizations. Thus, e.g., enhanced [16], reversible [9], Latvian [1]
qfas, and qfas with quantum and classical states [21] are introduced.

Along this line of research, the model of quantum finite automata with control
language (qfcs) is proposed in [4], as a hybrid system featuring both a quantum
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and a classical component. In [4,15], it is proved that the class of languages
accepted with isolated cut point by qfcs coincides with regular languages, and
that qfcs can be exponentially smaller than equivalent classical automata.

A relevant feature of qfcs, of interest in this paper, is that they can naturally
and directly simulate several models of qfas by preserving the size. This property
makes qfcs a general unifying framework within which to investigate size results
for different quantum paradigms: size lower bounds or size trade-offs proved
for qfcs may directly apply to simulated types of qfas as well. In fact, the
need for a general quantum framework is witnessed by several results in the
literature (see, e.g., [2,3,5,7]), showing that qfas can be exponentially more
succinct than equivalent classical automata, by means of techniques which are
typically targeted on the particular type of qfa and not easily adaptable to
other paradigms. So, to cope with this specialization problem, here we study
size lower bounds and trade-offs for qfcs.

After introducing some basic notions, we show in Section 3 how to build from
a given qfc an equivalent dfa. To this aim, we must suitably modify classical
Rabin’s technique [17], since the equivalence relation we choose to define the
state set of the dfa is not a congruence. On the other hand, this relation –
based on the classical Euclidean norm – allows us to directly estimate the cost
of the conversion qfc → dfa by a geometrical argument on compact spaces.
We obtain that the size of the resulting dfa is at most exponentially larger
than the size of the qfc. Stated in other terms in Section 4, this latter result
directly implies that qfcs are at most exponentially more succinct than classical
equivalent devices. Indeed, due to qfcs generality, this succinctness result carries
over other models of qfas, such as mo-qfas, mm-qfas, and reversible qfas.

2 Preliminaries

We quickly recall some notions of linear algebra, useful to describe the quantum
world. For more details, we refer the reader to, e.g., [12,19]. The fields of real
and complex numbers are denoted by R and C, respectively. Given a complex
number z = a + ib, we denote its real part, conjugate, and modulus by zR = a,
z∗ = a− ib, and |z| = √

zz∗, respectively. We let Cn×m denote the set of n×m
matrices with entries in C. Given a matrix M ∈ C

n×m, for 1 ≤ i ≤ n and
1 ≤ j ≤ m, we letMij denote its (i, j)th entry. The transpose ofM is the matrix
MT ∈ C

m×n satisfying MT
ij = Mji, while we let M∗ be the matrix satisfying

M∗
ij = (Mij)

∗
. The adjoint of M is the matrix M † = (MT )

∗
.

For matricesA,B ∈ C
n×m, their sum is the n×mmatrix (A+B)ij = Aij+Bij .

For matrices C ∈ C
n×m and D ∈ C

m×r, their product is the n × r matrix
(CD)ij =

∑m
k=1 CikDkj . For matrices A ∈ C

n×m and B ∈ C
p×q, their Kronecker

(or tensor) product is the np×mq matrix defined as

A⊗B =

⎛

⎜
⎝

A11B · · · A1mB
...

. . .
...

An1B · · · AnmB

⎞

⎟
⎠ .
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When operations can be performed, we have that (A⊗B) · (C⊗D) = AC⊗BD.
A Hilbert space of dimension n is the linear space C1×n of n-dimensional complex
row vectors equipped with sum and product by elements in C, in which the
inner product 〈ϕ, ψ〉 = ϕψ† is defined. From now on, for the sake of simplicity,
we will write C

n instead of C1×n. The norm of a vector ϕ ∈ C
n is given by

‖ϕ‖ =
√〈ϕ, ϕ〉. We recall the following properties, for ϕ, ψ, ξ, ζ ∈ C

n and r ∈ R:

〈ϕ, ψ〉 = 〈ψ, ϕ〉∗ = 〈ψ∗, ϕ∗〉, 〈ϕ+ ψ, ξ〉 = 〈ϕ, ξ〉+ 〈ψ, ξ〉,
〈rϕ, ψ〉 = r〈ϕ, ψ〉 = 〈ϕ, rψ〉, 〈ϕ⊗ ψ, ξ ⊗ ζ〉 = 〈ϕ, ξ〉〈ψ, ζ〉,

‖ϕ− ψ‖2 = ‖ϕ‖2 + ‖ψ‖2 − 2〈ϕ, ψ〉R, ‖ϕ⊗ ψ‖ = ‖ϕ‖‖ψ‖.
The angle between complex vectors ϕ and ψ is defined as (see, e.g., [18]):

ang(ϕ, ψ) = arccos
〈ϕ, ψ〉R
‖ϕ‖‖ψ‖ .

If 〈ϕ, ψ〉 = 0, we say that ϕ is orthogonal to ψ. Two subspaces X,Y ⊆ C
n are

orthogonal if any vector in X is orthogonal to any vector in Y . In this case, the
linear space generated by X ∪ Y is denoted by X ⊕ Y . A matrix M ∈ C

n×n is
said to be unitary whenever MM † = I =M †M , where I ∈ C

n×n is the identity
matrix. Equivalently, M is unitary if and only if it preserves the norm, i.e.,
‖ϕM‖ = ‖ϕ‖ for any ϕ ∈ C

n. M is said to be Hermitian whenever M = M †.
For a Hermitian matrixO ∈ C

n×n, let c1, . . . , cs be its eigenvalues and E1, . . . , Es

the corresponding eigenspaces. It is well known that each eigenvalue ck is real,
that Ei is orthogonal to Ej , for every 1 ≤ i = j ≤ s, and that E1⊕· · ·⊕Es = C

n.
So, every vector ϕ ∈ C

n can be uniquely decomposed as ϕ = ϕ1 + · · ·+ ϕs, for
unique ϕj ∈ Ej . The linear transformation ϕ �→ ϕj is the projector Pj onto the
subspace Ej . Actually, the Hermitian matrix O is biunivocally determined by its
eigenvalues and projectors as O =

∑s
i=1 ciPi. We recall that a matrix P ∈ C

n×n

is a projector if and only if P is Hermitian and idempotent (i.e., P 2 = P ).
As we will see, unitary matrices describe evolution in quantum systems, while
Hermitian matrices represent observables to be measured.

We recall that S ⊆ C
n is a compact set if and only if every infinite sequence

of elements in S contains a convergent subsequence, whose limit lies in S. For
a given vector ϕ ∈ C

n and a real positive value r, we define the set Br(ϕ) =
{v ∈ C

n | ‖v − ϕ‖ ≤ r} as the ball of radius r centered in ϕ. The balls Br(ϕ)
are examples of compact sets in C

n.
We assume the reader is familiar with basic notions on formal language theory

(see, e.g., [11]). The set of all words (including the empty word ε) over a finite
alphabetΣ is denoted byΣ∗, and with Σn we denote the set of words of length n.

A deterministic finite state automaton (dfa) is a 5-tuple D = 〈Q,Σ, τ, q1, F 〉,
where Q is the finite set of states, Σ the finite input alphabet, q1 ∈ Q the
initial state, F ⊆ Q the set of final (accepting) states, and τ : Q × Σ → Q is
the transition function. An input word is accepted, if the induced computation
starting from the state q1 ends in some final state q ∈ F after consuming the
whole input. The set of all words accepted by D is denoted by LD and called
the accepted language. An alternative equivalent representation for D is by the
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3-tuple D = 〈α, {M(σ)}σ∈Σ , β〉, where α ∈ {0, 1}|Q| is the characteristic row
vector of the initial state, M(σ) ∈ {0, 1}|Q|×|Q| is the boolean matrix satisfying
(M(σ))ij = 1 if and only if τ(qi, σ) = qj , and β ∈ {0, 1}|Q|×1 is the characteristic
column vector of the final states. The accepted language can now be defined as
LD = {σ1 · · ·σn ∈ Σ∗ | αM(σ1) · · ·M(σn)β = 1}.

Let us now introduce the model of quantum finite automata with control
language [4,15].

Definition 1. Given an input alphabet Σ and an endmarker symbol � /∈ Σ,
a q-state quantum finite automaton with control language (qfc) is a system
A = 〈φ, {U(γ)}γ∈Γ ,O,L〉, for Γ = Σ ∪ {�}, where
– φ ∈ C

q is the initial amplitude vector satisfying ‖φ‖ = 1,
– U(γ) ∈ C

q×q is a unitary matrix, for any γ ∈ Γ ,
– O =

∑
c∈C cP (c) is a Hermitian matrix representing an observable where C,

the set of eigenvalues of O, is the set of all possible outcomes of measuring O,
and P (c) denotes the projector onto the eigenspace corresponding to c ∈ C,

– L ⊆ C∗ is a regular language, called the control language.

An input for A is any word from Σ∗ closed by the symbol �. The behavior of A
on x1 · · ·xn� ∈ Σ∗� is as follows. At any time, the state of A is a vector ξ ∈ C

q

with ‖ξ‖ = 1. The computation starts in the state φ, then transformations
associated with the symbols in x1 · · ·xn� are applied in succession. Precisely, the
transformation corresponding to a symbol γ ∈ Γ consists of two steps:

(i) Evolution: the unitary operator U(γ) is applied to the current state ξ
of the automaton, leading to the new state ξ′.

(ii) Measuring: the observable O is measured on ξ′. According to quantum
mechanics principles, the result of measurement is ck with probability

‖ξ′P (ck)‖2, and the state of the automaton “collapses” to ξ′P (ck)
‖ξ′P (ck)‖ .

So, the computation on x1 · · ·xn� yields a given sequence y1 · · · yny� of results of
the measurements of O with probability pA(y1 · · · yny�;x1 · · ·xn�) defined as

pA(y1 · · · yny�;x1 · · ·xn�) =
∥
∥
∥
∥
∥
φ

(
n∏

i=1

U(xi)P (yi)

)

U(�)P (y�)

∥
∥
∥
∥
∥

2

.

A computation yielding the word y1 · · · yny� of measure outcomes is accepting
whenever y1 · · · yny� ∈ L, otherwise it is rejecting. Hence, the probability that
the qfc A exhibits an accepting computation on input x1 · · ·xn� is

EA(x1 · · ·xn) =
∑

y1···yny�∈L
pA(y1 · · · yny�;x1 · · ·xn�).

The function EA : Σ∗ → [0, 1] is the stochastic event induced by A.
The language accepted by A with cut point λ ∈ [0, 1] is the set of words

LA,λ = {x ∈ Σ∗ | EA(x) > λ}. The cut point is said to be isolated whenever
there exists δ ∈ (0, 12 ] such that |EA(x)− λ| ≥ δ, for any x ∈ Σ∗.



Size Lower Bounds for Quantum Automata 23

When referring to the size of a qfc, we must account for both the quantum
and the classical component. Hence, in what follows, we say that A has q quan-
tum states and k classical states whenever it is a q-state qfc and the control
language L is recognized by a k-state dfa.

Throughout the paper, we say that two automata are equivalent whenever
they accept the same language.

3 Converting qfcs to dfas

We start by defining a matrix representation for qfcs. Then, for any given
qfc, we construct an equivalent dfa by suitably generalizing Rabin’s technique.
Finally, we analyze the state complexity of the resulting dfa with respect to the
size of the original qfc.

3.1 Linear Representation of qfcs

A convenient way to work with qfcs is by using their linear representation [4].
Let A = 〈φ, {U(σ)}σ∈Γ , O =

∑
c∈C cP (c), L〉 be a qfc with δ-isolated cut

point λ, and let D = 〈α, {M(c)}c∈C, β〉 be the minimal dfa recognizing L.
Denote by q and k the number of quantum and classical states of A. We define
the linear representation of A as the 3-tuple Li(A) = 〈ϕ0, {V (σ)}σ∈Γ , η〉 with

– ϕ0 = (φ⊗ φ∗ ⊗ α), a vector in C
q2k,

– V (σ) = (U(σ)⊗U †(σ)⊗I) ·∑c∈C P (c)⊗P (c)⊗M(c), a matrix in C
q2k×q2k,

– η =
∑q

j=1 ej ⊗ ej ⊗ β, a vector in C
q2k,

where ej is the vector with 1 in its jth component and 0 elsewhere. The main
point, not so hard to verify, is that Li(A) enables us to represent the stochastic
event induced by A as EA(x) = ϕ0V (x�) η, where we let V (ω) =

∏n
i=1 V (σi) for

any ω = σ1 · · ·σn ∈ Γ ∗. In addition, as shown in [4], we have ‖ϕ0V (ω)‖ ≤ 1 for
any ω ∈ Γ ∗. Therefore, all the state vectors of Li(A) belong to the unitary ball

B1(0) ⊂ C
q2k centered in the zero-vector 0.

We are going to show a crucial result saying, roughly speaking, that any
word ω induces an evolution in Li(A) which increases the distance between two
different starting vectors only by a constant factor not depending on the length
of ω. To this aim, we need some technical lemmas, the first one shown in [4]:

Lemma 1. For any σ ∈ Σ, let U(σ) be a unitary matrix, and let an observable
O =

∑
c∈C cP (c). Then, for any complex vector ϕ and word σ1 · · ·σn ∈ Γ ∗, we

have
∑

y=y1···yn∈Cn ‖ϕ∏n
j=1 U(σj)P (yj)‖2 = ‖ϕ‖2.

The next lemma states a property of vectors lying within unitary balls. From
now on, for the sake of brevity, we will simply write B1 to denote a unitary ball
centered in 0, regardless the dimension of the space within which such a ball is
embedded.
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Lemma 2. For any v, v′ ∈ B1 satisfying ‖v′‖ ≥ ‖v‖ and cos(ang(v′, v)) ≥ 0,
we have cos(ang(v′ − v, v)) ≥ − 1√

2
.

We are now ready to prove the crucial result on the distance between trajectories
in Li(A):

Lemma 3. For any state vectors ϕ = v⊗v∗⊗a and ϕ′ = v′⊗v′∗⊗a′ of Li(A),
and any ω ∈ Γ ∗, we have

‖ϕ′V (ω)− ϕV (ω)‖ ≤ 4‖ϕ′ − ϕ‖. (1)

Proof. We consider the case in which a = a′, and quickly address the opposite
case at the end of the proof. Without loss of generality, we can assume that
‖v′‖ ≥ ‖v‖. Moreover, we assume that cos(ang(v′, v)) ≥ 0. Otherwise, we can
consider the vector −v′ instead of v′, for which it holds cos(ang(−v′, v)) ≥ 0,
and the proof works unchanged since (−v′)⊗ (−v′)∗ ⊗ a = v′ ⊗ v′∗ ⊗ a = ϕ′.

By letting Δ = v′− v, we have ϕ′−ϕ = v⊗Δ∗⊗a+Δ⊗ v∗⊗a+Δ⊗Δ∗⊗a.
So, we can rewrite the left side of Inequality (1) as

‖(ϕ′ − ϕ)V (ω)‖= ‖(v ⊗Δ∗ ⊗ a)V (ω)+(Δ⊗ v∗ ⊗ a)V (ω)+(Δ⊗Δ∗ ⊗ a)V (ω)‖
≤ ‖(v ⊗Δ∗⊗ a)V (ω)‖+ ‖(Δ⊗ v∗ ⊗ a)V (ω)‖+ ‖(Δ⊗Δ∗ ⊗ a)V (ω)‖. (2)

To simplify Inequality (2), we analyze the generic form ‖(v1 ⊗ v2
∗ ⊗ a)V (ω)‖,

which can be written as
∥
∥
∥
∥
∥
∥

∑

y=y1···yn∈Cn

v1

n∏

j=1

U(σj)P (yj)⊗ v2
∗

n∏

j=1

U †(σj)P (yj)⊗ aM(y)

∥
∥
∥
∥
∥
∥
.

Since D, the automaton for the control language L ⊆ C∗ in A, is a dfa, we have
‖aM(y)‖ = 1 for every y ∈ C∗. So, we can write

‖(v1⊗v2∗⊗a)V (ω)‖ ≤
∑

y=y1···yn∈Cn

∥
∥
∥
∥
∥
∥
v1

n∏

j=1

U(σj)P (yj)

∥
∥
∥
∥
∥
∥
·
∥
∥
∥
∥
∥
∥
v2

∗
n∏

j=1

U †(σj)P (yj)

∥
∥
∥
∥
∥
∥
.

The right side of this inequality can be seen as the inner product between two
vectors v̂1, v̂2 of dimension |C|n, with the yth component of v̂1 (resp., v̂2) be-

ing
∥
∥
∥v1

∏n
j=1 U(σj)P (yj)

∥
∥
∥ (resp.,

∥
∥
∥v2

∗∏n
j=1 U

†(σj)P (yj)
∥
∥
∥). By Cauchy-Schwarz

inequality, we have |〈v̂1, v̂2〉| ≤ ‖v̂1‖‖v̂2‖. So, by Lemma 1, we can write

‖(v1⊗v2∗⊗a)V (ω)‖≤
√
√
√
√
∑

y1···yn

‖v1
n∏

j=1

U(σj)P (yj)‖2 ·
√
√
√
√
∑

y1···yn

‖v2∗
n∏

j=1

U †(σj)P (yj)‖2

=
√
‖v1‖2‖v2‖2 = ‖v1‖‖v2‖.

By replacing v1 and v2 with the vectors involved in Inequality (2), we obtain

‖ϕ′V (ω)− ϕV (ω)‖ ≤ 2‖v‖‖Δ‖+ ‖Δ‖2. (3)
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We now analyze the right side of Inequality (1). We first observe that

‖ϕ′ − ϕ‖2 =‖v ⊗Δ∗ +Δ⊗ v∗ +Δ⊗Δ∗‖2 (since ‖a‖ = 1)

= ‖v‖2‖Δ‖2 + ‖Δ‖2‖v‖2 + ‖Δ‖2‖Δ‖2 + 2(〈v,Δ〉〈Δ∗, v∗〉)R +

+ 2(〈v,Δ〉〈Δ∗, Δ∗〉)R + 2(〈Δ,Δ〉〈v∗, Δ∗〉)R
= ‖v‖2‖Δ‖2 + ‖Δ‖2‖v‖2 + ‖Δ‖2‖Δ‖2+

+ 2|〈v,Δ〉|2 + 2(〈v,Δ〉‖Δ‖2)R + 2(‖Δ‖2〈v∗, Δ∗〉)R
≥ 2‖v‖2‖Δ‖2 + ‖Δ‖4 + 2(〈v,Δ〉R)2 + 4‖Δ‖2〈v,Δ〉R .

By letting θ = ang(v,Δ), we have

‖ϕ′ − ϕ‖2 ≥ 2‖v‖2‖Δ‖2 + ‖Δ‖4 + 2‖v‖2‖Δ‖2(cos(θ))2 + 4‖v‖‖Δ‖3 cos(θ). (4)

By joining Inequalities (3) and (4), in order to prove the desired Inequality (1)
it is enough to show that

(2‖v‖‖Δ‖+‖Δ‖2)2 ≤ 16(‖Δ‖4+4‖v‖‖Δ‖3 cos(θ)+2‖v‖2‖Δ‖2(1+(cos(θ))2)).

We can divide both sides by ‖Δ‖2, since for ‖Δ‖ = 0 the inequality is trivially
verified. By solving with respect to ‖Δ‖, we get that the inequality is always true
if it holds 4‖v‖2(16 cos(θ) − 1)2 − 60‖v‖2(8 (cos(θ))2 + 7) ≤ 0. If ‖v‖ = 0, this
is clearly verified. Otherwise, dividing by ‖v‖2 and routine manipulation lead us
to study the equivalent inequality

17(cos(θ))2 − 4 cos(θ)− 13 ≤ 0. (5)

Recall that, at the beginning of the proof, we assumed that ‖v′‖ ≥ ‖v‖ and
cos(ang(v, v′)) ≥ 0. So, by Lemma 2, we get − 1√

2
≤ cos(θ) ≤ 1. Within this

interval, the left side of Inequality (5) is never positive, whence the result follows.
We conclude by quickly noticing that in the case a = a′, we have 〈a, a′〉 = 0.

So, one may easily obtain ‖ϕ′ − ϕ‖2 = ‖v′‖4 + ‖v‖4 and ‖(ϕ′ − ϕ)V (ω)‖ ≤
‖v′‖2 + ‖v‖2, and the claimed result again follows. ��

3.2 Conversion to dfas

We are now ready to construct a dfa DA equivalent to the qfc A, by using the
linear representation Li(A) = 〈ϕ0, {V (σ)}σ∈Γ , η〉.

For any word ω ∈ Σ∗, let ϕω = ϕ0V (ω) be the state vector reached by Li(A)
after reading ω. We define the relation ∼ on the set {ϕω | ω ∈ Σ∗} ⊆ B1 as:

ϕω ∼ ϕω′ ⇐⇒ there exists a sequence of words ω1, ω2, . . . , ωn ∈ Σ∗

satisfying ω = ω1, ω
′ = ωn, and ‖ϕωi − ϕωi+1‖ < δ

2
√
qk
.

It is easy to verify that ∼ is an equivalence relation, and that the distance
between two vectors belonging to different equivalence classes is at least δ

2
√
qk
.

This latter fact shows that ∼ is of finite index, since otherwise, by taking one
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ϕω̂j

ϕω̂jσ

V (σ)

rep[ϕω̂jσ]∼

τ

Fig. 1. The transition τ on a symbol σ. The dots represent state vectors of Li(A),
while the ellipses indicate equivalence classes of ∼. The smaller points between ϕω̂jσ

and rep[ϕω̂jσ]∼ represent the state vectors at distance smaller than δ
2
√

qk
witnessing

the relation ∼ between them. The dashed arrow indicates the original evolution on
Li(A), while the full arrow represents the behavior of the dfa DA.

vector from each class, one could construct an infinite sequence of elements in B1

which cannot have any convergent subsequence, against the compactness of B1.
Therefore, by letting s be the index of ∼, we choose a representative for each
equivalence class, and call them ϕω̂1 , ϕω̂2 , . . . , ϕω̂s . In addition, for any word
ω ∈ Σ∗, we let rep[ϕω]∼ denote the representative of the equivalence class the
state vector ϕω belongs to.

We construct our dfa DA as follows:

– the set of states coincides with the set of representatives {ϕω̂1 , ϕω̂2 , . . . , ϕω̂s},
– the input alphabet is Σ,
– the initial state is the vector rep[ϕε]∼, which we assume to be ϕω̂1 ,
– the transition function is defined, for any σ ∈ Σ, as τ(ϕω̂j , σ) = rep[ϕω̂jσ]∼;

a step of τ is intuitively shown in Fig. 1,
– the final states are the representatives {ϕω̂j | ϕω̂jV (�) η ≥ λ+ δ} associated

with words accepted in the original qfc A; equivalently, ϕω̂j is final if and
only if its equivalence class contains ϕω for some word ω� accepted by A.

Before showing the correctness of our construction, we stress the fact that the
equivalence relation ∼ is not a congruence (in fact, ϕω ∼ ϕω′ does not neces-
sarily implies ϕωσ ∼ ϕω′σ for σ ∈ Σ, as the reader may easily verify). So, the
correctness does not come straightforwardly as in Rabin’s setting, but we need
an explicit proof:

Theorem 1. DA is equivalent to A.

Proof. We begin by introducing some notation:

– For a word z = z1z2 · · · zn ∈ Σ∗, we let z{j} = z1z2 · · · zj be the prefix of z
of length j, and z{−j} = zj+1zi+2 · · · zn the remaining suffix.

– We let ρj = τ(ϕω̂1 , z{j}) be the state reached by DA after reading the first j
symbols of z. So, ρ0 = ϕω̂1 is the initial state of DA.

– We let ψj = ρj−1V (zj) be the state vector reached by j − 1 steps of DA
followed by one step of Li(A). So, ψ0 = ϕ0 is the initial state of Li(A).

Note that, for each 0 ≤ j ≤ n, we have ψj ∼ ρj since ρj = rep[ψj ]∼. Moreover, by
definition, the vectors witnessing ψj ∼ ρj are reachable in Li(A). Formally: there
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ψ0 = ϕ0 ρ0 = ϕω̂1

ψ1

ρ1

· · ·
. . .

ψn ρn

ρnV (�)
· · ·

ϕ0V (z�)

Fig. 2. Evolution scheme of the computation over the word z�. The full arrows describe
the transitions of the dfa DA, while the snake arrows denote the evolution in Li(A)
from each vector γj,t in the equivalence class reached after j symbols, through the
dynamic V over the remaining suffix z{−j}�, leading to the vector γj,tV (z{−j}�) in the
bottom chain. In this bottom chain, the leftmost point denotes the vector reached by
Li(A) after reading z�, while the rightmost point is the state reached by DA after
reading z, with a final transition of Li(A) on �. Intuitively, the correctness of DA
comes from the fact that all the vectors in the bottom chain are sufficiently close to
their neighbors to represent either all accepting or all rejecting quantum states in the
original qfc A.

exists a sequence ψj = γj,1, γj,2, . . . γj,�j = ρj satisfying ‖γj,i − γj,i+1‖ < δ
2
√
qk
,

and there exist xj,t ∈ Σ∗ such that ϕ0V (xj,t) = γj,t for 1 ≤ t ≤ �j. As a
consequence of Lemma 3, for every 0 ≤ j ≤ n and 1 ≤ t ≤ �j, we have

‖γj,tV (z{−j}�)− γj,(t+1)V (z{−j}�)‖ < 4 · δ

2
√
qk

=
2δ√
qk
. (6)

In addition, since
ρjV (z{−j}�) = ψj+1V (z{−(j+1)}�),

for all j’s, Inequality (6) implies that the vectors ρjV (z{−j}�) form a chain of
vectors from the final state vector ϕ0V (z�) of Li(A) to the vector ρnV (�), where
the distance between each pair of consecutive vectors is strictly smaller than 2δ√

qk
.

This is intuitively shown in Fig. 2.
We first show that z ∈ LA,λ ⇒ τ(ϕω̂1 , z) ∈ F, which is equivalent to showing

ϕ0V (z�) η ≥ λ+ δ ⇒ ρnV (�) η ≥ λ+ δ. (7)

Note that ϕ0 = γ0,1, ρn = γn,�n , and that, for 0 ≤ j ≤ n and 1 ≤ t ≤ �j, all γj,t’s
witnessing the relation ∼ are reachable in Li(A) through some word xj,t ∈ Σ∗,
i.e., γj,tV (z{−j}�) = ϕ0V (xj,t · z{−j}�). Since λ is a δ-isolated cut point, we have

γj,tV (z{−j}�) η
{≥ λ+ δ if xj,tz{−j} ∈ LA,λ,
≤ λ− δ if xj,tz{−j} /∈ LA,λ.
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Assume, by contradiction, that Inequality (7) does not hold. Then, there exists
a position in the bottom chain of Fig. 2 where the acceptance probability associ-
ated with a state vector in the chain is above the cut point, while the acceptance
probability associated to its right neighbor is below the cut point. More formally,
there must exist ι, κ such that:

γι,κV (z{−ι}�) η ≥ λ+ δ and γι,(κ+1)V (z{−ι}�) η ≤ λ− δ,

From these two inequalities and by observing that ‖η‖ ≤ √
qk, we get

2δ ≤‖(γι,κV (z{−ι}�)− γι,(κ+1)V (z{−ι}�))η‖
≤‖γι,κV (z{−ι}�)− γι,(κ+1)V (z{−ι}�)‖‖η‖
≤‖γι,κV (z{−ι}�)− γι,(κ+1)V (z{−ι}�)‖ ·

√
qk

<
2δ√
qk

·
√
qk = 2δ (by Inequality 6).

which is an absurdum.

Symmetrically, one can show that z /∈ LA ⇒ τ(ϕω̂1 , z) /∈ F , and this completes
the proof.

3.3 Size Cost of the Conversion

We now analyze the cost, in terms of number of states, of the above conver-
sion from qfcs to dfas. This will enable us to obtain a general gap at most
exponential between the succinctness of the quantum and classical paradigm.

Theorem 2. For any given qfc A with q quantum states, k classical states, and
δ-isolated cut point, there exists an equivalent dfa DA with s states satisfying

s ≤
(

1 +
4
√
qk

δ

)q2k

.

Proof. Let Li(A) = 〈ϕ0, {V (σ)}σ∈Γ , η〉 be the linear representation of A. As ob-
served in Section 3.1, its state vectors lies within B1(0) ⊂ C

d, for d = q2k. When
constructing the equivalent dfa DA as described in Section 3.2, the number s of
states of DA coincides with the number of equivalence classes of the relation ∼.

To estimate s, consider the ball B δ
4
√

qk
(ϕω̂i) ⊂ C

d, for each representative ϕω̂i .

Clearly, such a ball is disjoint from the analogous ball centered in ϕω̂j , for every
1 ≤ i = j ≤ s. Moreover, all such balls are contained in B1+ δ

4
√

qk
(0) ⊂ C

d,

and their number is exactly the number s of equivalence classes of ∼. Since the
volume of a d-dimensional ball of radius r is Krd, for a suitable constant K
depending on d, there exist at most

K(1 + δ/4
√
qk)d

K(δ/4
√
qk)d

=

(

1 +
4
√
qk

δ

)q2k

balls of radius δ
4
√
qk

in B1+ δ
4
√

qk
(0). So, this number is an upper bound for s. ��
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4 Size Lower Bound for Quantum Paradigms

By using the inequality of Theorem 2 “the other way around”, we are able to
state lower limits to the descriptional power of qfcs:

Theorem 3. Any qfc with q quantum states, k classical states, and δ-isolated
cut point accepting a regular language whose minimal dfa has μ states, satisfies

qk ≥
(

log(μ)

log
(
5
δ

)

) 4
9

.

Proof. From our qfc, we can obtain an equivalent dfa with a number of states
bounded as in Theorem 2. Thus, for δ ∈ (0, 12 ] and q, k ≥ 1, we have

μ ≤
(

1 +
4
√
qk

δ

)q2k

≤
(
5
√
qk

δ

)q2k

≤
(
5

δ

) 4
√
qk·q2k

≤
(
5

δ

)(qk)
9
4

,

whence the result follows. ��
The lower bound in Theorem 3 is not only interesting in the world of qfcs, but
it turns out to have several applications in the world of quantum automata. In
fact, as recalled in the Introduction, qfcs represent a general unifying framework
within which several types of quantum automata may directly and naturally
be represented. In particular, in [4] it is proved that: (i) Any q-state measure-
once quantum finite automaton (mo-qfa) can be simulated by a qfc with 2q
quantum states and 1 classical state. (ii) Any q-state measure-many quantum
finite automaton (mm-qfa) can be simulated by a qfc with q quantum states
and 3 classical states. (iii) Any q-state quantum reversible automaton (qra) can
be simulated by a qfc with q quantum states and 2 classical states. So, by such
simulation results and Theorem 3, one immediately gets

Theorem 4. To accept a regular language having a μ-state minimal dfa by

a mo-qfa, mm-qfa or qra, at least κ (log(μ)/log
(
5
δ

)
)
4/9

states are necessary,
with κ = 1/2 for mo-qfa and qra, and κ = 1/3 for mm-qfa.

A better asymptotically optimal lower bound of log(μ)/(2 log(1 + 2/δ)) is ob-
tained in [6] for mo-qfas. There, however, Rabin’s approach has a more direct
application since the equivalence relation yielding the states of the equivalent
dfa is in fact a congruence, so the correctness of the dfa is straightforward.
In the case of qfcs, instead, the equivalence relation ∼ is not a congruence,
so we had to ensure that, starting from two different state vectors in the same
equivalence class, after the evolution on the same word, the two resulting vectors
are still either both accepting or both rejecting, even if they belong to different
classes. This was possible because of the property proved in Lemma 3.

As natural open problems, it remains either to witness the optimality of our
size lower bound for qfcs, or to improve it, especially for the particular cases
of simulated machines such as, e.g., mm-qfas and qras. Moreover, one of the
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anonymous referees pointed out another general framework, namely quantum
automata with open time evolution [10], which may be worth investigating by
the same geometrical approach, since the computation of such devices on a given
input can also be linearized [20].
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