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Abstract. In this paper, an adaptive neural network (NN) control scheme is 
proposed for a class of strict-feedback discrete-time nonlinear systems with inp-
ut saturation. which is designed via backstepping technology and the approxi-
mation property of the HONNs, aimed to solve the the input saturation  
constraint and system uncertainty in many practical applications. The closed-
loop system is proven to be uniformly ultimately bounded (UUB). At last, a si-
mulation example is given to illustrate the effectiveness of the proposed  
algorithm.  
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1 Introduction 

In recently years, the research on the neural network control of various nonlinear unc-
ertain systems has advanced significantly. In the literature of adaptive neural network 
control, neural networks (NNs) are primarily used as on-line approximators for the 
unknown nonlinearities due to their inherent approximation capabilities. By using the 
idea of backstepping design [1], several adaptive neural-networks control [2-6] have 
been presented for some classes of uncertain nonlinear strict-feedback systems.  

However, the above mentioned methods are limited to the continuous-time domain, 
they are not directly applicabled to discrete-time systems due to the noncausal prob-
lem in the controller design procedures. Recently, the adaptive control via the univer-
sal approximators for uncertain discrete-time nonlinear systems has obtained many 
results. For example, the approach proposed in [7] was given to achieve the tracking 
control of a class of unknown nonlinear dynamic systems using a discrete-time NN 
controller. Subsequently, several elegant adaptive control schemes were studied in [8-
13] for discrete-time nonlinear systems based on the approximation property of the 
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neural network. For instance, both the state and ouput feedback adaptive neural net-
work controllers were presented for a class of discrete-time nonlinear systems in the 
strict-feedback form [8]. A novel approach in designing neural network based adap-
tive controllers for a class of nonlinear discrete-time systems was presented in [9]. 

For practical perspective, the input saturation may cause serious influence on sys-
tem stability and performance[14]. Therefore, the effects of input saturation cannot be 
ignored in the controller design [15]. Recently, to solve the input saturation const-
raint, some adaptive continuous nonlinear systems with input saturtion has been ad-
dressed in [16-18]. But there are still little works for the discrete-time nonlinear  
system [19].  

In this paper, adaptive neural network controller via backstepping is presented for a 
class of discrete-time nonlinear system with input saturation. During the controller 
design process, the HONNs are used to approximate the unknown nonlinear function 
in the system. With an aided design system of the input saturation, the input saturation 
constraint of the discrete-time nonlinear system is solved in the controller design. By 
using the lyapunov analysis method, the closed-loop systems are proven to be UUB, 
and the tracking error converges to a small neigborhood of the origin. At last, the 
simulation results show the effectiveness of the proposed method.  

2 Problem Formulation and Preliminaries 

2.1 Problem Formulation 

Consider the following single-input single-output (SISO) discrete-time nonlinear 
system in strict-feedback form in [7]: 
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Where niRkxkxkxkx iT
ii  2,1,)](,),(),([)( 21 =∈= , Rku ∈)(  and  

Ryk ∈  are the state variables, system input and output respectively; ))(( kxf ii  
and nikxg ii ,,2,1)),(( =  are unknow smooth functions. 

The control objective is to design an adaptive NN controller for system (1) such 
that: (ⅰ) all the signals in the closed-loop system are UUB and (ⅱ) the system out-

put follows the desired reference signal )(kyd . The desired reference signal 

0,)( >∀Ω∈ kky yd  is smooth and known, where { }1: xy ==Ω χχ . 

Assumption 2. The signal of nikxg ii ,,2,1)),(( = are known and there exist  

co-nstants 0>ig  and 0>ig  such that iiii gkxgg ≤≤ ))(( ， Ω∈∀ )(kxn . 
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2.2 Input Saturation Constraint 

Considering the input saturation constraints u satisfies maxmin uuu ≤≤− , where 

minu  and maxu  are the known lower limit and up limit of input constraints. Thus, 
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where v  is the designed controller input of the system .  
Then , to be convenient to consider the affect of the input saturation constraint, the 

aided design system is considered as follows: 
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where e  is a state variable of the aided design system, θ  is a small positive design 

parameters, 01 >c  also a design paramaters. and +Δ⋅=Δ=⋅ uuff nn ηη ),()(  

 2

2

1
uΔ ( nη  is a error variable in control design) is a aided design function. 

3 Adaptive NN Control Design with Input Saturation 
Constraint 

Consider the strict-feedback SISO nonlinear discrete-time system described in (1). 
Since assumption 1 is only valid on the compact set Ω , it is necessary to guarantee 
the system’s states remaining in Ω  for all time. We will design an adaptive control 

)(ku  for system (1) which makes system output ky  follow the desired reference 

signal )(kyd , and simultaneously guarantees 0,)( >∀Ω∈ kkxn  under the condi-

tion that Ω∈)0(nx . 

The strict-feedback form (1) is transformed to n-step head function as follows:  
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Form the definition of ))(( kxG ni in each step, it is clear that the value of 

))(( kxG ni  is the same as ))(( kxG ii , therefore ))(( kxG ni satisfy: 

Ω∈∀≤≤ )(,))(( kxgkxGg ninii  

Now we can construct the controller for (4) via backstepping method without the 
problem of causality contradiction. For convenience of analysis and discussion, for 

1,,2,1 −= ni   let: 

))(()()),(()()),(()),(()( kxgkgkxfkfkxGGkxFkF nnnnnnniinii ====   

Before further going, let 12,1, −=+−= niinkki   

Step 1: For )()()( 11 kykxk d−=η , its n th difference is given by  

)()1()()()( 2111 nkynkxkGkFnk d +−−++=+η               (5) 

Considering )1(2 −+ nkx  as a fictitious control, if we choose 
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It is obvious that 0)(1 =+ nkη . Since )(1 kF  and  )(1 kG  are unknown, they 

are not available for constructing a fictitious control )(2 kx d
∗ . However, )(1 kF  and 

)(1 kG  are function of system state )(kxn , therefore we can use HONN to approxi-

mate )(2 kx d
∗  as follow: 

T
d

T
nz

T
d nkykxkzkzkzSWkx )](),([)()),(())(()( 111112 +=+= ∗∗ ε      (7) 

Letting 1Ŵ  be the estimate of  ∗
1W , consider the direct adaptive fictitious control: 
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and the adaptive law as 
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1111111111 +Γ+Γ−=+ kkzSkWkW ησ          (9) 

substituting (6), (7) and (8) into (5) yields 
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Choose the lyapunov function candidate 
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Noting the fact that 1111111 )()1())(()(
~

z
T kGkkzSkW εη ++= , the first dif-

ference of (11) is 
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Stepi : Simulated the procedure in step 1, for )()()( 1−−= iifii kxkxkη , we can get 

the following direct adaptive fictitious controller and its adaptive law 
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Then we can obtain 
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Choose the lyapunov function candidate as follows 
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Step n: For )1()()( −−= kxkxk fnnη . its first difference is 

)()()()()()1()1( kxkukgkfkxkxk nfnnnfnn −+=−+=+η      (14) 

To deal with the affect of the input saturation constraint in this step, we employ the 
aided design system in (3). Now, consider the direct adaptive fictitious controller as 

)())((ˆ)( kekzSWku nn
T

n +=                               (15) 

and the adaptive law as follows: 

)1())(()(ˆ)1()1(ˆ +Γ−Γ−=+ kkzSkWkW nnnnnnnn ησ        (16) 

Substituting (15) and (16) into (14) , we can obtain 
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The first difference of (18) with (16) and (17) is 
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then 0≤Δ nV  once any one of the n  errors satisfies njj gk βη >)(  and 

nj ,,2,1 = , This demonstrates that the tracking error )(,),(),( 21 kkk nηηη   

are bounded for all 0≥k . 

Based on the procedure above, we can conclude that Ω∈+ )1(kxn  and )(ku  

are bounded if Ω∈)(kxn . Finally, if we initialize Ω∈)0(nx , and choose the 

design parameters as (20), there exists a ∗k , such that all errors asymptotically con-
verge to zero, and NN weight errors are all bounded. This implies that the closed-loop 

system is UUB. and niWkx in ...2,1,ˆ,)( =Ω∈  will hold for all 0>k . 

4 Simulation Studies 

Now , we can apply adaptive NN control for a class of discrete-time nonlinear syste-
ms with input saturation to the ship heading control, the discerte-time ship heading 
control plant described by 
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where 21 ,aa  denotes nonlinear coefficients of the ship, TK ,  are the parameter of 

rotary  and trackability. It can be checked that Assumption 1 and 2 are satisfied. In 
ship heading control, the input saturation restrictions of the rudder angle is 35°. 

The initial condition for ship heading control states is Tx ]0,30[0 = , and the H-

ONN codes is 22,22 21 == ll .The simulation results are presented in Figs 1 and 2. 
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Fig. 1. The output ky and the reference signal dy   Fig 2. The input of the controller u  

5 Conclusion 

By using the backstepping technique and the approximation property of the HONNs, 
as well as considering the input saturation, an adaptive control approach is proposed 
for a class of discrete-time nonlinear systems with input saturation. In this paper, the 
proposed controller solves the input saturation constraint and system uncertainty in 
practical applications, and all the signal of the resulting closed-loop system were 
guaranteed to be UUB, the tracking errors can be reduced to a small neighborhood of 
zero. The simulation example is proposed to show the performance of the presented 
scheme.  
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