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Abstract. The Neural-Network Ensemble (NNE) is a very effective method 
where the outputs of separately trained neural networks are combined to 
perform the prediction. In this paper, we introduce the improved Neural 
Network Ensemble (INNE) in which each component forward neural network 
(FNN) is optimized by particle swarm optimization (PSO) and back-
propagation (BP) algorithm. At the same time, the ensemble weights are trained 
by Particle Swarm Optimization and Differential Evolution cooperative 
algorithm(PSO-DE). We take two obviously different populations to construct 
our algorithm, in which one population is trained by PSO and the other is 
trained by DE. In addition, we incorporate the fitness value from last iteration 
into the velocity updating to enhance the global searching ability. Our 
experiments demonstrate that the improved NNE is superior to existing popular 
NNE. 
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1 Introduction 

Neural Network Ensemble (NNE) is a learning mechanism which has a collection of a 
finite number of neural networks trained for the same task. In Hansen and Salamon’s 
work [1], it has been first proposed. Its main idea is that the predicting ability of a 
neural network system could be significantly improved by assembling a set of neural 
networks, for example, training many neural networks and then combining their 
predictions in some way [2]. But only by averaging, the combined prediction would 
not be effective, because in some cases, maybe some components of ensemble behave 
unsatisfactory. In [3], authors thought that it might be better to ensemble some 
components other than all of the trained neural networks; they introduced Genetic 
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algorithm based selective ensembles (GASEN), which employed genetic algorithm to 
evolve the weights assigned to each FNN for the best appropriate prediction. In [4], 
Kennedy and Eberhart put forward the binary particle swarm optimization (BiPSO) to 
optimize the NNE: in the BiPSO, the weight of each FNN could be zero or 1, and the 
ensemble problem of NNE would be transformed into selecting the best appropriate 
FNN set by PSO. Another version of PSO, denoted as DePSO, in which the weight of 
each FNN could be decimal number. 

The FNN often adopts the BP algorithm to optimize the weights. However, BP 
may lead to a failure in finding a global optimal solution [5]. But on the other part, the 
gradient descending method of BP could achieve higher convergent accuracy and 
faster convergent speed around the global optimum.  

The PSO algorithm is showed to converge rapidly during the initial stages of a 
global search. But around global optimum, the search process may become very slow, 
the improvement decreasing gradually with the searching iterating. Another 
shortcoming is that the particles would easily oscillate in different sinusoidal waves, 
converging quickly, sometimes prematurely [6] [7]. In [8], the authors proposed PSO 
and BP couple-algorithm to train the weights of FNN, where the hybrid algorithm 
could make use of both global searching ability of the PSO and local searching ability 
of the BP algorithm. [9] proposed a new kind of hybrid method which was based on 
fuzzy set theory and used PSO-BP couple algorithm to determine the weight of 
different FNN, then synthesized their assessment result to form the final output 
according to the weight. 

In our paper, we propose the improved PSO-BP-NNE mode, which means that we 
use PSO and BP to train each component FNN, and then use the Particle Swarm 
Optimization and Differential Evolution cooperative algorithm(PSO-DE) to optimize 
the NNE. There are two stages: In the FNN training stage, firstly, we use PSO to train 
each component FNN, when the constrain-condition is reached, we apply the BP 
algorithm into training until the new termination condition reached. In the NNE 
training stage, we present the multi-populations cooperative optimization (PSO and 
DE) to train the weight of each component FNN. In addition, we introduce an 
improved PSO algorithm which incorporates the fitness function into the velocity 
updating. In our experiment, the proposed algorithm is verified superior to the general 
NNE which is optimized by single algorithm.  

2 Component Neural Network Optimized by PSO and BP 

The gradient descending technique proposed by Werbos [10], is widely used in 
optimizing and training FNN. But it has its own disadvantage which is sensitive to the 
initial weight vector, often leading to a different result by virtue of different weight 
vector. The disadvantage leads trapping in a local solution which is bias to the best 
solution. But it could achieve faster convergent speed around global optimum, due to 
the reasons above, we introduce the PSO and BP couple-algorithm to optimize the 
FNN. The detailed gradient descending technique is described in [10] and [11].  
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Fig. 1. The forward neural network architecture 

The idea of BP is to make the error back-propagate to update the parameters of 
FNN, and the parameters include two sections: one is between the input-layer and 
hidden-layer, the other is between hidden-layer and output-layer. If we suppose that 

}...,{ 21 mxxxX = has m  input samples and }...,{ 21 nyyyY =  has n  output results. 

There are p  neurons in hidden-layer and q neurons in output-layer. The thresholds 

of hidden neurons are }...,{ 11
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are }....,{ 211211 pqwwwwW = . The transition function of hidden-layer is )(⋅f  and the 

transition function of output-layer is )(⋅g . 
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We could get the updating formula of the two weights, as follows: 
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We could get the updating formula of the two thresholds, as follows: 
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Where 21 ,ηη is the learning rate. 

But it should be noticed that the learning rate which controls the convergence to a 
local optimal solution is often determined by experiments or experience. If it is not 
ideal enough, it would easily result in oscillating of the network and could not 
converge rapidly.  

The PSO algorithm could be described as a swarm of birds or pigeons hovering in 
the sky for food. We assume the pigeon swarm as a random particle swarm, and each 
particle stands for one bird. Every bird has its own location and flying-velocity. One 
swarm has m  particles, and the number of dimensions of every particle is n , 
denoted as )...,( 21 iniii xxxX = and )...,( 21 iniii vvvV = where iX and iV are the position 

and velocity of the thi −  particle in n dimensional space. At each step of iterations, 
the particles update their positions and velocities according to the two best values: 

One is )...,( 21 iniii pppP = , representing the previous best value of thi − particle up 

to the current step. Another is )...,( 21 ni gggG = , representing the best value of all 

particles in the population. After obtaining the two best values, each particle updates 
its position and velocity according to the following equations: 
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Here, rand() is a random number in the range [0, 1] generated according to a uniform 
probability distribution. In the general PSO, the learning actors 1c and 2c are positive 

constants, usually 8.21 =c , 3.12 =c . tw is the inertial weight used to balance global 

and local searching. The detailed description could be referred in [12].  
In the general PSO mechanism, the fitness values are used to select the best 

solutions. But the direct relation between the sequential iterations is usually ignored. 
In many cases, the values of the fitness mean the distance between the current 
location and the real best location. Incorporating the fitness value could enhance the 
global search-ability and diversity of the particle swarm. 

Based on the motivation above, we introduce the improved PSO: 
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The improved updating equations list as follows: 
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The procedures for PSO–BP couple algorithm could be summarized as follows: 
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Step 1: Initialize the swarm of PSO: get M particles, set the initial weight w  and 

learning factor 1c , 2c , the maximal iterative generations psoT −max and BPT −max . 

Step 2: Evaluate the fitness of each particle of PSO, ipbest  represents the previous 

best value of the thi − particle up to the current step. gbest  represents the best value 

of all the particles in the population. 
Step 3: Do step 3 until psoTt −> max or do step4 if the best position has not changed 

for several iterations, or else, return to the step 4. 
Step 4: Do BP algorithm until BPTt −> max .   

Step 5: if  Egbestfitness <)(  (E is the given threshold)    

          Output the prediction and MSE 
      else  Continue to do BP for several iterations. 
          Output the prediction and MSE 

    endif  

3 Neural Network Ensemble Optimized by DE-PSO 

The authors have described the NNE in detail in[13][14]. Having obtained each 
refined component FNN as described in Section II, we would concentrate on how to 
combine the output of each component FNN.  
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where )(xfi represents the output of the thi − FNN and iw  represents the importance 

of the thi −  FNN. Our idea is that, for the best appropriate prediction how to 
optimize iw  of each sub-network, which corresponds to the solution of the 

optimization problem of the particles. But in [13], the authors recommended to 
average the weight of each sub-network. In this paper, we introduce the multi-
population cooperative algorithm which could not only avoid trapping into the local 
solution, but also increase the diversity of particles. Here we introduce another global-
searching algorithm, differential evolution algorithm [15]. DE is also a floating-point 
encoded evolutionary algorithm for global optimization over continuous spaces, but it 
creates new candidate solutions by combining the parent individual and several other 
individuals of the same population. It consists of selection, crossover and mutation.  

In [16] [17], authors utilized DE to optimize PSO to improve the efficiency and 
precision. The cooperative algorithm tends to compensate for disadvantage of the 
individual method and could be apt to the best solution. We also incorporate this idea, 
but in every iteration, the two populations optimized respectively by different 
algorithms would be compared and to select the best appropriate solution which 
determines the evolution direction. 
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Our architecture is as follows. 
 

 

Fig. 2. The sketch diagram of the whole mechanism 

The procedure for NNE-multi-population algorithm could be summarized as 
follows: 
 Step 1: Initialize the weight of each FNN which has been optimized by PSO and BP. 
 Step 2: Each particle represents a set of weights which means that each dimension 
represents one weight of each component FNN .The population is duplicated into 2 
identical swarms. 
 Step 3: One swarm is optimized by PSO and the other is optimized by DE 
respectively. 
 Step 4: After each Step3, the psogbest _ and DEgbest _ are calculated. 

        )_,_max( DEgbestpsogbestgbest =  

Step 5: Do the Step 3-Step 4 loop until the Max-iteration is reached. 
Step 6: Output the MSE. 

4 Experiment 

To test the efficiency of the improved NNE, we perform the comprehensive 
experiments to compare different optimization methods. We select the input-sample 
set for training from }4:08.0:4{−=X with 100 samples, we could get the expected 

output via the equation )2/(2 2

)21(1.1 xexxy −⋅⋅+−×= . We suppose the test-sample 

}96.3:08.0:96.3{ˆ −=X with 100 samples. We regard the MSE, the mean square 

error between the real-output and the expected-output, as the measure variable. 
The performance is compared between various ensemble ways with the different 

component FNN and different ways to combine the output of each component FNN. 
In our experiment, there are three kinds of component FNN: optimized by BP, 
optimized by PSO, optimized by PSO and BP. The ensemble weights of NNE are 
optimized in five ways: simple averaging, general PSO, improved PSO, multi-
population improved PSO and multi-population improved PSO and DE, which are 
listed in the following table.  
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Table 1. The train-MSE and test-MSE comparison between five ensemble ways with each FNN 
optimized by three ways 

The optimized
method of NNE 

Each component  
FNN optimized by
BP 

Each component  
FNN optimized by 
PSO 

Each component FNN 
optimized by PSO and 
BP 

MSE-train MSE-test MSE-train MSE-test MSE-train MSE-test 

Simple average 0.4543 0.4154 0.0133 0.0134 5.1015e-
007 

4.9619e-
007 

General 
 PSO 

0.4324 0.4031 0.0056 0.0055 1.8851e-
007 

1.8320e-
007 

Improved PSO 0.3348 0.3095 0.0058 0.0057 1.4201e-
007 

1.4180e-
007 

Multi-population 
Improved PSO 

0.2883 0.2616 0.0046 0.0043 7.0418e-
008 

6.7776e-
008 

Multi-population 
Improve PSO and 
DE 

0.1997 0.1905 0.0041 0.0044 4.5633e-
008 

4.3873e-
008 

 
From Table I, the results which are related to individual networks optimized by 

different algorithm have been listed. It could see that, the individual network 
optimized by BP and PSO couple-algorithms does better than other algorithms. 
Among different NNE training algorithms, we could discover that the multi-
population cooperative algorithm is superior to the other NNE trained algorithms. 

5 Conclusion 

In this paper, the superiority of individual networks optimized by different algorithm 
is analyzed, which reveals that in some cases the ensemble mechanism is superior to 
the simplex neural network. The weights of NNE also reveals the importance of 
individual networks, Experimental results show that multi-population cooperative 
algorithm is a promising ensemble approach that is superior to both averaging all and 
our other enumerating algorithms.  
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