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Abstract. True random number generator (TRNG) designers should
provide a stochastic model of the target of evaluation to be compliant
with the AIS-31 standard evaluation process. In this paper, we present
a model of a TRNG that extracts its randomness from the metastable
behavior of a D-Latch. Such a model needs to be set up for the TRNG
evaluation process. In this work, we describe and analyse the random-
ness coming from a chain of D-Latches when set near their metastable
state. Then, we present a physical model of a metastability-based TRNG.
The main novelty of this paper is the stochastic modeling process of a
metastability-based TRNG. The presented model is validated on FPGA
and a 65nm CMOS technology prototype chip.
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1 Introduction

Randomness generation is needed for many applications spanning from Monte
Carlo simulations to security communications. Also many cryptographic proto-
cols are contingent to the unpredictability of random variable. A critical part to
validate a true random number generator (TRNG) is to satisfy stringent veri-
fications to make sure the function is not biased. For instance, statistical tests
have been precisely specified by NIST in [1], BSI in [2] or FIPS in [3]. In the
case of AIS-31 evaluation methodology of physical true random number gen-
erators [2], TRNG designers should provide a stochastic model of the TRNG
behavior besides the compliance with the statistical tests.

On-chip TRNGs extract randomness from the chip ambient noise. There are
many noise sources in CMOS circuits. Some of them are deterministic and others
are random. Thermal noise, shot noise and (1/f) noise are considered as random
noise sources [4]. By applying the central limit theorem, the noise exhibits a
Normal probability density distribution [5].

In this paper, a stochastic model of a metastability-based TRNG is presented.
This TRNG design is an open-loop structure which extracts the noise entropy by
placing a memorizing cell in a metastable state, then observing the stable state
which is the consequence of the noise impact. The presented metastability-based
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TRNG output takes advantage of a metastable state, MSS, which converges to a
final stable state depending on the noise value. Simulations have been performed
to estimate the parameters that describe the proposed model. To validate this
model, we perform AIS-31 standard statistic tests on acquisitions of both FPGA
and ASIC targets.

Stochastic models of a PLL-based TRNG, a noisy diodes physical RNG and a
floating-gate-based TRNG were introduced respectively in [6], [7] and [8]. Several
analog and digital TRNG designs that extracts randomness from metastability
have been proposed in ([9], [10], [11], [12] and [13]). Given our current knowledge,
there is no such model for metastability-based TRNG in the literature.

As TRNGs require specific certifications, randomness must be proven first
by model then by applying the generated sequence a battery of standard tests.
We devote this paper to these two important steps of TRNG design. This pa-
per is organized as follows: In the second section, an introduction to the basics
of metastability is given. Then, an analytic expression is established to com-
pute the model parameters. The third section deals with the modeling process
and probability computation of the metastability-based TRNG output. In the
fourth section, we validate the presented metastability-based TRNG model by
comparing simulation results against test-chip measurements.

2 Modeling and Characterisation of Metastability

In storage elements, such as latches and flip–flops, whenever the delay between
the clock and data violates the setup or hold time requirements, the normal
behavior is not guaranteed. In fact, the input D must be stable for a duration
of at least tsetup before the active edge of clock and it must remain stable for at
least thold after the same clock edge. If those timing conditions are not met, the
output state can go through an intermediate state where its value is not a valid
logic value. This intermediate state is called metastable state. The final valid
state of the storage element, either 0 or 1, is then not predictable and depends
on the circuit ambient noise. The metastability-based TRNG design exploits this
phenomenon to generate unpredictable random numbers. The main goal of this
work is to try to model the behavior of the TRNG structure and quantify the
output entropy.

To characterise this behaviour, let us consider the internal structure of a stan-
dard cell D-Latch as shown in Fig. 1a. This D-Latch is designed using tri–state
gates controlled by the clock signal G and two back-to-back inverters commonly
used in static storage elements. In the following, we consider an active low trans-
parent D-Latch. When the value of the input clock signal G is ‘0’, the D-Latch
is said to be transparent, i.e. the output Q is equal to the input D, and when
the value of the input clock signal G is ‘1’ the D-Latch is said to be memorizing,
i.e., the output Q keeps its value.

Depending on signal arrival times, the three situations are possible as shown
in Fig. 1b:
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Fig. 1. D-Latch internal structure and timing characterisation

(i) The delay between the clock G and the dataD, δtDG, is greater than tsetup.
This implies the Q output goes rapidly to VDD.

(ii) δtDG � tsetup. This means there is a tsetup violation and Q may remain
stuck around an intermediate voltage level VMSS which is neither a 0V nor
VDD.

(iii) δtDG, is less than tsetup the output Q never leaves 0V .

Fig. 2 shows the clock-to-output propagation delay TGQ versus the data-to-clock
delay δtDG.

When the setup requirements are respected (δtDG < tsetup), the propagation
delay is constant and corresponds to the propagation delay of a transparent D-
Latch TGQmax

given by the manufacturer. When δtDG decreases, the propagation
time TGQ increases with a logarithmic shape. This increase is due to the recovery
time from metastability. The asymptotic limit defines a minimum setup time for
which the propagation delay TGQ becomes infinite. In the following, we refer to
this asymptotic value as Tsetup0.

The metastable state, MSS, is a state where the output voltage is neither a
valid low nor a high logic state such as depicted in Fig. 3a. In this state the
voltage values of both the input and the output of the static storage element,
have the same value VMSS � VDD

2 .
Around this point, the inverters of the static storage element can be mod-

eled as two amplifiers with a negative gain (−A) where A � 1 [14] [15] (we
consider equal gains for both inverters for the simplicity of expression). Each
inverter drives a resistance R and a capacitive load C (considered equal to sim-
plify the expression) which models the gates and connections at each outputs as
represented in Fig. 3b. In the absence of noise, the voltage of the internal node Vo
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Fig. 2. Behavior of the propagation delay time TGQ vs. δtDG of a CMOS D-Latch.

should remain stuck at this intermediate voltage, around VDD

2 . The probability
to enter a MSS whose duration is longer than tm is expressed as follows [16]:

p(t > tm) = e−
(A−1)

τ ·tm (1)

Practically, when the G switches to ‘1’ the node voltage is never exactly VDD

2 ,
and even then, ambient noise can shift this position. This bias will condition the
final logical value and the time to reach it as shown in Fig. 3c. In fact, ΔVDG0

impacts on the final state of the D-Latch. Fig. 3d shows the behavior of the
internal memorizing net at MSS state for different data-to-clock delays. The
figure (b) is a zoom of (a) around VDD

2 .
The expression of the voltage difference V (t) = Vo(t) − Vi(t) around MSS is

given in equation (2) [15]:

V (t) = ΔVDG0 · e
A−1
τ t (2)

Where ΔVDG0 = (Vo − Vi)(0) is the voltage difference at the moment where the
D-Latch switches to memorizing mode. τ = R · C is the time constant.

We introduce a threshold voltage Vth aroundMSS. This threshold corresponds
to the voltage over which the state goes from MSS to a valid logic value.

Tr =
τ

A− 1
ln(

ΔVth

ΔVDG0

) (3)

Tr represents the time needed to leave the metastable state or the increase in
the propagation delay.
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Fig. 3. D-Latch characterization around metastability

As shown in Fig. 1b, we consider a linear relation between the voltage differ-
ences ΔV and the delay in arrival times of the D and G signals such as:

ΔVth = α A · δtth
ΔVDG0 = α A · δtDG (4)

Where α is the slope of the clock and data input and A the gain of inverter.
Thus, by replacing the expression of Vth in (3) we can express the resolving

time as a function of the time delays as in equation (5).

Tr =
τ

A− 1
ln(

δtth
δtDG

) (5)

Which can be rewritten as:

Tr = γ(β − ln δtDG) (6)
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Equation (6) shows that the D-Latch propagation delay TGQ = Tr + TGQmax

increases as δtDG decreases. And this is what we obtain at simulation as shown
in Fig. 2.

The next section provides a detailed analysis of the noise impact on the TRNG
and the probability analysis of the output.

3 Stochastic Model of the Metastability-Based TRNG

3.1 Randomness Extraction

To maximize the probability to catch a metastable event at each clock cycle,a
high speed metastability-based TRNG structure [10] has been introduced. This
structure is illustrated in Fig. 4 and is composed of N latches and a delay struc-
ture to assure a race between the clock and data signals. The offset is first
adjusted by two coarse chains with two control signals ctrd and ctr for the data
and the clock, respectively.

DATA
COARSE
CHAIN

CHAIN
COARSE
CLOCK

D Q D Q D Q D Q

1 2 N-1 N

RNG

CLK
G G G G

Q1 QN

FINE CHAIN CLK

FINE CHAIN D

ctrd

ctr

Fig. 4. Structure of the metastability-based TRNG

For the ith D-Latch, δtDGi
represents the delay between D and G signals

(G being the clock input of the latch). This delay is incremented between two
consecutive latches by a differentiel delay δt, as expressed in equation (7). δt
comes from the difference between the two fine delay chains D and CLK.

δtDGi+1 = δt+ δtDGi (7)

Fig. 5 shows the clock-to-data delay at consecutive latches, superposed with the
propagation characteristic of a D-Latch. This delay can be expressed,
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Fig. 5. The probability to correctly sample the input for consecutive latches

as in (8), as the sum of a deterministic delay, which correspond to the signals
race and a random delay, which models the noise impact.

δtDGi = ΔD0 − i · δt+N (δt) (8)

Where N (σ) is the Normal distribution and ΔD0 is the initial delay between
G and D introduced by the data and clock coarse chains. The incertitude dis-
tribution is considered Normal as it models the influence of the multiple noise
sources in accordance with the central limit theorem [17].

The D-Latch will sample a high logic value 1 if this delay is smaller than
Tsetup0. We denote pQi = p(Qi = 1) this probability:

pQi = p(δtDGi
< Tsetup0) (9)

This corresponds to the gray colored area of the Normal bell in Fig. 5. This
probability can thus be analytically expressed as:

pQi =
1

2

[
1− erf(

δtDGi − Tsetup0

σ
√
2

)

]
(10)

Where:

– Tsetup0 is the experimental asymptotic limit such as represented in Fig. 5.
– erf(x) is the error function.
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3.2 Probabilistic Analysis of Metastability-Based TRNG

In the following, we use the notation pX , representing p(X = 1), where X is a
Normal random variable. Since the TRNG output is the XOR of the N D-Latch,
as illustrated in Fig. 4, the probability to have TRNG output equal to 1 is the
probability parity of having an odd number of the N Q outputs D-Latch settling
down to a logic 1. Let pTRNG = p(TRNG = 1) be the probability to have 1 on
the TRNG output. Here we distinguish two cases:

(i) Influence of noise on each of the N Latches is independent.
(ii) The value of Qi of D-Latch i impacts the output value Qi+1 of the (i+1)th

D-Latch.

In the case (i), computing this probability pTRNG is equivalent to compute the
probability of a N -inputs XOR to be equal to 1. Let us consider the first two
latches Q1 and Q2. Equation (11) represents the probability to obtain ‘1’ at the
output of the first stage 2-inputs XOR.

pQ1⊕Q2 = pQ1 · pQ2 + pQ1 · pQ2

= pQ1 · (1− pQ2) + (1 − pQ1) · pQ2

pQ1⊕Q2 = pQ1 + pQ2 − 2pQ1pQ2 (11)

Equation (12) is the factorized expression of (11).

1− 2pQ1⊕Q2 = 1− 2pQ1 − 2pQ2 + 4pQ1pQ2

= (1− 2pQ1) · (1− 2pQ2) (12)

Then, by mathematical induction, we can generalize the expression for N-inputs
XOR as shown in (13).

1− 2p(

N⊕
i=1

Qi = 1) =

N∏
i=1

(1− 2pQi) (13)

Thus, from equation (13), the final expression of p(TRNG = 1) is:

pTRNG =
1

2
[1−

N∏
i=1

(1− 2pQi)] (14)

In case (ii) where pQi impacts pQi+1 if Qi equals ‘1’ there is no way that Qi+1

equals ‘0’, we can thus eliminate some terms in eq. 14.
For example, for a 3-inputs XOR, only the following input triplets (1,0,0)

and (1,1,1) are left. Hence, the probability of the output of XOR pQ0⊕Q1⊕Q2 =
p(Q0 ⊕Q1 ⊕Q2 = 1) would be expressed as follows:

pQ1⊕Q2⊕Q3 = p1 · (1− p2) · (1 − p3) + p1 · p2 · p3
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For a 4-inputs XOR, the product of all pi does not appear in the final probability,
as the XOR of an even number of ones is 0.

pQ1⊕Q2⊕Q3⊕Q4 = p1 · (1− p2) · (1− p3) · (1− p4) + p1 · p2 · p3 · (1− p4)

By mathematical induction, we can establish a general expression of pTRNG =
p(TRNG = 1) for an N -inputs XOR (here N is even). Eq. (15) represents thus
the probability pTRNG in case (ii).

pTRNG =

N
2∑

i=1

2i−1∏
j=1

pQj ·
N∏

j=2i

(1 − pQj ) (15)

In the next section, we present the model verifications by simulation and experi-
mental results on the test-chip. Then, the AIS-31 statistical tests are applied on
the random number generated by metastability-based prototypes on both FPGA
and ASIC technology targets.

4 Model Verification

TRNG simulations with noise show that the impact of noise on the D-Latch
chain is correlated such as explained in case (ii) of the section 3.2.

4.1 Model Validation by Simulation

We plot the increase of TGQ vs. δtDG for a D-Latch standard cell with 1fs
resolution to estimate the model parameters of equation (10). We find that
Tsetup0 is equal to -38.385ps. The differential delay δt introduced by the fine delay
chains equals to 1ps. Then, to extract the parameter σ, standard deviation of the
TRNG noise source, transient electrical simulation of a single D-Latch standard
cell are held with a noisy data input D for different σ.

Fig. 6 depicts the probability p(Q = 1) as a function of noise standard for
two different deterministic delays chosen around Tsetup0. In Fig. 6a the offset
is of -1ps from Tsetup0 and for Fig. 6b it is 1ps. When the standard deviation
of the noise is small, the probability is either 1 or 0 depending on the relative
position to Tsetup0. In this case, no random behaviour will be observed. When
the standard deviation is higher than 10ps, the probability tends to 0.5 making
the output final logic value unpredictable.

Fig. 7 represents the simulated probability p(Q = 1) with a noise stan-
dard deviation σ = 5ps for offsets from Tsetup0 in the interval [-10,10]ps. The
dashed curve represents, the theoretical p(Q = 1), i.e. the function f(x) =
1
2 (1− erf( x√

2σ
)) with σ = 5 while the plane line curve represents the simulated

probability.
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Fig. 6. The probability p(Q = 1) vs. the noise standard deviation

Then, the same simulation experiment is performed on the TRNG composed
of N = 64 latches while varying the standard deviation of the noisy data input.
Fig. 8 shows side to side the probability pTRNG vs. the noise standard deviation
obtained from both analytic expression (Eq. (15) and Eq. (14)) and from the
spice simulation for one configuration the coarse delay chain (ctr = 0x00, ctrd =
0x00). We see that for small noise standard deviation both analytic expressions
give similar values. This figure also shows that the proposed model matches well
the simulation results.

4.2 Silicon Proven Metastability-Based TRNG

In order to validate the TRNG model, we have applied standard statistical tests.
FIPS 140-2, AIS-31 and NIST are three evaluation test standards commonly used
to validate the randomness quality.

T0-T5 AIS-31 tests are applied on the digitized noise signal after post-
processing. FIPS 140-2 [3] are similar to T1-T4 tests with different rejection lim-
its. P2 tests class of AIS-31 ( corresponding to T6-T7-T8) are the sole that have
to be applied on the raw output of the TRNG, i.e. before any post-processing,
as specified in the AIS-31 evaluation methodology [2].

In what follow, we will thus only present the results of the AIS-31 tests. We
ran the different AIS-31 statistical tests on 20Mbits samples from an ASIC test-
chip and for an FPGA implementation. In both FPGA and ASIC prototype, the
TRNG structure is composed of N=64 latches.

ASIC Test-Chip Experiments. The test-chips were fabricated in the 65nm
CMOS technology process by STMicroelectronics. Two versions of the TRNG
have been use, the first one has a δt equals to 5ps, later referred to as TRNG1,
while the second has a δt smaller than a 1ps, later referred to as TRNG2.
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The probability p(TRNG = 1) has been measured for different values of
the clock to data offset adjusted by ctrd and ctr coarse chain control signals.
The values reported in Table 1 for TRNG1 allow to conclude that the noise
standard deviation is rather low compared to the diffrential delay δt as most of
the probability value are far from 0.5, as shown by the model and simulation
probability curves. For exemple, for the coarse chain configuration (ctr = 0x00,
ctrd = 0x00), the probability pTRNG measured on the testchip over 100000
samples as in Table 1 is 84.25%. If we compare this value to the probability
obtained for the same configuration from the model and the spice simulation
(Fig. 8a and Fig. 8b), we can see that this probability corresponds to a noise
standard deviation around 2ps.

Table 1. p(TRNG = 1) measured on the testchip for TRNG1 and diffrent ctr and
ctrd configurations of the coarse delay chains

ctrd
ctr

0x00 0x01 0x03 0x07 0x0F 0x1F 0x3F 0x7F

0x00 84.25 95.97 77.91 94.13 88.45 4.98 8.11 91.79

0x01 0.14 0.68 21.43 49.65 96.93 100 94.88 55.91

0x03 100 100 74.94 53.8 98.95 99.99 2.16 99.87

0x07 0.11 7.23 98.49 99.73 74.98 0.28 27.95 100

0x0F 0 0 100 97.39 99.7 26.31 49.83 63.27

0x1F 0 0 93.9 44.96 28.17 76.4 94.09 9.37

0x3F 0 0 0 58.84 2.16 40.51 32.82 99.97

0x7F 0 0 0 1.6 38.2 99.98 5.47 66.77
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analytic expressions.

Table 2. AIS-31 Class P2 Statistical tests results of ASIC (TRNG2 version) and FPGA
TRNG

AIS-31 Class P2 Tests FPGA ASIC

Uniform distribution test procedure T6a Pass Pass

Uniform distribution test procedure T6b Pass Pass

Test for homogeneity procedure T7a Pass Pass

Test for homogeneity procedure T7b Pass Pass

Entropy estimation test T8 Pass Fail

Results of P2 Class statistical tests on the ASIC TRNG2 without post-
processing are reported in Table 2.

P1 class tests have also been run on post-processed samples. Only Von Neu-
mann post-processing have been used here to balance the number of zeros and
ones and both TRNGs pass this class of tests.

Results of the TRNG1 version are not presented because more tests fail
(3 over 5). This is basically due to a larger δt, which is larger than the ex-
ploitable noise standard deviation.

FPGA Experiments. The FPGA implementation has been done on a Xilinx
Virtex-5 FPGA device, the delay δt is equal to 6ps. Random bits acquired on
this implementation passes both P1 and P2 classes tests of the AIS-31 statistical
tests, without any post-processing as shown in Table 2. This makes us think
that in an FPGA exploitable noise has a larger standard deviation than what
can be observed in an ASIC implementation. This difference could come from
the routing structure of the FPGA which contains more active elements (switch
matrices, line buffers . . . ) that generate more noise.
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5 Conclusion

In this paper, we presented a stochastic approach to model and characterize a
metastability-based TRNG. The principle is to place a D-Latch in a metastable
state, then sample the stable state which is the consequence of the chip ambient
noise impact. We discussed and presented the method that allows to compute the
parameters of the modeling equation through electrical simulation. The prob-
ability expression of the TRNG is computed in terms of the noise standard
deviation, the characteristics of the D-Latch Tsetup0, and the delay δt of the
delay chain elements. This stochastic model has been validated on an ST 65nm
test-chip and FPGA.
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