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Abstract. A multi-fidelity simulation approach for the generation of
aerodynamic data sets by computational fluid dynamics methods is dis-
cussed. Using Kriging-based surrogate modelling methods, data obtained
a priori from a computationally less expensive low-fidelity model are com-
bined with a fewer number of high-fidelity simulation data. An adaptive
sampling method is used to iteratively select the high-fidelity data points
in the parameter space and update the surrogate model. A description
of the multi-fidelity simulation scheme is given and initial evaluations of
the method for generating aerodynamic data on an aircraft configuration
test case are discussed.
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1 Introduction

The generation of aerodynamic data sets, describing the aerodynamic forces and
moments for determining the stability and control characteristics of an aircraft,
requires significant amounts of wind tunnel testing. Due to model scaling and
wind tunnel interference effects, flight test corrections to these data may be
required for improving flight control laws. Handbook methods based on linear
aerodynamic theories and empirical relations are commonly used in conceptual
design, but are of very limited utility when confronted with the highly non-linear
aerodynamic effects towards the edge of the flight envelope and with novel air-
craft configurations. Computational fluid dynamics (CFD) methods, based on
high-fidelity Reynolds-averaged Navier-Stokes (RANS) modelling and helped by
tremendous advances in computer hardware performance, have shown an increas-
ing capability for modelling the aerodynamics in the complete flight envelope, see
e.g. [2]. The usage of CFD for generating aerodynamic data sets is however today
still very limited by the vast number of data points that need to be computed
and by the high computing costs per data point. Even when only a limited region
of the flight envelope needs to be modelled, e.g. as part of a design process, the
direct usage of high-fidelity CFD methods for generating aerodynamic data sets
is prohibitively expensive. There are however also simplified simulation meth-
ods available, e.g. Euler or panel methods instead of Navier-Stokes methods,
which model the same problem with a lower fidelity, but also have a significantly
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Fig. 1. Modular architecture of Cassidian SimServer simulation environment [8]

lower computational cost. Assuming that these lower fidelity methods model at
least the global trend of the aerodynamic data in the parameter space some-
how correctly, they can serve for guiding the interpolation between the sparse
high-fidelity points. By a suitable combination based on Kriging interpolation,
a multi-fidelity response surface can be constructed from few high-fidelity data
points and a larger number of low-fidelity data points, so that given accuracy
requirements are still met, while the overall computational cost is significantly
reduced [2,3].

2 Multi-fidelity Simulation with Adaptive Sampling

A multi-fidelity simulation capability has been implemented in the Cassidian
SimServer software suite through a coupling with the DLR developed SMART
Toolbox [4], a software library providing advanced numerical methods for the
generation of surrogate models based on simulation data of variable fidelity lev-
els [2,5,6]. SimServer in itself is a simulation steering and ‘middleware’ software,
which directly couples different components of the simulation tool chain within
one completely parallelized environment [7,8]. Important components are the
DLR Tau flow solver [2,9], Cassidian-proprietary preprocessing, Chimera grid
hole cutting and six degree of freedom flight simulation methods [10,11]. Fig-
ure 1 sketches the modular architecture of the SimServer environment.

The SMART Toolbox [4] has been coupled as external library to SimServer in
order to generate multi-fidelity surrogate models and corresponding error esti-
mates of these models. The approach of this implementation is as follows. First
a low-fidelity data set, which in principle covers the parameter range of interest
with a relatively fine resolution of data points, is read by SimServer from a data
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Fig. 2. Adaptive sampling in the (M,α) parameter space. The low-fidelity data (blue
dots) have been previously computed in all defined grid points (full factorial). High-
fidelity data (red dots) are iteratively selected in that grid point where the estimated
model error (MSE) of the multi-fidelity surrogate model, shown by the colour contours,
is the highest.

file and stored internally. Then a few initial high-fidelity computations are per-
formed at pre-selected data points in the parameters space. From the low-fidelity
and high-fidelity data points and using the SMART Toolbox, SimServer gener-
ates a Kriging-based multi-fidelity surrogate model for the complete parameter
space as well as an error estimate for this surrogate model.

Two different multi-fidelity methods from the SMART Toolbox have been eval-
uated. The first is a correction-based method using an additive bridge function,
which models the difference between the low-fidelity and the high-fidelity data
using Kriging interpolation in the parameter space [6]. The second is the more
recent hierarchical Kriging method [2], in which the low-fidelity data are used
directly as trend model for the Kriging interpolation of the high-fidelity data.
Both methods offer a mean squared error (MSE) estimation function for the
surrogate model. The main advantage of the hierachical Kriging method is that
in principle it more reliably approximates the real error than is the case with the
correction-based Kriging method with bridge function. Except when indicated
otherwise, all results reported herein have been obtained with the hierarchical
Kriging method, using the ‘thin plate spline’ radial basis function and a linear
regression function (universal Kriging).

The multi-fidelity error estimation is applied iteratively in order to select
further data points in the parameter space (e.g. certain values of angle of attack,
side slip angle, Mach number and control surface deflections), where the next
high-fidelity CFD simulation is performed. After every simulation the surrogate
model is updated using the last high-fidelity data and the next simulation point
is selected. This adaptive sampling of the parameter space and updating of the
surrogate model continues until the estimated error of the multi-fidelity surrogate
model has fallen below a given threshold or until a given computational budget
(CPU hours) is exhausted. The adaptive sampling of the high-fidelity model is
illustrated in figure 2 for a simple example with two parameters (Mach number
M and angle of attack α). Initially, low-fidelity data are computed in all points
of a 7×9 grid, shown by the blue dots. High-fidelity data for the initialization of
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(a) low-fidelity model: Euler, 5 minutes per data point

(b) high-fidelity model: Navier-Stokes, hours per data
point

Fig. 3. Euler and Navier-Stokes simulation for the ONERA M6 wing at M = 0.86,
α = 8◦, Reynolds number 11.7 million. Surface mesh and pressure distribution.

the surrogate model are computed in only a few points, shown by the red dots,
e.g. at the corner points of the parameter space. Further high-fidelity points
are then iteratively selected by the adaptive sampling method at the grid point
where the MSE estimate of the model error is the largest.

The multi-fidelity implementation in SimServer is generic in the sense that
low-fidelity data can be obtained from any simulation tool, e.g. a panel method.
For aerodynamic applications of interest to Cassidian, it is anticipated that Euler
simulations or Navier-Stokes simulations on coarse grids provide more effective
low-fidelity models than panel methods.

Figure 3 shows the application of multi-fidelity simulation with SimServer
for a simple example of the ONERA M6 wing, which has been computed using
Euler (low-fidelity) and Navier-Stokes (high-fidelity) modelling. For the Euler
simulation, a coarse grid with 90 thousand nodes was used. The Navier-Stokes
simulation with the Spalart-Allmaras turbulence model used a fine grid with 7.3
million nodes. The aerodynamic data set, e.g. for the lift coefficient CL in a given
range of Mach number and angle of attack, is sufficiently well approximated with
just a few Navier-Stokes high-fidelity simulations. Figure 4 shows the convergence
of the estimated error and of the actual error of the surrogate model to the high-
fidelity data, which have been computed for sake of comparison in all data points
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Fig. 4. Construction of (M,α) data set for the ONERA M6 wing using Euler / Navier-
Stokes multi-fidelity simulation. Left: convergence of the actual error of the surrogate
model with the number of high-fidelity points. Right: sampling in the (M,α) parameter
space with 15 high-fidelity points and the corresponding MSE error estimate.

of the selected (M,α) range of the parameter space. For the initialization of the
adaptive sampling, high-fidelity data were computed in the 4 corner points of the
(M,α) range. After 11 iterations, i.e. with a total of 15 high-fidelity simulations
on the grid of 81 data points, the error of the multi-fidelity surrogate model for
CL has dropped to a root mean square (RMS) average value of about 0.02. With
a computing time for the Tau flow solver on 64 processors of 5 minutes per data
point for the low-fidelity model and 5 hours for the high-fidelity model, the total
computing time used by the multi-fidelity method is 82 hours. The high-fidelity
simulation on all 81 data points of the (M,α) grid would require about 400 hours
of computing. The cost savings obtained through the multi-fidelity method thus
amount to about a factor 5.

3 Application to a UAV Aerodynamic Data Set

The multi-fidelity simulation method with SimServer, described in the previous
section, has been tested on a generic Unmanned Aerial Vehicle (UAV) configura-
tion, which is illustrated in figure 5. The aim of the test case is the computation
of the aerodynamic data set in the following range of flight conditions:

– Mach number 0.80 to 0.95, with an interval of 0.025,
– angle of attack 0◦ to 26◦, with an interval of 2◦,
– zero side slip angle,
– Reynolds number of 45 million.

This problem has been computed with the DLR Tau code using three levels of
modelling: Euler, Navier-Stokes on a coarse grid and Navier-Stokes on a fine grid.
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Fig. 5. Generic UAV configuration as test case for the adaptive sampling method with
Simserver and the SMART Toolbox. Pressure distribution at Mach number 0.95 and
15◦ angle of attack; Navier-Stokes simulation on coarse grid.

Table 1. Generic UAV test case. Grid size on half-model geometry and corresponding
computing time (wall clock) with Tau code per data point.

Grid Number of nodes Computing time per data point,
wall-clock time with 128 CPUs

Euler 1.6 million 0.25 hours
Navier-Stokes, coarse 3.0 million 1.75 hours
Navier-Stokes, fine 9.8 million 7.3 hours

The size of the grids used for each of these simulations is listed in Table 1. The
Navier-Stokes simulations have been performed using the Spalart-Allmaras tur-
bulence model. The engine boundary conditions of the UAV model have been left
at a constant setting for this exercise and correspond to cruise flight conditions.

Figure 6 shows the pressure distribution, computed using the three levels of
modelling fidelity, for the data points at Mach number 0.90 and two different
angles of attack, α = 6◦ and α = 20◦. While at the low-α case the pressure
distributions are closely similar for the three models, larger differences can be
seen for the high-α case. Especially the vortex structure on the wing is clearly
different between the Euler and the Navier-Stokes simulations. The Euler simu-
lation also shows a stronger shock at the body-tail intersection. These differences
come of course as no surprise and it is to be expected that, especially at high-
α conditions, Euler simulation provides a less accurate low-fidelity model than
coarse grid Navier-Stokes simulation.

The construction of CL(M,α) surrogate models has been evaluated using
different adaptive sampling approaches. A first example, where the coarse grid
Navier-Stokes simulation serves as high-fidelity model and the Euler simulation
as low-fidelity model, is shown in Fig. 7. The convergence of the multi-fidelity
surrogate model as a function of the number of high-fidelity data points is shown
in Fig. 8. It is seen that with 20 high-fidelity data points, the average error
|ΔCL|RMS of the surrogate model to the complete high-fidelity data, which for
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(a) Mach number 0.90, angle of attack 6◦.

(b) Mach number 0.90, angle of attack 20◦.

Fig. 6. Comparison of pressure distributions computed with models of different fidelity.
Left: coarse grid Navier-Stokes versus Euler; right: coarse versus fine grid Navier-Stokes.

comparison have been computed on all points of the (M,α) grid, drops below a
threshold of 0.03. The four corner points of the (M,α) range are employed as
fixed high-fidelity points.

4 Evaluation of Different Multi-fidelity Approaches

In the following sections, the influence of various elements in the adaptive sam-
pling method on the error convergence of the multi-fidelity surrogate model is
further examined. The test case is still the construction of the CL(M,α) data
set for the generic UAV, shown in Fig. 5, in the previously mentioned range
of flight conditions. The high-fidelity model corresponds in this case to the fine
grid Navier-Stokes simulation. The low-fidelity model is either the coarse grid
Navier-Stokes simulation or the Euler simulation. The grid sizes and computing
times per datTremel2005a point for each of the models are given in Table 1.



174 K. Sermeus, L. Nardin, and K.A. Sørensen

Fig. 7. Surrogate model for CL(M,α) on generic UAV test case, based on Navier-Stokes
simulation (coarse grid) as high-fidelity model and Euler simulation as low-fidelity
model. The blue surface is the Kriging interpolation of the low-fidelity data points,
indicated by the blue dots. The green surface is the multi-fidelity surrogate model,
interpolating the high-fidelity data (red dots) and following the low-fidelity data. Left:
20 high-fidelity data points; right: high-fidelity simulation in all data points.

4.1 Euler Versus Navier-Stokes as Low-Fidelity Model

A key question from the practical point of view is which low-fidelity model leads
overall to the most effective multi-fidelity strategy for generating an aerody-
namic data set of given accuracy level. As the low-fidelity data points suppos-
edly require a much lower computational effort than the high-fidelity data, it
is assumed that the low-fidelity data are computed in each grid point within a
complete range of the parameter space.

The convergence of the multi-fidelity surrogate model with the number of
high-fidelity data points is shown in Fig. 9 and Fig. 10 for two approaches, using
respectively Navier-Stokes and Euler simulation as low-fidelity model. In the first
approach, the average error |ΔCL|RMS of the surrogate model with respect to
the high-fidelity data, which for sake of comparison have been previously com-
puted in all data points, drops after just 6 adaptive iterations, i.e. with in total 10
high-fidelity points, under a treshold of 0.03. In the second approach, using Euler
simulation as low-fidelity model, about 25 high-fidelity simulations are required
before the average error drops below the same threshold. The marked differ-
ence in convergence behaviour is attributed to the accuracy of the low-fidelity
model. This can be understood from Fig. 11, which shows for the approach using
Euler simulation as low-fidelity model the estimated as well as actual error of
the surrogate model to the high-fidelity data. After adding the 26th high-fidelity
data point, the actual error of the surrogate model has its maximum around
Mach number 0.82 and alpha 22◦, while the estimated error has its maximum
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Fig. 8. CL(M,α) surrogate model for UAV test case, based on Navier-Stokes simulation
(coarse grid) as high-fidelity model and Euler simulation as low-fidelity model. Conver-
gence of the model error with the number of high-fidelity points. Red: actual error of
surrogate model to high-fidelity data; blue: estimated error (MSE) of the hierarchical
Kriging interpolation.
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Fig. 9. Convergence of CL(M,α) surrogate model for UAV test case. High-fidelity
model: fine grid Navier-Stokes; low-fidelity model: coarse grid Navier-Stokes.

rather at a higher Mach number value. Because the estimated error differs so
significantly from the actual error of the surrogate model, it takes a further 20
adaptive sampling iterations, before with the 45th high-fidelity point the ap-
parently important data point at Mach number 0.825 and alpha 22◦ is selected,
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which in one step reduces the maximum error of the surrogate model by half. This
example shows that the convergence of the surrogate model can be dominated
by just a few critical points in the parameter space. The underlying reason for
this can be observed in Fig. 11b, where the comparison of the CL(M,α) surfaces
of the multi-fidelity surrogate model and of the low-fidelity Kriging interpolation
shows, that precisely in this critical area of the parameter space the trend in the
low-fidelity model is not representative of the high-fidelity model.

Figure 12 shows the convergence of the CL(M,α) surrogate model as a func-
tion of the number of high-fidelity points as well as a function of the total
computational cost, which is defined by the computing time of all low-fidelity
points plus the computing time of the high-fidelity points up to the current sam-
pling point. Although the multi-fidelity approach using Navier-Stokes simulation
as low-fidelity model reaches with fewer high-fidelity points a comparable error
level than the approach with Euler simulation as low-fidelity model, the compu-
tational time (budget) spent a priori in generating the low-fidelity data points
is also much higher with the Navier-Stokes as with the Euler low-fidelity model.
When the accuracy requirements for the surrogate model are relatively low, it is
clear that the more simple and cheaper Euler simulation tends to be the better
choice of low-fidelity model. For higher accuracy requirements on the surrogate
model, using coarse grid Navier-Stokes simulation as low-fidelity model seems
advantageous. However, the error convergence for the latter case exhibits in the
present example a stagnation, giving little or no improvement until many more
high-fidelity points are added. While the precise cause of the stagnation is un-
clear, it seems related to the reliability of the low-fidelity model as approximation
to the high-fidelity model.
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Fig. 10. Convergence of CL(M,α) surrogate model for UAV test case. High-fidelity
model: fine grid Navier-Stokes; low-fidelity model: Euler simulation (coarse grid).
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(a) Estimated (left) and actual error (right) at adding 26th high-fidelity point.

(b) Estimated (left) and actual error (right) at adding 45th high-fidelity point.

Fig. 11. Estimated error compared to actual error of the CL(M,α) surrogate model for
UAV test case. High-fidelity model: fine grid Navier-Stokes; low-fidelity model: Euler
simulation (coarse grid).
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Fig. 12. Convergence of CL(M,α) surrogate model for UAV test case; average error
on data points. Comparison between coarse grid Navier-Stokes and Euler simulation
as low-fidelity model.

4.2 Gaussian Exponential Versus Thin Plate Spline

The convergence of the multi-fidelity surrogate model with the number of high-
fidelity data points is shown in Fig. 13 for the approach using Euler simulation
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Fig. 13. Convergence of CL(M,α) surrogate model for UAV test case; average error
on data points. High-fidelity model: fine grid Navier-Stokes; low-fidelity model: Euler
simulation (coarse grid). Comparison between Gaussian exponential and ‘thin plate
spline’ Kriging correlation functions.
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as low-fidelity model. The Hierarchical Kriging method is used, as in the previ-
ously discussed results, but now with two different choices for the Kriging cor-
relation function, namely the Gaussian exponential and the ‘thin plate spline’
function [2]. No clear advantage of one correlation function over the other can
be seen – however this conclusion is likely rather dependent on the specifics of
the problem considered.

4.3 Kriging with Bridge Function Versus Hierarchical Kriging

In Fig. 14 and Fig. 15 the convergence of the surrogate model with the num-
ber of high-fidelity points is shown, respectively with Euler simulation and with
coarse grid Navier-Stokes simulation as the low-fidelity model. For each of these
two choices of the low-fidelity model a comparison is shown between the two
different multi-fidelity methods, i.e. the correction based method using an ad-
ditive bridge function and the hierarchical Kriging method. In both methods,
the Kriging interpolation is based on the ‘thin plate spline’ correlation function.
With coarse grid Navier-Stokes simulation as the low-fidelity model, the bridge
function method appears – contrary to expectations – to be advantageous over
the hierarchical Kriging method, in terms of a faster reduction of the surrogate
model error. With Euler simulation as the low-fidelity model, the hierarchical
Kriging method seems however overall advantageous. A fairer evaluation of the
merits of the two multi-fidelity methods can of course only be made on the basis
of several more test cases.

nHiFi

|Δ
C

L
| R

M
S

0 20 40 60 80 100
0

0.02

0.04

0.06

0.08

0.1

BF, Estimated

BF, Actual

HK, Estimated

HK, Actual

UCAV Euler coarse / RANS fine
init 1

Bridge function (BF) vs.
Hierarchical kriging (HK)

(a) Average error.

nHiFi

|Δ
C

L
| M

A
X

0 20 40 60 80 100
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

BF, Estimated

BF, Actual

HK, Estimated

HK, Actual

UCAV Euler coarse / RANS fine
init 1

Bridge function (BF) vs.
Hierarchical kriging (HK)

(b) Maximum error.

Fig. 14. Convergence of CL(M,α) surrogate model for UAV test case; average error
on data points. High-fidelity model: fine grid Navier-Stokes; low-fidelity model: Euler
simulation (coarse grid). Comparison between Kriging with bridge function (BF) and
hierarchical Kriging (HK) multi-fidelity approaches.
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Fig. 15. Convergence of CL(M,α) surrogate model for UAV test case; average error on
data points. High-fidelity model: fine grid Navier-Stokes; low-fidelity model: coarse grid
Navier-Stokes. Comparison between Kriging with bridge function (BF) and hierarchical
Kriging (HK) multi-fidelity approaches.

5 Concluding Remarks and Prospects

A multi-fidelity scheme for the automated generation of aerodynamic data sets
based on adaptive sampling of CFD simulation models of different fidelity levels
has been implemented in the Cassidian SimServer software environment through
a coupling with the DLR SMART Toolbox. The application of this automated
multi-fidelity scheme has been tested for generating a still relatively small aero-
dynamic data set, dependent on Mach number and angle of attack, for a generic
UAV aircraft configuration. Already on this relatively simple case, the multi-
fidelity scheme has been found advantageous for the faster generation of aero-
dynamic data sets under typical accuracy requirements of the surrogate model.

Based on the current status of the multi-fidelity simulation scheme imple-
mented in SimServer and the first applications tested, further developments
that can be foreseen towards an industrial usage of such schemes are:

– first of all, building more experience in the application of multi-fidelity sim-
ulation for actual aerodynamic problems.

– simultaneous adaptive sampling for multiple output variables, e.g. lift and
pitching moment, based on estimated errors relative to user-defined model
tolerances for each of the variables,

– investigation of alternative adaptive sampling criteria, e.g. using adaptive
gridding [12] or Generic Surrogate Modelling [13],

– development of criteria for the detection and elimination of ‘bad’ low-fidelity
points,

– automation of flow solver restart and parameter changes in case of solver
convergence problems,

– extension of the multi-fidelity scheme for the simulation of distributed aero-
dynamic loads.
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