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Abstract. The article presents selected, effective speech signal process-
ing algorithms and their use in order to improve the automatic speech
translation. Automatic speech translation uses natural language pro-
cessing techniques implemented using algorithms of automatic speech
recognition, speaker recognition, automatic text translation and text-
to-speech synthesis. It is very possible to improve the process of auto-
matic speech translation by using effective algorithms for automatic seg-
mentation of speech signals based on speaker recognition and language
recognition.
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1 Introduction

Division of Telecommunication, a part of the Institute of Electronics and Fac-
ulty o Automatic Control, Electronics and Computer Science Silesian Univer-
sity of Technology, for many years has been specializing in advanced fields of
telecommunication engineering [1–5]. One of them is speech signal processing
[6–8]. The one of many research areas aims to gain new knowledge in the field
of the basic phenomena of perception and processing of human speech such as
understanding and translation of speech made by a person. The main scientific
objective of this research area is development of selected, effective speech signal
processing algorithms and their use in order to improve the automatic speech
translation. Automatic speech translation system uses natural language process-
ing techniques implemented using algorithms of automatic speech recognition,
speaker recognition, automatic translation of text and text-to-speech synthesis
[9–11]. Research hypothesis can be formulated as follows: It is possible to im-
prove the process of automatic speech translation by using efficient algorithms
for automatic segmentation of speech signals coming from different speakers.

2 Automatic Speech-to-Speech Machine Translation

Field of automatic speech translation (called SSMT – Speech-to-Speech Machine
Translation) is part of a long-established area of research on speech processing
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and natural language [12]. This is an area of great importance, which is as-
sociated with high hopes, because it relates to the basic problems and needs
of the modern information society, such as communication between people and
access to information in different languages, which is essential in today’s global-
ized world [9]. The catalog of languages lists over 7000 living languages [13, 14].
Although currently available technology provides many ways of global commu-
nication, it is the variety of different language speakers that can be a serious
barrier to communication. Basic research in the field of digital signal processing
of speech can make a significant contribution to solving basic technical problems
in the field of automatic speech translation, which is one of the main priorities for
the development of the information society. The importance of the research field
of automatic speech-to-speech translation is mirrored by a multitude of recent
or ongoing large-scale research projects [15–17].

Automatic speech-to-speech translation systems can play a critical role in
empowering people to communicate with speakers of a different language and
to access or present information in a cross-lingual way. Speech translation is
the process by which conversational spoken phrases are instantly translated and
spoken aloud in a second language. A speech translation system would typically
integrate the following three software technologies: automatic speech recognition
(ASR), automatic machine translation (AMT) and voice synthesis (TTS). Tasks
of typical automatic speech-to-speech translation is presented in Fig. 1. The
tasks are as follows:

– Automatic Speech Recognition – translation of spoken words into text,
– Automatic Machine Translation – translation of text from source lan-

guage to destination language,
– Automatic Speech Synthesis – artificial production of human speech

based on text-to-speech (TTS) conversion of normal language text into
speech.

Fig. 1. Tasks of typical automatic speech-to-speech translation system

Figure 2 presents block diagram of typical automatic speech-to-speech trans-
lation from speech-to-speech in language A to speech in language B.
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Fig. 2. Block diagram of typical automatic speech-to-speech translation from speech
in language A to speech in language B

It is very possible to improve the process of automatic speech translation by
using efficient algorithms for automatic segmentation of speech signals coming
from different speakers in different languages. Improving is possible by adding au-
tomatic speech segmentation process based on speaker recognition and language
recognition algorithms. Tasks of improved automatic speech-to-speech transla-
tion is presented in Fig. 3. The tasks are as follows:

– Automatic Speech Segmentation and Speaker Recognition – the
identification of the person who is speaking by characteristics of their voices
(voice biometrics), also called voice recognition. The general area of speaker
recognition encompasses two more fundamental tasks: speaker identification
and speaker verification. Speaker identification is the task of determining
who is talking from a set of known voices or speakers.

– Automatic Language Recognition – process of determining which nat-
ural language given content is in speech.

– Automatic Speech Recognition – translation of spoken words into text.
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– Automatic Machine Translation – translation of text from source lan-
guage to destination language.

– Automatic Speech Synthesis – artificial production of human speech
based on text-to-speech (TTS) conversion normal language text into speech.

Fig. 3. Tasks of improved automatic speech translation system

Figure 4 presents block diagram of improved automatic speech-to-speech trans-
lation from speech in language A to speech in language B.

3 Automatic Speech Segmentation and Speaker
Recognition

The purpose of the automatic segmentation is to separate the speaker from the
audio signal containing speech fragments and to allocate them to the speakers. It
is also desirable before the speech translation process to remove untranslatable
fragments as music and other sounds, ambient noise and noise. This necessity
stems from the fact that most of the speech recognition systems only work well
when the recognized speech is free of noise [18]. In addition to segmentation in
many applications it is also necessary to identify the speakers, which is separated
from the signal assignment parts of speech to individuals whose identity is un-
known. This occurs in applications including teleconferencing, where in addition
to the transcription of speech it is important to the identity of the speaker.

Automatic speaker recognition is field of knowledge akin to speech recogni-
tion. An important element in distinguishing these two issues is the fact that
speech recognition is important to extract the contents of the analyzed linguis-
tic expression, while recognizing the speaker characteristics of the speech signal
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Fig. 4. Block diagram of improved automatic speech translation from speech in lan-
guage A to speech in language B
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output specific to the person who will recognize it in the future. Automatic
speaker recognition includes automatic speaker verification, automatic speaker
identification and speaker authentication. During the verification process, a user
must initially declare their identity by entering their personal identification num-
ber and is then obligated to provide one or more statements. The result of the
verification process is confirmation or rejection of the identity declared by the
user. Such a decision is based on comparison of similarity between the model
voice (already registered in the system) and the recognized utterance of a fixed
threshold.

In the process of speaker identification, identity is not predeclared and speaker,
whose voice is subject to examination, may have been previously registered in the
system (has its own model of voice), or is someone completely unknown to the
recognition system. During the identification of a set of closed (called closed set
identification), it is assumed that access to the system is granted to those whose
voice models were developed. The recognition system makes a choice type 1
from N , where N is the number of registered users. When this assumption is not
true, there is identification in the open set (called open-set identification). It may
happen that similarities of the unknown speaker’s speech to the characteristics
of one of the models of speakers registered in the system is large enough that
you can decide to identify a person or to regard it as not belonging to any of the
speakers in the system. In the second of these situations the system may decide
to reject the speaker or his registration.

The last of the speaker recognition procedures is speaker authentication, which
consists of determining whether the statement is one of the speakers already
registered in the system or not. Speaker recognition systems are also divided
as text dependent or text independent. The relationship of the text means that
when trying to identify, the system requires that a person diagnosed uttered a
word or words that were in sequence learning, which is used to create a model
of the speaker. The system without requirements on pre-entered dictionary is
called “independent of the text”. Due to the same vocabulary learning and test
sequences the effectiveness of recognition process from the text-dependent sys-
tems is greater. These systems typically rely on a fixed password assigned to
each user. In the case of an incorrect recognition, the system often requires key-
word repeated several times. Automatic speech segmentation used in automatic
speech translation systems must be based on text independent speaker recogni-
tion algorithms.

4 Automatic Language Recognition

One of the important components of an automatic speech translation module
is automatic language recognition. The task of spoken language recognition is
to determine the language of an utterance. Since multilingual applications be-
come increasingly popular due to globalization, spoken language recognition has
become an essential technology in areas such as multilingual conversational sys-
tems, spoken language translation and multilingual speech recognition. Most of
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the systems rely on two types of features: the acoustic features and the phono-
tactic features. The acoustic features reflect low-level spectral characteristics,
while the phonotactic features represent the phonological constraints that gov-
ern a spoken language. Both features have been shown to be effective in spoken
language recognition. The most important factors affecting the level of language
recognition system errors are: the duration of the test expression and a limited
amount of learning material, the problem of the diversity of speakers, the low
quality of the speech signal and the large variation in the time to vote. The im-
pact of these factors in an ideal language recognition system should be kept to
a minimum and the recognition system should work with the smallest possible
error rate.

Automatic language recognition process can be divided into: the language
identification and language verification. Language identification is to determine
speakers language on an open set of languages. Language verification to deter-
mine whether the speaker actually speaks in a language that speaker declares.
The most important characteristics of the language are: a set of phonemes, vo-
cabulary and grammar rules specifying the connection between the words and
sentence structure. In addition, each language has a significant acoustic patterns
such pronounciation and melody of words and sentences (prosody). The fact
that the vocabulary and grammar are almost too extensive source of informa-
tion, however, leads to the fact that most of the developed systems use features
such as phonotactics and simpler properties as acoustic and prosody.

Process of automatic language recognition consists of several stages. State-
ment in an unknown language is divided into short, on the order of 20 ms, seg-
ments called frames. Each frame is subjected to parameters extraction process.
The most frequently used parameters are Linear Prediction Cepstral Coefficients
(LPCC) or Mel Frequency Cepstral Coefficients (MFCC). The sequence of mul-
tidimensional parameters is used later in the process of calculating the similarity
between the model and the language of this sequence. Maximum similarity is the
criterion for recognizing the decision-making system. Constructing models of lan-
guage during learning phase is very important and determines the effectiveness
of recognition. Two families of models are used in language recognition. The first
group of models is based on vector quantization. Each language is represented
by a collection of multidimensional vectors defined using clustering techniques
(k-means algorithm) based on training speech sentence. This collection creates
a codebook. During recognition for each of the test vectors a distance to the
nearest neighbor from codebook is calculated. Total distance, normalized to the
length of speech is the basis for the decision of the recognition system. The second
approach to the modeling language is through utilization of parametric models
using statistical properties of the voice. In this case, the language is represented
by sum of Gaussian Mixture Models (GMM) [19].

It seems that the obtained results could be significantly improved if some
higher level information was used, e.g. pronunciation, vocabulary or accent. How-
ever, this requires a broader approach to language modeling and will be the aim
of further research.
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5 Research Methodology

The specific objectives of the research project can be defined as follows:

1. Development of the structure, construction and functional modules of auto-
matic speech translation, using automatic segmentation of the speech signal
derived from a variety of speakers who speak different languages.

2. Development of efficient algorithms for the identification / verification of the
speakers allowing for segmentation of speech coming from different speakers.

3. Development of efficient algorithms for automatic language identification of
speech fragments.

Objectives will be achieved by the following research tasks:

– Record multimedia content in the form of recordings and speech samples
from different speakers in different languages. No studio condition recordings
are required.

– Development of algorithms for the identification / verification of the speakers
allowing for segmentation of speech coming from different speakers.

– Implementation of developed speaker identification / verification algorithms
allow segmentation of speech coming from the various speakers in the MAT-
LAB. Evaluation of algorithms in action. The MATLAB is also used for
speech feature extraction.

– Developing algorithms for automatic language identification of speech frag-
ments.

– Implementation of algorithms for automatic language identification of parts
of speech in the MATLAB. Evaluation of algorithms in action. The MATLAB
is also used for speech feature extraction.

– Development of design and simulation environment that allows to assess the
effectiveness of the developed algorithms.

– Experimental research. Evaluation of results and their statistical analysis.
Preparing articles for publication in scientific conferences and journals.

The research methodology consists of three steps. The first stage is the formu-
lation made in a thesis of the theoretical development of the algorithm. The
second stage is the experiment, as the practical implementation of the proposed
algorithms in the selected environment. The third step is thesis verification by
evaluation of the algorithm effectiveness, leading to the confirmation or rejec-
tion of the thesis formulated in the first step. It is expected that the developed
algorithms will improve the automatic speech translation. Their implementation
in the MATLAB computing environment and analyze the effectiveness of their
actions will evaluate the usefulness in automatic speech translation. Research
project will also require collection of source audio files as multimedia record-
ings of speech from different speakers in different languages. The culmination of
the project research will be a series experiments testing the effectiveness eval-
uation of the developed solutions and their potential use in automatic speech
translation.
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6 Summary

An expected result of the research project is the development of efficient al-
gorithms which allow to improve the automatic speech translation. The use of
automatic speech translation systems can be versatile. The research project is
very innovative, because the problem of automatic speech translation has not
been effectively resolved. Each solution to improve the performance of automatic
speech translation seems to be very important. Number of research projects car-
ried out in the field of automatic speech translation shows that this research
area is very actively developing and research projects in this area are supported
by the governments of many countries around the world. Many of these projects
have an international character. The combination of these efforts in many coun-
tries has a chance to create an interesting prospect for future research projects
aimed at solving the fundamental problems of global communication multilingual
societies in a globalized world.
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