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Abstract. In academic studies, the evaluation of recommender system
(RS) algorithms is often limited to offline experimental designs based
on historical data sets and metrics from the fields of Machine Learning
or Information Retrieval. In real-world settings, however, other business-
oriented metrics such as click-through-rates, customer retention or effects
on the sales spectrum might be the true evaluation criteria for RS effec-
tiveness. In this paper, we compare different RS algorithms with respect
to their tendency of focusing on certain parts of the product spectrum.
Our first analysis on different data sets shows that some algorithms –
while able to generate highly accurate predictions – concentrate their
top 10 recommendations on a very small fraction of the product cata-
log or have a strong bias to recommending only relatively popular items
than others. We see our work as a further step toward multiple-metric
offline evaluation and to help service providers make better-informed de-
cisions when looking for a recommendation strategy that is in line with
the overall goals of the recommendation service.

1 Introduction

A recent survey covering 330 papers published in the last five years showed
that research in recommender systems (RS) is heavily dominated by offline ex-
perimental designs and comparative evaluations based on accuracy metrics [1].
Already some years ago, a too strong focus on accuracy as the only evaluation
criterion was identified to be potentially problematic, e.g., in [2]. In recent years,
aspects such as novelty, diversity, the popularity-bias of RS as well as potential
trade-offs between different quality aspects obtained more attention in research,
see, e.g., [3] or [4]. At the same time, laboratory studies and real-world online
experiments indicated that higher predictive accuracy does not always corre-
spond to the higher levels of user-perceived quality or to increased sales [5,6]. In
fact, content-based approaches showed to work surprisingly well in these stud-
ies and recent others such as [7]. With respect to precision and recall – the
most popular accuracy metrics according to [1] – recent work also showed that
popularity-based methods can represent a comparably strong baseline ([4], [8]).
However, as reported in [6], recommending only popular items does not lead to
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the desired sales or persuasion effects. In addition, the recommendation of only
popular items – or focusing in general on a small set of recommended items –
will naturally lead to an undesired reinforcement of already popular items, thus
leading to limited sales diversity and catalog coverage, see e.g., [9] or [10].

In this work we analyze different recommendation algorithms with respect to
a number of measures and in particular also with respect to their characteris-
tics in terms of “aggregate” diversity and the concentration on certain items in
the sense of [3] and [11]. Our results show that while some algorithms are on a
par or comparable with respect to their accuracy, they recommend items from
quite different areas of the product spectrum. Furthermore, some highly accu-
rate algorithms tend to focus on a tiny fraction of the item catalog. A simulated
experiment finally indicates that some algorithms may lead to an undesired pop-
ularity boost of already popular items, which can be in contrast to the potential
goal of an RS to promote long-tail items. Overall, we see our work as a further
step towards RS evaluation methods that are more focused on their potential
utility in multiple dimensions like the utility for the customer or service provider
as described in [12]. In order to further support the openness and reproducibil-
ity of RS research results in the sense of [13], we make the source code of the
evaluation framework used in our experiments available as open source1.

2 A Multi-metric Experimental Evaluation

In this section, we will first describe our experimental setting which is a multiple-
metric evaluation similar to [14]. We will shortly describe the various algorithms
included in the measurements and characterize the particular data set for which
we will report more details. Then, we present the results of our multiple-metric
evaluation beginning with standard accuracy metrics such as the RMSE, Preci-
sion and Recall. In order to analyze the characteristics of individual algorithms
in a more comprehensive and utility-oriented way, we then use further met-
rics which will be described in the corresponding sections. In particular, we are
interested in the algorithms’ capability of recommending long-tail items, their
tendency of recommending only popular items as well as possibly resulting con-
centration effects.

2.1 Algorithms and Data Sets

Table 1 gives an overview of the algorithms which were evaluated in our study.
We chose both popular baselines as well as different types of algorithms from
recent research including a learning-to-rank method and a content-based tech-
nique, thus covering a broad range of RS approaches. For each data set and
algorithm we empirically determined algorithm parameter values that led to
high accuracy values. We did however not systematically optimize these values.
The algorithms were tested on different data sets, see Section 3, but we will focus

1 http://ls13-www.cs.uni-dortmund.de/homepage/recommender101

http://ls13-www.cs.uni-dortmund.de/homepage/recommender101
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on the popular MovieLens data set here. We are aware that the data sets are
quite small when compared to the Netflix Prize data set. However, we believe
that most observed phenomena reported later on are more related to density and
distribution characteristics of the data set than the plain number of available
ratings. Furthermore, also in many real-world application scenarios and domains,
we are often confronted with a limited number of ratings per user or items.

Table 1. Overview of the compared algorithms

Non-personalized baselines

PopRank Popularity-based ranking.

ItemAvgP Prediction and ranking based on item average rating.

Simple weighting schemes

WeightedAvg Predicts the weighted combination of the active user’s aver-
age and the target item’s average rating. Weight factors for
users and items are determined through error minimization.2

Rf-Rec A similar weighting scheme that makes predictions based on
rating frequencies [16].

Standard CF algorithms

Weighted SlopeOne Recommendation based on rating differences [17].

User-kNN, Item-kNN Nearest neighbor methods (nb. of neighbors k = 100, simi-
larity threshold = 0, min. nb. of co-rated items = 3).

Funk-SVD A typical matrix factorization (MF) method (50 factors, 100
initialization rounds) [18].

Koren-MF Koren’s factorized neighborhood model (Item-based ap-
proach, 50 factors, 100 initialization rounds, optimization
parameters γ and λ were varied across data sets) [15].

Alternative item ranking approaches

BPR Bayesian Personalized Ranking [19], a method that learns to
rank items based on implicit feedback. Default settings from
the MyMediaLite implementation were used.
(http://www.ismll.uni-hildesheim.de/mymedialite/)

CB-Filtering A content-based ranking method based on TF-IDF vectors.
Items are ranked based on the cosine similarity with the user
profile (average vector of all liked items).

Next, we will report the observations made using a data set which is based on
a subset of the MovieLens10M data set. As we are interested also in the behavior
of computationally-intensive neighborhood-basedmethods, we randomly sampled
about 5,000 active users (at least ten ratings given) and about 1,000 popular items
(at least 10 ratings received), ending up with about 400,000 ratings. For these
1,000 movies, we harvested content-descriptions from the IMDbWeb site and call
this data set MovieLens400k. We have repeated the measurements for a number
of other data sets, leading mostly to results which are generally in line with the
observations for MovieLens400k. Details will be given later in Section 3.

2 This method is in some respect similar to the baseline predictor in [15].

http://www.ismll.uni-hildesheim.de/mymedialite/
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2.2 Accuracy Results

The accuracy results obtained through a 4-fold cross-validation procedure with
75/25 splits are shown inTable 2. The first three columns – showing the root-mean-
square error, as well as precision and recall within the top-10 recommendations –
are not particularly surprising and generally in line with findings reported, e.g., for
LensKit, in [13]. The differences among CF algorithms in terms of the RMSE are
small and larger wins of the MFmethods might only be visible for larger data sets,
where automatically optimized parameter settings are required. With respect to
precision, whichwasmeasured by counting only the elements forwhich a ratingwas
available in the test set (denoted with TS in the table), all algorithms managed to
place the few items rated with 5 stars at the top and thus outperformed the “most
popular” baseline. Additional measurements of the NDCG and Area Under Curve
metrics followed the trend of precision and recall. As another side observation, we
noted that the unpersonalized ItemAvgP strategy onmany data sets including this
one or Yahoo!Movies performed very well on the NDCG and ROCAUC and was
often nearly on a par with neighborhood-based methods or SlopeOne. We do not
report further detailed results here due to space limitations.

Table 2. Accuracy metrics for the MovieLens400k data set

Algorithm RMSE Pre@10(TS) Rec@10(TS) Pre@10(All) Rec@10(All)

Funk-SVD 0.847 0.416 0.788 0.056 0.095
SlopeOne 0.855 0.412 0.782 0.029 0.046
User-kNN 0.856 0.413 0.783 0.035 0.064
Koren-MF 0.861 0.408 0.777 0.028 0.052
Rf-Rec 0.862 0.408 0.777 0.039 0.072
Item-kNN 0.864 0.407 0.776 0.030 0.058
WeightedAverage 0.893 0.407 0.776 0.030 0.058
ItemAvgP 0.925 0.407 0.776 0.027 0.056
BPR - 0.361 0.716 0.109 0.249
PopRank - 0.354 0.709 0.051 0.124
CB-Filtering - 0.346 0.700 0.021 0.036

However, when we used a different scheme to measure precision and recall by
including all items in the test set (denoted with “All”) the results are different.
The outcome of this measuring scheme for precision and recall depends on the
overall number of items in the test set, possibly leading to very small numbers for
large catalogs. However, as our data set contains about 1,000 items, the measure-
ment method is in some sense similar to the procedure used in [8] where 1,000
items with unknown ratings were placed in the test set. Now, as also reported
in [8], the popularity-based baseline is hard to beat even for MF approaches. In
our setting, PopRank for example had a much better recall than Funk-SVD and
comparable precision, even though slight improvements for Funk-SVD might be
possible by further tweaking algorithm parameters. The comparably simple Rf-

Rec scheme is also ranked higher in the comparison when a different method
for measuring is chosen. Overall, however, the best-ranked method on these
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measures is the “learning-to-rank” approach BPR which outperforms the other
techniques by far.

Therefore, as reported in the literature, the ranking of algorithms based on
offline experimentation might not only follow different trends when using the
RMSE and precision/recall as a metric but can also depend on the particular
way a metric is determined. Furthermore, the question which algorithm is the
most appropriate, depends on the recommendation scenario (e.g., “find all good
items” etc. [20]) so that in one application scenario an algorithm with higher
recall might be more favorable than a highly precise one.

As we will see next, the good performance of Rf-Rec and also BPR in the first
measurement might be found in their tendency of focusing on popular items.

2.3 Popularity-Bias, Coverage, and Aggregate Diversity

The number of ratings per movie in the MovieLens400k data set as most RS
research data sets resembles a typical “Long Tail” distribution. Beside the pro-
vision of accurate recommendations, the goal of an RS provider could be to sell
more niche items from this long tail. We were therefore interested whether or
not the RS algorithms shown in Table 1 behave differently with respect to their
ability to recommend products from the whole product catalog. In particular,
we measured how many items of the catalog actually ever appear in top-10 rec-
ommendation lists. Note that we use the term “(aggregate) diversity” to denote
this special form of catalog coverage as done in [3] or [11]. In other works, the
diversity of items in recommendation lists with respect to their content features
was also identified to be an important factor that can influence the perceived
value of a recommender system, see e.g., in [21]. Measuring the level of intra-list
diversity was however not in the focus of our current study.

Catalog Coverage and Aggregate Diversity. As a first step of our analysis,
we used the evaluation approach described in [11]: We grouped items in bins of
100 elements and sorted them in increasing order based on their actual frequency
of appearing in top-10 recommendation lists. Figure 1 shows the first four bins
containing the most frequently recommended items by a representative subset
of the analyzed algorithms for illustration purposes3.

We can observe that for many of the strategies, only a tiny fraction of the
available items ever appears in top-10 lists. In particular, the Rf-Rec scheme
and Koren’s neighborhood MF scheme (merged in “Other” in Figure 1) focused
on only about 40 different items4. On the other end the user-based kNN rec-
ommender had a range of 270 items, from which about 100 items (see bin 1
in Figure 1) are recommended with a chance of 97.68%. Both Funk-SVD (860

3 We show 4 out of 10 bins for the 963 items of the MovieLens400k data set. “Other”
characterizes the seven remaining algorithms from Table 1, which all concentrate
their recommendations on less than 90 items.

4 In this measurement, all items unseen by a user were part of the test set. Various
parameter variations of Koren’s method did not lead to different algorithm behavior.
One explanation could be a strong effect of the item-bias factor of the learned model.
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Fig. 1. Distribution of actual recommendations (= being in the top-10 of a recommen-
dation list) for the first 400 most recommended items (grouped into 4 bins with 100
items each), as well as the Gini index for the MovieLens400k data set

items) and BPR (868) as well as content-based filtering (893) nearly cover the
whole item space. The distribution of recommendations nevertheless still has the
form of a long-tail, which is however far wider. The top 100 products for Funk-

SVD, BPR, and CB-Filtering still accounted for 87.89%, 61.0% and 63.20% of
the recommendations.

Figure 1 also shows the corresponding Gini index values for the concentration
of the recommendations, see also [11]. Higher values of this index – whose values
can be between 0 and 1 – indicate a stronger concentration on a small set of
items. The results show that many RS algorithms have a very strong tendency
to concentrate on a small product spectrum as indicated in Figure 1. Again,
when ranking the algorithms according to the potential business goal of good
catalog coverage and long-tail recommendations, a different order is advisable
than when only considering accuracy.

Effects of Algorithm Parameters: Diversity and Accuracy. Given the
strong difference between the two MF methods with respect to the Gini index, we
hypothesized that the algorithm parameters will not only influence the accuracy
but also the concentration index. Figure 2 shows the effect of varying the number
of initial training rounds for the Funk-SVD method.
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Fig. 2. RMSE and Gini index depending on number of training steps for Funk-SVD

We can see that increasing the number of rounds has a positive impact on
the RMSE and reaches the best values already after about 50 rounds (see also
[13] who observed a flattening at about 100 rounds) and then remains stable or
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slightly increases again, which can be caused by an overfitting tendency. Since
the number of training rounds strongly influences the computation time of the
method, one might be tempted to set the value to about 50 rounds or even to
much smaller values as comparably good RMSE values can be achieved rela-
tively quickly. When considering the development of the Gini index, however, it
becomes evident that a much higher number of iterations is required to avoid
the possibly undesired algorithm behavior of concentrating on a very small frac-
tion of the catalog. As shown in Figure 2 the curve begins to flatten out after
about 120 iterations5. Therefore a tradeoff-decision between accuracy, diversity
and efficiency might be required.

The Koren-MF algorithm is likewise very dependent on its parametrization.
For this particular data set we found a similar dependency for RMSE and Gini
index with the step-size parameter γ. Other algorithms parameters however did
not influence the two metrics considerably.

Popularity Bias of Algorithms. After having analyzed how many different
items are actually being recommended, another question is whether some al-
gorithms have a tendency to focus on popular items. To assess this algorithm
property, we again created top-10 recommendations for each user using different
algorithms and measured (I) the popularity of items based on the average item
rating, (II) the average popularity of the recommended items in terms of the
number of available ratings per item, (III) the distribution of recommendations
when the items are organized in bins based on their popularity, again measured
using the number of ratings.

Regarding measure (I) we could observe that the average item rating was
around 4 for most algorithms. Exceptions were BPR (average = 3.4), CB-

Filtering (3.2) and PopRank (3.6), which also recommended movies that were
not liked by everyone (but have been seen and rated by many people). On mea-
sure (II), Pop-Rank naturally is the “winner” and only recommends blockbusters
to everyone (about 1.600 ratings per item). However, BPR is second on this list
(940 ratings) while SlopeOne (380) and CB-Filtering (330) form the other end
of the spectrum and recommend also long-tail items.

Figure 3 visualizes measure (III)6, the distribution of recommended items
when they are organized in 9 equally sized bins of increasing popularity (based
on the number of ratings). We are aware that the figure has to be interpreted
carefully as a higher value for some bins can be caused by a very small set
of items which are recommended to everyone by some algorithm. Still, we see
some general tendencies for the different algorithms, in particular that BPR very
often picks items from the bin that contains the most popular items and that
popularity of an item correlates strongly with the chance of being recommended.
Funk-SVD and CB-Filtering have no strong popularity bias and User-kNN

seems to tend to the extremes of the scale; SlopeOne, as expected due to its
design, also recommends unpopular items.

5 We also varied the number of latent features for Funk-SVD but could not observe
strongly varying results.

6 We omit PopRank whose recommendations are all in the “most popular”-bin.
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Fig. 3. Distribution of recommendations (= being in the top-10 of a recommendation
list) for all items sorted by popularity (number of ratings) and grouped into 9 bins

Injecting a Stronger Popularity Bias. Our measurements so far as well as
observations from the literature suggest that recommending popular items is a
very simple strategy to achieve high precision and recall values, at least when
all items in the test set are considered. Thus, when using such a measure, it
might be quite easy to improve an algorithm’s accuracy simply by introducing
an artificial popularity bias. While such more biased recommendations might be
of little value in practice (see also [8] or the real-world study presented in [6]),
researchers might draw wrong conclusions about an algorithm’s true value when
only relying on precision/recall metrics.

To illustrate the effects of introducing an artificial popularity bias, we con-
ducted an experiment in which we used the popular Funk-SVD algorithm and
filtered its recommendations in a way that we only retained items, which were
rated by at least k users. For this measurement, we used the publicly available
standard MovieLens100k data set.

Table 3. Effects of an artificial popularity bias for precision and recall strategies All
(all items in the test set) and TS (only items with known ratings in the test set)

Algorithm Pre@10(All) Rec@10(All) Pre@10(TS) Rec@10(TS)

PopRank 0.053 0.098 0.356 0.640
FunkSVD 0.057 0.065 0.415 0.705
FunkSVD, k=100 0.098 0.117 0.416 0.568
FunkSVD, k=200 0.114 0.138 0.384 0.319
FunkSVD, k=300 0.103 0.117 0.314 0.121

Table 3 shows that focusing on popular items can actually increase precision
and recall values when a certain measurement method is used. The strategy
chosen in the experiment is very simple and leads to poorer results when the
threshold value is set too high. Other, more elaborate schemes could however
help to even further improve the numbers. When compared with the common
measurement method Precision TS, we can in contrast see that adding a stronger
popularity bias leads to poorer results. Given this observation, the usage of
the Precision/Recall TS measurement methods might be more appropriate for
application domains where a too strong focus on popular items can be risky.
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2.4 Popularity Reinforcement

Providers of recommendation services on e-commerce platforms are typically
interested in the long-term effects of the service on user satisfaction or sales.
Unfortunately, measuring such long-term effects is difficult even when it is pos-
sible to conduct A/B tests. One of the few works in that direction are the ones
by [22] and [23], who observed that the online recommender systems guided
customers to a different part of the product spectrum.

The opposite effect, namely that recommenders can even lead to decreased
sales diversity and increase the popularity of already popular items was dis-
cussed, e.g., by [9]. In order to assess possible effects of different algorithms on
the popularity distribution in an offline experimental design, we ran the fol-
lowing simulation on a 200k-rating subset of MovieLens400k7 to simulate the
popularity-enforcing effect of each algorithm over time.

First, we generated a top-10 recommendation list for each user with the al-
gorithm under investigation. To simplify the simulation, we assumed that users
only rate items appearing in the recommendation list. We therefore randomly
pick one of the recommended items and create an artificial rating for it. This
simulated rating is randomly taken according to the overall rating distribution
in the data set8. Once such an artificial rating was created for each user, all these
new ratings are added to the database. This procedure was repeated 50 times to
simulate the evolution of the rating database. At each iteration we measured (I)
the concentration of the ratings in the data set using the Gini index (Figure 4)
with bins of 30 products and (II) the number of different products recommended
to all users in that run.
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7 We reduced the data set size because of the long running-times of the neighborhood-
based schemes. The data set characteristics are similar to the larger data set.

8 Selecting the rating based on the distribution of ratings of an individual item or user
would have also been possible.
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Figure 4 shows that the effects on the rating distributions strongly vary de-
pending on the chosen algorithm. One class of algorithms – including of course
PopRank – leads to a stronger effect in the rating database and already popular
items become even more popular and constantly appear in the recommendation
lists of even more other users. Both Rf-Rec and BPR fall into this category. For
another class of algorithms including the MF approaches and Item-kNN, the
concentration index only slowly increases over time. Koren-MF also belongs to
this category, which indicates that the recommendation of popular items is only
boosted slowly over time. Finally, User-kNN and CB-Filtering initially lead to
a stronger diversification of the ratings which then remains stable or increases
again.

While the effects are clearly amplified through our specific simulation strategy,
we believe that the obtained results indicate that there are significant differences
between algorithms, which should be taken into account when looking for an
appropriate recommendation strategy.

Looking at measure (II) at the right hand side of Figure 4, the number of
distinct items recommended in one iteration per algorithm vary across data
sets. Given that there are about 1,000 items in the catalog, CB-Filtering and
BPR initially recommend nearly every item to at least one user. Over time, this
number slightly decreases. Funk-SVD and User-kNN represent another category
of algorithms which start with a comparably high number of recommended items
and later on strongly diversify their recommendations9. All other algorithms
initially recommended a small number of items and only slightly increase the
recommendation spectrum over time.

Combining these results with the tendency of some algorithms to concentrate
on a small item spectrum, we can observe that both Rf-Rec as well as Koren-MF

only recommend very few items (see Figure 4). Koren-MF, however, seems to
be able to promote less-popular items resulting in a comparably slow increase of
the Gini index in Figure 4. BPR-based recommendations, finally, cover a broad
range of items that appear at least once in some recommendation list but in the
long run lead to a comparably strong concentration of ratings.

3 Measurements on Additional Data Sets

In order to validate that the observations reported in this paper are not specific
for the given characteristics of our MovieLens400k data set, we repeated the
experiments on a number of other data sets. In particular, we used the publicly
available data sets MovieLens100k, a subset of the BookCrossing ratings and a
subset of the Yahoo!Movies rating data set for which we also crawled content
information. Furthermore, we tested the algorithms on two further non-public
data sets from a telecommunication provider [6] and a data set obtained from
the hotel booking platform HRS.com [24]. Except MovieLens100k, all other data
sets have a considerably higher sparsity (0.002 to 0.011) than the relatively dense

9 Note that this is not in contradiction with the observations for FunkSVD reported
in Figure 4, where we could see an increase of the rating concentration.
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MovieLens400k data set (0.084). Regarding the available ratings MovieLens100k
has at least 20 ratings per user and item, whereas for all other data sets we
created rating subsets such that the minimum number of ratings was at least 10.

Overall, the general trends reported for the MovieLens400k data set can also
be observed for the other data sets. As for RMSE and Precision/Recall TS, the
matrix factorization (MF) approaches were in most cases only slightly better
or on a par with classical kNN schemes, SlopeOne or simple weighting schemes
and their advantages might only become visible for larger data sets. With respect
to Precision/Recall All, the MF methods however outperformed the traditional
schemes also for the given small data sets. Considering the parametrization of
the algorithms for the data sets, we observed that in particular the results of
the Koren-MF method vary strongly depending on the values of the algorithm
parameters. These parameters must therefore be carefully tuned in practical
settings. Finally, while the accuracy of kNN methods is most of the times com-
parably good, these techniques often suffer from a limited prediction coverage.

The general trend of a strong concentration on only a small set of items by
RF-Rec and the Koren-MF method could also be observed for the other data
sets. Similarly, the superior performance of BPR and also PopRank with respect
to Precision/Recall All and their trend to reinforce the popularity of already
popular items was visible across the different data sets.

4 Conclusion

The current practice of evaluating RS based mainly on accuracy metrics is facing
various (known) limitations as well as potential methodological problems such
as not reported baselines and inconsistently used metrics. Due to these issues,
the results of offline analyzes may remain inconclusive or even misleading and
the correspondence of such measurements with real-world performance metrics
can be unclear. Real-world evaluations and, to some extent, lab studies repre-
sent probably the best methods to evaluate systems. Still, we believe that more
practically-relevant insights can be achieved also in offline experimental studies,
when algorithms are evaluated along several dimensions and on different data
sets. In particular, we believe that the analysis of potential trade-offs (e.g., be-
tween diversity and accuracy) as done in a growing number of recent papers
should be put even more into the focus of future research.

In this paper, we have analyzed known algorithms with respect to the diversity,
item popularity and accuracy of the recommendations. Our observations indicate
that – depending on their parametrization and the usage scenario – different
algorithms lead to different effects and that the choice of the “best” approach
to be deployed in a live system should be guided by the consideration of these
effects. With the provision of the software used in the experiments, we finally
hope to contribute to the reproducibility of RS research.
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