
Opinion-Driven Matrix Factorization

for Rating Prediction
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Abstract. Rating prediction is a well-known recommendation task aim-
ing to predict a user’s rating for those items which were not rated yet
by her. Predictions are computed from users’ explicit feedback, i.e. their
ratings provided on some items in the past. Another type of feedback are
user reviews provided on items which implicitly express users’ opinions on
items. Recent studies indicate that opinions inferred from users’ reviews
on items are strong predictors of user’s implicit feedback or even ratings
and thus, should be utilized in computation. As far as we know, all the
recent works on recommendation techniques utilizing opinions inferred
from users’ reviews are either focused on the item recommendation task
or use only the opinion information, completely leaving users’ ratings out
of consideration. The approach proposed in this paper is filling this gap,
providing a simple, personalized and scalable rating prediction frame-
work utilizing both ratings provided by users and opinions inferred from
their reviews. Experimental results provided on a dataset containing user
ratings and reviews from the real-world Amazon Product Review Data
show the effectiveness of the proposed framework.

Keywords: rating prediction, opinion mining, recommendation, per-
sonalization.

1 Introduction

Rating prediction is a well-known recommendation task [20] aiming to predict a
user’s ratings for those items which were not rated yet by the user. Very precise
recommendations can be computed with matrix factorization techniques [11] by
considering only the sparse user-item-rating relation on the input [17].

Rating is a coarse evaluation of user’s opinion on items. Rating scales are often
quite roughly grained (usually from 1 to 5 stars), forcing the user to choose either
a lower or a higher rating in a case when her real attitude lies in between these
two values. Moreover, user can also make a slip during the rating process.

Let’s consider the following real-world examples from the data used in our ex-
periments (described later in the section 6) of user ratings and reviews provided
on items in the table 1: In the first row of this table, the attitude of user u1 on
item i2 expressed in her review seems to fall between neutral and good (let’s say
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3.5 stars) but she had to choose either the neutral (3 stars) or the good (4 stars)
rating. Probably, she has chosen the rating 4 because of her positive bias, i.e. a
systematic tendency of her to give better ratings. In the next row of the table,
however, the rating is probably a slip since the opinion of the same user on the
item i3 expressed in her review is clearly good or excellent (4 or 5 stars) despite
her poor (2 stars) rating given for that item. Moreover, while she rated the item
i2 “above” her opinion expressed in the corresponding review, in the case of the
item i3, the situation is the opposite.

Table 1. User ratings and reviews on items with the opinion (sentiment) scores com-
puted from the reviews according to the algorithm presented in the section 4

User Item Rating Review Opinion score

u1 i2 4
“This CD is okay. Not a bad album at all. It just has
to grow on you.”

3

u1 i3 2
“This is a must have for a music DVD collection. So
many great singers!”

4

u2 i1 5
“A good read. Not a bad beginner’s guide. Some tech-
nology is a little dated, but useful.”

4

u2 i4 5
“Interesting. A good overview, but Rumbelow’s book
is better researched and more comprehensive.”

4

u3 i1 4
“Excellent. This book is an excellent novel. Excellent
plot and characters. And riveting.”

4

u3 i3 2
“Bad Vocals. Claude Williams is a good player, but
this album is marred by some lousy vocal tracks.”

3

u4 i3 1
“I didn’t like this book and I couldn’t get into it. The
only thing I liked was the stripper with a Thumper
tattoo. That was cute.”

2

u4 i4 4
“Nice Good illustrations, tight bios of the buildings,
not very gripping. For Main Line fans.”

4

Biased matrix factorization techniques [11] computing the predictions from
users’ past ratings seem to be an adequate solution to the above mentioned
issue of users’ biases. However, real data shows that there is a variance in user’s
bias, i.e. a single user underrate some items while overrate some other items
compared to her opinion expressed in her reviews (see the histograms of the
differences between ratings and opinions in Figure 2).

[24,25] and also [6,13,18] claim that using only opinions (expressed in users’
reviews) instead of ratings leads to better recommendation. Only [6,13] and [18]
from these works are focused on the rating prediction problem. These works
suggest that users’ reviews are valuable sources of their opinions on items, often
more accurate than their ratings and thus, do not consider rating information
when learning the prediction model.

On the other hand, reviews are also biased by many factors such as the vocab-
ulary of a user, sentences in a review not related to items or not expressing opin-
ions, etc. In these cases, ratings can be used to infer some user-specific knowledge
about reviews. Recommendation techniques utilizing both ratings and opinions
were developed [1,12,10,22,4], however all of them are focused on the item rec-
ommendation task. Moreover, except [22], the mentioned approaches are either
non-personalized, non-scalable or need more implementation effort.
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In this paper, we focus on filling the above mentioned gaps by combining ideas
from [13,18] (only opinions used) and [11] (only ratings used). The contributions
of this paper are the following:

– Introducing a personalized, scalable and easy-to-implement framework for
rating prediction utilizing opinions (sentiments) inferred from user reviews
(section 4).

– An overview and analysis of the state-of-the-art recommendation techniques
which utilize information derived from user reviews (section 5).

– Analysis of the relation between user ratings and derived opinions on a real-
world Amazon Product Review Data (section 6).

– Experimental comparison of the proposed framework with some of the re-
lated approaches on the mentioned rel-world Amazon Data (section 7).

2 Matrix Factorization for Rating Prediction

Let U and I be the set of users and items, respectively, and V ⊂ R be the set of
values users can assign to items. A mapping r : U ×I → V which defines a value
rui assigned to an item i by the user u is called rating and is explicitly defined
by a set of recorded past user-item feedbacks1

R = {(u, i, rui) | u ∈ U , i ∈ I, rui ∈ V}
We usually split R into Rtrain, Rtest ⊂ R simulating users’ past and future
ratings, respectively, such that Rtrain ∩Rtest = ∅.

The goal of rating prediction is, given Rtrain, to find a mapping r̂ : U×I → R

such that
error(r, r̂) =

∑

(u,i,rui)∈Rtest

(rui − r̂ui)
2 (1)

is minimal, where r̂ui is the predicted rating given to the item i by the user u.
Biased matrix factorization [11] is a state-of-the-art approach to rating pre-

diction, where R is viewed as a sparse matrix of type V |U|×|I| with rui being
the values of its non-empty cells belonging either to Rtrain or Rtest (similarly
as mentioned above). The goal is to approximate a matrix R by the product
of two smaller matrices W ∈ R

|U|×k and H ∈ R
|I|×k (where k is the number

of factors), i.e. R ≈ WHT , and find vectors b
′ ∈ R

|U|, b
′′ ∈ R

|I| as well as a
constant μ such that2

∑

rui∈Rtest

(rui − μ− b
′
u − b

′′
i − wuh

T
i )

2 (2)

is minimal. The predicted rating r̂ui, given W , H , b
′
, b

′′
and μ is defined as

r̂ui = μ+ b
′
u + b

′′
i +

∑

k

wuk
hik (3)

1 Represented in the first three columns in the table 1.
2 wu (hi) refers to the u-th (i-th) row of the matrix W (H), and, b

′
u (b

′′
i ) refers to the

u-th (i-th) element of the vector b
′
(b

′′
).
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where μ refers to overall average rating and b
′
, b

′′
are the vectors of users’ and

items’ biases, respectively, indicating how ratings of users or items deviate from
μ (capturing systematic tendencies for some users to give higher ratings than
others, and for some items to receive higher ratings than others).

The most popular factorization technique used in the recommender systems
community, exploits stochastic gradient descent optimization [11] to find the
parameters W and H by minimizing the following objective function

∑

rui∈Rtrain

(rui − r̂ui)
2 + λ(‖W‖2 + ‖H‖2 + b

′2 + b
′′2) (4)

where r̂ui is defined as in the equation 3 and λ is a regularization term to prevent
the so-called over-fitting (i.e. when a model performs very well on the training
data but poorly on the test data).

3 Opinion Mining

Opinion words are words that people use to express their positive or negative
attitude to products or specific features of products. There are several techniques
in the literature on opinion mining and sentiment analysis (see [15], for more
details) from which we choose the most simple one:

Let the review, or comment, cui = (w1, . . . , wn) of the user u on the item i be
represented as a sequence of words. Each word in cui is either an opinion word
or not. Opinion words are words that are primarily used to express subjective
opinions. Clearly, this is related to the existing work on distinguishing sentences
(subsequences of cui) used to express subjective opinions from sentences used
to objectively describe some information [8]. We use adjectives and phrases as
opinion words collected in the Sentiment (Opinion) Lexicon [15] containing a
list of about 6800 English words expressing positive or negative sentiments. We
will denote the sentiment lexicon as S = S+ ∪ S− with S+ and S− denoting its
subsets of positive and negative sentiment words, respectively.

For each word wj ∈ cui we identify its semantic orientation s(wj) as

s(wj) =

⎧
⎨

⎩

+1, if wj ∈ S+

−1, if wj ∈ S−

0, if wj /∈ S
(5)

The overall orientation oui ∈ [−1,+1] of the review cui, what we call the opinion
or the sentiment of the review, is computed as

oui =

∑
wj∈cui

s(wj)

|{wj ∈ cui|wj ∈ S}| (6)

There are plenty of other opinion mining and sentiment analysis techniques (see
[16] for more details) as well as matrix factorization techniques (a unified view
of which is introduced in [21]), which could be used in our framework.
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Fig. 1. The proposed framework

4 The Proposed Framework

Our framework is illustrated in Figure 1. Users’ ratings (the rating matrix) and
textual reviews on items are required on the input. The process consists of two
steps, in general: First, an opinion matrix is created from the reviews by post-
processing (discretizing) the result of the used opinion mining technique. In the
second phase, a matrix factorization technique for rating prediction is employed
utilizing this opinion matrix.

Similarly to the three paradigms of utilizing context in recommender systems
[2], we distinguish three different approaches in the second step of our framework
depending on which stages of the rating prediction process is the opinion matrix
implied in. These are i) opinion pre-filtering, ii) opinion post-filtering and iii)
opinion modeling. In all of these three approaches, we use the above presented
biased matrix factorization.

However, even if we employ the three paradigms of context-aware recommen-
dation, it is important to note that we do not perceive opinions as context here,
but rather as regularizers of the prediction model.

4.1 The Opinion Matrix

As mentioned above in the section 3, the overall opinion expressed in the review
of the user u on the item i is represented by a number oui ∈ [−1, 1], in general,
which expresses the polarity of her review on the given item with −1 and 1 being
the most negative or positive, respectively. Ratings also expresses the polarity of
the user’s attitude to an item, with minV and maxV being the most negative or
positive, respectively. Since V usually consists of integers, discretizing the [−1, 1]
interval to |V| distinct values results in the same set of values for both opinions
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oui and ratings rui. In our experiments we discretized the interval [−1, 1] to |V|
distinct values in an equidistant manner.

Similarly to ratings, discretized opinions can be viewed as a mapping o :
U × I → V defined explicitly as3

O = {(u, i, oui) | u ∈ U , i ∈ I, oui ∈ V , (u, i, rui) ∈ R}
There is one assumption our framework is based on, namely that for all triple
(u, i, rui) ∈ R there is a corresponding triple (u, i, oui) ∈ O, i.e. users should
provide both ratings and reviews for items.

As in the case of ratings (see the section 2), the opinion matrix O is considered
as a sparse matrix of the type V |U|×|I|, too, with oui being the values of its non-
empty cells.

4.2 Opinion Pre-filtering

In this approach, opinions are used to pre-process the data for the recommen-
dation technique being used.

The input relation matrix R
train ∈ R

|U|×|I| is created from the relations
(matrices) Rtrain and O as

R
train

= {rui|rui = αrui + (1− α)oui, rui ∈ Rtrain, oui ∈ O}
where α ∈ (0, 1). Thus, we modify the ratings in the train set such that they are
closer to the opinions. This pre-processing step only affects the ratings in the
training set, the ratings in the test set remain untouched.

Next, we factorize R
train

to matrices W ∈ R
|U|×k and H ∈ R

|I|×k in a usual
way as described in the section 2. The predicted rating r̂ui of the user u for the
item i is then defined according to the equation 3 as

r̂ui = μ+ b
′
u + b

′′
i +

∑

k

wuk
hik (7)

4.3 Opinion Post-filtering

In this approach, we deal with two matrices Rtrain and the corresponding matrix
Otrain defined as

Otrain = {oui ∈ O|rui ∈ Rtrain}
i.e. we keep only those cells from O which correspond to the cells of the train
part of the rating matrix.

Then, Rtrain is factorized to matrices W ∈ R
|U|×k and H ∈ R

|I|×k, while
Otrain is factorized to matrices P ∈ R

|U|×l and Q ∈ R
|I|×l. In this way, we get

two “interim” prediction models: r̂
′
ui for the ratings, defined exactly as r̂ui in

the equation 3, and

ô
′
ui = μo + b

′o
u + b

′′o
i

∑

l

pul
qil (8)

3 Represented in the first, second and last columns in the table 1.
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for the opinions, where μo, b
′o
u , b

′′o
i refer to overall sentiment (opinion) averages,

and user and item sentiment (opinion) biases, respectively.
The predicted (post-filtered) rating r̂ui of the user u for the item i is a linear

combination of r̂
′
and ô

′

r̂ui = α r̂
′
ui + (1− α) ô

′
ui (9)

where α ∈ (0, 1).

4.4 Opinion Modeling

In the two previous approaches we used opinions explicitly in the pre- or the
post-processing steps. Here, opinions are used implicitly in the factorization (or
modeling) phase by changing the objective function (equation 4) to

∑

rui∈Rtrain

α(rui − r̂ui)
2 + λ(‖W‖2 + ‖H‖2 + b

′2 + b
′′2) (10)

where

α =

⎧
⎨

⎩

δ ∈ (0, 1), if rui < r̂ui ≤ oui
or oui ≤ r̂ui < rui

1, otherwise
(11)

i.e. we just simply factorize Rtrain in a usual way (see section 2) but giving less
weight to the prediction error if the predicted value r̂ui lies between the rating
rui and the opinion oui or it is equal to the opinion value.

5 Related Work

The earliest work [1] using consumer product reviews for recommendation is
based on computing the qualities of the features of products from aggregating
reviewers’ opinions on these features weighted by the level of reviewers’ expertise.
User queries of the form “I would like to know if Sony W70 is a good camera,
specifically its interface and battery consumption” are required at the input of
the presented recommender system. A similar system is presented in [12]. Since
both systems aggregate all opinions on a single item or on its features to one
score, neither provides personalized recommendations.

The research hypothesis investigated in [6,13] and also in [18] is that senti-
ments of reviews are better indicators of users’ attitude to items than coarse
star ratings, and thus, these works use only the reviews (leaving ratings out of
consideration). All these approaches consist of two main steps, the first of which
is to infer for each review a numerical rating (an opinion) representing the senti-
ment level of the given review. The main difference from our approach lies in the
second step, i.e. how the recommendations are made. In [6], domain and opinion
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specific meta-data are identified from reviews, and the final rating for a given
item is predicted as an average rating of reviews sharing the same meta-data. In
contrast to [6], a personalized recommendation approach is chosen in [13] and
[18], where nearest-neighbor based collaborative filtering algorithms feeded by
inferred opinions (sentiment scores) are used for recommendations.

A hybrid of content-based (CBF) and collaborative-filtering (CF) framework
is presented in [10] where each item is represented as a vector consisting of the
key aspects (relevant terms derived from user reviews and item descriptions) of
items based on their importance values and sentiment scores. Such movie vec-
tors (i.e. importance values and sentiment scores) are constructed for each user
separately from the ratings and reviews of similar users to the given user. A
binary (“recommendable” vs. “unrecommendable” item) classification model is
learned from the derived aspect vectors for each user separately using classifica-
tion techniques, which is then used for item recommendation.

The works introduced in [22,24,25] also deal with item recommendation. In
[24], a nearest-Neighbor based collaborative filtering (CF) technique is used to
recommend top-N items from a so-called virtual user rating matrix created from
user reviews by sentiment classification. This matrix contains only binary values,
i.e. a user likes or dislikes an item, regarding to the sentiment of her reviews on a
given item. The presented framework is further augmented in [25] by considering
also the keywords liked/disliked/unknown by the user. In a simple approach
presented in [22], personalized recommendations (computed by a similarity-based
CF technique) are further filtered according to the sentiments of experts’ reviews
on items. Thus, users are provided only with top-N items having positive reviews
from experts.

A latent variable model for content-based filtering is introduced in [4], provid-
ing a supervised learning model for extraction of product features from reviews.
The model can be trained on some available public datasets and then used to ex-
tract sentiments for reviews for which the rating is not provided. The presented
model is implemented in the Opinion Space platform [3].

Similarly to our approach, the framework proposed in [19] assumes users to
provide both ratings and reviews for items. However, instead of a sentiment
(opinion) score, a so-called “helpfulness” score of a review is considered, derived
from the feedbacks of other users provided on the given review (i.e. a ratio of
users which found the given review helpful to all the users which have provided
some feedback for the given review). Following the idea that a helpfulness score
of a review indicates the quality of the corresponding rating, ratings are weighted
by these helpfulness scores in the used factorization model.

The majority of the related work is focused on item recommendation. Works
related to rating prediction are either non-scalable [6] or utilize only the opin-
ions leaving ratings out of consideration [13,18], eventually, do not consider user
sentiments (opinions) derived from reviews.
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6 Data

We used the originally labeled Amazon Product Review Data4 [9] in our exper-
iments, which contains user-item-rating-review quadruples on movies, music or
books. The rating scale is V = {1, 2, 3, 4, 5}. We denote this dataset original-
data. Since this dataset is very sparse (see the table 2) we created a smaller,
much dense sample from it in the following way: We filtered out contributions
from users who have provided fewer than 50 and more than 500 reviews. The
resulting dataset is denoted as sampled-data. The main characteristics of these
two datasets are shown in the table 2.

Table 2. Characteristics of datasets used in our experiments

dataset #users #items #ratings = #reviews sparsity (%)

original-data 2146275 1231018 5838898 0.000220994

sampled-data 4654 287666 606294 0.0452865

The histograms of differences between ratings and sentiment (opinion) scores
inferred from reviews, for both datasets used are shown in Figure 2. Assuming
that these differences are normally distributed we computed their mean and
standard deviation: the mean is 0.44 and the standard deviation is 1.24 in case
of original-data. In case of sampled-data, the mean of difference between ratings
and opinions is 0.6 and the standard deviation is 1.53. This indicates that in
general, users’ ratings are a bit optimistic compared to their sentiments expressed
in their reviews.

7 Experiments

We implemented the opinion mining technique described in the section 3 on
our own. For biased matrix factorization, the algorithm from the MyMediaLite
Recommender System Library [5] was used and modified if it was necessary, e.g.
in case of the opinion-modeling approach (equation 10). For the computation,
we used a computing cluster with 7 computing nodes with 24GB of RAM, each
of which has 16 cores.

7.1 Baselines

The first baseline we used is the biased matrix factorization (BiasedMF ) con-
sidering only the rating information [11], where the predicted ratings r̂ui are
computed according to the equation 3. Motivated by the two related works [13]
and [18], we considered only the inferred opinions for learning r̂ in our second
baseline (OpinionMF ). Here5 we first factorized the opinion matrix and predict
ratings as r̂ui = ô

′
ui, computed according to the equation 8.

4 Bing Liu, http://liu.cs.uic.edu/download/data/
5 Note, that it is the same as setting α = 0 in case of our pre-filtering approach.

http://liu.cs.uic.edu/download/data/
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Fig. 2. The histogram of the ratios of user-item-rating-sentiment quadruples w.r.t.
the differences in ratings and the computed sentiment (opinion) scores. On the left,
histogram for sampled-data. On the right, histogram for original-data.

7.2 Hyper-parameters and Cross-Validation

We have used 5-fold cross-validation for testing the proposed framework as fol-
lows: In each of the 5 iterations, one fold was used for testing. From the remaining
four folds, three were used for tuning the hyper-parameters of the model vali-
dated on the remaining fold. Hyper-parameters (number of factors, number of
iterations, learn rate and regularization term) were tuned using grid search. The
final model was trained with the best found hyper-parameter combination using
all the remaining four folds. We set the value of the parameter α to 0.5.

7.3 Results

In the table 3, the average of the RMSE over the 5 folds is presented (for sampled-
data as well as original-data) for the two baselines (denoted as BiasedMF and
OpinionMF ) and the proposed three approaches in our framework (denoted as
Pre, Post and Modeling).

Table 3. RMSE averaged over the 5 folds

Dataset BiasedMF OpinionMF Pre Post Modeling

sampled-data 0.9709 0.9486 0.9409 0.9060 0.9611

original-data 0.9712 0.9415 0.9542 0.9088 0.9645

The results on original-data are very similar to the results on sampled-data,
even if the sparsity of these two datasets are considerably different.
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The results of BiasedMF are significantly worse than the results of all the
other approaches. Clearly, Post is the winner which provides significantly better
results comparing to all other approaches the reason of what, in our opinion,
could be that it behaves as a kind of an ensemble technique of two factorization
models which tends to outperform single models [23]. Pre is significantly better
than BiasedMF and Modeling, while Modeling is only significantly better than
BiasedMF. Student’s t-test was used to test statistical significance: except the
case of Modeling vs. BiasedMF where the confidence level is 97%, all the other
differences are significant with confidence level 99%.

The results also experimentally justified (with confidence level 97%) the ideas
presented in [13] and [18], namely, that pure reviews tend to be better predictors
than coarse ratings.

8 Conclusions

A generic matrix factorization framework for rating prediction utilizing user
reviews was introduced in this paper. The proposed framework, based on bi-
ased matrix factorization, is a scalable, personalized and easy to implement
recommendation framework. A simple opinion mining technique was used to de-
rive users’ sentiment on items. There is one assumption to the presented work,
namely, that users provide both ratings and reviews for items.

We also provided a thorough review of the related state-of-the-art techniques
providing with their main characteristics. The main idea of these works is that
opinions expressed in users’ reviews are good predictors of the ratings, and some
works claim that opinions are even better predictors of ratings than are the
ratings themselves. In this work, we deal with a combined usage of ratings and
inferred sentiment (opinion) scores for rating prediction.

There are still some remaining issues to investigate regarding the proposed
framework, e.g. how to deal with the cold-start problem, missing reviews, lan-
guage biases present in reviews, and, how and in what extend does the proposed
framework depend on the choice of the opinion mining algorithm. Following the
ideas presented in [7] and [14], parallelization of our framework or its augmen-
tation to include additional information (e.g. meta-data of users and items or
additional relations between users), respectively, should be straightforward.

During the analysis of real-world data in our experiments, we have found
out that there is a certain relationship between users’ ratings on items and
opinions expressed in their reviews on items. Since this paper was focused on
rating prediction utilizing opinions, we would like to investigate this relationship
between ratings and reviews from a user-modeling perspective in our future work.

Even if there are some remaining issues to investigate, experimental results
show that the proposed framework is promising and worth of further research.
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