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Abstract. With the enormous growth of digital content in internet, various 
types of online reviews such as product and movie reviews present a wealth of 
subjective information that can be very helpful for potential users. Sentiment 
analysis aims to use automated tools to detect subjective information from re-
views. Up to now as there are few researches conducted on feature selection in 
sentiment analysis, there are very rare works for Persian sentiment analysis. 
This paper considers the problem of sentiment classification using different fea-
ture selection methods for online customer reviews in Persian language. Three 
of the challenges of Persian text are using of a wide variety of declensional suf-
fixes, different word spacing and many informal or colloquial words. In this pa-
per we study these challenges by proposing a model for sentiment classification 
of Persian review documents. The proposed model is based on stemming and 
feature selection and is employed Naive Bayes algorithm for classification. We 
evaluate the performance of the model on a collection of cellphone reviews, 
where the results show the effectiveness of the proposed approaches. 

Keywords: sentiment classification, sentiment analysis, Persian language, 
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1 Introduction 

In the recent decade, with the enormous growth of digital content in internet and data-
bases, sentiment analysis has received more and more attention between information 
retrieval and natural language processing researchers. Up to now, many researches 
have been conducted sentiment analysis on English, Chinese or Russian languages  
[1-9]. However on Persian text, in our knowledge there is little investigation con-
ducted on sentiment analysis [10]. Persian is an Indo-European language, spoken and 
written primarily in Iran, Afghanistan, and a part of Tajikistan. The amount of infor-
mation in Persian language on the internet has increased in different forms. As the 
style of writing in Persian language is not firmly defined on the web, there are too 
many web pages in Persian with completely different writing styles for the same 
words [11, 12]. Therefore in this paper, we study a model of feature selection in sen-
timent classification for Persian language, and experiment our model on a Persian 
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product review dataset. In the reminder of this paper, Section 2 describes the proposed 
model for sentiment classification of Persian reviews. In Section 3 we discuss impor-
tant experimental results, and finally we conclude with a summary in section 5. 

2 Proposed Model for Persian Sentiment Analysis 

Persian sentiment analysis suffers from low quality, where the main challenges are 
- Lack of comprehensive solutions or tools 
- Using of a wide variety of declensional suffixes 
- Word spacing 

o In Persian in addition to white space as inter-words space, an intra-
word space called pseudo-space separates word’s part. 

- Utilizing many informal or colloquial words 
In this paper, we propose a model, using n-gram features, stemming and feature selec-
tion to overcome the Persian language challenges in sentiment classification. 

2.1 Sentiment Classifier 

In this paper, we consider Naive Bayes algorithm which is a machine learning ap-
proach as the sentiment classifier [13]. In the problem of sentiment classification we 
use vector model to represent the feature space. For the feature space we extract n-
gram features to deal with the conflicting problem of space and pseudo-space in Per-
sian sentences. Here we use unigram and bigram phrases as n-gram features. There-
fore in this model, the sequence of the words is important. Experiments show using n-
gram features could solve the problem of different word spacing in Persian text. 

2.2 Feature Selection for Sentiment Analysis 

Feature Selection methods sort features on the basis of a numerical measure computed 
from the documents in the dataset collection, and select a subset of the features by 
thresholding that measure. In this paper four different information measures were 
implemented and tested for feature selection problem in sentiment analysis. The 
measures are Document Frequency (DF), Term Frequency Variance (TFV), Mutual 
Information (MI) [14] and Modified Mutual Information (MMI). Below we discuss 
presented MMI approach. 

Mutual Information and Modified Mutual Information 
In this paper we introduce a new approach for feature selection, Modified Mutual 
Information. In order to explain MMI measure, it is helpful to first introduce Mutual 
Information by defining a contingency table (see Table 1). 
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Table 1. Contingency table for features and classes 

 c  

B A  

D C  

Table 1 records co-occurrence statistics for features and classes. We also have that 
the number of review documents, N = A+B +C +D. These statistics are very useful 
for estimating probability values [13, 14]. By using Table 1, MI can be computed by 
equation (7): 

                                                , log ,
                                         (1) 

Where ,  is the probability of co-occurrence of feature f and class c together, and 
 and  are the probability of co-occurrence of feature f and class c in the re-

view documents respectively. Therefore by Table 1, MI can be approximated by Equ-
ation (8): 
 

                                                  , log  
                 (2) 

Intuitively MI measures if the co-occurrence of f and c is more likely than their inde-
pendent occurrences, but it doesn’t measure the co-occurrence of f and  or the co-
occurrence of other features and class c. We introduce a Modified version of Mutual 
Information as MMI which consider all possible combinations of co-occurrences of a 
feature and class label. First we define four parameters as the following: 

- , : Probability of co-occurrence of feature f and class c together. 

- , : Probability of co-occurrence of all features except f in all classes ex-
cept c together. 

- , : Probability of co-occurrence of all features except feature f in class c. 

- , : Probability of co-occurrence of feature f in all classes except c. 
We calculate MMI score as Equation (10): 
 

                      , , , , ,
 (3) 

Where  and  are the probability of independent occurrence of feature f and 
class c in the review documents respectively.  is the number of review docu-
ments which not contain feature f and  is the number of documents with the 
classes other than class c. Based on Table 4, MMI can be approximated by Equation: 

                                          ,     (4) 
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3 Experimental Results 

To test our methods we compiled a dataset of 829 online customer reviews in Persian 
language from different brands of cell phone products. We assigned two annotators to 
label customer reviews by selecting a positive or negative polarity on the review lev-
el. After annotation, the dataset reached to 511 positive and 318 negative reviews. 

3.1 Comparative Study 

In our experiments, first we evaluated Persian sentiment classification in two phases: 

 Phase 1. Without n-gram features and stemming 
 Phase 2. With n-gram features and stemming 

Table 2 shows the F-score results for the two phases. From the results we can observe 
that using of n-gram features and stemming for sentiment classification has 4% and 
0.3% improvements for negative and positive classes respectively. 

Table 2. F-scores for phases 1 and 2, Without and with n-gram features and stemming 

Phase Class F-score 

1 
Negative 0.7480 

Positive 0.8570 

2 
Negative 0.7880 

Positive 0.8600 

 
In this work we applied four different feature selection approaches, MI, DF, TFV 

and MMI with the Naive Bayes learning algorithm to the online Persian cellphone 
reviews. In the experiments, we found that using feature selection with learning algo-
rithms can perform improvement to classifications of sentiment polarities of reviews. 

Table 3 indicates Precision, Recall and F-score measures on two classes of Positive 
and Negative polarity with the feature selection approaches. 

Table 3. Precision, Recall and F-score measures for the feature selection approaches with naive 
bayes classifier 

Approach Class Precision Recall F-score 

MI 
Negative 0.4738 0.8356 0.6026 

Positive 0.8130 0.4260 0.5538 

DF 
Negative 0.8148 0.7812 0.7962 

Positive 0.8692 0.8898 0.8788 

TFV 
Negative 0.8226 0.7800 0.7996 

Positive 0.8680 0.8956 0.8814 

MMI 

(Proposed Approach) 

Negative 0.7842 0.8568 0.8172 

Positive 0.9072 0.8526 0.8784 
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The results from Table 3 indicate that the TFV, DF and MMI have better perfor-
mances than the traditional MI approach. In terms of F-score, MMI improves MI with 
21.46% and 32.46% on Negative and Positive classes respectively, DF overcomes MI 
with 19.36% and 32.5% better performances for Negative and Positive review docu-
ments respectively and TFV improves MI with19.7% and 32.76% for Negative and 
Positive documents respectively. The reason of poor performance for MI is that of MI 
only uses the information between the corresponding feature and the corresponding 
class and does not utilize other information about other features and other classes. 
When we compare DF, TFV and MMI, we can find that the MMI beats both DF and 
TFV on F-scores of Negative review documents with 2.1% and 1.76% improvements 
respectively, but for the Positive review documents DF and TFV have 0.04% and 
0.3% better performance than the MMI, respectively.  

To assess the overall performance of techniques we adopt the macro and micro av-
erage, Figure 1 shows the macro and micro average F-score. 

 

Fig. 1. Macro and micro average F-score for MI, DF, TFV and MMI 

From this Figure we can find that the MMI proposed approach has slightly better 
performance than the DF and TFV approaches and has significant improvements on 
MI method. The basic advantage of the MMI is using of whole information about a 
feature, positive and negative factors between features and classes. MMI in overall 
can reach to 85% of F-score classification.  It is worth noting that with a larger train-
ing corpus the feature selection approaches and the learning algorithm could get high-
er performance values. Additionally the proposed approach – MMI – is not only for 
Persian reviews and in addition can be applied to other domains or other classification 
problems. 

4 Conclusion and Future Works 

In this paper we proposed a novel approach for feature selection, MMI, in sentiment 
classification problem. In addition we applied other feature selection approaches, DF, 
MI and TFV with the Naive Bayes learning algorithm to the online Persian cellphone 
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reviews. As the results show, using feature selection in sentiment analysis can im-
prove the performance. The proposed MMI method that uses the positive and negative 
factors between features and classes improves the performance compared to the other 
approaches. In our future work we will focus more on sentiment analysis about Per-
sian text. 
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