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Abstract. In this paper we address two issues. The first one analyzes
whether the performance of a text summarization method depends on
the topic of a document. The second one is concerned with how certain
linguistic properties of a text may affect the performance of a number of
automatic text summarization methods. For this we consider semantic
analysis methods, such as textual entailment and anaphora resolution,
and we study how they are related to proper noun, pronoun and noun
ratios calculated over original documents that are grouped into related
topics. Given the obtained results, we can conclude that although our
first hypothesis is not supported, since it has been found no evident
relationship between the topic of a document and the performance of
the methods employed, adapting summarization systems to the linguistic
properties of input documents benefits the process of summarization.

Keywords: text summarization, textual entailment, anaphora
resolution.

1 Introduction

The first attempts to tackle the task of automatic text summarization were made
as early as in the middle of the past century [17]. Since then the capabilities of
modern hardware have increased enormously. However, nowadays when we talk
about automatic text summarization we mostly focus on extractive summaries
and hope to top the threshold of 50% on the recall [22]. Extractive summaries, as
opposed to the abstractive ones that involve natural language generation tech-
niques, consist of segments of the original text. The task sounds less challenging
than it has been proven to be [22].

The extractive summarization systems developed so far have been tested on a
number of different corpora [22]. There has been a significant number of systems
proposed for the task of summarization of the newswire articles. Many of those
systems emerged due to the Document Understanding Conference challenges
(DUC)1 [8,25]. Even that the last challenge has been held in 2007, the DUC
data is still being used in research [15,16,24,26]. Some experiments were done

1 http://duc.nist.gov/
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with the Reuters newswire corpus [2]. The short newswire articles differ from
fiction. The summarization systems that target this niche have adapted to the
particular characteristics of fiction. There has been research on short fiction
summarization [12], fairy tales [16], whole books [19], etc. Due to the rapid
growth of the amounts of web data, the need to summarize becomes even more
acute. More recent research has focused on Web 2.0 textual genres, such as
forum [30] and blog [11] summarization. The specific language used in blogs and
forums makes the task being different to that of newswire article summarization.
Between the blog and the newswire summarization we could place the e-mail
summarization that ranges from summarizing a single e-mail message [20] to
the whole thread of related e-mails [23]. Automatic text summarization has also
been combined with speech recognition to summarize spoken dialogues [9,18].

Summarization systems have been adapted to a number of different domains.
In particular, there has been an extensive research in summarizing medical docu-
ments [1]; a) medical journal articles [6,3]; b) healthcare documents for patients
[7]. Another domain that attracted the attention is the legal domain. There
have been some experiments with the documents from the European Legislation
Website2 [3].

However, text documents differ depending on genre, text type, domain, sub-
language, style, particular topic covered, etc. (for a detailed discussion see [13]).
Personal style of a writer, their vocabulary size, word choice, use of expressive
means and irony, sentence length and structure preferences are not less affect-
ing. Dialogues and monologues, science fiction and love stories, technical reports
and newswire articles, poems and legalese, use of metaphors and synonyms,
anaphoric expressions and proper nouns all these carry with them their unique
properties. Those properties may affect the quality of summaries generated using
the techniques developed for the task of automatic text summarization. And in
this paper we would like to study this issue.

We adapt out systems to specific domains, genres, text styles. We develop
and implement different summarization techniques and heuristics. But to the
best of our knowledge, so far there has been no attempt to treat documents
in a collection differently from each other. If a system makes use of pronominal
anaphora resolution module, it will try to resolve anaphora in all the documents.
Now, what if the document contains only a few pronouns? The performance will
slow down but the results will stay the same. What if a document contains a high
number of pronouns and the chosen anaphora resolution module cannot handle
them correctly? The performance will slow down and the resulting summary will
be of a worse quality. If we consider word sense disambiguation task and some
specific domains like e.g. legalese documents, the language used is so precise
that synonymy disambiguation will probably introduce no improvement into the
quality of summaries.

In this paper we address two issues. The first one is concerned with the prob-
lem of preliminary document analysis and how the linguistic properties of a
text may affect the performance of a number of automatic text summarization

2 http://eur-lex.europa.eu/en/legis/index.htm
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techniques. We have focused on the basic linguistic characteristics of text, such
as the noun ratio, pronoun ratio and personal noun ratio. And we have analyzed
how they affect the summarization systems that use textual entailment and
anaphora resolution tools to aid in the summarization process. The final goal
would be to develop a system that chooses the best summarization techniques
based on the linguistic properties of a document. Moreover, we have divided our
corpus in groups according to the topic covered. The second goal of this research
is to analyze whether the performance of a text summarization engine depends
on the topic of a document.

This paper is structured as follows. Section 2 reports on the related work.
Section 3 describes in detail the system used for the experiment. The corpus is
described in Section 4. The results are discussed in Section 5. Finally, conclusion
and future work are outlined in Section 6.

2 Related Work

With the evolution of technology different methods and heuristics have been
used to improve extractive summarization systems. The early systems relied on
the simple heuristics: i) sentence location (sentences located in the beginning or
end of the text, headings and the sentences highlighted in bold among others are
considered to be more important and are included in the final summary) [5]; ii)
cue phrases (presence of previously defined words and phrases as “concluding”,
“argue”, “propose” or “this paper”) [5,28]; iii) segment length (sentences with
the length below some predefined threshold can be automatically ignored) [28];
iv) the most frequent words (exploring the term distribution of a document allows
to identify the most frequent words that are assumed to represent at the same
time the most important concepts of the document) [17].

Today we apply various methods to structure information that we extract from
documents and to analyze it intelligently. Graph theory has been successfully ap-
plied to represent the semantic contents of a document [24] . Latent Semantic
Analysis, that involves term by sentences matrix representation and singular
value decomposition has also been proven to benefit the task of extractive sum-
marization [26,10]. A number of machine learning algorithms such as decision
trees, rule induction, decision forests, Naive Bayes classifiers and neural networks
among others have been adapted to this task as well [20,4]. Part-of-speech tag-
gers [20], word sense disambiguation algorithms [24], anaphora resolution [26],
textual entailment [27,15] and chunking [20] are among the most frequently used
linguistic analysis methods.

To the best of our knowledge there has been no attempt to analyze the impact
of shallow linguistic properties of the original text on the quality of automatically
generated summaries.

However, there has been a related work involving automatic text summa-
rization and sentence structure. Nenkova et al. [21] focused on how sentence
structure can help to predict the linguistic quality of generated summaries. The
authors selected a set of structural features that include:
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– sentence length
– parse tree depth
– number of fragment tags in the sentence parse
– phrase type proportion
– average phrase length
– phrase type rate was computed for prepositional, noun and verb phrases as

diving the number of words of each phrase by the sentence length
– phrase length was computed for prepositional, noun and verb phrases as

diving the number of phrases of the given type that appeared in the sentence
by the sentence length

– length of NPs/PPs contained in a VP
– head noun modifiers

Though the set of features is different and more diverse, the phrase type ratio
and phrase length can be probably compared to the noun, pronoun and proper
noun ratios selected for our research. A ranking SVM was trained using these
features. The summary ranking accuracy of the ranking SVM was compared
to other linguistic quality measures, that include Coh-Metrix, language models,
word coherence and entity coherence measures. The evaluation of results was
done on the system and input levels. Whereas in the former all participating
systems were ranked according to their performance on the entire test set, and
in the latter all the summaries produced for a single given input.

Structural features proved to be best suitable for input-level human sum-
maries, middle of the range for input level system summaries and about the
worst class of features for system-level evaluation of automatic summaries. At
the same time being the most stable set of features and ranging the least across
the chosen evaluation settings.

3 Summarization System

To analyze the impact of proper noun, pronoun and noun ratios we have cho-
sen the summarization system described in [29]. The system allows a modular
combination of anaphora resolution, textual entailment and word sense disam-
biguation tools with the term or concept frequency based scoring module. In this
research we focused on textual entailment and anaphora resolution.

Textual Entailment. The task of textual entailment is to capture the semantic
inference between text fragments. There has been a number of summarization
systems utilizing textual entailment to aid in summarization process. Both in
the process of evaluating the final summary and in the process of summary
generation. In the latter case textual entailment is often applied to eliminate the
semantic redundancy of a document [15].

Anaphora resolution. Powerful pronominal anaphora resolution tool relates
pronouns to their nominal antecedents. This is of use to all the summarization
methods that rely on term overlap, from the simple term frequency to latent
semantic analysis. Steinberger et al. [26] report an increase of 1.5% for their
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summarization system based on latent semantic analysis when anaphoric infor-
mation is included.

The system that we have chosen for this experiment consists of 4 modules:
anaphora resolution, textual entailment, word sense disambiguation and scoring
modules (see Figure 1). The scoring module is essential. It is the last step in the
process when the final sentence scores are calculated. The remaining 3 modules
can be freely combined pairwise with each other and/or with the scoring module.
All the 4 modules can be applied at once as well. This suits well our purpose
of analyzing the impact of different shallow linguistic properties of a text on
various kinds of summarization techniques, that are represented by modules in
our case. For this study we do not use all the possible combinations of modules
(for the precise list of combinations see Section 5.1)

�������

	�
����
���������

�����
����
������

���

Fig. 1. Interaction of semantic components

4 Topics and Linguistic Properties of the Data Set

Out data is a set of newswire articles, taken from the Document Understanding
Conference challenge of 2002. The original set consists of about 530 articles, that
are grouped topicwise into a set of 59 subgroups. The original grouping involves
some duplicate articles and there are some topics/events that are represented by
more than one such group.

One of the goals of this research is to investigate whether the topic of a
document affects the quality of a generated summary. Due to that fact we have
selected about 270 articles. The duplicates were removed. The articles were man-
ually reviewed and grouped trying to keep the original DUC grouping whenever
possible. Below is the list of the resulted topics. The number of documents in
each group is stated in the round brackets.

1. battleship explosion (11)

2. ferry accidents (9)
3. IRA attack (8)

4. earthquake Iran (15)

5. China flood (10)

6. Hurricane Gilbert (13)

7. Mount Pinatubo volcano (5)

8. North American drought (9)

9. thunderstorm US (11)
10. Checkpoint Charlie (5)

11. abortion law (6)

12. Germany reunification (14)

13. Honecker protest (11)

14. Iraq invades Kuwait (27)
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15. Robert Maxwell companies (10)
16. striking coal miners (12)
17. US ambassadors (11)
18. Super Bowl (10)
19. marathon (9)
20. Olympics (10)

21. Leonard Bernstein (13)

22. Lucille Ball (14)

23. Margaret Thatcher (10)

24. Sam Walton (7)

25. Gorbachev (10)

We have further grouped the selected articles according to the more general
topic covered, e.g. marathon, Olympics, Super Bowl were assigned to the topic
on sports, etc. This yielded 5 groups, covering the general topics on accidents,
natural disasters, politics, sports and famous people (please see Table 1 for more
details).

Having grouped the data in different topics, we proceeded with their linguistic
analysis. The selected documents were processed using a part-of-speech tagger
to obtain the average noun (NR), pronoun (PR) and proper noun ratios (PNR)
for each of the 25 topics. These ratios were calculated by diving the number of
words of the respective word class by the total number of words in a document.

Table 1. Linguistic properties of the original documents

PNR NR PR size

accidents 1. battleship explosion 0.11466 0.34381 0.03540 670.0
2. ferry accidents 0.10874 0.34006 0.04024 423.666
3. IRA attack 0.10666 0.31853 0.05897 599.625

natural 4. earthquake Iran 0.15052 0.35761 0.02933 444.8
disasters 5. China flood 0.12880 0.38535 0.02032 383.8

6. Hurricane Gilbert 0.13867 0.36818 0.02501 730.923
7. Mount Pinatubo volcano 0.10716 0.33642 0.03041 672.4
8. North American drought 0.10402 0.34050 0.02485 398.0
9. thunderstorm US 0.13165 0.36461 0.02791 718.7

politics 10. Checkpoint Charlie 0.16148 0.34312 0.04406 513.2
11. abortion law 0.11954 0.33815 0.06449 545.833
12. Germany reunification 0.14561 0.33543 0.03163 558.5
13. Honecker protest 0.15005 0.34585 0.03887 286.545
14. Iraq invades Kuwait 0.16509 0.36821 0.03189 552.555
15. Robert Maxwell companies 0.17074 0.37558 0.03782 444.1
16. striking coal miners 0.09267 0.36252 0.02651 507.083
17. US ambassadors 0.20187 0.38561 0.03811 415.545

sports 18. Super Bowl 0.17758 0.39363 0.03184 438.8
19. marathon 0.13454 0.33495 0.05224 810.555
20. Olympics 0.15359 0.35780 0.04059 607.5

famous 21. Leonard Bernstein 0.19529 0.38679 0.04427 596.923
people 22. Lucille Ball 0.13095 0.32332 0.08895 848.714

23. Margaret Thatcher 0.13329 0.31561 0.06571 624.4
24. Sam Walton 0.10693 0.32362 0.05967 566.714
25. Gorbachev 0.09943 0.31251 0.05673 745.9

average 0.13718 0.35031 0.04183 564.191
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This shallow linguistic analysis methods were chosen in agreement with the
summarization system described in Section 3. The noun ratio has been chosen
since a topic of a document is usually characterized in the form of noun phrases
and textual entailment (with or without the word sense disambiguation) can
be used to eliminate the semantic redundancy. The anaphora resolution process
involves analyzing the pairs of nouns, pronouns and proper nouns in a document.

Table 1 contains the results for the selected features topic-wise. The figures
higher than the average are highlighted in bold. Already on this shallow analysis
level it can be seen, that different topics have different tendencies. The documents
that cover political issues and sports tend to have a higher number of proper
nouns. The articles about famous people contain a lot of pronouns. The latter
led us to the hypothesis, that summarization systems that involve anaphora
resolution would yield summaries of a better quality for those articles. While
the former suggested to rather apply a textual entailment heuristics. The actual
results obtained when applying the selected summarization system to the set of
25 groups of documents are discussed in Section 5.

5 Results and Discussion

5.1 Experiment Setup

The chosen summarization system as explained in Section 3 (see Figure 1) al-
lows to freely combine anaphora resolution, textual entailment, word sense dis-
ambiguation and scoring modules. This suits well the purpose of this research
since we can analyze how different document groups behave in different systems
settings. This also allows us to see whether a single module yields better sum-
maries than the combination of all the 4 modules for the selected 25 groups
of documents. We have selected the following combinations of modules (please
recall that the scoring module is the essential final step and thus common to all
of them, so it is omitted from the description of combinations):

– ASW basic stopwords filtering
– AR pronominal anaphora are substituted by their antecedents prior to

scoring
– TE redundant sentences are eliminated using textual entailment
– TEWSD members of the same WordNet3 synset are replaced by the same

synset representative and after that the redundant sentences are identified
using the textual entailment module

– ARTEWSD pronominal anaphora are substituted by their antecedents,
then the words of the resulting text are replaced by the chosen representa-
tive of the WordNet synset that they belong to and finally the redundant
sentences are filtered out by the textual entailment module

Using these combination we generated summaries for all the 25 groups. There-
after these summaries were evaluated using the ROUGE toolkit [14]. The average
results group-wise are presented in Table 2.

3 http://wordnet.princeton.edu/

http://wordnet.princeton.edu/


Can We Use the Same Techniques for Any Text? 171

Table 2. ROUGE-1 recall topicwise for generated summaries

ASW AR TE TEWSD
ARTE
WSD

accidents
1. battleship explosion 0.41640 0.43224 0.41762 0.40645 0.42407
2. ferry accidents 0.40627 0.42393 0.38874 0.38874 0.41932
3. IRA attack 0.34765 0.38686 0.34955 0.34714 0.39822

average 0.39010 0.41434 0.38530 0.38077 0.41387

natural
disasters

4. earthquake Iran 0.39851 0.40446 0.42258 0.42936 0.42390
5. China flood 0.44805 0.46006 0.48130 0.47697 0.46641
6. Hurricane Gilbert 0.40462 0.41458 0.40446 0.40584 0.44845
7. Mount Pinatubo volcano 0.32098 0.38782 0.31535 0.31535 0.36166
8. North American drought 0.42936 0.44494 0.40973 0.41773 0.41594
9. thunderstorm US 0.32589 0.37270 0.35346 0.36224 0.40338

average 0.38790 0.41409 0.39781 0.40124 0.41995

politics

10. Checkpoint Charlie 0.50284 0.42880 0.46839 0.47730 0.50036
11. abortion law 0.30283 0.38178 0.31252 0.31252 0.37216
12. Germany reunification 0.40949 0.42933 0.40967 0.40868 0.45277
13. Honecker protest 0.48695 0.48410 0.50062 0.49798 0.50517
14. Iraq invades Kuwait 0.38630 0.39488 0.40467 0.40404 0.41887
15. Robert Maxwell companies 0.42572 0.44064 0.42153 0.42411 0.44893
16. striking coal miners 0.46955 0.44690 0.49049 0.49049 0.49765
17. US ambassadors 0.45776 0.39415 0.47221 0.47242 0.45394

average 0.43018 0.42507 0.43501 0.43594 0.45623

sports
18. Super Bowl 0.50047 0.45308 0.53126 0.53318 0.51541
19. marathon 0.36541 0.35290 0.34855 0.34932 0.37978
20. Olympics 0.42524 0.42857 0.47455 0.48249 0.48283

average 0.43037 0.41151 0.45145 0.45499 0.45934

famous
people

21. Leonard Bernstein 0.42669 0.42064 0.43319 0.43319 0.42277
22. Lucille Ball 0.37099 0.36333 0.38172 0.37673 0.38633
23. Margaret Thatcher 0.41783 0.42240 0.41403 0.43089 0.40990
24. Sam Walton 0.36775 0.37903 0.35351 0.35351 0.40549
25. Gorbachev 0.36199 0.37621 0.35525 0.35883 0.40405

average 0.38905 0.39232 0.38754 0.39063 0.405708

5.2 Discussion

We pursued two different goals in this research. The initial hypothesis was that
the topic of the original document and the quality of generated summary are
related. The second one was that the quality of a generated summary rather
depends on linguistic properties of the original text and how they interact with
the particular summarization technique chosen to tackle this task.

Below is the analysis of the results with respect to both of the goals.

Does the Topic of the Original Document affect the Quality of Gener-
ated Summaries? On hand of the obtained results we couldn’t prove the first
hypothesis. If we for example consider the sports topic, it becomes evident that:

– already the starting values for the ASW setting range from 0.36541 to
0.50047
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– the degree of improvement when adding additional modules differs between
the three topics. For the marathon topic we started with the value of 0.36541
for the ASW setting and reached the maximum of 0.37978 for the ARTEWSD
setting. Meanwhile for the Olympics the initial ROUGE value was 0.42524
and jumped up to 0.48283

– different modules and their combinations affected the quality of generated
summaries in different ways. AR decreased the quality of summaries for the
documents on Super Bowl, while TE and TEWSD setting noticeably im-
proved it. The combination of both in the ARTEWSD setting yielded worse
results than the mere TE and TEWSD settings. On the other hand, while
the summaries of the documents on Olympics reveal the same tendencies for
AR and TE/TEWSD settings, the combination of modules in ARTEWSD
setting yielded the best results

No clear relation between the topic of a document and the summarization
method performing best for it could be established. The same tendencies were
observed for the remaining 4 general topics. Thus we can conclude that on this
coarse-grained level of topic differentiation the performance of a summarization
system does not depend on the topic of a document.

Do the Linguistic Properties of the Original Document affect the Qual-
ity of Generated Summaries? If we consider again the topic Super Bowl and
the Mount Pinatubo volcano, we can see that the best results were obtained not
for the combination of all the modules, but for the TE/TEWSD in the for-
mer case and the AR in the latter. The motivation for second objective of this
research was to identify certain properties in the original text prior to summa-
rizing to further chose the best summarization technique that will allow us to
maximilly improve the quality of generated summaries. Though there are some
exception, we could identify the following trends.

Textual Entailment.Whenever the noun ratio is above 0.35, textual entailment
benefits the process of summarization (see for example the topics 4, 5, and 9 in
Table 2). In the opposite case it worsens the results (as in topics 19, 24 or 25)

Anaphora Resolution. The chosen anaphora resolution tool seems to interact
with the pronoun and proper noun ratios. It benefits when a) both values are low
(e.g. topics 1, 2, 5, 7); b) proper noun ratio is low and pronoun ratio is high (as in
topics 3, 11, 24); c) proper noun ratio is high and pronoun ratio is low (e.g. 4, 6,
12). The final thresholds for high and low ratios must be determined statistically
with the larger corpus. In our case by high we mean “above the average” (thus
highlighted in bold in Table 1) and low otherwise. When both ratios are high
(topics 10 and 21), the anaphora resolution module tend to reduce the quality
of generated summaries.

Textual Entailment and Anaphora Resolution. The interaction of textual en-
tailment with anaphora resolution is less straightforward. In some cases when one
should benefit and the other worsen the results, their combination still tops the
results from the best performing module in isolation. For example, for the topic
25 AR improves the results of ASW. Both TE and TEWSD make them worse.
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But the combination of AR and TEWSD improves over the results yielded on
AR. The opposite case is observed for the topic 1, when AR benefits, TE yields
worse results, and their combination is still worse than the results of AR only.
We thus assume that there are more linguistic properties and ways of interaction
with the summarization techniques that are the subject to further research.

Nevertheless, it becomes clear that the linguistic properties of the original
document affect the quality of generated summaries.

6 Conclusion and Future Work

We have pursued two objectives in this research: i) determine whether the per-
formance of a summarization system depends on the topic of a document; ii)
determine whether the quality of a generated summary depends on the linguistic
properties of the original text and how they interact with different summariza-
tion techniques. Given the findings discussed in Section 5.2, we conclude that i)
no clear relation between the topic of a document and the can be established;
ii) a preliminary document analysis stage could benefit the summarization pro-
cess. The latter is valid both for modular summarization systems as described
in Section 3 and any other summarization system based on a single method (i.e.
latent semantic analysis or graph-based approaches), provided that their devel-
opers are aware of the inherent properties of the text their system can handle
the best. Therefore it becomes advisable to adapt summarization systems to the
linguistic properties of input documents.

To the best of our knowledge there has been no other study of the impact of
linguistic properties of the original text on the quality of generated summary.
Thus this research focused on a few linguistic properties, such as noun, pronoun
and proper noun ratio and their interaction with the summarization heuristics
involving textual entailment and anaphora resolution. For the future work we
are planning to include other structural and semantic text properties. It is worth
investigating how the word ambiguity index of the original document affects sum-
marization systems that use word sense disambiguation and textual entailment.
Another direction would lead to the structural features that include phrase type
ratio, instead of mere noun or pronoun ratio, and parse tree analysis, that can
be combined with text simplification for automatic summarization.
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