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Abstract. In this paper, we study the random methods for parame-
terized problems. For the Parameterized P2-Packing problem, by ran-
domly partitioning the vertices, a randomized parameterized algorithm
of running time O∗(6.75k) is obtained, improving the current best result
O∗(8k). For the Parameterized Co-Path Packing problem, we study the
kernel and randomized algorithm for the degree-bounded instance, and
then by using the iterative compression technique, a randomized algo-
rithm of running time O∗(3k) is given for the Parameterized Co-Path
Packing problem, improving the current best result O∗(3.24k).

1 Introduction

Random techniques have been used widely in designing parameterized algorithms
for many NP-hard problems [2], [3], [11], [12]. In this paper, we are mainly focused
on the randomized algorithms for parameterized problems, which the Parame-
terized P2-Packing problem and the Parameterized Co-Path Packing problem
are used to illustrate the random methods given in this paper. We firstly give
definitions of the above two problems.

Parameterized P2-Packing: Given a graph G = (V,E) and an integer k,
find a set S of P2s (a P2 is a simple path of length two) with size k in
G such that no two P2s from S have common vertices, or report that no
such set exists.

Parameterized Co-Path Packing (PCPP): Given a graph G = (V,E)
and an integer k, find a subset F ⊆ V of size at most k such that each
connected component in graph G[V \F ] is a path, or report that no such
subset exists.
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For the P2-Packing problem, Hassin and Rubinstein [10] gave an approxi-
mation algorithm with ratio 35/67 for the maximum P2-Packing problem. De
Bontridder et al. [5] gave an approximation algorithm with ratio 2/3. For a
general subgraph H , Fellows et al. [6] presented an algorithm of running time
O∗(2O(|H|k log k+k|H| log |H|)) for the H-Packing problem.1 Prieto and Sloper [13]
gave a parameterized algorithm of time O∗(39.43k) for the Parameterized P2-
Packing problem. Henning et al. [7] gave an improved parameterized algorithm
with running time O∗(14.67k). Feng et al. [8] presented a parameterized algo-
rithm with running time O∗(8k) for the Parameterized P2-Packing problem,
which is the current best result.

The Parameterized Co-Path Packing problem has important application in
Bioinformatics [4]. From approximation algorithm point of view, an approxima-
tion algorithm with ratio 2 in [9] can be applied to solve the Minimum Co-Path
Packing problem. Recently, Chen et al. [1] gave a kernel of size 32k for the Pa-
rameterized Co-Path Packing problem, and presented an algorithm of running
time O∗(3.24k).

In this paper, for the Parameterized P2-Packing problem, by using a different
way to partition the vertices in the instance, a simple randomized algorithm of
running time O∗(6.75k) is given, which improves the current best result O∗(8k).
For the Parameterized Co-Path Packing problem, the vertices with different de-
grees are studied. Especially, a randomized algorithm is given for the Parameter-
ized Co-Path Packing problem in degree-bounded graph. By applying iterative
compression technique, a randomized algorithm of running time O∗(3k) is given,
which improves the current best result O∗(3.24k).

2 Randomized Algorithm for Parameterized P2-Packing

For a P2 l = (x, y, z), x, z are called the End-vertices of l, and y is called the
Mid-vertex of l. For a set P of P2s, if no two P2s in P have common vertices, then
P is called a P2-Packing in G. In order to solve the Parameterized P2-Packing
problem efficiently, we introduce the following problem.

Constrained P2-Packing on Bipartite Graphs: Given a bipartite graph
B = (L∪R,E) and an integer k, either construct a P2-Packing P of size
k with End-vertices in L, or report that no such packing exists.

Since the weighted version of Constrained P2-Packing on Bipartite Graphs
can be solved in polynomial time [8], by assigning each edge in B with weight
1, the Constrained P2-Packing on Bipartite Graphs problem can also be solved
in polynomial time.

For a given instance (G, k) of the Parameterized P2-Packing problem, assume
that P is a P2-Packing of size k in G. Then, the P2s in P have k Mid-vertices
and 2k End-vertices, denoted by H1, H2 respectively. We want to partition the

1 Following a recent convention, for a function f , we will use the notion O∗(f) for the
bound O(f ·nO(1)).
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vertices in V into two parts V1, V2, such that H1 is contained in V1, and H2 is
contained in V2. We give the following random strategy to divide the vertices in
V . For any vertex v in V , put v into V1 with probability 2/3, and put v into V2

with probability 1/3. After deleting all the edges with two ends in V1 or V2, an
instance B = (V1 ∪ V2, E

′) of the Constrained P2-Packing on Bipartite Graphs
problem can be obtained, where E′ is the set of edges with one end in V1 and the
other end in V2, which can be solved in polynomial time. The specific random
algorithm solving the Parameterized P2-Packing problem is given Figure 1.

Algorithm RP2P(G, k)
Input: a graph G, and an integer k
Output: a P2-Packing of size k, or report no such packing exists.
1. loop c·6.75k times
1.1 V1 = V2 = ∅;
1.2 for each vertex v in V do

put v into V1 with probability 2/3, and put v into V2 with probability
1/3;

1.3 delete all the edges with two ends either both in V1 or both in V2;
1.4 a bipartite graph B = (V1 ∪ V2, E

′) can be constructed, where E′ is the
set of edges with one end in V1 and the other end in V2;

1.5 construct a P2-Packing P of size k in B with End-points in V1;
1.6 if step 1.5 is successful, then return P ;
2. return(”no such packing exists”).

Fig. 1. A randomized algorithm for the Parameterized P2-Packing problem

Theorem 1. The Parameterized P2-Packing problem can be solved in time
O∗(6.75)k with probability larger than 1− (1/e)c.

Proof. If the given instance (G, k) is a No-instance for the Parameterized P2-
Packing problem, then no matter how the vertices in V are partitioned, a P2-
Packing of size k cannot be found in B. Thus, step 2 will correctly return that
graph G contains no P2-Packing of size k.

Now assume that P is a P2-Packing of size k in G. Then there are 2k End-
vertices and k Mid-vertices contained in P . Let H1, H2 be the sets of End-
vertices, Mid-vertices of P respectively, |H1| = 2k, and |H2| = k. If the vertices
in P can be partitioned correctly, i.e., all the vertices in H1 are put into V1 and
all the vertices in H2 are put into V2, then a bipartite graph B = (V1 ∪ V2, E

′)
containing a P2-Packing of size k can be constructed in step 1.4. Then, the
P2-Packing found in step 1.5 can be correctly returned by step 1.6.

We now analyze the probability that the algorithms fails in finding a P2-
Packing of size k in G. Since each vertex in V is put into V1, V2 with probability
2/3, 1/3 respectively, for each iteration of step 1, the vertices in H1, H2 can
be correctly partitioned in step 1.2 with probability (2/3)2k(1/3)k = (4/27)k.
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Then, the probability that the vertices in H1, H2 are not correctly partitioned
in each iteration is 1 − (4/27)k. Therefore, the probability that H1 and H2 are

not partitioned correctly in c · 6.75k iterations is (1 − (4/27)k)c·6.75
k

= ((1 −
1/6.75k)6.75

k

)c ≤ (1/e)c. Therefore, the vertices in H1, H2 can be partitioned
into V1, V2 respectively with probability larger than 1− (1/e)c.

At last, we analyze the time complexity of algorithm RP2P. Step 1.2 can be
done in O(n) time, where n is the number of vertices in G. It takes O(n + m)
time to do steps 1.3, 1.4, where m is the number of edges in G. For step 1.5,
a P2 Packing of size k in G can be found in O(k(m′ + nlogn) [8], where m′ is
the number of edges in B. Therefore, the running time of algorithm RP2P is
O(6.75kk(m′ + nlogn)) = O∗(6.75k). ��

3 Randomized Algorithm for Parameterized Co-path
Packing Problem

For a vertex v, let N(v) denote the neighbors of vertex v, i.e., N(v) = {u|(u, v) ∈
E}, and let N [v] = N(v)∪{v}. For a graph G = (V,E), and a subset V ′ ⊆ V , let
G[V ′] denote the subgraph induced by the vertices in V ′. In order to solve the
problem efficiently, we first study the Parameterized Co-Path Packing problem
in degree bounded graph.

Degree-Bounded Parameterized Co-Path Packing (DBPCP): Given a
graph G = (V,E) and an integer k, where each vertex v in V has degree
at most three, find a subset F ⊆ V of size at most k such that each
connected component in graph G[V \F ] is a path, or report that no such
subset exists.

3.1 Kernelizaiton Algorithm for DBPCP

For the Degree-Bounded Parameterized Co-Path Packing problem, some struc-
ture properties can be obtained, as follows.

Lemma 1. Given an instance (G, k) of Degree-Bounded Parameterized Co-Path
Packing problem, the number of vertices with degree three in G is bounded by 4k.

Given an instance (G, k) of Degree-Bounded Parameterized Co-Path Pack-
ing problem, for a path P = {v1, v2, · · · , vh−1, vh} in G, if the vertices in
{v2, · · · , vh−1} have degree two and the degrees of v1, vh are not two, then path
P is called a degree-two-path.

Lemma 2. For a degree-two-path P = {v1, v2, · · · , vh−1, vh} in G, if the two
vertices v1, vh both have degree three and h > 4, then edges in {(vi, vi+1)|i =
2, 3, · · · , h − 2} can be contracted; if one vertex of {v1, vh} has degree one and
the other has degree three, then edges in {(vi, vi+1)|i = 1, 2, · · · , h − 2} can be
contracted.
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Based on Lemma 2, we can get the following reduction rule.
Rule 1. For a degree-two-path P = {v1, v2, · · · , vh−1, vh} in G, if the two

vertices v1, vh both have degree three and h > 4, then contract the edges in
{(vi, vi+1)|i = 2, 3, · · · , h − 2}. If one vertex of {v1, vh} has degree one and the
other has degree three, then contract the edges in {(vi, vi+1)|i = 1, 2, · · · , h−2}.

Let G′ = (V ′, E′) be the graph obtained after applying reduction Rule 1.

Lemma 3. In the graph G′, the number of vertices with degree two is bounded
by 12k.

Lemma 4. For any vertex v with degree three in G′, if there are two vertices
u,w with degree one in N(v), then the vertex in N(v)\{u,w} can be deleted.

Based on Lemma 4, we can get the following reduction rule.
Rule 2. For any vertex v with degree three in G′, if there are two vertices

u,w with degree one in N(v), then delete the vertex in N(v)\{u,w}, V ′ =
V ′\{u, v, w}, k = k − 1.

Let G′′ = (V ′′, E′′) be the graph obtained after applying reduction Rule 2.

Lemma 5. In the graph G′′, the number of vertices with degree one is bounded
by 4k.

By applying reduction Rule 1 and Rule 2 repeatedly, a kernel of size 20k for the
Degree-Bounded Parameterized Co-Packing problem can be obtained.

Theorem 2. The Degree-Bounded Parameterized Co-Path Packing problem ad-
mits a kernel of size 20k.

3.2 Randomized Algorithm for DBPCP

Assume that (G = (V,E), k) is a reduced instance of the Degree-Bounded Pa-
rameterized Co-Path Packing problem by repeatedly applying reduction Rule 1
and Rule 2, and assume that F (|F | ≤ k) is a solution of the Degree-Bounded
Parameterized Co-Path Packing problem. Let E′ be the set of edges in E with
at least one endpoint having degree three. The edges in E′ can be divided into
two parts A,B such that A ∪ B = E′, and for each edge e in A, at least one
endpoint of e is contained in F , and for each edge e′ in B, no endpoint of e is
contained in F .

Lemma 6. In the reduced graph G, for the sets A,B, |A|/|B| ≥ 1/2.

Lemma 7. For an edge e = (u, v) ∈ B, and for any vertex x from {u, v} with
degree three, then at least one vertex in N(x)\({u, v}\{x}) is contained in F .

The general idea to randomly solve the Degree-Bounded Parameterized Co-Path
Packing problem is as follows. Arbitrarily choose an edge e from E′. Then, with
probability |A|/|E′|, the edge e is from A, and with probability |B|/|E′|, edge e
is from B. If the edge e is from A, then at least one endpoint of e is contained
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Algorithm R-DBPCP(G, k)
Input: a graph G, and an integer k
Output: a subset F ⊆ V of size at most k such that each component in G[V \F ]
is a path, or report no such subset exists.
1. for each k1, k2 with k1 + k2 ≤ k do
2. loop c·2k1 times
2.1 F = C = D = ∅;
2.2 let E′ be the set of edges in E with at least one endpoint having degree

three;
2.3 while E′ is not empty do
2.4 randomly choose an edge e = (u, v) from E′;
2.5 put e into C with probability 1/2, and put e into D with probability

1/2;
2.6 if e is contained in C then
2.7 randomly choose a vertex from {u, v} to put into F ;
2.8 if e is contained in D then
2.9 find a vertex w from {u, v} with degree three;
2.10 randomly choose a vertex y from N(w)\({u, v}\{w}) to put into

F ;
2.11 let E′ be the set of edges in G[V \F ] with at least one endpoint having

degree three;
2.12 if |F | ≤ k1 then
2.13 denote the remaining graph by G′;
2.14 if the number of cycles in G′ is at most k2 then
2.15 for each cycle C in G′ do
2.16 delete a vertex v′ from C, and add v′ to F ;
2.17 return(F ); break;
3. return(”no such subset exists”).

Fig. 2. A randomized algorithm for DBPCP problem

in F . Randomly choose an endpoint of e to put into F . If the edge e is from B,
find an endpoint x of e with degree three, and randomly choose a vertex from
N(x)\({u, v}\{x}) to put into F . The specific randomized algorithm solving the
Degree-Bounded Parameterized Co-Path Packing problem is given in Figure 2.

Theorem 3. The Degree-Bounded Parameterized Co-path Packing problem can
be solved randomly in time O∗(2k).

Proof. First note that if the input instance is a no-instance, step 2 could not find
a subset F ⊆ V with size at most k such that in graph G[V \F ], each component
is a path, which is rightly handled by step 3.

Now suppose that a subset F ⊆ V can be found inG such that each component
is a path in G[V \F ]. Then, there must exist two subsets F ′, F ′′ ⊆ F (F ′ ∪F ′′ =
F ) such that in G[V \F ′], each vertex has degree at most two, and after deleting
the edges in F ′′, all the cycles in G[V \F ′] are destroyed. Thus, there must exist
k1, k2 with k1 + k2 ≤ k such that |F ′| = k1, |F ′′| = k2.
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By arbitrarily choose an edge e from E′, with probability |A|/|E′|, the edge e
is from A, and with probability |B|/|E′|, edge e is from B. By Lemma 7, for the
sets A,B, |A|/|B| ≥ 1/2. Therefore, the probability that edge e is from A is at
least 1/2. In step 2.5, edge e is put into C with probability 1/2, and is put into
D with probability 1/2. Since at least one endpoint of edge e has degree three,
at least one vertex from N [u]∪N [v] is contained in F . Assume that {v1, · · · , vi}
(1 ≤ i) is the subset of vertices from N [u]∪N [v], which are contained in F . We
now prove that by steps 2.5-2.10, one vertex from {v1, · · · , vi} (1 ≤ i) can be
rightly added into F with probability 1/2. If the edge e picked in step 2.4 is from
A, then with probability 1/2, e is put into C. Without loss of generality, assume
that F ∩{u, v} is {u}. Then, in step 2.7, for the vertices {u, v}, u can be rightly
added into F with probability 1/2. Thus, if the edge e picked in step 2.4 is from
A, then with probability 1/4, u can be rightly added into F in step 2.7. On the
other hand, if the edge e picked in step 2.4 is from B, then with probability 1/2,
e is put into D in step 2.5. In this case, no vertex from {u, v} is contained in F .
Without loss of generality, assume that vertex u has degree three. Consequently,
at least one vertex from N(u)\{v} is added into F . Assume that vertex x from
N(u)\{v} is contained in F . Then, in step 2.10, for the vertices in N(u)\{v},
vertex x can be rightly added into F with probability 1/2. Therefore, if the edge
e picked in step 2.4 is from B, then with probability 1/4, vertex x is rightly
added into F . Thus, for the edge e picked in step 2.4, the probability that at
least one vertex in {v1, · · · , vi} is rightly put into F is 1/4+1/4 = 1/2. Then, the
probability that all vertices in F ′

1 are deleted is at least (1/2)k1 . Therefore, the
probability that the vertices in F ′

1 are not rightly deleted is 1−(1/2)k1. Therefore,
after c ·2k1 operations, none of the executions of steps 2.1-2.11 can rightly handle

the vertices in F ′
1 is (1− (1/2)k1)c·2

k1
= ((1− (1/2)k1)2

k1
)c ≤ (1/e)c. Therefore,

after c ·2k1 operations, the algorithm can correctly handle the vertices in F ′
1 with

probability larger than 1− (1/e)c.
For each loop in step 2, if |F | ≤ k1 in step 2.12 and there exist cycles in

the remaining graph, the cycles can be destroyed by choosing any vertex in the
cycle.

Step 2.2 can be done in time O(n+m), and step 2.3 can be done in O(m(m+
n)), where m,n are the number of edges and vertices in graph G respectively.
Step 2.12-2.16 can be done in time O(n +m). Therefore, algorithm R-DBPCP
runs in time O(2k1m(n+m)) = O∗(2k). ��

4 Randomized Algorithm for the PCPP Problem

In this section, using iterative compression technique, we give a randomized algo-
rithm of running time O∗(3k) for the Parameterized Co-Path Packing problem.
We first give the following definitions.

Parameterized Co-Path Packing Compression (PCPPC): Given a graph
G = (V,E), an integer k, and a subset F ⊆ V of size k+1, where in graph
G[V \F ], each connected component is a path, find a subset F ′ ⊆ V of
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size at most k such that each connected component in graph G[V \F ′] is
a path, or report that no such subset exists.

Special Parameterized Co-Path Packing Compression (SPCPPC): Given
a graph G = (V,E), an integer k, and a subset F ⊆ V of size k+1, where
in graph G[V \F ], each connected component is a path, find a subset
F ′ ⊆ V of size at most k such that F ′ ∩ F = ∅, and each connected
component in graph G[V \F ′] is a path, or report that no such subset
exists.

We now give an algorithm solving the Special Parameterized Co-Path Packing
Compression problem.

Lemma 8. Given an instance (G = (V,E), k, F ) of the Special Parameterized
Co-Path Packing Compression problem, if there exists a vertex v in V \F with
degree at least five, then v can be deleted; if there exists a vertex v in V \F with
degree four and |N(v) ∩ F | = 3, then v can be deleted.

For the instance (G = (V,E), k, F ) of the Special Parameterized Co-Path Pack-
ing Compression problem, if there exists a vertex v in F with degree at least
three, then v is called a special vertex in F .

Lemma 9. For a special vertex v in F , if |F ∩N(v)| = 2, then the vertices in
N(v)\F can be deleted; if |F ∩N(v)| = 1, then at least |N(v)\F | − 1 vertices in
N(v)\F can be deleted.

Given an instance (G = (V,E), k, F ) of the Special Parameterized Co-Path
Packing Compression problem, assume that F ′ is the solution of the problem.
In the following, we first give the algorithm to deal with the vertices with degree
four in V \F and having two neighbors in V \F : for a vertex v with degree four
in V \F and and having two neighbors in V \F , either v is contained in F , or
the two vertices in N(v)\F are contained in F . The specific algorithm is given
in Figure 3.

Theorem 4. Algorithm Bran-V(G, k1, F, ∅) runs in time O(1.62k1n) and re-
turns a collection of at most 1.62k1 sets of vertices, where n is the number of
vertices in G.

Proof. For an instance (G = (V,E), k, F ) of the Special Parameterized Co-Path
Packing Compression problem, assume that F ′ is the solution of the problem.
For a vertex v of V \F with degree four and having two neighbors in V \F , assume
that two neighbors u,w of v are contained in V \F . Either vertex v is in F ′ or
the vertices u,w are in F ′, which corresponds the two branchings in step 4 and
step 5 respectively. Assume that V ′ is the set of all vertices with degree four in
G, and let V ′′ ⊆ V ′ be the set of vertices in

⋃
v∈V ′ N [v] that are contained in

F ′. Let k1 = |V ′′| and let T (k1) be the size of search tree obtained by calling
algorithm Bran-V(G, k1, F,Q). It is easy to get the following recurrence relation:
T (k1) = T (k1−1)+T (k1−2). Then, T (k1) = 1.62k1 . Therefore, algorithm Bran-
V(G, k1, F, ∅) runs in time O(1.62k1n) and returns a collection of at most 1.62k1

sets of vertices. ��
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Algorithm Bran-V(G, k1, F,Q)
Input: a graph G = (v,E), an integer k, a subset F of vertices, and a subset
Q of vertices
Output: the collection of vertices in V \F , each contains k1 vertices
1. if (|Q| > k1) then abort; else return Q;
2. arbitrarily pick a vertex v in V \F with degree four and having two

neighbors in V \F ;
3. let u,w be the two vertices in N(v)\F ;
4. Bran-V(G\{v}, k1, F, Q ∪ {v});
5. Bran-V(G\{u, v}, k1, F,Q ∪ {u, v});

Fig. 3. Branching of vertices with degree four

For an instance (G = (V,E), k, F ) of the Special Parameterized Co-Path Packing
Compression problem, if all the vertices in G have degree at most three, the
algorithm R-DBPCP can be modified slightly to find the solution of the problem.

Theorem 5. For an instance (G = (V,E), k, F ) of the Special Parameterized
Co-Path Packing Compression problem, if all the vertices in G have degree at
most three, then a subset F ′ of size k can be found in O∗(2k) time with probability
larger than 1 − (1/e)c such that F ∩ F ′ = ∅ and each connected component in
G[V \F ′] is a path.

The proof of Theorem 5 is similar to the proof of Theorem 3, which is neglected
here.

The general idea solving the Special Parameterized Co-Path Packing Com-
pression problem is that: the vertices with degree large than four, and the special
vertices are handled firstly. Then, by calling algorithm Bran-V(G, k1, F, ∅), the
vertices with degree four and having two neighbors in V \F can be dealt with.
Then, in the remaining graph, each vertex has degree at most three, which can
be handled by algorithm R-DBPCP. The specific algorithm solving the Special
Parameterized Co-Path Packing Compression problem is given in Figure 4.

Theorem 6. The Special Parameterized Co-Path Packing Compression problem
can be solved randomly in O∗(2k) time.

Proof. If the input instance is a no-instance, step 5 could not find a subset
F ′ ⊆ V with size at most k such that F ′ ∩ F = ∅, and in graph G[V \F ′], each
component is a path, which is rightly handled by step 6.

Now suppose that a subset F ′ ⊆ V can be found in G such that F ′ ∩ F = ∅,
and in graph G[V \F ′], each component is a path. Then, there must exist three
subsets F ′

1, F
′
2, F

′
3 (|F ′

1| = k1, |F ′
2| = k2, |F ′

3| = k3,) such that F ′
1 + F ′

2 +F ′
3 = F ′

and F ′
1, F

′
2, F

′
3 have the following properties: (1) after deleting the vertices in F ′

1,
there does not exist a special vertex in the remaining graph; (2) after deleting the
vertices in F ′

1 ∪F ′
2, all the vertices in the remaining graph have degree bounded

by three.
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Algorithm R-SPCPPC(G, k, F )
Input: a graph G, and an integer k
Output: a subset F ′ ⊆ V of size at most k such that F ∩ F ′ = ∅ and each
component in G[V \F ′] is a path, or report no such subset exists.
1. F ′ = ∅;
2. if there exists a vertex v in V \F with degree at least five then

F ′ = F ′ ∪ {v}, V = V \{v}, k = k − 1;
3. if there exists a vertex v in V \F with degree four and |N(v)∩F | = 3 then

F ′ = F ′ ∪ {v}, V = V \{v}, k = k − 1;
4. if there exists a special vertex v with |F ∩N(v)| = 2 then

F ′ = F ′ ∪ (N(v)\F ), V = V \(N(v)\F ), k = k − |N(v)\F |;
5. for each k1, k2, k3 with k1 + k2 + k3 ≤ k do
5.1. loop c·2k1 times
5.2. H = H ′′ = ∅;
5.3. let V ′ be the set of special vertices such that for each v in V ′,

|F ∩N(v)| = 1;
5.4. while V ′ is not empty do
5.5. randomly choose a vertex u from N(v)\F , and put u into H ;
5.6. let V ′ be the set of special vertices in G[V \(F ∪H)] such that for

each v in V ′, |F ∩N(v)| = 1;
5.7. if |H | ≤ k1 then
5.8. call algorithm Bran-V(G[V \H ], k2, F, ∅);
5.9. for each set H ′ returned by algorithm Bran-V(G, k2, F, ∅) do
5.10. let G′ = (V ′, E′) = G[V \(H ∪H ′)];
5.11. let H ′′ be the set obtained by calling algorithm R-DBPCP;
5.12. if |H |+ |H ′|+ |H ′′| ≤ k then

F ′ = F ′ ∪ (H ∪H ′ ∪H ′′);
5.13. return(F ′); stop the loop in step 5.1;
6. return(”no such subset exists”).

Fig. 4. A randomized algorithm for SPCPPC problem
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The correctness of steps 2-4 can be obtained directly by Lemma 8 and Lemma
9. For a special vertex v with |F ∩N(v)| = 1, by Lemma 9, at least |N(v)\F |−1
vertices in N(v)\F can be deleted. Assume that T ⊆ N(v)\F are the subset
of vertices contained in F ′. Since the degree of v is at least three, by randomly
choosing a vertex u fromN(v)\F , the probability that u is from T is at least 1/2.
Then, the probability that all vertices in F ′

1 are deleted is at least (1/2)k1 , i.e.,
when steps 5.4-5.6 are done, all the special vertices are destroyed with probability
(1/2)k1 . In step 5.8, algorithm Bran-V(G[V \H ], k2, F, ∅) is called to deal with
the vertices with degree four and |N(v)∩(V \F )| = 2. By Theorem 4, a collection
of at most 1.62k1 sets of vertices can be returned. Then, in step 5.10, there does
not exist a vertex with degree four. Therefore, algorithm R-DBPCP can be used
to find a subset F ′

3 ⊆ V ′ such that F ′
3 ∩F = ∅ and each connected component in

G′[V ′\F ′
3] is a path. By Theorem 5, the subset F ′

3 can be found with probability
larger than 1− (1/e)c. Therefore, in step 5.12, if |H |+ |H ′| + |H ′′| ≤ k, then a
solution F ′ can be returned such that F ′∩F = ∅ and each connected component
in G[V \F ′] is a path. For the step 5.1, the probability that the vertices in F ′

1

are not rightly deleted is 1 − (1/2)k1. Therefore, after c · 2k1 operations, the
probability that none of the executions of steps 5.5-5.6 can rightly handle the

vertices in F ′
1 is (1 − (1/2)k1)c·2

k1
= ((1 − (1/2)k1)2

k1
)c ≤ (1/e)c. Therefore,

after c · 2k1 operations, the algorithm can correctly handle the vertices in F ′
1

with probability larger than 1− (1/e)c.
Now we analyze the running time of algorithm R-SPCPPC(G, k, F ). Steps 2-4

can be done in O(n+m) time. The while loop in step 5.4 can be done in O(n(n+
m)) time. By Theorem 4, algorithm Bran-V(G, k1, F, ∅) runs in time O(1.62k1n),
and by Theorem 5, algorithm R-DBPCP can be done in time O∗(2k3). Therefore,
step 5 can be done in O(2k11.62k22k3k3(n + m)) = O(2k1+k2+k3k3(n + m)) =
O∗(2k). ��
Based on the algorithm solving the Special Parameterized Co-Path Packing
Compression problem, the Parameterized Co-Path Packing Compression prob-
lem can be solved.

Theorem 7. The Parameterized Co-Path Packing Compression problem can be
solved randomly in O∗(3k) time.

Based on the iterative compression technique, the Parameterized Co-Path Pack-
ing problem can be solved.

Theorem 8. The Parameterized Co-Path Packing problem can be solved ran-
domly in O∗(3k) time.

5 Conclusion

In this paper, we study the randomized techniques for the parameterized prob-
lems. For the P2-Packing problem, a randomized algorithm of running time
O∗(6.75k) is given, improving the current best result O∗(8k). For the Param-
eterized Co-Path Packing problem, a randomized algorithm of running time
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O∗(3k) is given, improving the current best result O∗(3.24k). How to apply the
randomized methods in this paper to solve other parameterized problems is an
interesting topic, which is also our future research.
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